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Cardiac health diseases are one of the key causes of death around the globe. Te number of heart patients has considerably
increased during the pandemic. Terefore, it is crucial to assess and analyze the medical and cardiac images. Deep learning
architectures, specifcally convolutional neural networks have profoundly become the primary choice for the assessment of cardiac
medical images.Te left ventricle is a vital part of the cardiovascular systemwhere the boundary and size perform a signifcant role
in the evaluation of cardiac function. Due to automatic segmentation and good promising results, the left ventricle segmentation
using deep learning has attracted a lot of attention.Tis article presents a critical review of deep learning methods used for the left
ventricle segmentation from frequently used imaging modalities including magnetic resonance images, ultrasound, and computer
tomography. Tis study also demonstrates the details of the network architecture, software, and hardware used for training along
with publicly available cardiac image datasets and self-prepared dataset details incorporated. Te summary of the evaluation
matrices with results used by diferent researchers is also presented in this study. Finally, all this information is summarized and
comprehended in order to assist the readers to understand the motivation and methodology of various deep learning models, as
well as exploring potential solutions to future challenges in LV segmentation.

1. Introduction

Te capability of a machine to simulate and impersonate
human intelligence processes is referred to as artifcial in-
telligence. Machine learning is a subbranch of artifcial
intelligence which is based on the idea to enable machines or
computers to perform without being specifcally pro-
grammed.Temachine can learn from data and focus on the
use of the pattern and experience to improve the

performance of the computer in making decisions on its
own. In this way, the machine becomes capable of devel-
oping analytical models to adopt new situations
autonomously.

Deep learning (DL) is a subfeld of machine learning
associated with a process inspired by the formation and
function of the brain called an artifcial neural network
(ANN). DL is concerned with the interpretation of data
based on the mechanism of the human brain by developing
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and simulating the algorithm worked on human brain
analysis and learning. Te training data are fed into the
algorithm as input, and the successive layers of the DL al-
gorithm analyse the original data to extract the features
required for the targeted task. Te training data is fed into
the algorithm as input, and the successive layers of the DL
algorithm analyse the original data to extract the features
required for the targeted task. Te entire process is free of
human manipulation. One of the earliest practiced DL
techniques is ANN with a deep network structure [1]. Te
multilayer perceptron models [2] have been proposed with
the rapid progress in the research areas of computer vision
(CV) and human brain neurons.Tis yields the development
of other classical models such as back-propagation neural
network models, convolutional neural network (CNN)
models [3], bidirectional recurrent neural networks [4],
transformers [5], long short-term memory (LSTM) [6], and
deep belief network [7] models.

Tese research fndings have signifcantly helped the
expansion of DL architectures, fooring the way for its
substantial level applications in numerous areas, especially
in image processing. Image classifcation, image registration,
object detection, and image segmentation were among the
main tasks performed by the DL algorithms very efciently.

Tese image processing methods were applied in various
felds such as surveillance [8, 9], intelligent transportation
system [10, 11], wireless communication [12, 13], web mining
[14, 15], robotics [16, 17], civil [18], and the most important in
medical image processing [19]. In medical, DL is used for the
segmentation of various structures from the medical images
[20], detection of diferent diseases [21–23], and also for image
registration to have a better view of images [24].

Te cardiac images are one of the medical images used
for the assessment of patient health. Diferent cardiac images
are used for the analysis of cardiac function. Assessment of
cardiac function performs an essential part in medical
cardiology for patient supervision, risk estimation, disease
analysis, and therapy evaluation [25, 26]. For cardiac di-
agnosis, digital images are the basic tool used for the
computation of subsequent clinical indices from the shape
and structure of the heart. From the structure of the heart,
the assessment of the left ventricle (LV), right ventricle (RV),
and myocardium (MYO) are the main assessments. LV is
one of the central issues and the attention of cardiac function
study and disease diagnosis. Delineation of LV boundary is
of great clinical importance for the study of heart parameters
such as the ejection fraction (EF), stroke volume (SV), LV
mass (LVM), end-systolic volume (ESV), and end-diastolic
volume (EDV) [27].

Some studies have reviewed the segmentation of medical
and cardiac images. However, to the best of the author’s
knowledge, those investigations did not investigate LV
segmentation solely and explicitly. Keeping in mind the
importance of LV, the primary focus of this research is to
review only the segmentation of LV using DL models. Tis
paper provides a comprehensive overview of diferent DL
architectures used for the LV segmentation. Tis review has
been carefully summarized to present the state-of-the-art DL
algorithms focusing on the LV segmentation task. To fnd

out the quality research in the area, the Web of Science
database was used as a search engine. Te keywords, “left
ventricle”, “segmentation, and “deep learning” were used to
fnd out the related papers. Te articles which primarily do
not emphasize LV segmentation were excluded because the
scope of this review included an analysis of LV based seg-
mentation. Te review has been conducted using resources
published between 2018 and onwards until December 2021.

In this article frst, we discussed the three diferent
imaging modalities used for the LV assessment in Section 2.
Section 3 presents the basics concepts related to DL and
CNN. Diferent DL architectures used for the LV segmen-
tation are reviewed in Section 4. Te section is subdivided
based on the diferent approaches used with DL such as
preprocessing, deformable models, and clinical indices
calculation.Te discussion about the architecture, hardware,
software, and datasets used for training, and evaluation
matrices used to analyze the performance of models is
presented in Section 5. Te complete structure of the article
is depicted in Figure 1.

2. Medical Images for LV Assessment

Diferent medical imaging modalities were used for the
assessment of LV. Tese modalities include magnetic res-
onance images (MRI), echocardiography, computer to-
mography (CT) scan, myocardial perfusion imaging,
multiple gated acquisition scanning, gated blood-pool
SPECT, and fusion imaging. However, the most used im-
aging modalities in literature for LV segmentation are MRI,
US, and CT scans. Te detail of these images is presented in
this section.

2.1. Magnetic Resonance Images. MR imaging is a widely
used technique in the cardiac armamentarium. Te ofcial
name is recognized as “cardiovascular magnetic resonance
(CMR),” when the MRI is employed on the heart or car-
diovascular system. Its diagnostic precision has preceded it
to become the gold-standard for heart analysis [28].

MRI is suitable for the evaluation of heart chambers
[29, 30], size, and blood fow through major vessels [31],
heart valves [32], and pericardium [33]. In addition, for LV
size and mass measurement, the MRI is considered a ref-
erence standard [34, 35]. Its adaptability is incomparable to
other diferent imagingmethods. It provides not only precise
anatomic information but also gives functional information
that helps in fnding patients at risk. Tree-dimensional
geometric analysis of the LV by CMR provided more ap-
propriate information about the shape of the LV than the
traditional echocardiography with high fertility and low
variability [36]. CMR has also been successful in observing
LV hypertrophy in patients with apparently normal echo-
cardiographic results [37].

Besides these outstanding outcomes, a few important
limitations of CMR need to be remembered. It faces
problems with costs, limited availability, and lack of por-
tability. Tese constraints prevent the use of CMR normally.
Compared with other imaging modalities, CMR inspections

2 Computational Intelligence and Neuroscience



are very costly and inadvisable for patients with metallic
implants such as graft stents and cardiac pacemaker devices.
Cardiac MRI may not be accessible immediately in all
centers, and it can be a difcult instrument to work out in
patients who require serial monitoring. Another condem-
nation of CMR is the period of examination to acquire LVM
data. It also has some minor issues such as device incom-
patibilities and patient tolerance. Figure 2 shows LV seg-
mentation in MRI images. Te red area is LV segmented
using a CNN. [38].

2.2. Echocardiography. Echocardiography used high-fre-
quency ultrasound waves to produce anatomical images of
the heart. Tat is why it is referred to as ultrasound (US)
imaging. It is the largely used imaging modality for the
examination of cardiovascular diseases [39]. Due to its easy
accessibility, outstanding temporal resolution, real-time
imaging, and noninvasive nature, the US is considered the
basic imaging for measuring the LV function. US has be-
come the primary preference for the analysis of LVM. A
regular LVM calculation is an essential part of the US ex-
amination [40]. US imaging is also used in measuring the
decrease in LVM after the treatment [41].

Temost used US imaging is two-dimensional US (2DE)
and three-dimensional US (3DE). An example of 2DE is
shown in Figure 3 and the LV boundary is shown by the red
line. Although M-mode US imaging is also in use, due to
diferent limiting factors of M-mode such as it only identifes
the function of the basal segment while 2D and 3D can
perform the whole LV segmentation, the use of M-mode is
very limited. Using the 2DE, LVM can directly be calculated.
Similarly, by attaining the pyramidal image, we can look at
the 3-dimensional image of the whole heart. Te 3D
imagining of heart anatomy can be obtained using 3DE and
it has also overcome the limitation of 2D imagining.
Terefore, 3DE has gained considerable importance over
2DE and M-mode in various patient populations [42]. In-
adequately, 3DE is not commonly available and costly
compared to 2D imagining. Te other limitation of the US
imaging is the speckle noise [43] and low contrast ratio [44],
which limits its performance.

2.3. Computer Topography. A computed tomography (CT)
scan of the heart provides a cross section of the structure of
the heart. It characterizes the X-ray attenuation features of
tissues being imaged [45, 46]. CT is a growing imaging
method for the noninvasive computation of heart anatomy
and function. LV size and mass estimation can be computed
using the CTmodality. CT is also found as a good alternative
for the LV size and mass calculation for those patients who
have contraindications to CMR [42]. Te study in [47]
compares CTand US and also fnds that CTcan be used as an
alternative to the US.

Tough CT has many advantages, a few constraints are
not ignorable. CT cannot be employed as real-time intra-
procedural assistance due to unavoidable ionization radia-
tion exposure called a stochastic efect [48]. Repetitive
regular use can raise the cancer risk. Te increase in image
quality results in a higher dose of radiation. Te left part of
Figure 4 is a CTscan of the heart and in the right part, the LV
is highlighted. [49].

3. Deep Learning

DL can be defned as a machine learning algorithm that deals
with neural networks. Neural networks with a deep structure
or with more than 2 hidden layers are also referred as deep
neural networks. A general architecture of DL is shown in
Figure 4. DL is a representation learning (subtype of ma-
chine learning) with multiple levels of representation [50].
For the past several years, DL has been developed as a
popular tool that attracts the attention of researchers from
several felds. It helps to overcome the weaknesses of tra-
ditional methods and solve complex problems to achieve
better results. Te popularity of DL is doable due to large
datasets, computational performance, training techniques
(ReLu), and advanced networks (CNN).With the increase in
databases, DL has exponentially achieved success both in
commercial and academia. Not only the software base ad-
vancement help DL to achieve success, the latest hardware
such as graphical processing units (GPU’s) improved the
ability of DL [51]. Deeper layers improve the system’s ex-
perience by learning the features from data and making
complex structures deeper and simple [52]. Terefore, it is a
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novel discovery for solving problems in those areas which
has high dimensional data. Inspired by brain function, deep
neural networks are built from many hidden layers

sandwiched between the input and output layers. Te
general architecture of a deep neural network is presented in
Figure 5.

Figure 2: Four examples of LV boundary in CMR images.

(a) (b)

Figure 3: US image (a) and its US image with LV boundary (b).

(a) (b)

Figure 4: CT scan of LV (a) and LV boundary (b).
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3.1. Convolutional Neural Network. DL architectures are
performing excellently in solving traditional artifcial in-
telligence problems. Te most established, progressive, and
widely used is CNN. Te following section discusses CNN,
its variants, and its applications.

Among all the models of neural networks, CNN is the
most dominant approach to solving problems of CV. Te
idea of CNN architecture was developed in the 1980s [53]
but due to the lack of computational ability of hardware,
high processing machines, and large storage devices to deal
with big images, the idea did not fourish. Te concept
accelerated as the processing of machines increased in terms
of computation and database to retrieve and store. Later in
[54], CNNs were successfully applied in classifcation
problems and performed brilliantly in CV applications. Te
gradient-based learning algorithm highly motivated CNN to
produce optimized weights. CNN performed far better than
other multi-layered perceptrons. Te CNN weights are
shared and are not needed to learn again for the same object
at diferent locations. It recognizes visual patterns, directly
from raw image pixels. Tis decreases the number of
learnable parameters. CNN performance is impressive on
2D and 3D images. CNN model has minimized the pre-
processing task and the back-propagation learning method
improved the performance as it has provided a solution to
deal with nonlinearity with the decrease in computation
process due to a smaller number of weights. CNN has been
producing better results in object recognition, behavior
recognition, audio recognition, detection, recommendations
localization, classifcation, and segmentation tasks.

3.1.1. Convolution. Convolution is a mathematical opera-
tion that involves the multiplication and addition
(weighted average) of two functions. Te frst function (x)
represents input data and the second function (w) rep-
resents kernel and together they produce the output,
called feature maps. CNN is similar to neural networks
that use weights and biases. It involves a convolutional
layer in the neural network that applies to input data of an
acceptable type. Te CNN architecture is divided into two
divisions: feature extractors and classifers. Each

convolution layer fnds specifc features from the input
data using a shared weight called kernels, and with n
number of kernels, the convolution layer determines n
features. Te input of each layer is the result of the
previous layer. A simple CNN consists of a convolutional
layer, pooling layer, rectifer unit, fully connected layer,
and classifer. Te convolutional layer is a building block
of CNN. Te input image convolves with the kernel
(learnable flter). Te kernel slides over the input image
and the size of the kernel are somehow learned from the
input image. Some parameters drive the size of output i.e.,
depth, stride, and padding. Te CNN compresses the fully
convolutional network by lessening the connections and
sharing the weight of the edge.

Figure 6 shows a general CNN structure; the input image
is convolved with kernels to extract the features.Te result of
convolution is then passed through the pooling layer (mostly
Max pooling). Te CNN extracts the features using these
layers and fnally a fully connected layer [55] gives the
predicted output.

Convolution performs 3 main tasks: sparse interaction,
parameter sharing, and equivariant representation.

(i) Sparse interaction: In a neural network, every
output unit interacts with every input having sep-
arate parameters. Tese parameters help to deter-
mine the relationship or interaction between the
input and output units. CNN uses kernels of dif-
ferent sizes which are smaller than input data in size.
Tis reduces the number of learning parameters and
the storage space and increases computation
efciency.

(ii) Parameter sharing: It uses the same parameter for
more than one chunk. In convolution, each kernel
value is used at every point of input other than
boundary values. It helps CNN to use only one set
instead of multiple parameters for every location.
It reduces the storage requirement further.

(iii) Equivariance: It refers to the shift in the feature map
by the same amount as the input shifts. Convolution
does the same but not naturally [50].

3.1.2. CNN Layers. For the past few decades, CNN is per-
forming intensely in CV (detection, recognition, tracking,
estimation, processing, analysis, learning, restoration, and
reconstruction) as the popular machine learning algorithm.
Te GPUs have also brought extra efciency in their results.
Te boost CNN gain is through several factors such as a large
labeled training dataset, rectifer linear unit, regularization
(dropout), and augmentation. Te strength of CNN is
extracting discriminative features at diferent levels. Te
CNN architecture consists of a convolutional layer, a
nonlinearity layer, and a polling layer followed by a fully
connected layer.

(i) Input layer: Tis layer understands the input data. It
gives the contents of input data and has no learnable
parameters. So, this layer has nothing to do with
learning.

Input

Output

Hidden Layers

Figure 5: A general architecture of a deep neural network with
three hidden layers.
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(ii) Convolutional layer: Convolutional layer per-
forms convolution operation which is the
trademark of CNN architecture. Tis layer holds
learnable parameters such as weights and biases.
Tis layer contains flters or kernels, used to
detect edges, shapes, and patterns of the given
input image. Kernels are convolved with each
input feature/image pixel to produce feature
maps as an output. A dot product between each
input and flter is performed, followed by sum-
ming each dot product output, and fnally, a bias
is added. Bias can be confgured according to
network requirements. Te convolutional layer
reduces the computational cost by reducing the
input size:

Z
l
i � 

Kl−1

J�1
W

l
i,j ∗Z

l−1
j + B

l
. (1)

Te kernel computes the product of weight and
input of kernel size. It also determines the desired
features based on kernel weights. Equation (1)
shows the operation of the convolutional layer,
where Zl

i and Zl−1
i are the outputs of the current

layer and previous layer, respectively, and Wl
i,j and

Bl represent flters and biases. Each neuron need not
be connected to all other neurons in the preceding
and following layer. Te input is convolved with
flters to produce an output where bias is added for
nonzero value. Te fnal output goes through a
nonlinear activation function which activates the
feature maps and forwarded the result to the next
layer.

(iii) Pooling layer: Te other name of this layer is the
subsampling layer. Tis layer reduces the dimen-
sions through downsampling operation. Average
(uses the average value) and Max (uses the highest
value) pooling are the two most used operations.
Te following subsampling function represents a
pooling operation:

Z
l
i � Sub − Sampling Z

l−1
j . (2)

(iv) Nonlinearity layer: It applies the relevant nonlinear
activation function. Te most common functions
are sigmoid, rectifed linear unit (ReLU), hyperbolic
function, and SoftMax:

a
l

� f Z
l

 . (3)

(v) Dropout: Tis layer regularizes the CNN model,
decreases computation, and increases the general-
ization. It randomly drops the units by assigning the
zero weight to a set of units.Tis layer helps to avoid
the overftting problem.
Fully connected layer: Tis is a fattened layer with
each neuron of the previous layer connected to each
neuron of the current layer. Each neuron has a
separate weight for each connection. Tis layer has
the highest number of learnable parameters. Te
input data are linearly processed, passed through a
nonlinearity, and then propagated to the next layer.

4. LV Segmentation Using DL Architectures

CNN has performed several CV tasks efectively and pre-
cisely, that is why it is a widely used DL technique for image
segmentation, especially for medical images. In Section 4.1,
several CNN architectures are reviewed which are used for
the LV segmentation.

4.1. LV Segmentation Using Fully Convolutional Network.
Te fully convolutional network (FCN) [56] introduces the
fully convolutional layers instead of fully connected layers.
Terefore, FCN can handle the variable size of images and
fewer parameters to be learned which also make the network
faster. Te FCN and its variants used for LV segmentation
are explained below.

4.1.1. FCN with Pre/Postprocessing. A three-step (pre-
processing, LV segmentation, and postprocessing) LV seg-
mentation method is proposed in [57]. In the frst phase, LV
is localized using the over feat algorithm [58] to determine
the region of interest (ROI) which is then fed to the next

Prediction

LV

Convolutional Layer
Pooling Layer
Fully-connected Layer

Figure 6: General structure of deep convolutional neural network.
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phase where the segmentation is performed using a temporal
FCN (T-FCN) architecture. Te CNN model is pretrained
with GoogLeNet and fne-tuned using LV images. Te
T-FCN adds another hidden layer at the decoding path to
restore the original size. Te segmented LV boundary is
further refned in the third phase by using one of the two
algorithms: fully connected conditional random felds
(CRFs) with Gaussian edge potentials [59] and semantic fow
[60]. To train the network, the TWINS-UK database was
used which consists of more than 12,000 images. Te result
showed that T-FCN with CRF performs better segmentation
and achieved the dice similarity coefcient (DSC) value of
0.9815, average perpendicular distance (APD) of 6.2903, and
conformity index of 0.9610. Tis work only focused on the
LV segmentation.

One of the preprocessingmethods is to crop the ROI frst
and then apply the segmentation to the selected ROI. Tis
procedure for LV segmenting is presented in [61]. Te
clinical parameters such as LV volume (LVV), LVM, SV, and
EF were also analyzed by estimating the size of LV fromMRI
images. Te class imbalance challenge was tackled by frst
fnding out the ROI using an FCNmodel. A new FCNmodel
was applied to these ROI images for LV segmentation. Class
entropy and radial distance were used as loss functions. Te
model is trained and tested using two datasets: the Auto-
matic Cardiac Diagnosis Challenge (ACDC) 2017 publicly
available dataset and a local dataset. Te ACDC-2017 dataset
consists of 150 patients’ data, while the local dataset consists
of almost 6000 images. Te performance is evaluated using
the DSC and Hausdorf distance (HD) for cross-entropy loss
and radial distance loss. Te model is analyzed for both
datasets and achieves almost the same results, which yield
that the model is generalized and applicable to any dataset.
Te proposed model attained better DSC and HD values
than that of U-Net and ConvDeconv-Net.Te DSC value for
LV segmentation of the proposed model on the local dataset
is 0.95 and ACDC dataset is 0.94. Similarly, the HD value is
9.31 and 11.21 for the local and ACDC dataset, respectively.

4.1.2. Improved FCN for Clinical Index Calculation.
Chen Qin et al. [62] proposed a model that consists of two
branches: the motion estimation branch and the segmen-
tation branch. Te unsupervised Siamese style recurrent
spatial transformer network is utilized for motion estimation
and FCN is used for the segmentation. Motion estimation is
an unsupervised method that combined the motion esti-
mation and segmentation layer which can also be referred to
as a weakly supervised model. A total of 220 short-axis view
subjects were obtained from a UK biobank study. Te LV
segmentation is assessed by separately segmenting the LV
and also by combining the two models. Te DSC value of
0.9217 is achieved for only segmentation, while 0.9348 is
achieved for the combined model which depicts that the
model performs better in combine mode.

Similarly, the LVV is calculated using MRI images in
[63]. Te volume of LV is a very important feature to
evaluate the patient’s cardiac health which requires LV
segmentation.Temethod segments the LV for diastolic and

systolic to calculate the volume of LV. Te Sunnybrook
dataset is used to train and test the model. Data augmen-
tation is also applied by rotating the slice in diferent di-
rections. Te method used a local binary pattern in cascade
to detect the ROI. Ten, a CNN model is used to score the
ROI and select the one with the maximum score. Finally, LV
is segmented using hypercolumn FCN (HFCN) from the
ROI. Te HFCN features from diferent levels were con-
catenated to form a new layer, and segmentation was based
on this new layer. Te volume is calculated using both
manual and HFCN. Te variance estimation method is used
to estimate the fnal prediction.Tis algorithm ranked fourth
in the Second Annual Data Science Bowl competition or-
ganized by Kaggle. Although this algorithm performs very
well in segmentation, still sometimes the model generated
the irregular shape of LV as it does not use the prior
knowledge of the 3D shape of LV.

Te feasibility and accuracy of FCN to segment the scar
tissues in LV were analyzed in [64]. Te modifed version of
FCN, efcient neural network (ENet), is applied to cardiac
images. Te proposed network consists of 13 convolutional
layers with a 3× 3 kernel size and stride of 2, while a
parametric rectifed linear unit (PReLU) was used as an
activation function. Cross-entropy was used as a loss
function.Te two protocols, protocol-1 and protocol-2, were
used for the segmentation. In protocol-1, the ground-truth
and original images were directly fed to the network for
training and segmentation. Whereas, in protocol-2, the
desired LV area was cropped before training the network.
Te images were cropped using Hough transform [65]. Te
dataset consists of 250 images of 30 patients which is further
increased to 2000 images by applying the data augmentation
technique. Protocol-1 and protocol-2 achieved the accuracy
of 95.97% and 96.83%, the sensitivity of 97.31% and 87.89,
the specifcity of 68.77% and 88.07%, and the DSC value of
0.54 and 0.71, respectively. Te result demonstrated that
protocol-2 performs better than protocol-1, which depicts
that cropping the ROI gives better results in segmentation.

4.1.3. Loss Functions and Optimization Algorithm. Until
now, we have explained the FCN models and their per-
formance based on preprocessing or by applying some
changes in the model. Nevertheless, one very important
parameter is the loss function. In [66], the updated model of
FCN with diferent loss functions was analyzed. An iterative
multipath FCN (IMFCN) segmentation model for LV, RV,
and MYO from MRI images was proposed. To tackle the
class imbalanced problem, searching for ROI was performed
and images were cropped using the method proposed in
[67]. Te proposed model consists of an encoder, feature
fusion, decoder, and deep supervision. Encoder part used s
[i] current slice, previous slice s [i− 1], adjacent slice s [i+ 1],
and already predicted segmentation M [i] as input. Tese
features are inserted into the encoder part to extract new
features. Te new features are fed to the feature fusion which
consists of diferent convolution layers of diferent sizes. Te
output features from the fusion block are fed to the decoder
block which has unsampled features. Finally, the deep
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supervision part performs the segmentation. Te efciency
of the model is also compared using diferent loss functions.
Batch-wise class reweighting mechanism and batch-wise
weighted dice loss function were utilized for multiclass
segmentation. Te results of the proposed models were
evaluated and compared with U-Net and LVRV-Net. To
quantitatively evaluate the performance, three metrics: DSC,
average symmetric surface distance (ASSD), and HD were
employed. Batch-wise weighted dice loss function shows the
best results among all loss functions. In this research, the
most inaccuracies in segmentation have occurred in apical
and basal slices. Additional processing mechanisms can
lessen these errors.

Te focal loss was analyzed with the four skip connec-
tions in the FCN model [68]. Te model was referred to as
the focal residual network (FR-net). RestNet50 was used as a
backbone network. Cross-entropy loss was calculated across
the predicted probability and labeling. Focal loss was applied
to improve preliminary segmentation results. Sunnybrook
dataset was used. DSC and APD were used to evaluate the
performance. Te model results were also compared with
U-Net and FCN and other work based on the Sunnybrook
dataset. Te models attained the DSC value of 0.93 and APD
of 1.41.

In addition to the loss function, the optimization al-
gorithm is also a key feature of the CNN model. In [69], the
performance of optimization factors was analyzed for the
CNN model. Six diferent optimization algorithms, namely,
stochastic gradient descent (SGD), nesterov accelerated
gradient [70], RMSProp [71], Adam [72], AdaDelta [73], and
AdaGrad [74] were implemented to train CNN model. A
CNN model was proposed and trained separately using all
six optimization factors. Sunnybrook dataset was used for
training and testing. Te best performance was obtained by
the RMSProp optimization technique. Te model achieved
the DSC of 0.93, APD 2.13, and percentage of good contour
(GC) 95.64 using RMSProp optimization.

4.1.4. Other FCN Techniques. One key limiting factor in DL
is the amount of data. Training the FCN model using a large
dataset for LV segmentation is studied in [75]. Te FCN
model is trained on the UK Biobank dataset. Te images of
5,008 subjects (93,500 images) were used to train the model
after data augmentation. Te data were manually annotated
by eight diferent experts. DSC, mean counter distance, and
HD values of 0.94, 1.04, and 3.16 were achieved, respectively.
Te segmented LV is also used to measure the LV-EDV, LV-
ESV, and LVM.

Another technique to enhance the model performance is
to take advantage of the pretrained model. A pretrained
VGGmodel (trained on ImageNet) was combined with FCN
called FCN-all-at-once-VGG16 [49]. Te model used skip
connections to combine the hierarchical features from
convolutional layers with diferent scales. Adam was used as
an optimizer with an initial rate of 10−4. A dataset of a total of
1100 subjects was used by splitting the dataset of 100 subjects
into 50 training, 30 validations, and 20 tests images.Te next
1000 cases (diastolic) are segmented using a trained model

and compared by 1000 manually drawn by an expert
technician.Temanual drawing was performed using the in-
house software (A-view Cardiac, Asan Medical Centre,
Seoul, Korea). For quantitative analysis, sensitivity and
specifcity evaluation matrices were used. Te method is
limited when the number of pixels of background (i.e., image
pixels other than the LV mask) is large. Te model was
evaluated using four performance indices, i.e., DSC, Jaccard
similarity coefcient, mean surface distance (MSD), andHD.

FCNwas also used with a graphmatching algorithm.Te
motion estimation of LV from MRI images was studied in
[38]. Te method consists of four steps: (1) endocardial
contours of the LV were predicted using a FCN, (2) features
of points in short-axis cine MRI were extracted using an
FCN feature descriptor, (3) the correspondence between
contours of the LV myocardium was estimated by a novel
graph matching algorithm, and (4) the correspondence
between two LV contours and the LV motion feld was
estimated using the FCN feature descriptor into the graph
matching algorithm. Te Medical Image Computing and
Computer-Assisted Intervention (MICCAI) 2009 challenge
database and the 33 subject’s database [53] were employed to
evaluate the proposed method.

Consequently, FCN and its modifcations show very
decent results for LV segmentation. To enhance the per-
formance diferent preprocessing and postprocessing tech-
niques, loss functions, and data variability can be used.
Figure 7 illustrates examples of segmented images generated
by FCN models.

4.2. LV Segmentation Using U-Net. In medical images, the
required area to be segmented consists of a small area of the
entire image.TeU-Net [76] has shown substantial results in
the segmentation of medical images. Tis is possible due to
the ability of U-Net to continuously suppress the back-
ground region in training and emphasis the required areas
that need to be segmented. Tat is why the most used
network for LV segmentation is U-Net and its modifcation
models.

4.2.1. U-Net with Pre/Postprocessing. Studies applied the
postprocessing or preprocessing with DL methods to yield
good results. Guo et al. investigated the postprocessing efect
on MRI images in [77]. Input Cardiac MRI is fed to U-Net
and then labeling probabilities were generated. For the
postprocessing Kernel cut, a segmentation technique was
used. Te output of U-Net is the input of continuous kernel
cut which segments the desired part. LV,MYO, and RVwere
segmented using this approach. Te result shows that, with
less training data, reasonable segmentation results can be
achieved.

Te postprocessing on vivo difusion tensor CMR was
performed in [78]. A fve-layer U-Net architecture is used to
perform the LV segmentation followed by image registra-
tion.Tis helps to remove the bad images, and then, the fnal
segmentation was applied. To increase the size of the dataset,
data augmentation was used (translation and rotation).
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Batch normalization was used with U-Net to avoid over-
ftting. Te model achieved a 0.93 median value of DSC.

Te approach in [79] performs the preprocessing on the
images by selecting the ROI by using the SinMod method.
Te ROI contains the desired part of the heart that is fed to
the U-Net model for training. Te curriculum learning (CL)
strategy was utilized as a training strategy. Te proposed
methods were compared together with U-Net without CL,
FCN (with and without CL), and hybrid gradient vector fow
snake. Te DSC, overlap, and mean average distance (MAD)
were used as evaluation matrices.

In [80], the labeled images from the Kaggle database
were used before training.Te concept of transfer learning is
utilized by pretraining the 3D U-Net model using Harvard
data. Te U-Net model was used to segment the LV, MYO,
and RV. Te DSC value achieved for LV segmentation was
0.87 without transfer learning and 0.95 using transfer
learning.

Te determination of ROI makes the segmentation task
simple and accurate as the targets area is reduced to ROI
instead of a complete image. Tis strategy was used in [81]
and proposed for the three U-Net-based models. Te pro-
posed CNN architectures classify myocardial tissues and
detect LV-ROI before LV quantifcation. For this experi-
ment, the Sunnybrook cardiac dataset and the Cardiac Atlas
Project (CAP) were used, which consists of 45 and 95 cases,
respectively. Tree new CNN architectures were proposed
which are based on U-Net. Te main purpose of the pro-
posed models is to quantify the LV. Before LV quantifca-
tion, LV-ROI detection and myocardial tissue classifcation
were performed using the same U-Net architectures.

In the frst proposedmodel, the encoding path comprises
two 3× 3 convolution operations, batch normalization, and
residual learning. Te 2× 2 Max-pooling operation with
stride 2 was performed after the residual learning [24]. Te
second and third proposed architecture is named as uIn-
ception and uXception. Te network complexity was re-
duced in these networks. Te SGD was used as an

optimization factor and Jaccard distance as a loss function.
Te data augmentation was applied to increase the data size
from 4,048 to 20,000. Te segmentation accuracy was
measured using the DSC and achieved 0.870, 0.869, and
0.868 for the proposed networks, respectively. Mean square
errors of 0.0135, 0.0136, and 0.0138 were achieved while the
mean absolute error was 0.0137, 0.0136, and 0.0138. Fur-
thermore, EDV, ESV, SV, LVM, and EF were calculated as
clinical indices.

4.2.2. U-Net with Deformable Model. Te combination of
DL and deformable models as postprocessing can be
combined to segment the LV. Veni et al. trained the U-Net
model for LV segmentation from the A4C chamber view of
US [82]. Te segmented output is further refned using the
deformable model. Using this technique, high accuracy is
achieved by training the model with a very fewer amount of
data, i.e., 69 images. Te DSC value of 0.86± 0.06 was
achieved.

4.2.3. Improved U-Net for Clinical Index Calculation.
Many studies focus on the calculation of various heart
parameters such as EF, global longitudinal strain, or LVM,
and for measurement of these parameters, LV segmentation
is one of the primary tasks to be performed. A study was
performed to validate that the DL methods can be used in
real-time software that streams images directly from an
ultrasound scanner [83]. A U-Net model was utilized for LV
segmentation. Te main goal was to calculate ventricular
volume, EF, and mitral annular plane systolic excursion
(MAPSE). All these parameters were based on the seg-
mentation of LV. Te accuracy of the model was evaluated
by Bland–Altman analysis. Te dataset of 75 patients was
used and a value of (−13.7± 8.6)% for EF and
(−0.9± 4.6) mm for MAPSE was achieved for Bland–Alt-
man. Te results show that DL is a feasible solution for the

[75] [66] [62] [61] [49]

[63] [76] [38] [69] [68]

Figure 7: Sample of segmented images using FCN.
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real-time calculation of clinical indices used for cardio
analysis.

Similarly, LV segmentation was also performed to
measure the GLS. Te work in [84] utilizes the standard
U-Net architecture and performs the four tasks on US
images: (i) classifcation of cardiac view, (ii) segmentation of
LV from the cardiac view, (iii) estimates of the regional
motion, and (iv) a fusion of measurement.Te segmentation
architecture comprises fve levels of upsampling and
downsampling. All levels consist of two convolution layers
with flters ranging from 32 to 128. Te 3× 3 flter size, 2× 2
Max pooling, and 2× 2 equal stride were utilized. Dice was
used as a loss function and Adam as an optimizer.

A method to achieve LV segmentation based on tem-
poral area correlation was proposed in [85]. U-Net was used
as a base CNN model, and then, the multitask module is
utilized for epicardium and endocardium segmentations.
Te output of the multitask module was fed to recurrent
neural network (RNN). Te RNN performs the temporal
area correlation optimization. Te average DSC of
0.90± 0.05 and average HD of 7.6± 4.5 was achieved. Te
LVM and EF have also been calculated to cross-validate the
results.

For the quantitative analysis of the LV, segmentation is
performed before quantifcation of LV parameters (area and
dimension) [86]. Te segmentation provides the structural
information of LV which is further used for quantifcation.
Initially, U-Net architecture was used as a segmentation
model. Furthermore, a Deep-CQ segmentation model was
proposed for LV segmentation that comprises the proposed
loss function. Te binary classifcation of each pixel as LV or
background was performed using the Gibbs distribution
function [87]. Te segmentation performance was evaluated
using DSC matrices and achieved 0.893± 0.05 value for
Deep-CQ models, while U-Net yields 0.897± 0.041. Te
main object of this research work is the quantifcation of LV,
and the Deep-CQ model performed better than U-Net for
quantifcation while U-Net performed better than the Deep-
CQ model in segmentation.

Estimation of myocardial perfusion is an essential step to
measure the blood fow through the heart muscle. Te ar-
terial input function (AIF) extraction is an important phase
for calculating the myocardial perfusion.Te AIF estimation
is highly dependent on detecting the LV size accurately. Te
LV segmentation to measure the AIF was performed in [88].
A U-Net model based on RestNet was designed to segment
the LV. RestNet consists of batch normalization, ReLU, and
convolution layers. To estimate the output probability,
sigmoid or SoftMax was used. Te kernel size used was 3× 3
with 1 stride and 1 padding in all convolution layers. A
weighted sum of cross-entropy and IoU was used as a loss
function. To fnd out the best hyperparameters, 45 training
sessions were performed and the best hyperparameters were
used for fnal training. Te labeling of LV and RV was
performed using an ad hoc algorithm and experts cross-
check the labeling. Te model was trained using two dif-
ferent sets of classes: (i) LV and background and (ii) LV, RV,
and background. Te model achieved DSC values of
0.87± 0.08 for three classes and 0.82± 0.22 for two classes.

Te performance of the model trained for three classes was
better than two classes because the contextual information
extracted from three classes improves the LV segmentation
performance.

From an entire echo cine, automatic LV segmentation
was performed in [89].TeUS images and optical fow of US
images were frst fed to the temporal window. Te optical
fow was calculated by the Horn–Schunck algorithm. Te
output of US image and optical fow US images act as input
to the two separate encoder parts of U-Net. Te output of
both the U-Nets was concatenated. In the third part of the
model, the concatenated data were passed to the bidirec-
tional LSTM. Te U-Net decoder fnally up-sampled and
segmented the LV. Te data of 563 patients were used with a
training and testing ratio of 80 and 20, respectively. Dice was
used as a loss function and Adam as an optimizer. Network
performance was compared with U-Net and U-Net Bi-Conv
LSTM using the DSC. Te model U-Net optical Bi-Conv
LSTM achieved the best DSC value of 0.936 and accuracy of
0.977.

4.2.4. Comparison of Diferent U-Net Models. Te com-
parison of three well-known CNN architectures was per-
formed by [90]. U-Net, wide U-Net, and U-Net++ were
trained using the data of 94 patients. Data augmentation was
used to increase the data size and to avoid the overftting
problem. Te U-Net has 32, 64, 128, 256, and 512 feature
maps, while the wide U-Net has 35, 70, 140, 280, and 560
feature maps. U-Net++ has an additional block of feature
maps and skip connections. Exponential linear units (ELU)
were used as an activation function in all layers except the
last layer, where sigmoid was used. Te model was trained
using the original dataset and augmented dataset and the
performance was assessed. Te U-Net++ model perfor-
mance was the best among the three models using an
augmented dataset. Te highest DSC value of 92.28 is ob-
tained. Moreover, U-Net++ was less overftted than U-Net
and wide U-Net.

4.2.5. U-Net Performance Based on Dataset Properties.
Although the comparison among diferent variants of U-Net
was performed in [90], the training dataset and data vari-
ability also afect the performance of the network. Te efect
of training datasets from diferent variability on the per-
formance of the CNN model was analyzed in [91]. U-Net
architecture was used as a segmentation model and assigned
the names CNN1, CNN2, and CNN3 based on the training
dataset variability. Tree diferent training sets were col-
lected for this research experiment. CNN1 was trained using
the data from single center and single vendors with 25,389
images. CNN2 was trained by the set consisting of images
from multiple centers by the single vendor and 27,488
images, while multiple centers and multiple vendor data
were used to train the CNN3 model with 41,593 images. Te
training images were preprocessed for normalizing the
resolution, cropping the images to 256× 256, and normal-
izing the signal intensity. APD was used as an evaluation
metric. CNN3 had the largest number of training samples
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and the highest variability, and it has achieved the best
performance on unseen heterogeneous testing data with the
highest value of 1mm for CNN3. While EDV, ESV, LVM,
and EF were used as clinical indices.

Similar and detailed research to analyze the impact of the
amount of data, quality of images, and infuence of expert
annotation on LV segmentation was executed in [92]. A US
images dataset that is openly available was also introduced in
this work. Te dataset consists of an apical 4-chamber view
of 500 patients and is called the Cardiac Acquisitions for
Multistructure Ultrasound Segmentation (CAMUS) dataset.
Te authors compared the performance of diferent CNN
models based on U-Net. Te models used for LV segmen-
tation were U-Net1, U-Net2, anatomically constrained
neural network, stacked hourglasses, and U-Net++. All these
architectures were based on encoder-decoder and the main
diference among these architectures is the use of diferent
layers and learning parameters. Te U-Net2 yields the best
segmentation results, and the performance was slightly
better than U-Net1, but U-Net1 needs fewer parameters to
learn, so the authors choose U-Net1 for further experiments.
Te model was trained to segment only LV and multi-
structure in which the model segments the LV endocardial
(endo), LV epicardial (epi), and left atrium (LA). Te model
performance was consistent for both LV segmentation and
LV segmentation in the context of LA.

Te efect of image quality on training was also tested.
Two diferent sets of images are given to the network for
training. One set comprises only high-quality images while
the other consists of high- and low-quality images. Te
output of both sets does not vary signifcantly. Te author
infers that the encoder-decoder-based techniques can cope
with variability in image quality. Te infuence of the size of
the training dataset on the performance was also tested.Te
U-Net1 model was trained by increasing the dataset from
50 patients to 400 patients. At each level, 50 more patients’
data are added for network training. Te results show that
the performance of the model increases to 250 patients and
slightly improved by increasing the training data further to
400. It is concluded that U-Net1 requires 250 patient data
to attain a good promising result. Te impact of expert
annotation was evaluated by annotating the data by three
diferent experts. Te network was trained each time using
the data of 50 patients labeled by every three diferent
experts. Te validation data were kept the same, and the
model was tested by the remaining 400 patients’ data. Te
network trained using the expert’s data showed better
results in testing. It is analyzed that the data contouring
images are cardiologist dependent. Furthermore, the en-
coder-decoder network can learn a specifc way of
segmenting.

Te labeling of large dataset problem was addressed in
[93]. A model was proposed to generate the ground-truth
images. Pseudoimages were generated using a graphical
model such as the principal component analysis. Te
CycleGAN model was employed to generate the labeled
images by using the pseudoimages and unlabeled original
images. Tese labeled images were utilized to train a U-Net
model. CAMUS dataset, EchoNet dataset, and synthetic

dataset were used to train and test the model. Te results
show that the model trained using the synthetic data also
performs very well.

4.2.6. Other Models Based on U-Net Architectures.
Segmentation of LV, RV, and MYO from apical 2 chamber
(A2C) view or apical 4-chamber (A4C) view has been
implemented using DL methods [94]. In this work, neural
network was tested to segment the LV, RV, and MYO from
the apical long axis view (ALAX). In ALAX the main dif-
ference is the LV outfow tract (LVOT) which restricts the
view. Four diferent approaches were used in this research.
First, U-Net1 was trained from scratch and used to segment
the ALAX. Tis model was referred as a baseline model in
this work. Secondly, the baseline network was trained on
A2C/A4C views, used as a transfer learning, and then trained
for ALAX segmentation. Tird, the baseline network was
trained using A2C, A4C, and ALAX data. As ALAX data are
less than A2C/A4C, so to compensate for this, ALAX data
were repeated ten times in each epoch. In the fourth ap-
proach, the network was fed with US images and binary
indicators. Te purpose of the binary indicator is to inform
the network about the input image whether it is ALAX or
A2C/A4C. As the U-Net model has no dense layer, so an
image is created from a binary indicator and fed to the
network. Te dataset of CAMUS challenge consisting of 500
patients was used for training, while for ALAX view, separate
data of 106 patients were collected. Te proposed multiview
segmentation network achieved the best DSC value of 0.921.

To achieve the accurate and precise LV boundary and
size, diferent studies modify the U-Net to elevate its per-
formance. Gutierrez-Castilla et al. [95] improved the U-Net
model by applying the changes in skip connections. Te
features’ maps from each decoder layer were selected and
upsampled according to the size of the fnal decoder output.
After upsampling each decoder feature map, all feature maps
were concatenated or added together. Using these dense skip
connections, the decoder can fow directly to the fnal layer
from each decoder layer. As no extra layers or flter is added,
so this model does not add any extra parameters. For
training, the model two datasets ACDC and Sunnybrook
were used which consist of 150 and 45 patients’ data, re-
spectively. LV, RV, and MYO were segmented for diastolic
and systolic. DSC and HD were used as evaluation matrices.
As a clinical index, EF was also calculated by segmenting the
LV for ED and ES. For ED, 0.968 and 4.855 (mm) values of
DSC and HD were achieved, respectively. Likewise, DSC of
0.944 and HD of 6.254(mm) were attained for ES.

In the same way, a CNN model, named batch-nor-
malization-U-Net (BNU-Net) was designed for LV seg-
mentation from MRI images [96]. Te proposed model was
based on U-Net architecture, where the successive layers in
the encoding path were followed by an ELU as an activation
function and batch normalization was applied after con-
volutional flters. Te BNU-Net has 4 layers in the con-
traction path and 7 layers in the expansion path. Te 2× 2
Max pooling was used after a pair of convolutional layers in
the contraction path. Te model was also trained using the
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ReLU activation function and was found that the model
gives better performance with the ELU activation function.
Te model was trained using the publicly available Sun-
nybrook dataset and the training data size was increased by
applying the afne method for data augmentation. DSC and
sensitivity matrices were used to compare the performance
of BNU-Net with U-Net (with and without data augmen-
tation). Te BNU-Net performed better with data aug-
mentation and gave a value of 0.93 for DSC and 0.97 for
sensitivity.

Also, a novel U-Net-based method, CNN module, named
the “OF feature aggregation network” (OF-Net) as integrated
temporal information from cine MRI into LV segmentation
[97]. Te proposed model integrates the motion information
with the U-Net model. Furthermore, two more CNN models
were used to localize (ROI-Net) and then segment the LV
(called attention module). Te model is trained using a fying
chair dataset and fne-tuned using the MRI datasets. Two
diferent publicly available datasets, Statistical Atlases and
ComputationalModelling of theHeart (STACOM) andACDC
datasets, were used. Out of 100 subjects, 66 were used for
training and 34 for testing. Total of 12,720 images for training
and 6972 for testing (from the STACOMdataset). ADSC value
of 94.8± 3.3 was achieved.

In [98], a graphical user interface is developed for LV
segmentation from MRI images using PyQT libraries. Im-
ages were labeled manually, and the labeled LV images were
fed to train the CNNmodel. A publicly available dataset and
the internal dataset were used to train the model with 13,535
images and test the model with 4,148 images. Te model
achieved the DSC of 0.87± 0.02.

Te sonographers also used the point-of-care ultrasound
(POCUS), which is portable ultrasonography used for di-
agnosis. Te feasibility of translating the POCUS echo
images to the high-quality traditional echo images was
studied in [99]. To improve the quality of POCUS data
according to the level of cart-based US data, the mapping
from POCUS images to cart-based US images was an
obligatory task. To achieve this goal, the POCUS images were
analyzed, compared, and mapped with the traditional US
images. Te dataset of 5000 POCUS images and 16000 US
images was used for the mapping purpose. Te anatomy of
LV was extracted from POCUS (using A2C view) using the
DL method and then mapped with high-quality US images.
Te images were classifed as low quality (fair +medium)
and high quality. Tis classifcation was performed based on
the visibility of the anatomy of the desired region. Fully
convolutional encoder-decoder networks based on U-Net
architecture were utilized for the translation of images. Te
size of the input image was 128×128. Te model comprises
ten encodings and eight decoding convolutional layers.
ReLU activation, batch normalization, and dropout with
ratio� 0.2 were used. In the frst layer, batch normalization
was not employed. Max-pooling and transpose convolution
layers with stride 2× 2 were used in downsampling and
expansive paths, respectively. Te average DSC value ob-
tained is 82.6± 12.3 and 88.3± 5.0 for low- and high-quality
images, respectively. Similarly, 2.6± 2.7 and 1.9± 0.8mm
values of HD for low- and high-quality images.

Despite the several advantages of using the U-Net in
medical images, it ignores the efects of features maps on
diferent scales directly. To solve this problem, a pyramid
network is combined with the dilated U-Net model and
named as multifeature pyramid U-Net (MFP-UNet) [100].
In dilated U-Net model, two more downsampling layers
were added to extract more dense details of an image. As the
US images were usually low contrast images, the images were
preprocessed to enhance the contrast of US images using
Niblack’s method for global thresholding. Te model was
trained using a self-collected dataset of 137 2D-US sequences
which yields 1080 training images and 290 test images.
Furthermore, the model was also trained using the publicly
available CAMUS dataset. Te proposed model did not only
yield good segmentation results but also took less runtime.
Te model was compared with U-Net, dilated U-Net, and
DeepLabv3. It takes about 1.2 sec for the classic U-Net,
1.33 sec for DeepLabv3, and 0.81 sec for MFP-UNet to
segment a test image. DSC, HD, Jaccard distance, and mean
absolute distance were used to compare the performance of
the model.

Another concerning issue is, while computing the pa-
rameters, most of the DL models extract similar features at
low levels. To avoid this problem, modifcation in the at-
tenuation U-net model was proposed by introducing the
attention gates mechanism [101]. Tis model focuses on the
desired region of varying size and shape automatically.
Furthermore, the class imbalance problem was addressed by
introducing the Tversky loss. Te model achieves 0.75, 0.87,
and 0.92 for Jaccard index, sensitivity, and specifcity,
respectively.

One of the main problems which arise in DL architec-
tures is gradient vanishing.Te research [102] focuses on the
gradient vanishing problem and proposed a model residual
of residual (ROR) U-Net model. Te encoding path of the
proposed model is similar to ResNet-U-Net, but three
shortcut levels are introduced in the ResNet-U-Net model.
Te First 3× 3 convolutions and zero padding on the input
image are applied. At the second level ResNet, the identity
and convolutional blocks of ResNet are divided into three
branches, while, at the third level, convolutional blocks and
identity blocks are used. Te proposed model was trained
and tested using the Sunnybrook dataset and compared with
U-Net and ResNet-Unet models. Te 0.866, 0.926, 0.923,
0.120, and 0.945 of Jaccard index, DSC, precision, false
positive rate (FPR), and recall are achieved by the model.

Te study [103] used the unsupervised learning method
to segment the LV, RV, and MYO. A U-Net model was
trained using ACDC and tetralogy of fallot dataset (TOF)
dataset on short-axis (SAX) view of MRI images.Ten, using
the transformation network, the model segment the LV, RV,
and MYO from the SAX view. Te model has never seen the
SAX view of images before.

In [104], the localization and detection of the area
containing LV and RV were performed by a network known
as the Left Ventricle Localization NET (LVLNET). Tis
model is a lightweight encoder-decoder such as CNN. Tis
CNNmodel contains two 3× 3 kernels, batch normalization,
and Max pooling in each layer having four layers in total.
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Tis localization model identifes the central part containing
the LV and RV. Te image is cropped and then pass to the
next proposed CNN model called multigate dilated incep-
tion architecture (MGDIB). Te MGDIB is based on U-Net
architecture, but the kernel weights are expanded by the
dilation factor and called a dilated convolution. Te number
of parameters does not increase using the dilated convo-
lution. Two publicly available datasets, LV segmentation
challenge (LVSC) +ACDC, were used. LVSC is used for the
frst part for localization while ACDC is for the segmen-
tation of LV and RV. Diferent clinical measurements such
as EDV, ESV, EF, and LVM are also calculated. DSC and HD
values obtained were 0.900 and 0.910 for ED and ES, while
HD values were 8.330 and 11.040 for ED and ES. Figure 8
depicts instances of segmented images by the U-Net model.

4.3. LV Segmentation Using Other CNN Networks. Several
studies also used various CNN models other than FCN and
U-Net. Te detail of other CNN models utilized for LV
segmentation is explained in this section.

4.3.1. CNN Models with Preprocessing. US imaging was also
used for the heart analysis of children. For this analysis, the
segmentation of LV and LA was performed on the paediatric
US images [105]. Preprocessing was applied to the images
before the training. Te meaningless background was re-
moved by resizing the images to 512× 512. Furthermore,
image augmentation was also used by rotating, random
cropping, using salt and paper, and speckle noise with a
probability of 0.01. To extract the spatial features, a spatial
path module was designed. Te spatial path is a convolu-
tional network consisting of three layers with stride� 2,
followed by batch normalization and ReLU activation
function. It extracts a large amount of low-level spatial
information. A submodule spatial attention was added to
exploit the interspatial information and it focused on the
“where” information part. Te second parallel part of the
network extracts the contexture information using fve
convolutional layers. RestNet50 was used as a backbone
network. Te submodule contextual attention was used at
the end of this part to refne the extracted information and to
know the “what” information part in an image is important.
Te context attention submodule focuses on “what” to look
at, whereas the spatial attention submodule focuses on
“where.”Te authors compare the results of each submodule
and conclude that “where” is more important in LV seg-
mentation rather than focusing on “what.” In the last part,
the features of both the parts are fed into another module
called feature fusion module that generates the fnal refne
features. A self-collected dataset of 127 4CH videos (100 for
training and 27 for testing) was used. Images were extracted
from the videos and 3654 images were used for training and
831 for testing. Te segmentation results were evaluated step
by step by adding each model, and fnally, full Attention-
guided Dual-path Network shows the best result. Addi-
tionally, well-known CNN architectures (FCN, U-Net,
DeepLab, PSP Net, and BiSeNet) were also trained and
results were compared with the proposed network. Te DSC

coefcient achieved a score of 0.951 and 0.914, in the LV and
atrium segments, respectively.

4.3.2. Hybrid Segmentation Methods. Some researchers
analyzed the performance of hybrid CNN models for LV
segmentation. Te morphological models, snake models,
and active shape model (ASM) were combined with CNN
models in diferent studies. A hybrid model using DL and
morphological methods was employed in [106].Te ROI was
detected using a CNNmodel; then, LV was segmented using
a multiscope CNN model. Tree diferent patches were used
for training the network, i.e., 8× 8, 16×16, and 24× 24,
covering diferent scopes. Finally, morphological fltering
was used to refne the boundary segmented by CNN. Te
LUMC dataset was utilized for this work. Te model
achieved the DSC value of 0.71.

Another hybrid approach based on CNN and the double
snake model was proposed to segment the LV from MRI
images [107]. A SegNet architecture was used for the initial
segmentation result. Ten, ROI was plotted around the
coarsely segmented region taking the center point of the
segment object and rectangular ROI was formed using polar
transform. Output from SegNet was fed to the snake models
which perform the fnal segmentation of LV. For training,
the model 45 subjects were used and accessed from the
MICCAI challenge. Te DSC value of 0.96 and 0.97 was
achieved for endo and epi. EF and LVM were calculated as
clinical indices. Additionally, regression and Bland–Altman
analysis was also performed.

Similarly, the work in [108] combines the ASM and
neural network to segment the LV. A difusion flter was
applied to the images as a preprocessing step before feeding
the data to the model. Tis flter used eight neighboring
edges to preserve the edge information along with noise
removal. A CNN architecture, Faster-RCNN, was used to
determine the position of LV, and ASM used this location to
segment the LV. As the ASM needs the initial position of the
object to determine the position, so the region proposal
network (RPN) was used to propose the regions that might
contain the LV. Ten, Faster-RCNN located the LV in the
proposed ROI. Both RPN and Faster-RCNNwere fne-tuned
with ImageNet. Te dataset of 30 patients was used for this
work. Te DSC, MAD, and HD were used to evaluate the
performance. Furthermore, the models were also compared
with other models proposed in the literature. Te proposed
model yields a DSC value of 0.921, MAD 1.95, HD 6.29mm,
and Jaccard 0.86.

One more hybrid approach was proposed consisting of
the CNN model and dynamic programming [109]. Initially,
SegNet [110] with 17 stacked convolution layers was used for
coarse segmentation which segments the boundaries of LV.
Te batch normalization, ReLU activation function, and four
MaxPool layers were used after the frst four convolution
layers. Secondly, the segmented results from SegNet were
refned for endocardial contour. In the last step, a dynamic
programming model was used to calculate the epicardium
and endocardium of the heart. Te 900 subjects from Hubei
hospitals were used for this study. Jaccard and DSC were
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used for the evaluation. Te DSC of 0.90 (0.03) and 0.93
(0.02) were obtained for endo and epi, respectively. Simi-
larly, 0.80± 0.06 and 0.76± 0.09 average value of Jaccard was
obtained. Te LV-EDV, LV-ESV, SV, EF, LVM in the di-
astolic phase, and LVM in the systolic phase were also
measured. Te Bland–Altman analysis was performed for
the comparison of these clinical indices.

4.3.3. CNN+LSTM. A combination of encoder-decoder
network and LSTM was used in [111] with Fire dilated and
D-Fire dilated layers as a replacement for standard con-
volutional layers. Te Fire dilated modules add an extra
dilation rate in the kernel by inserting zeros between the
consecutive values of the kernel and skip connections were
applied to keep the temporal information of the image.
Using the Fire dilated module, the network extracted more
image information by adding extra parameters. Between the
encoder and decoder, an LSTM module is added which is a
special RNN structure. LSTM along with propagating the
characteristics also captures the temporal dependencies
between consecutive frames. Images were preprocessed by
cropping the image based on ROI and resized to 80× 80. A
total of 2900 images from 145 subjects were used to evaluate
the performance of the model and two experts manually
labeled the images. DSC, Jaccard distance, accuracy, and
positive predictive value (PPV) were used as evaluation
metrics. Te model achieved the DSC 0.960, Jaccard 0.903,
accuracy 0.991, and PPV of 0.960 for LV. Te proposed
model was compared with simple Conv-Deconv, SegNet,
FCN, and U-Net architectures.

A segmentation-based deep multitask regression
learning model (Indices-JSQ) was proposed in [112]. Te
model is mainly divided into two parts. Te frst part is a
segmentation network named Img2Contour and the second
part is a multitask regression model (Contour2Indices). Te

segmentation model is based on deep convolutional en-
coder-decoder architecture with three convolution layers.
Te ReLU activation function along with Max-pooling was
employed. Feature maps were generated by the use of the
convolution layers with the kernel size of 5× 5. Tis part
segmented the LV and then passed the information to the
next part of the model.Te second part consists of RNNwith
LSTM. Tree parallel CNN architectures were used that
difer in kernel size and pool size. For the 1st CNN model,
kernel size and pool size were 3× 3 and 2× 2, the 2nd model
was 3× 3 and 5× 5, and the 3rd model have the same size of
kernel and pool, i.e., 5× 5. Te dropout layer was used to
avoid the overftting problem. Information was passed to the
LSTM which further quantifes the indices. A total of 2900
short-axis views of 145 subjects were used for training. DSC
and mean absolute error (MAE) were used for the perfor-
mance evaluation, and the performance is compared with
other CNN models. Area, dimension, and wall thickness
were also calculated as clinical indices. Te proposed model
automatically calculates these indices which is one of the
major contributions of the model.

Te tumor extraction using the convolutional LSTM
network was performed in [113]. To prove the generalization
of the proposed ST-ConvLSTM model, it was applied on 4D
ultrasound for LV segmentation. Te model was trained on
the publicly available 3D+ time ultrasound dataset challenge
on Endocardial Tree-dimensional Ultrasound Segmenta-
tion (CETUS) consisting of data from 15 patients. Te
proposed model achieved the DSC of 0.868 and 0.859 for ED
and ES phases, respectively.

Te classifcation and segmentation of LV from multi-
view (A2C, A3C, A4C) US images were implemented in
[114]. Initially, pyramid dilated dense convolution
(PDDConv) was used to extract multilevel and multiscale
features. PDDConv network consists of batch normaliza-
tion, ReLU, and dilated convolution. After extracting the
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Figure 8: Sample of segmented images using U-Net.
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features, hierarchical convolutional layers with LSTM re-
current units (hConvLSTM) were used for segmentation.
Te fully connected layers were used to perform the clas-
sifcation task using 3DCNN. Data of three diferent views,
i.e., A2C, A3C, and A4C with 150 patients for each view
yielding a total of 450 patients’ data consisting of 13,500
frames, were utilized for training and testing. Furthermore,
the model was trained and tested using the publicly available
CAMUS dataset which has 1800 frames. To evaluate the
performance of the models, MAD, DSC, and HD matrices
were used. DSC of 0.92 for all A2C, A3C, and A4C views was
obtained. Te mean HD of 6.06mm, 5.96mm, and 6.06 and
mean MAD of 2.80mm, 2.77mm, and 2.83 were achieved
for A2C, A3C, and A4C views, respectively. Te proposed
model was compared with U-Net, ACNN, and U-Net++ and
achieved better results. Te EDV, ESV, and EF for the
CAMUS dataset were also estimated using the segmented
LV.

4.3.4. Alternative CNN Models. A DL model was proposed
to segment the LV and calculate such as cavity area, MYO
area, cavity dimension, and wall thickness [115]. Te model
is named cascaded segmentation and regression network
(CSRNet) and has two parts: a CNNmodel that segments the
LV and a regression model to quantify the LV metrics. Te
dense connected convolutional neural network (DenseNet)
was employed to reduce the number of learning parameters.
Te network mainly consists of three dense and three
transition blocks. It generates three diferent probability
maps for background, MYO, and cavity. Output from the
last layer was fed to the regression component and passes to
a CNN model with three convolution layers and two fully
connected layers. To train the network, 2900 images (145
subjects) were used. Tese images were parted into 2320
training and 580 for testing. Several preprocessing methods
such as landmark labeling, rotation, ROI cropping, and
resizing were also applied to the images. DSC is calculated
and compared with U-Net. Te performance of DenseNet
was better and achieved 0.989, 0.886, and 0.959 for back-
ground, MYO, and cavity. Similarly, the number of pa-
rameters, training, and testing time of CSRNet were
compared with U-Net and DenseNet.Te CSRNet has 0.6M
learning parameters with 17.62 training time and 1.20 sec
testing time in 100 epochs.

A good initialization is a key parameter that optimizes
the CNN model quickly. In [116], an initialization method
was designed for the DCNN model to segment LV using
MRI images. Te model was trained and tested using two
initialization methods: random initialization and Gabor
flter initialization. Gabor flters can provide an accurate
description of most spatial characteristics of simple receptive
felds. Furthermore, spectral and spatial domains were si-
multaneously optimized in these flters which minimized the
number of features. Te authors demonstrated that using
Gabor flter initialization requires less amount of training
data and less complexity due to lower parameters. Te York
Cardiac Segmentation database (5011 images) was used for
training. Te model achieved the DSC of 0.798 with random

initialization and 0.80 with Gabor initialization, while if
Gabor fltered was maintained, the value further increased to
0.803.

A dense V-Net model was proposed which is based on
V-Net architecture [117]. Few dense layers were added to the
original V-Net model to improve the performance. For
training, 30 patients’ data (86 frames and each frame con-
taining 73 images) were collected and manually labeled by 3
experts.Te improvement of the proposedmodel was shown
by comparing it with U-Net, FCN, and V-Net. Te proposed
model achieved a DSC of 0.90.

A transformers-based [5] DL model was designed to
handle the sequential data. Transformers were mainly used
for natural language processing and in [118] it is used to
learn the image parameters. In the frst part, 3D LV volume
was passed to the transformer net which consists of 3D Conv
layers, batch normalization, ReLU, Max-pooling layers, and
fully connected layers. Tese layers extracted the transform
parameters from the LVV and were inserted into AtlasNet, a
new shape generation framework. Te Atlas network has
several advantages such as improved precision and gener-
alization capabilities, and the possibility to generate a shape
of arbitrary resolution without memory issues. AtlasNet
consists of deformable layers and generates the 3D LV shape
using the parameters achieved from the transformer. DSC,
MSD, and HD were used for evaluation and achieved
0.91± 0.027, 1.99± 0.64, and 8.92± 7.16 respectively.

Te CNN models such as FCN and U-Net focused on
single-frame image processing. While, in the study [119], a
dense RNN was proposed to segment the LV from a four-
chamber view of the MRI time sequence. RNN can deal with
sequential information. In RNN, information from the
previous cell was transmitted to the next LSTM cell, but the
frst cell does not get any previous information. Te pro-
posed model used the two RNNmodels.Te frst layer of the
second RNN model, which performs the segmentation,
receives the information from the frst RNN model. In this
experiment, data from 137 patients were used. Te per-
formance of the model was compared with state-of-the-art
CNN models. Te proposed model achieved the IoU of
92.13%. Few examples of the segmented LV by CNNmodels
are depicted in Figure 9.

5. Discussion

Te performance of DL methods depends on various pa-
rameters, and the time for the data processing is based on
hardware. Te details of the several modifed models and
proposed architectures are explained in Section 4. Here, in this
section, some important data from the reviewed literature are
presented. Te section is divided into fve sections and con-
veyed in a tabular form so that readers can have an overview of
all important information related to hardware, software, im-
aging modality, database, architecture, and results.

5.1. Imaging Modality. For the analysis of cardiac diseases,
diferent imaging modalities have been used such as the US,
CTscan, andMRI. Due to its high resolution,MRI is the gold
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standard and is mostly used. On the contrary, US images are
also highly recommended due to their ease of use and low
cost. Te third type of image used for the cardiac analysis is
CT.

5.2. Architectures. Several CNN architectures are used by
researchers for LV segmentation. Te U-Net architecture
is specifcally designed for medical images; therefore, the
use of U-Net and its variants are mostly used for the
segmentation of LV. Besides U-Net architecture, FCN is
the second most used network architecture for LV seg-
mentation. Table 1 shows the CNN architectures used for
LV segmentation.

5.3. Hardware. During the training process, the neural
networks learn millions of weights. It may take several days
to train such a huge number of weights on CPUs. Te
training time taken by the machine is one of the parameters
to be focused on while implementing the models. Terefore,
for the processing of DL models, hardware confguration
plays an important role. A striking option for DL is a GPU.
Te use of GPUs makes the training and testing process fast,
and results can be attained and compared in a short time.
Hardware confgurations used by authors for LV segmen-
tation are listed in Table 2.

5.4. Software. An appropriate software framework is
necessary to execute the complex DL architectures.
Various frameworks have been used to implement the LV
segmentation through DL architectures. Tese frame-
works are generally used in Python programming. Python
is an open-source programming language; furthermore, it
supports a remarkable set of easy to utilize library
functions for the execution of DL models; therefore,
Python is widely used in DL-based applications. Te

software frameworks described in this section are pri-
marily developed in Python language. Te most general
among them are TensorFlow, Teano, Keras, CAFFE,
Torch, and Deeplearning4j. Few researchers have also
used MATLAB as a programming language. Software used
by researchers is enlisted in Table 3.

5.5. Dataset. Te performance of DL models is highly af-
fected by the dataset. Te number of images or number of
patient data used to train and test the model is one of the key
attributes of LV segmentation. Most researchers have used
self-collected data, but, at the same time, several public
datasets are also available. Te details of the datasets are
explained below and summarized in Table 4.

Data are from the 2009 Cardiac MR Left Ventricle
Segmentation Challenge, often known as the Sunnybrook
Cardiac Data. Te data collection includes 45 cine-MRI
images from a variety of diferent people and pathologies.

After registering on a website dedicated to the online
evaluation, the ACDC database is made accessible to par-
ticipants through two datasets. One dataset, referred to as
the training dataset, contains 100 patients and manual
references based on the study of one clinical expert. Second
is a testing dataset consisting of ffty additional cases without
manual annotations.

Te MICCAI 2009 database contains 45 samples of
short-axis cine MR images, 15 training cases, 15 test cases,
and 15 online cases, which are randomly divided. Te
MICCAI 2018 challenge dataset comprises 145 participants’

[107] [112] [108] [109] [113]

[110] [106] [124] [108] [115]

Figure 9: Sample of segmented images using other CNN models.

Table 1: Studies used diferent CNN models for LV segmentation.

Architecture Study
FCN [38, 49, 49, 57, 61–63, 66, 68, 69, 75]
U-Net [77–86, 88–104, 120]
Other CNN models [64, 105–109, 111–119, 121, 122]
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Table 2: Details of hardware for LV segmentation.

Study Hardware
[75] Nvidia Tesla K80 GPU
[63] CPU: Intel 4790k, GPU: NVIDIA TitanX
[66] Intel Xeon(R) E5-2640 CPU @ 2.60GHz, NVIDIA Tesla K40c GPU, 128GB RAM

[38] Intel (R) Core (TM) i7-6700 CPU @ 3.40GHz with 4 cores and 32GB RAM; the graphics processing unit used was an Nvidia GTX
1080Ti model with 11GB RAM and 3584 CUDA cores

[69] Intel (R) Xeon (R) processor ES-1650 at 3.50GHz with 12 cores; Nvidia Quadro K4200 model with 4GB of RAM and 1440CUDA
cores

[82] NVIDIA DIGITS DevBox
[83] Intel i7-6700 CPU and an NVIDIA GeForce GTX 980M GPU
[84] Nvidia GTX 1070 GPU
[85] 3.4GHz Core i7 CPU, 64GB RAM, Nvidia TiTan X (12GB memories)
[91] GeForce GTX 1080; Nvidia, Santa Clara, Calif
[90] Nvidia GTX 1080Ti
[95] Titan Xp GPU donation from NVIDIA Corporation
[96] NVIDIA GeForce Titan X Pascal GPU
[81] NVidia GTX 1080 Ti (12GB)
[120] Nvidia 11GM RAM
[98] 8GB GPU (NVIDIA GeForce GTX 1080).
[92] Nvidia Tesla M60 GPUs (8G RAM).
[100] 12GB of RAM, a GPU-based graphic card with 2496 CUDA cores (Tesla K80), and an Intel Xeon CPU.

[77] (Intel(R) CPU i7-7770K, 4.2GHz, 16G RAM) with an NVIDIA GPU (GeForce, GTX TITAN X, NVIDIA Corp., Santa Clara, CA,
USA)

[78] Two Intel Xeon 8 core CPUs, 12GB of RAM, and an NVIDIA Quadro P6000 GPU
[88] Four NVIDIA GTX 2080Ti GPU cards, each with 11GB RAM
[101] 3 Nvidia GTX 1080 Ti GPU
[80] NVIDIA Titan GPU
[104] NVIDIA GeForce GTX 1080 Ti GPU
[111] Intel Core i5-7400 CPU. Te graphics card is an NVIDIA GeForce GTX 1060
[115] GeForce GTX 1080 ti GPU
[107] Pentium dual-core 2.60GHz hardware
[108] CPU of AMD Phenom II X6 1055T Processor 2.8GHz, 8G RAM, and VGA card of NVIDIA GeForce GTX 960 (CUDA v6.5)

[64] GeForce GTX 1050 (4GB GDDR5 dedicated) on an Intel Core i7-7700HQ (2.8GHz, 6MB cache, 4 cores) computer with 16GB
DDR4-2400 SDRAM

[105] GTX 1080Ti graphic processor
[121] GTX 1080Ti graphic processor
[117] GTX 1080Ti graphic processor
[118] NVIDIA Titan X GPU on Dell T7920 (GPU is Core I7, and memory size is 24GB)

[113] DELL TOWER 7910 workstation with 2.40GHz Xeon E5-2620 v3 CPU, 32GB RAM, and an Nvidia TITAN X Pascal GPU of 12GB
of memory

[114] Two Intel Xeon 2.10GHz CPU and four 12GB Nvidia Titan XP GPU
[122] GTX 1080Ti
[119] NVIDIA Tesla P100

Table 3: Detail of software used for LV segmentation.

Study Software
[57] TensorFlow
[75] TensorFlow
[63] Not reported
[66] Keras
[38] MATLAB R2015b
[69] Café
[82] Keras
[83] TensorFlow
[84] TensorFlow
[85] Café
[91] TensorFlow
[81] Keras
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Table 3: Continued.

Study Software
[120] MATLAB 2019a
[98] TensorFlow
[92] Python/Keras
[100] TensorFlow r1.12 and Keras 2.2.4.
[86] Keras
[77] MATLAB 2013a
[99] Python with Keras-TensorFlow
[78] TensorFlow/Ubuntu 18.04
[88] Pytorch/Ubuntu18.04
[101] Keras
[102] Keras
[80] MATLAB R2020
[89] Keras
[106] TensorFlow
[111] Keras
[115] TensorFlow
[107] MATLAB
[108] MATLAB R 2016b
[64] TensorFlow
[105] TensorFlow
[121] TensorFlow
[116] MatConvNet, an open-source library in MATLAB
[117] TensorFlow
[118] Pytorch
[113] TensorFlow
[114] TensorFlow
[122] Anaconda 5.0.1 (python 3.5), TensorFlow, and Tensorlayer environment
[119] PyCharm

Table 4: Te detail of datasets used for LV segmentation.

Study Dataset
[63, 68, 69, 81, 95, 96, 102], Sunnybrook
[57] TWINS-UK
[61, 66, 77, 95, 97, 103, 104, 120], ACDC
[38, 61, 66, 85, 86, 107, 121], MICCAI
[92, 94, 100, 114] CAMUS
[101, 104] LVSC
[97, 101] STACOM
[77] (UKBB)
[81] Cardiac Atlas
[113] CETUS
[103] TOF
[62] Own dataset (220 subjects)
[75] Own dataset (5008 subjects and 93,500 images)
[61] Own dataset
[49] Own dataset 1100 subjects
[49] Own dataset 1100 subjects
[82] Own dataset (69 images)
[83] Own dataset (500 patients)
[84] Own dataset (250 patients)
[91] Own dataset (596 subjects)
[90] Own dataset (94 cases)
[98] York + own dataset (17,683 images)
[100] Own dataset (1080 + 290) +
[99] Own dataset (5000 Pocus + 16000 cart base)
[78] Own dataset: 492 scans
[88] Own dataset 25,027 scans (N� 12,984 patients)
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processed CMR sequences. Te ages of the individuals range
from 16 to 97, with an average of 58.9 years.

Te CAMUS dataset includes clinical exams performed
on 500 patients at the University Hospital of St. Etienne
(France).Te LVSC dataset is accessible to the general public
as part of the 2011 STACOM short-axis cine MRI semi-
automatic LV myocardial segmentation challenge. Tis
dataset is comprised of 200 individuals with myocardial
infarction and coronary artery disease.

Te short-axis steady-state free precession cine MRI
from the Cardiac Atlas Project database is used to make up
the STACOM dataset. In total, 100 individuals with post-
myocardial infarction and coronary artery disease are in-
cluded in the dataset. Every image contains a ground truth
annotation.

Te TWINS-UK is a volunteer register consisting of
more than 12,000 twins. One thousand four hundred and
sixty eight consecutive female volunteers (mean age 62 9
years) were recruited for this investigation. Each dataset had
12 to 14 short-axis cine that were continuous and evenly
spaced from the atrioventricular (AV) ring to the apex,
covering both ventricles.

Te UKBB dataset is comprisedmostly of a large number
of healthy volunteers. By stacking a series of 2D cine images,
3D images of the LV and RV were created. LV, MYO, and
RV were manually segmented in the ES and ED phases by 8
observers under the direction of 3 lead investigators, and
hundred subjects were chosen.

Te Cardiac Atlas Project ofers CMR for 95 individuals
with coronary artery disease and mild-to-moderate left
ventricular dysfunction from prospective, multicenter, and
randomised clinical studies. Sufcient slices along the short
axis were collected to cover the whole heart in SAX. Also
included in these acquisitions was the manual segmentation
of the myocardium. Te CETUS dataset came from 15
patients. Each patient had 13–46 3D volumetric imaging
sequences, and each sequence had two manually segmented
volumes at the end-diastole (ED) and end-systole (ES)

phases. Figure 10 is an illustration of original and labeled
image taken from four distinct datasets.

5.6. Results. Te segmentation performance of models is
evaluated using well-known evaluation matrices such as
DSC, HD, and Jaccard distance, although some authors also
used other matrices for accuracy, sensitivity, etc.

Te DSC [123] is overlap based and calculated using
equation (1). In the equation, SGT represents the ground-
truth image that represents the original LV size and
boundary. SSeg is the segmented mask by the model. To
calculate the DSC, the intersection region of two masks is
divided by the total region of both masks. Te range of DSC
is 0 and 1, where 0 represents no similarity or overlap and 1
represents exact overlap:

DSC �
 SGT ∩ SSeg





SGT


 + SSeg




. (4)

Te HD [124] is a spatial distance-based index to
measure the “closeness” of two sets of points. Te HD be-
tween two-point sets A and B is defned by equation (2).

dH(A, B) � max(h(A, B), h(B, A)), (5)

where h (A, B) is direct Hausdorf distance, and it can be
calculated by equation (3).

h(A, B) � max
aϵA

min
b∈B

‖a − b‖, (6)

where ‖a − b‖ is any norm value, e.g., Euclidean distance.
Te Jaccard distance [123] can be calculated using the

formula presented in equation (4).

J �
|X∩Y|

|X U Y|
, (7)

where X and Y are the ground-truth and segmented output
images, respectively.

Table 4: Continued.

Study Dataset
[79] Own dataset 23 sequences (670 images)
[93] Four diferent datasets
[80] Kaggle, 484 examinations
[89] Own dataset 563 patients
[106] 143 postinfarction patients, LUMC
[111] Own dataset (2900 2D short-axis cine MR images of 145 subjects)
[115] Own dataset (2900 2D short-axis cine MR images of 145 subjects)
[108] Own dataset
[64] Own dataset (30 scans and 2000 images)
[112] Own dataset (2900 short-axis cardiac MR images of 145 subjects)
[109] Own dataset (900 cases)
[105] Own dataset (127 videos)
[116] York cardiac segmentation database
[117] Own dataset (30 patients)
[118] Own dataset (50 scans)
[122] Cap a total of 2490 images from 83 subjects
[119] Own dataset 137 patients
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Similarly, the precision, specifcity, and IoU can be
computed with the use of equations (5)–(7), respectively:

Accuracy �
TP + TN

TP + TN + FP + FN
,

Specif icity �
TP

TP + FP
,

IoU �
overlapping area
combined area

.

(8)

Te assessment matrices and theoretical values attained
by researchers are shown in Table 5.

6. Challenges and Future Outlook

Te article shows that DL approaches have equally per-
formed or outperformed the previous state-of-the-art LV
segmentation techniques. DL algorithms are expected to
completely replace the current LV segmentation techniques.
Given this, it is reasonable to consider whether DL tech-
niques can be directly applied to real-world applications to
reduce medical practitioners’ workload. However, there are
still challenges to make the existing DL methods viable for
real-time applications.

In medical images and, particularly, cardiac images,
acquiring the annotated images is the most prevalent
challenge. As this article demonstrates, most of the research
employed supervised learning, which necessitates the usage
of a signifcant number of annotated images. To properly
label, the LV needs both specialised knowledge and a sig-
nifcant investment of time. As a result, the datasets of the

annotated LV are quite limited in comparison to other
publicly available datasets in other felds, such as natural
images.

Moreover, the performance of DL on data that difers
from the training dataset is another challenge. Even though
the trained DL model is tested on unseen data, the training
and testing data are received from the same source, such as
the same sort of scanner. Te model does not provide the
anticipated outcome if new types of data, e.g., from multiple
scanners or diferent disease patients, are used to test the
model. A few studies have utilized training data for LV
segmentation from diferent sources and scanners to train
the model to get over this problem.

Also, the DL performance is highly dependent on the
quality of the training images. Many imaging modalities
such as CT and US are of low quality due to many factors
such as speckle noise and poor contrast ratio. To produce
high-quality images, many researchers use some sort of data
preprocessing.

Terefore, further studies are required to investigate the
methods to improve the image quality. Terefore, the ef-
ciency of the DLmodel and the accuracy of LV segmentation
may be signifcantly boosted by improving the image quality.
Tere is a signifcant demand for a DL-based system that has
the ability to improve image quality in an efcient and ef-
fective manner while simultaneously reducing noise.
Terefore, the LV segmentation will be considerably more
accurate when the segmentation and enhancing methods are
combined.

In addition, the integration of LV segmentation algo-
rithms with additional patient data, such as patient history,
age, and demographics, is an important area of the article

(a) (b) (c) (d)

Figure 10: Example of the original image (top) and ground truth (bottom) of (a) ACDC, (b) Sunnybrook, (c) CAMUS, and (d) MICCAI
datasets.
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Table 5: Te details of results achieved for LV segmentation.

Study Results
[57] DSC (0.981± 0.025), APD (6.290± 8.381) mm, and conformity index (0.961± 0.0551)
[62] DSC (0.934± 0.041)
[75] DSC (0.94± 0.04), HD (3.16± 0.98), and MCD (0.35)
[63] Volume estimation
[66] DSC (0.963± 0.026) and (0.932± 0.075) and HD (5.58± 3.75) and (6.92± 4.69) for ED and ES, respectively
[61] DSC (0.93 and 0.94) and HD (9.52 and 6.71) with cross-entropy loss and radial distance, respectively

[49] DSC (0.883± 0.062), JD (0.795± 0.07), HD (13.4± 12.2) mm, MSD (1.0± 2.4) accuracy (0.883), sensitivity (0.921), and specifcity
(0.997)

[38] APD (1.71)

[69] DSC (0.93± 0.02) and (0.92± 0.01), APD (2.23± 0.31) and (2.13± 0.28) mm, and good contour (94.19± 7.38) and (95.64± 7.11) for
endo and epi

[68] DSC (0.93± 0.03) and APD (1.41± 0.24)
[49] DSC (88.3± 6.2), Jaccard (79.5± 7.0), MSD (1.0± 2.4) mm, and HD (13.4± 12.2) mm
[82] DSC (0.86± 0.06)
[83] A bland-altman analysis mean diference of -13.7% and a standard deviation of 8.6% for EF
[84] DSC (0.87± 0.03)
[85] DSC (0.90± 0.05) and (0.81± 0.005) and HD (7.6± 4.5) and (0.91± 0.018) for endo and epi, respectively
[91] Accuracy (0.93± .006) and (0.94± 0.005) for endo and epi
[90] DSC (0.923± 0 : 03) and (0 : 924± 0 : 04) for ALAX and A2C/A4C
[95] DSC (0.968) and (0.944) and HD (4.855) and (6.245) mm for ED and ES, respectively
[96] DSC (0.93± 0.03) and sensitivity (0.97)

[81] DSC (0.87± 0.0053), (0.869± 0.0051), and (0.868± 0.0047), MSE (0.0135± 0.0006), (0.0136± 0.0008), and (0.0138± 0.0007), and
MAE (0.0137± 0.0006), (0.0138± 0.0008), and (0.0140± 0.0007) for U-net-BN-RL, uInception, and uXception, respectively

[120] DSC (0.919) and IOU (0.860)
[97] DSC (94.8± 3.3)
[98] DSC (0.87± 0.02)
[92] DSC (0.95± .023) and (0.95± 0.039), HD (5.3± 3.6) and (5.5± 3.8) mm, MSD (1.6± 1.3) and (1.6± 1.6) for ED and ES, respectively
[100] DSC (0.94± 0.12), HD (1.62± .05), JD (0.98± .01), and MSD (1.32± .53)
[86] DSC (0.893)
[77] DSC (0.921), HD (3.9mm), and ASSD (1.43mm)
[99] DSC (82.6± 12.3) and (88.3± 5.0) for low- and high-quality images, respectively
[78] DSC (0.94)
[88] DSC (0.87± 0.08) (3CS) and (0.82± 0.22) (2CS)
[101] Jaccard (0.75), sensitivity (0.87), and specifcity (0.92)
[102] DSC (0.926), Jaccard (0.866), precision (0.87), FPR (0.120), and recall (0.945)
[103] DSC (0.93± 0.04)
[79] DSC (0.917), MAD (1.66 pixels), and overlap (85.57%)
[93]
[80] DSC (0.87 and 0.95) with and without transfer learning
[104] DSC (0.900 and 0.901) and HD (8.330 and 11.040) for ED and ES
[94] DSC (0.921)
[89] DSC (93.6) and accuracy (97.7)
[106] DSC (0.71± 0.09)
[111] DSC (0.960± 0.008), JD (0.903± 0.026), accuracy (0.991± 0.005), and PPV (0.960± 0.040)
[115] DSC (0.959) and HD (3.557),
[107] DSC (0.97 and 0.96) for endo and epi
[108] DSC (0.921± 1.87), JD (0.86± 0.007), and HD (6.29± 2.01mm)
[64] DSC (0.712± 0.031), sensitivity (0.881± 0.17), accuracy (0.968± 0.032), and specifcity (0.978± 0.029)
[112] DSC (0.87± 0.06)
[109] DSC (0.90± 0.03) and (0.93± 0.02) and JD (0.80± 0.06) and (0.76± 0.09) for endo and epi
[105] DSC (0.951± 0.031), accuracy (0.987± 0.007), precision (0.960± 0.050), specifcity (0.996± 0.006), and sensitivity (0.950± 0.050)

[121] DSC (0.803± 0.204), JD (0.706± 0.214), sensitivity (0.859± 0.2), specifcity (0.998± 0.002) PPV (0.771± 0.206), and NPV
(0.999± 0.001)

[116] DSC (0.803), pixel accuracy (0.973), specifcity (0.984), sensitivity (0.841), and mean accuracy (0.903)
[117] DSC (0.9± 0.12)
[118] DSC (0.91± 0.027), HD (8.92± 7.16), and MSD (1.99± 0.64)
[113] DSC (0.868± 0.021) and (0.859± 0.016) for ES and ED, respectively

[114] DSC (0.92± 0.04), HD (6.06± 2.11), (5.96± 2.07), and (6.06± 2.04) mm, MSD (2.80± 1.02), (2.77± 1.05), and (2.83± 1.04) mm for
A2C, A3C, and A4C, respectively

[122] Localization accuracy (6.45± 4.53mm)
[119] IoU (92.13%)
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that might further improve the performance of clinical
decision making and assist physicians in calculating clinical
indices.

As discussed above, one of the main challenges is the
availability of large datasets, and there is abundant new
research aimed at levitating the limited dataset size
problem, and some LV datasets are publicly available.
Tere is a pressing need for architectures and algorithms
that have been purposed and built for the segmentation of
medical images and, therefore, LVs, and that can also
perform admirably when applied to limited datasets.

7. Conclusion

In this article, a comprehensive review of the literature
focused on the analysis of cardiac images using DL for LV
segmentation is presented. In the feld of image processing
CNN, a subbranch of DL has shown very promising re-
sults for diferent types of identifcation including clas-
sifcation, object detection, and segmentation. CNN is also
seen as a futuristic approach specifcally in image pro-
cessing. Te application of CNN in medical images is
extensive. Terefore, this work details and summarizes the
uses of CNN for LV segmentation. Te most common
imaging modalities (MRI, US, and CT scan) were briefy
introduced in the article. Te basics of CNN architectures
were also discussed to have a better understanding of these
models. Among the diferent CNN models, FCN, U-Net,
and modifed model two are mostly used for LV seg-
mentation. Tis work also gives a detailed discussion of
hardware, software, and dataset used for LV segmenta-
tion. Te diferent evaluation matrices used for the per-
formance analysis of the models were also discussed. A
comparative summary was tabulated to ease the com-
parison for the readers.Tis work lays a foundation for the
readers for an instinctive understanding of DL methods
used for LV segmentation specifcally for medical and
cardiac images.
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In order to alleviate the “difficulty in seeing a doctor” for the masses, continuously optimize the service process, and explore new
financial service processes for admission and discharge, this study proposes a cloud-fog hybrid model UCNN-BN based on an
improved convolutional neural network and applies it to financial services in smart medical care. Decision-making applications:
this research improves and designs the UCNN network based on AlexNet and introduces small convolution layers to form
convolution groups, making the network more adjustable. )e network structure is simpler and more flexible, and it is easy to
adjust the algorithm.)e number of parameters is small, and it can be directly superimposed without having to add new network
hidden layers. )e experimental results show that the recognition rate of the UCNN network on the FER2013 and CK+ datasets is
higher than that of other recognition methods, and the recognition rates on the FER2013 and CK+ datasets are 98% and 68.01%,
due to other methods.)is shows that the improved convolutional neural network used in this study for financial services in smart
medical care has certain applicability, and small convolution kernels help to extract more subtle features, so as to identify
more accurately.

1. Introduction

In the 1990s, two scholars, Michael Hammer and Jame
Champy, put forward the theory of “business process
reengineering” [1]. )e core of which is to use advanced
information technology and modern management methods
to reengineer business processes to improve service quality
and efficiency. Business goals [2]: the First Affiliated Hos-
pital of Wenzhou Medical University applies the concept of
“smart medical care” to the reconstruction of the financial
service process of admission and discharge. With the help of
information technology, a new model of financial service for
admission and discharge is constructed, and the financial
procedures for admission and discharge are directly handled
by the nursing staff in the ward.)rough the new model, the
financial procedures for admission and discharge have been
optimized, the waiting time of patients in line has been
shortened, hospital costs have been reduced, and patient
satisfaction has been significantly improved [3]. Smart

healthcare consists of three parts, namely, the smart hospital
system, the regional health system, and the family health
system. )e smart hospital system consists of a digital
hospital and an improved application. )e regional health
system consists of a regional health platform and a public
health system. )e home health system is the health pro-
tection closest to the citizens, including those who cannot be
sent to the hospital for mobility problems.)e home medical
system is suitable for chronic diseases, remote care of elderly
and young patients, health monitoring of mentally retarded,
disabled, infectious diseases and other special groups, and
video medical treatment for patients. Its intelligent medi-
cation system can automatically prompt medication time,
contraindications, remaining medication, etc.)e financial
part of this study belongs to the family health system.

Computing technology is already a very mature tech-
nology in today’s computer market, and cloud computing
service products produced by using cloud computing also
play an important role in today’s markets in various fields.
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)ere are many large, medium, and small enterprises in
various fields using cloud computing products. Cloud
computing can provide enterprises with functions such as
information storage, management, and maintenance [4]
and can also simplify the investment of enterprises in
building networks, software, and systems. Human re-
sources and the number of customers using cloud com-
puting technology products are increasing, and it has been
expanding from enterprise customers to individual users.
Also, because of the increasing market demand, more and
more information technology companies are moving their
research centers to cloud computing technology research
and product development. Major domestic and foreign
information companies, including communication com-
panies, are making efforts in this regard. Some researchers
[5, 6] described the application of fog computing in IoT
systems and its application characteristics; Pang et al. [5]
placed computing at the edge of the cloud computing
network to improve the availability and scalability of the
system architecture and reduce transmission load and
cloud processing burden. Rabinovich et al. [7] and Vaquero
and Rodero-Merino [8] studied key technologies such as
sensor network, peer-to-peer network, network virtuali-
zation in cloud-fog hybrid computing, and the main
challenges faced by cloud-fog fusion. Zao et al. [9] studied
the multilayer cloud and fog computing infrastructure and
linked data network and its possible future intelligent
environment in terms of the wearable user interface. Zhu
et al. [10] studied the data access and interaction mecha-
nism of edge network edge devices in fog computing.
Giordano et al. [11] studied the layered distributed ar-
chitecture of fog computing and its resource advantages in
large-scale distributed computing based on the big data
interference problem brought by the Internet of )ings.
Cloud computing is becoming an important force for
change, but due to the proliferation of access devices and
limited network bandwidth, the combination of fog
computing or cloud-fog computing may bring about real
computing changes.

A convolutional neural network is a method that can
automatically extract object features, and feature extraction
and feature classification are a simultaneous process (Ying
et al.). AlexNet is one of the classic convolutional neural
networks. AlexNet is deeper than LeNet in terms of network
depth. It uses the combined structure of the convolutional
layer and pooling layer to obtain features of graphic images.
)is research mainly explores the decision-making appli-
cation of the cloud-fog hybrid model based on the improved
convolutional neural network in financial services in smart
medical care, so as to optimize the financial procedures for
admission and discharge through the new model and
shorten the patients’ wait in line, reduce hospital costs, and
improve patient satisfaction.

2. Model Introduction

2.1. AlexNet Network. As a commonly used convolutional
neural network for deep learning [12, 13], AlexNet is im-
proved based on the classic network LeNet, and on this basis,

it can obtain more deep image features by extending the
depth of the network. AlexNet is deeper than LeNet in terms
of network depth and uses the combined structure of the
convolution layer and pooling layer to obtain the features of
graphic images [14]. At the same time, AlexNet also uses
dropout regularization to suppress overfitting and uses the
ReLU function instead. )e sigmoid function is used as the
activation function of the convolutional neural network, and
the results prove that the ReLU function performs better in
the deep convolutional neural network and also solves the
problem of gradient dispersion and gradient disappearance
caused by the sigmoid function (A et al., 2021), and the ReLU
function has a faster learning speed. AlexNet has a total of 8
layers of network structure. )e first 5 convolutional layers
include 1 11× 11 convolutional layer, 1 5× 5 convolutional
layer, and 3 3× 3 convolutional layers, with 2 maxpool and 3
FC layers.

2.2. BNNormalization Algorithm. )e role of the BN (batch
normalization) layer is to prevent the gradient from dis-
persing and disappearing [15] so that a larger learning rate
can be set when training the network, which significantly
improves the training speed of the network model so that the
model training does not rely too much on parameter ini-
tialization. To some extent, it reduces the dropout layer in
the convolutional neural network [16]. So, its importance is
the same as other structural layers in the network, and it is
also an important structural part of the convolutional neural
network. In general, the design of convolutional neural
networks is more inclined to place the BN layer after the
convolutional layer and the fully connected layer; of course,
it can also be placed before the activation function [17]. )e
principle is that when each layer of the network is input,
another normalization layer is inserted, that is, a normali-
zation process is performed first, and then the next layer is
entered, and it is a learnable one with parameters (c, β) of the
network layer. Assuming the input is n-dimensional, the
normalization formula is as follows:

X � x
(1)

· · · x
(n)

 . (1)

Normalize each dimension, then

x �
x

(1)
− E x

(k)
 

���������

Var x
(k)

 

 . (2)

If you just use the above normalization formula to
normalize the output of a certain layer of the network and
then send it to the next layer, this will affect the features
learned by the output data of the previous layer, so the
transformation and reconstruction method is introduced.
)e idea is to introduce the learnable parameters c and β,
and the formula is as follows:
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It can be seen from the above formula that by recon-
structing the parameters c and β and learning these two
parameters, the original features learned by a certain layer in
the convolutional neural network can be recovered. How-
ever, in the actual test, the following formula is still used:

x �
x − E[x]
���������
Var[x] + ε

√ . (4)

2.3. Cloud Model. Since the concept of cloud computing
appeared in 2006, the two IT technologies of computing and
network have been continuously integrated and then
coexisted with each other, which has effectively promoted
the development of the information society [18]. In these IoT
scenarios, a more secure, faster, and more stable computing
mode is required, and at the same time, computing needs to
have better mobility support [19]. )e above requirements
cannot be met for cloud computing with high latency, low
security, and reliability. )erefore, the concept of fog
computing emerges as the times require.

Fog computing was proposed by Cisco in 2011. It
deploys a large number of micro-fog node data centers
with limited computing and storage capacity between the
cloud and the object to disperse the computing pressure of
the cloud center and reduce the amount of data trans-
mitted to the remote network [20]. Due to the limited
computing power of fog computing itself, it cannot replace
cloud computing, but expands and supplements it. )e
integrated use of these two technologies not only retains
the powerful computing and storage advantages of the
cloud layer but also expands the scope of network com-
puting. At the near-user end, that is, the network edge,
network computing has lower latency and higher location
awareness [21]. )e benefits brought by fog computing
have made a huge impact in the IT industry. In 2015, IT
industry leaders such as Cisco, Dell, and Intel jointly
established the OpenFog Consortium to promote the rapid
development of cloud-fog hybrid computing. Today, more
than fifty institutions from North America, Asia, and
Europe have joined the Open Fog Alliance [22]. In 2018,
the National Institute of Standards and Technology
restandardized the definition of fog computing on the basis
of Cisco’s years of fog computing research: fog computing
is a combination of smart devices and traditional cloud
data centers. A horizontal computing model combines
physical and virtual resources. With the standardization of
fog computing-related concepts, the technical architecture
of cloud-fog hybrid computing has become increasingly
mature [23].

2.3.1. Cloud Computing Center Layer. In the cloud-fog
hybrid computing model, the traditional cloud computing
center is retained. )e cloud computing center uses a large
number of virtual resources and provides extremely strong
computing power and storage capacity with the help of task
scheduling, load balancing, and parallel computing tech-
nologies to meet the processing of complex computing tasks.

In the Internet of )ings scenario, the cloud computing
center is suitable for intelligent analysis and learning of large
data volume information and storage of historical data,
which is a supplement to the computing capability of the fog
layer.

2.3.2. Network Layer. )e network layer includes the access
network layer and the core network layer. )e access net-
work layer mainly connects end-user equipment and fog
layer node equipment through network equipment, which
includes both wired and wireless networks. )e core net-
work connects the cloud computing center and the fog layer
computing nodes through the wired network.

2.3.3. Fog Computing Layer. )e introduction of the fog
computing layer is the core of cloud-fog hybrid computing,
which requires certain business processing and data com-
puting capabilities. At the same time, the fog computing
layer also needs to be able to cooperate with the cloud layer
to carry out reasonable network control and resource
scheduling to complete more complex computing and
storage tasks. In addition, the scale of computing nodes in
the fog computing layer may also become huge due to
business requirements, and the hardware and software costs
of a single computing node are relatively low. In order to
meet the above functional requirements, in terms of hard-
ware, the fog computing layer can be composed of general-
purpose servers, white-label switches, routers, and other
devices. In terms of software, in addition to the software
system responsible for business computing and processing,
it is also necessary to introduce software defined network
(SDN) technology responsible for network traffic control
and forwarding, and network functions virtualization (NFV)
responsible for providing virtual network functions. Table 1
shows the main software and hardware resources required
for the general fog computing layer.

Building fog computing nodes is an important part of fog
computing layer construction. )e Central Office Rear-
chitected as a Datacenter (CORD), DC transformation of
network computer room, project promoted by the Open
Network Alliance (ONF) basically meets the requirements of
fog-layer computing nodes. )e CORD platform integrates
SDN, NFV, and other technologies and provides the pos-
sibility of fog-layer computing, traffic control, and network
services with the help of hardware resources such as general-
purpose servers and white-brand switches. If business ser-
vices are added to it, it will become a suitable fog layer-
compute node.

2.3.4. End User Layer. In the era of the Internet of )ings,
there are more and more types of devices in the end-user
layer, including smartphones, computers, smart wearable
devices, and various sensors. In order to realize the vision
of the Internet of Everything, these intelligent terminal
devices are connected together through wired or wireless
networks, thus creating the necessity for the development
of cloud-fog hybrid computing. In cloud-fog hybrid

Computational Intelligence and Neuroscience 3



RE
TR
AC
TE
Dcomputing, the intelligent terminal device is the initiator

of the task, and the task is forwarded to the corre-
sponding fog computing node after being scheduled by
the network device in the access network. After the task is
processed by the fog layer and cloud layer, the processing
result will be sent back to the terminal device through the
network.

3. Network Improvements

3.1. Improvement Method. In this section, the UCNN net-
work is designed on the basis of AlexNet, and the convo-
lution group structure is introduced into the AlexNet
network, that is, the convolution group convset of the small
convolution kernel. )e advantage of this structure design is
that it is convenient to adjust the algorithm, and the con-
volution group can be directly added [24]. In this convo-
lution group, there is a 1× 1 convolutional layer at the
beginning and the end, which can be connected with con-
volutional layers of any scale. A 3× 3 convolution kernel and
a 5× 5 convolution kernel are used in the middle. )e
structure is shown in Figure 1.

A convolutional neural network is mainly composed of
the input layer, convolution layer, activation layer, pooling
layer, and fully connected layer. )e network model in this
paper introduces more than 3 of the above convolution
groups to replace the 11× 11 large convolution kernels in the
AlexNet network. Each convolution group introduces 4 3×3
convolution layers and 2 max-pooling layers and then adds a
batch normalization layer (BN layer), which can speed up
the convergence of the model.)e convolutional layers are
supplemented with 0 to prevent edge pixels from being
omitted when the convolution kernel performs convolution
calculations. Using dropout regularization, all neurons are
discarded according to the probability of 0.3, which sim-
plifies the entire network model, suppresses overfitting, and
further improves the classification ability of the model [25].

Dropout regularization can effectively suppress the phe-
nomenon of overfitting. )e main idea is that a part of the
neurons in each layer of the network is randomly discarded,
and theprobabilityof randomdiscarding is set according to the
training situation of the model. )is paper has carried out
many experiments, starting from the probability of 30%, 40%,
and 50%. )e experimental results show that the random
discarding of neurons with a probability of 0.3 is the best.
)erefore, thispaper sets thedropout regularizationparameter
to 30%, which simplifies the network structure while sup-
pressing overfitting.

In this paper, the main idea of improving the AlexNet
network structure is to replace the 11× 11 large convolution
kernel with a convolution group of small convolution
kernels to extract more subtle features in smart medical
financial services, and other convolution layer parameters
are set the same. In the overall network structure im-
provement, convolution groups with small convolution
kernels have been introduced 4 times. )e two improved
methods are given in Table 1. Figures 2 and 3 are the ex-
perimental results of the recognition accuracy of the two
design methods on the FER2013 and CK+ datasets,
respectively.

)e results of the cubic and quaternary convolution
groups are studied. From Figures 2 and 3, it can be found
that the cubic convolution group has higher accuracy than
the quaternary convolution group, and the accuracy rate of
the quaternary convolution group is higher. In FER2013
and CK+, the two datasets used in this experiment are
always slightly lower than the cubic convolution group. In
the following fitting, the cubic convolution group is
selected.

3.2. UCNN Network Structure. Compared with the clas-
sification accuracy, the effect of introducing 3 convolu-
tion groups is better, so this paper finally adopts the
introduction of 3 convolution groups as the final network
model, named UCNN (Unit CNN) network. Figure 4
shows the whole improved network model diagram.

4. Simulation Results and Analysis

)is section first introduces the dataset used and then
performs data enhancement on the dataset. )e improved
network model in this paper is used to train and test the
expression dataset and compared with a variety of newer
expression recognition methods; the comparison results
show that the improved network model is more effective.
)e experimental environment of this paper is a Win-
dows system, the deep learning model is Pytorch, the
CPU is Intel i59600kf, and the GPU is NVIDIA
GTX1080ti.

4.1. Dataset Processing

4.1.1. FER2013 Dataset. )e FER2013 dataset is a commonly
used identification research dataset, which itself has been
divided into a training set, validation set, and test set. Among
them, there are 28,709 training sets, 3,589 validation sets,
and 3,589 test sets.

1×1conv 1×1conv5×5conv3×3conv

Figure 1: Structure of convolution group convset.

Table 1: Comparison of classification accuracy on FER2013 and
CK+ datasets during model improvement.

Ways to improve
Precision

Dataset of FER2013 Dataset of
CK+

Introduce 4 convolution groups 67.80 96.55
Introduce 3 convolution groups 68.55 97.51
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4.1.2. CK+ Dataset. )eCK+ dataset was released in 2010. It
is a dataset with a larger amount of data obtained by
expanding the dataset on the CK dataset. In this paper, 30%
of the dataset is divided into the test set, and 70% is divided
into the training set.

4.2.DataAugmentation. Convolutional neural networks are
often supported by a large number of parameters. Some large
neural networks, such as GoogleNet, even have millions of
network parameters. To make these huge network param-
eters work properly, a large amount of data is required. Train
the network for a long time. However, the reality is that there
is not that much data to work with. )erefore, data aug-
mentation plays a great role in network training. It can
expand the amount of data, improve the generalization

ability of the model, and improve the robustness of the
model. )e data augmentation method used in this paper is
random sampling.

4.3. Improved Analysis. )is paper improves the original
AlexNet, introduces three convolution groups with small
convolution kernels to replace the 11× 11 convolution kernels
in the original AlexNet, constructs a new network UCNN,
and uses the UCNN network on the FER2013 dataset and
CK+ dataset, respectively. Train and test: the dataset has been
expanded, and the CK+ dataset has been expanded to 2000, of
which 70% are used as training sets and 30% are used as test
sets. )e FER dataset is not expanded, because the amount of
data in the original dataset itself is relatively large.

Figures 5 and 6 show the training accuracy and test ac-
curacy of the improved network UCNN on the CK+ dataset
and the FER2013 dataset. It can be seen that the UCNN
network performs well on the two datasets, where the dotted
line represents the training accuracy.)e solid line represents
the test accuracy, which reached the recognition rate of 98%
and 68.01% respectively, and there is no obvious overfitting
phenomenon, indicating that the network in this paper has a
relatively good generalization ability.

On the FER2013 and CK+ datasets, other network
models are used for testing, and compared with the UCNN
network, the results are shown in Figures 7 and 8.
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Figure 4: UCNN network structure.
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Figure 3: Comparison of two networks on CK+ dataset.
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Figure 2: Comparison of two networks on FER2013 dataset.
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Figure 6: Training and test performance of the UCNN network on CK+ dataset.
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Figure 5: Training and test performance of the UCNN network on FER2013 dataset.
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Figure 7: Comparison of training and test performance of recognition rate between this method and other methods on FER2013 dataset.
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Reference [26], reference [27], and reference [28] all
conducted experiments on the FER2013 dataset, and ref-
erence [29], reference [30] and reference [31] all conducted
experiments on the CK+ dataset. As can be seen from the
chart, the method in this paper performs the best on both
datasets.

5. Conclusion

)e information system compiled according to the internal
control requirements objectively enforces and regulates the
operation behavior of operators, eliminates arbitrary and
subjective factors, and is an important means to reduce the
risk of errors and fraud. Aiming at the low utilization rate of
small and medium-sized convolutional neural networks in
smart medical financial systems, this study designs the
UCNN network, which uses the convolution group of small
convolution kernels to replace the 11× 11 large convolution
kernels in the AlexNet network. Small convolution kernels
help to extract more subtle features of the original data,
thereby improving the recognition rate. A BN batch nor-
malization layer is added after each convolution group to
prevent the gradient from disappearing and improve the
training speed of the network. In order to reduce the net-
work parameters, a fully connected layer in the original
structure is removed, and dropout regularization is added
behind the remaining two fully connected layers to further
prevent overfitting. During the training process, the dataset
was enhanced to solve the problem of insufficient data. )e
research results are as follows: (1) the improved network
UCNN based on AlexNet designed in this paper has a
simpler structure, fewer parameters, faster model conver-
gence speed, and higher recognition rate compared with the
current newer methods; FER2013 and CK+ datasets
achieved recognition rates of 98% and 68.01%, respectively;
(2) compared with the quadruple convolution group, the
cubic convolution group has higher accuracy, and the ac-
curacy of the cubic convolution group is higher than that of

the quaternary convolution group by 67.80% and 96.55%; (3)
data enhancement significantly expands the data volume,
improves the generalization ability of the model, and im-
proves the robustness of the model [32].

Data Availability

)e dataset used to support the findings of this study is
available from the corresponding author upon request.
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In the current study, a generalized SEIR epidemic model is studied. (e generalized fractional-order SEIR model (susceptible-infected-
recovered (SIR) epidemic) model differentiated the population into susceptible population, exposure population, infected population, and
rehabilitation population and has fundamental mentoring importance for the forecast of the probable outburst of infectious ailments.(e
fundamental duplicated quantity R0 is inferred. When R0 < 1, the disease-free equilibrium (DFE) is particular and tending towards
stability. When R0 > 1, the endemic equilibrium is sole. In addition, certain circumstances are set up to make sure the local progressive
stability of disease-free and endemic equilibrium. Considering the influence of the individual behavior, a broader SEIR epidemic model is
raised, which classified the population into susceptible, exposure, infected, and rehabilitation. What is more, the basic reproduction
number, that regulates whether the infectionwill die out or not, is obtained by the spectral radius of the next-generationmatrix;moreover,
the global stability of DFE and endemic equilibrium are analyzed by a geometry method.

1. Introduction

Nowadays, some infectious diseases are still aimed at large
populations [1, 2]. (ey are regarded as the potential causes
of death, particularly in numerous developing countries
[3, 4]. As a result of this, mathematical modeling in epi-
demiology plays a more and more important role in public
health research [5, 6]. (is academic subject facilitates
interpreting the studies in epidemiological phenomena and
catch the distinctive elements that could result in a serious
epidemic or even to a hazardous pandemic in the world
[7, 8]. (e established susceptible-infected-recovered (SIR)
epidemic model was firstly described by Kermackin 1991
[9].(e infection latency often needs a long-time range [7] In
the meantime, an incubated individual is still latent but
hasn't contagious [10]. Consequently, another type of ex-
posed individuals might be supplemented to SIR and the
novel epidemic model SEIR was introduced by Ricardo [11].
(is SEIRmodel with treatment and offeredcertain adequate
conditions to certify the local stability of equilibrium points.
Additionally, epidemiological studies have exposed that
mutation leads to more and more unaffected viruses offering

the emergence of numerous new damaging epidemics or
even new hazardous pandemics [12]. (e laws of disease
spreading should be urgently investigated because of in-
fectious diseases bring disaster to human health and might
provide a theoretical basis for the infection prevention and
control [13]. Due to infectious disease existing certain la-
tency before its breaking out, the SEIR epidemic model was
researched in a latent period. As described in the study [14],
Zhang, Li, and Ma et al. analyzed an SEIR epidemic model
with the immigration of different compartments and ade-
quate contact rates and proved the overall stability of the
system by variable transformation. In addition, Meng, Chen,
and Song introduced the delayed SEIR epidemic model with
perpendicular propagation and pulsed vaccination [15].(ey
considered the infection-free periodic solution, which was
globally attractive under some appropriate conditions;
furthermore, time delay, pulse vaccination and vertical
transmission brought obvious efforts to the dynamics of the
model. (e previous research [16] contained random agi-
tations into SIR and SEIR epidemic models with saturated
incidence and set that the solution under some conditions
had ergodic property by utilizing the stochastic Lyapunov
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function. Li and Chen discussed an age structured SEIR
epidemic model with vertically and horizontally transfor-
mation. (ey established the threshold of endemic existence
and showed threshold parameters usually computable in [17].
Chen et al. [18] investigated an SEIR epidemic Model with a
non-monotone incidence, then obtained the global stability.
It's worth repeating: the morbidity provides further data
about the disease broadcast. (erefore, the overall incidence
characteristic has as aim of denoting a big collection of in-
fection incidence rate. Meng group, Michael Y. Li, and Ke
Wang in [19] considered an SEIR epidemic model for the
dynamic transmit of communicable disease that propagate in
population by connecting to hosts and analyzed a geometric
method to global stability. A great deal of processes of mu-
tation was detected in a large number of communicable
diseases. Due to this reason, the multi-strain SEIR epidemic
model is a critical tool for investigating a number of com-
municable diseases that comprise a lengthy incubation period
and also diverse infection strains. (e correlation of learning
multi-strain models is finding out the diverse situations
allowing all operating strains to coexist. (e global dynamics
of the SEIR model is the focus of numerous explorations by
studying bilinear or nonlinear incidence. In the current study,
a comprehensive SEIR epidemic model is studied, and the
threshold is obtained. By the method of geometric approach,
global stability of disease-free equilibrium (DFE) and endemic
equilibrium are analyzed; furthermore, the infection will die
away if R0 < 1, or become endemic if R0 > 1.

2. Preliminaries and Model Derivation

(e incidence provides further evidence about the spread of the
disease [20] (erefore, the goal of the general incidence rate
function is to characterize the incidence rate of a large group of
infections. Consequently, the aim of this study is to summarize
the earlier models by thinking over a SEIR model with general
prevalence rate. (erefore, this current study would be carried
out on the subsequent comprehensive SEIR epidemic model:

dS

dt
� A − f(S, I) − dS,

dE

dt
� f(S, I) − εE − dE,

dI

dt
� εE − δI − dI,

dR

dt
� δI − dR,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where (S)is the numbers of susceptible population; (E)is the
numbers of each latent individual’s class;(I) denotes the
amount of communicable population;(R) is the amount of
deleted population; With regard to the issues coping with
population dynamics, all the variables might be positive. We
would suppose firstly that all the model indicators are
positive. (e paraments A is positive constant, which rep-
resents the birth rate of the population. (e paraments d is

positive invariable too, which represents the death rate of the
population. (e non-negative constant ε describes the
transfer rates from exposed to infected, and the non-negative
constant δ describes the transmission rates from infection to
recovery. (e function f (S, I) represents the ratio of new
infection and is expected to be sufficiently smooth to ensure
the existence and uniqueness of solution to the system (1)
with non-negative initial situations. By the functional
framework of basic theory of differential equations, we verify
that there is a particular local solution to the issues. To verify
the positive results, we would demonstrate that any settle-
ment beginning from positive orthant. To meet biological
sense, the function f (S, I) is assumed to fulfill the conditions
as below for all S ≥ 0, I ≥ 0:

(a) f(0, 0) � f(S, 0) � f(0, I) � 0,

(b) f(S, I)> 0 for S> 0, I> 0,

(c) zf(S, I)/zS≥ 0, (zf(S, I)/zI)> 0,

(d) I(zf(S, I)/zI)≥f(S, I),

(e) I(zf(S, I)/zI) − E(zf(S, I)/zS) − f(S, I)> 0.

(e total population N � S + E + I + R satisfies
N′ � A − dN may vary in time. It is easy to see the pop-
ulation scale N converges to (A/d) without disease, thus we
study system (1) in the following feasible region:

D � (S, E, I, R) ∈ R
4
+: S + E + I + R≤

A

d
 . (2)

Which is a positive invariant set in R4
+, represents the

border and inner of D by zD and D° respectively.
(e condition (a) ensures the existence of unique DFE

P0(A/d, 0, 0, 0) ∈ zD for system (1). Setting the right-hand
sides of the last three equation to zero, and the sum of the
first two equation to zero, it is easy to obtain a particular
endemic equilibrium P∗(S∗, E∗, I∗, R∗), where,

S
∗

�
Aε − (d + ε)(d + δ)I

∗

dε
,

E
∗

�
d + δ
ε

I
∗
,

R
∗

�
δ
d

I
∗

(3)

Simultaneously obtained

f S
∗
, I
∗

(  �
(d + ε)(d + δ)

ε
I
∗
,

zf

zI
S
∗
, I
∗

(  �
(d + ε)(d + δ)

ε
.

(4)

3. The Basic Reproduction Number

In this section, the basic reproduction number R0 is studied.
R0 is clarified as the spectral radius of next-generation
matrix in [7], i.e.

In this section we study the fundamental reproduction
number R0, R0 is expressed as the spectral radius of next-
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generation matrix in [7], i. e. R0 � ρ(FV− 1). In system (1),
only E and I is directly related to epidemic. (ere followed
the way of van den driessche and Watmough, that is

dE

dt

dI

dt

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
�

f(S, I)

0
⎛⎝ ⎞⎠ −

(d + ε)E

− εE +(d + δ)I

⎛⎝ ⎞⎠,

F �

0
zf

zI

A

d
, 0 

0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

V �
d + ε 0

− ε d + δ
⎛⎝ ⎞⎠,

(5)

then V− 1 � (1/(d + ε)(d + δ))
d + δ 0
ε d + ε 

(e next-generation matrix is

FV
− 1

�
1

(d + ε)(d + δ)

ε
zf

zI

A

d
, 0  (d + ε)

zf

zI

A

d
, 0 

0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(6)

Hence the fundamental reproduction number as,

R0 �
ε

(d + ε)(d + δ)

zf

zI

A

d
, 0 . (7)

4. Global Stabilities of Disease-free
Equilibrium (DFE)

(e disease-free equilibrium (DFE) is characterized by the
demising of the infecting, and the sickness could not attack
the individuals. (e DFE first nonzero component is de-
termined by the infant natality and mortality of the pre-
disposed population and does not rely on the morbidity
functional indicators. (e infection disappeared, the sus-
ceptibility gets their greatest numerical, and the rest of
variables eliminate. In this paragraph, concentration might
be concentrated to the statistical stability of this DFE. In fact,
we could suppose the stability of DFE when the fundamental
reproduction quantity is less than the unified value. (is
makes us to seek for the proper model indicators to inspect
statistically the steadiness of the original stable status.

By the framework of van den Driessche and Watmough
[21], we immediately obtained the following local asymp-
totical stability of DFE:

Theorem 1. Allow R0 be defined in (7), the unique DFE of
system (1) is local asymptotical stability provided that R0 < 1
and unsteady provided that R0 > 1.

To explore the global stability of DFE, the following
result explained in [22]is needed:

Lemma 1. Take into account a model expressed in a form

dX1

dt
� F X1, X2( ,

dX2

dt
� G X1, X2( , G X1, 0(  � 0,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

, (8)

where X1 ∈ Rm represents the amount of population without
infection and X2 ∈ Rm represents the sum of infected pop-
ulation containing potential, infectious, etc; X0 � (X∗1 , 0)

indicates the DFE of system (8).

Also suppose the conditions (H1) and (H2) as following:
(H1) For dX1/dt � F(X1, 0), X∗1 is global asymptotical

stability.
(H2) G(X1, X2) � AX2 − G(X1, X2), G(X1, X2)≥ 0 for

(X1, X2) ∈ Ω, the Jacobian matrix A � (zG/zX2)(X∗1 , 0) is
an M-matrix and Ω is the feasible region.

(en the DFE X0 � (X∗1 , 0) is global asymptotical sta-
bility if R0 < 1.

Theorem 2. 4e DFE of system (1) is global asymptotical
stability if R0 < 1.

Proof. In system (1), permit X1 � (S, R)T,X2 � (E, I)T, the
uninfected model is

dS

dt

dR

dt

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
� F X1, X2(  �

A − f(S, I) − dS

δI − dR

⎛⎝ ⎞⎠, (9)

the infected model is

dE

dt

dI

dt

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
� G X1, X2(  �

f(S, I) − (d + ε)E

εE − (d + δ)I

⎛⎝ ⎞⎠. (10)

and G(X1, 0) � 0.
Next requireto verify the conditions (H1) and (H2).
When X2 � 0, i.e. E � I � 0, the model (9) is

dS

dt

dR

dt

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
�

A − dS

− dR

⎛⎝ ⎞⎠. (11)

And the solution of system (11) is
S(t) � A/d − (S(0) − (A/d))e− dt, R(t) � R(0)e− dt.

It is easy to see S(t)⟶ A/d, R(t)⟶ 0, as t⟶ +∞.
Hence X∗1(A/d, 0) is global asymptotical stability. (e
condition (H1) is verified.

Computational Intelligence and Neuroscience 3
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G X1, X2(  �
zG

zX2
X
∗
1 , 0( X2 − G X1, X2( 

�

− (d + ε)
zf

zI

A

d
, 0 

ε − (d + δ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

E

I

⎛⎝ ⎞⎠ −

I
zf

zI

A

d
, 0  − f(S, I)

0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

(12)

obviously A � (zG/zX2)(X∗1 , 0) is an M-matrix. According
to assumption (d) we obtain G(X1, X2)≥ 0. (e condition
(H2) is verified.

According to Lemma 1, (e DFE P0(A/d, 0, 0, 0) of
system (1) is global asymptotical stability if R0 < 1. □

5. Global stabilities of endemic equilibrium

Theorem 3. 4ere exists a unique positive endemic equi-
librium for system (1) if R0 > 1, and no positive endemic
equilibrium if R0 < 1.

Let F(I) � f(S∗, I)/I � f(Aε − (d + ε)(d + δ), I/dε,
I)/I, y � (d + ε)(d + δ)/ε. Let y�F(I)

f
Aε − (d + ε)(d + δ)I

dε
, I  �

(d + ε)(d + δ)

ε
. (13)

It is clearly to see F(I) � 0 at I � (Aε/(d + ε)(d + δ)),
then

F(I)<
(d + ε)(d + δ)

ε
. (14)

with the help of inequality (d)

lim
I⟶0+

F(I) � lim
I⟶0+

f(A/d, 0)

I
�

zf

zI

A

d
, 0 >

(d + ε)(d + δ)

ε
.

(15)

(e equation y �F(I) has unique solution if and only if
zf/zI(A/d, 0)> ((d + ε)(d + δ)/ε), then εzf/zI(A/d, 0)/
(d + ε)(d + δ)> 1 , namely R0 > 1.

Clearly R0 > 1, there is a unique positive endemic
equilibrium for system (1), and no positive endemic equi-
librium for R0 < 1.

Theorem 4. 4e unique positive endemic equilibrium of
system (1) is local asymptotical stability provided that R0 > 1.

Proof To study the local asymptotical stability, the
equivalent system of (1) is researched

dS

dt
� A − f(S, I) − dS

dE

dt
� f(S, I) − (d + ε)E

dI

dt
� εE − (d + δ)I.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

(e Jacobian matrix of system (16) is

J �

−
zf

zS
(S, I) − d0 −

zf

zI
(S, I)

zf

zS
(S, I) − (d + ε)

zf

zI
(S, I)

0ε − (d + δ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (17)

and the characteristic equation at P∗(S∗, E∗, I∗, R∗) is

Det (λE − J) � λ3 + a1λ
2

+ a2λ + a3 � 0, (18)

where a1 � 3 d + ε + δ + (zf/zS)(S∗, I∗)> 0,a2 � (zf/
zS(S∗, I∗) + d)(2 d + ε + δ)> 0,

a3 � ε
zf

zI
S
∗
, I
∗

( 
zf

zS
S
∗
, I
∗

( > 0. (19)

In order to prove all roots, have negative real parts, using
(4) and obtain a1 >d + ε, a2 > zf/zS(S∗, I∗)(d + δ),a3 �

(d + ε)(d + δ)zf/zS(S∗, I∗), therefore a1a2 − a3 > 0.
According to Routh-Hurwitz theory the unique positive

endemic equilibrium of system (1) is local asymptotical
stability provided that R0 > 1.

Theorem 5. 4e unique positive endemic equilibrium of
system (1) is global asymptotical stability provided that
R0 > 1.

Proof In line with (eorem 1 the unique DFE of
system (1) is unstable provided that R0 > 1, and
P0(A/d, 0, 0, 0) ∈ zD, then system (1) is uniform persis-
tence [23], i.e. ∃c> 0, lim

t⟶∞
inf S(t), E(t), I(t){ }> c. Uni-

form persistence implies the presence of compact subsets
K ⊂ D. It is easy to see system (1) satisfies the conditions
in [24].

Next, we only need to prove the Bendixson criterion
q< 0.

(e Jacobian matrix of system (16) is (17), and the as-
sociated second compound matrix is,

J
[2]

�

−
zf

zS
(S, I) − (2 d + ε)

zf

zI
(S, I)

zf

zI
(S, I)

ε −
zf

zS
(S, I) − (2 d + δ)0

0
zf

zS
(S, I) − (2 d + ε + δ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (20)

Let the matrix function P(S, E, I) � diag(1, E/I, E/I),

then
PfP− 1 � diag(0, (E′/E) − (I′/I), (E′/E) − (I′/I)), ma-

trix B � PfP− 1 + PJ[2]P− 1 can be written in the form

4 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

B �
B11 B12
B21 B22

 where B11 � − (2 d + ε) − zf/zS(S, I), B12

� [zf/zI(S, I)I/E, zf/zI(S, I)I/E], B21 � [ε(E/I), 0]T,

B22 �

E′
E

−
I′
I

− (2 d + δ) −
zf

zS
(S, I)0

zf

zS
(S, I)

E′
E

−
I′
I

− (2 d + ε + δ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (21)

We define a norm ‖(u, v, w)‖ � max |u|, |v + w|{ } for any
vector (u, v, w) inR3, and μ(B) denote the Lozinskil measure
with respect to this norm. Using the valuation method in
[25] we have μ(B)≤ sup(g1, g2), with g1 � μ1(B11) + |B12|,

g2 � |B21| + μ1(B22). |B12|, |B21| are the matrix norm
about l1 vector norm, μ1 is Lozinskil measure about l1 norm.
For example, |A| � max

1≤k≤n


n
i�1 |aik|,μ1(A) � max

1≤k≤n
(akk+


n
i�1,i≠ k |aik|) for any matrix A � (aij)n×n, then

μ1 B11(  � − (2d + ε) −
zf

zS
(S, I), B12


 �

zf

zI
(S, I)

I

E
, B21


 � ε
E

I
,

μ1 B22(  �
E′
E

−
I′
I

− (2d + δ).

(22)

Hence

g1 � − (2 d + ε) −
zf

zS
(S, I) +

zf

zI
(S, I)

I

E
,

g2 � ε
E

I
+

E′
E

−
I′
I

− (2 d + δ).

(23)

From system (16), we obtain I′/I � ε(E/I) − (d + δ)

and− (d + ε) � (E′/E) − (f(S, I)/E),then g2 �E′/E − d and
g1 � ((E′/E) − (f(S, I)/E) − d − (zf/zS)(S, I) +

(zf/zI)(S, I)(I/E)), by assumption (e), g1 � ((E′/E) − d −

(zf/zS)(S, I)< (E′/E) − d), then μ(B)≤ sup(g1, g2)

� (E′/E) − d.
Since system (1) is uniform persistence, there is

ξ > 0, T> 0 so that when t>T , E(t)> ξ, I(t)> ξ for all
(S(0), E(0), I(0)) ∈ K, we have 1/t ln(E(t)/E(0)) < d/2,
then 1/t 

t

0 μ(B)ds≤ (1/t)lnE(t)/E(0) − d< − (d/2),
namely

q � lim
t⟶∞

sup sup
x0∈K

1/t 
t

0 μ(s, x0)ds< − (d/2)< 0, thus,
the associated second compound matrix is local asymp-
totical stability, verified the proof.

6. Discussion and conclusion

It is well described that the spreading of a contagious illness
implicates disease-related elements including infectious
mediator, route of broadcast, latent period, infectious stage,
susceptivity, and resistance [26]. Infectious disease model
defining a spread mediators in an enclosed population and
containing susceptible (S), infectives (I), and recovers (R)
were introduced by Kermack in 1927. According to the
Kermack model, diverse epidemic models have been ad-
vanced in current periods, such as SIR, SIS, SEIR models
[27]. Functional form of the incidence rate plays a critical
role in of epidemic model. Several previous studies highlight

that the route of disease transmissionmight have a nonlinear
incidence ratio [28]. To explore the effect of the non-line-
arity, Korobeinikov take into account diversified models
with the incidence and set up Lyapunov functions that make
them to create global properties for SEIR model. (ereafter,
Korobeinikov proven global properties for multiple epi-
demic models with incidence of a more commonformula
[29].

In the current study, we have explored the global stability
of the generalized SEIR model with quantitative overview of
the complex analysis and certain qualitative characteristics
of the SEIR model have been discussed. (is model included
some compartments, namely the susceptible, exposing in-
dividuals, infecting individuals, and the removal individuals.
We have created the existence, positivity and boundedness
of settlement which ensure the well-formedness of the SEIR
model. To validate our distinctive results theoretically, nu-
merical simulation is carried out. It is measured that the
model with extensive association capabilities contains many
typical correlation features, which could better understand
the equilibrium stability. (e long-term forecast desires to
amend the model properly based on the alteration of stra-
tegic and medical aspects. We might talk about this in the
future work.
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In order to explore the real effect of art mental health therapy, this paper proposes a feature selection algorithm based on genetic
algorithm.-e algorithm takes college students as the research object and discusses the effect of psychotherapy on college students
through painting art therapy. -e results showed that there were extremely significant differences in EPQ extraversion factors
among the people treated with the educational intervention of art psychology course (P< 0.01), and there was no significant
change in other factors (P> 0.05).-ere was no significant change in total depression score and depression index (P> 0.05).-ere
were significant differences in social avoidance factors and social anxiety (P< 0.05), and there were relatively significant dif-
ferences in the total score of sadness (P< 0.01). It is concluded that the use of artistic elements can effectively help people express
themselves and express their psychological emotions, which has a certain effect in mental health treatment.

1. Introduction

Before the formation of language and words, early human
beingsmainly used graphics and painting to record events in life
and through graphics to reflect emotions and ideas of colossus.
-erefore, the artistic expression in the form of graphics and
painting is the innate instinct of human beings.-e key point of
artistic therapy is to effectively integrate different forms of art
types into psychotherapy and, at the same time, use artistic
media such as painting, music, and dance to promote the
growth of people’s mind and cure people’s psychological
problems in a supportive environment. -erefore, art psy-
chotherapy is also a process of discovering and expressing
oneself with the help of art forms derived from the depths of
emotion. And in the process of self-psychotherapy using art
forms, people usually do not pay too much attention to the
beauty of visual art, the grammatical arrangement of words, and
the harmony and fluency of songs. -ey just use art to release,
express and relax, and obtain insight by studying symbolic and
metaphorical information to achieve the effect of psychother-
apy, as shown in Figure 1.

2. Literature Review

Modern psychotherapy with speech as the medium has a
good effect in correcting irrational cognition and thinking,
but it is powerless in dealing with psychological problems
with emotional distress as the main symptoms, such as
emotional disorder and traumatic experience. In brain
science, emotion and art (painting, music, etc.) are con-
trolled by the right hemisphere at the same time. -erefore,
even speech therapists with rich clinical experience do not
despise the excellent effect of painting in dealing with
emotional distress. A large number of studies abroad have
proved the artistic way of using the right hemisphere to deal
with emotional disorder [1].

Children with family and development problems were
treated with spontaneous painting creation method. It was
found that painting therapy can alleviate the pressure from
family and society, express anxiety, and strengthen the self-
concept of visitors [2]. Individual and group painting
therapy was carried out for children with learning disabil-
ities. It was found that, in the treatment, children and peers
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promoted the development of social skills through inter-
personal interaction and finally improved individual self-
esteem. Babin applied painting psychotherapy to 3 women
with anorexia and 3 women with obesity. -e results showed
that the self-concept of 5 women was significantly improved
[3]. It is found that painting intervention can promote
homeless women to improve their sense of self-esteem and
self-awareness. -e research of some scholars has found a
physiological basis for painting to promote the improvement
of self-esteem. He found that fluctuations in the amount of
neurotransmitter serotonin in the brain can affect the quality
of movement and the level of self-esteem. -e high content
of serotonin is related to self-affirmation and movement
control, and the low content is easy to lead to anger and
impulsive behavior. Human life depends on movement, and
effective and elegant movement produces a sense of satis-
faction. -e training provided by art happens to produce
such skill movements. -e display of these movements leads
to positive feedback among people, thus strengthening self-
esteem [4].

Since the 1940s, psychologists have also developed a
variety of painting projection techniques for psycho-
therapy and testing, but basically painting projection
techniques can be divided into three categories: free
painting, painting with specified content, and painting
techniques in between. -e first is free painting tech-
nology. -e stimulation given is only paper and pen,
giving the visitor the greatest freedom to express the
inner world he is most eager to express. However, an-
alysts need extensive knowledge background and rich
analysis experience, which makes it difficult to quantify
and ensure reliability and validity. -e second category is
the painting technology that specifies the content. Fang
Shuren painting test is the most comprehensive and
widely used typical representative. It gives standard
guidelines and has certain provisions on content, tools,
and location, which is more conducive to the popular-
ization of experience and application in experimental

research. -e last one is between the two. It gives a
certain stimulation, but it does not regulate what content
to paint at the same time. In addition, the final analysis of
this technology is not for the painting content of the
subjects, but for the nature of the changes made by the
subjects on the given stimulus [5].

Domestic painting psychotherapy has also achieved
some applied research results in the treatment and diagnosis
of mental disorders, special groups such as intellectual
disabilities, crisis intervention and psychological education,
and group psychological counseling and treatment [6].

In the study of a case of children’s depression, painting
image was used to regulate children’s depression, and the
effect was remarkable.-is paper discusses the application
of painting therapy in middle school students with
emotional disorders and uses the room tree person test
method to treat 6 middle school students who come to
psychological counseling. It is found that the use of
painting therapy can better understand the causes of
middle school students’ emotional conflict and has played
a good effect in the process of psychological counseling.
-e study tried to use painting projection technology, free
association, and positive imagination in a psychological
counseling case of depression to fully present the patient’s
past experience, internal image, and unconsciousness and
communicate the patient’s consciousness and uncon-
sciousness. -e results show the patient’s inner growth
and development, and the performance has been changed
and transformed in real life. -rough the experimental
treatment of college students’ depressive symptoms
through painting aesthetic treatment activities, the results
show that the design can significantly improve the level of
college students’ depressive symptoms, promote the
college students with depressive symptoms, and signifi-
cantly improve the overall mental health level of the
subjects. Its effect is mainly reflected in the significant
improvement of four factors: somatization, interpersonal
sensitivity, psychosis, and paranoia [7].
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Figure 1: Comprehensive evaluation model of artistic psychotherapy health based on genetic algorithm.
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A team explored the effect of group painting art therapy
on the rehabilitation of physiological, psychological, and
social functions of schizophrenic patients. -e results show
that group painting art intervention can alleviate the
mental symptoms of schizophrenic patients and promote
the improvement of patients’ self-concept and quality of
life. -e application of painting therapy in interpersonal
group counseling is an effective method for college
students with development crisis, personality problems,
and international communication problems. -rough
group counseling, the self-acceptance of members can be
improved, the sense of self-harmony can be enhanced,
and the level of self-esteem can be improved to varying
degrees. Group counseling promotes the personality
growth of members as a whole and improves their mental
health level. Collective painting therapy starts from the
two points of collectivity and painting to easily create a
treatment environment and guide most people. Patients
talked about its novelty and being easy to understand
after treatment. As an auxiliary form of psychotherapy,
painting therapy has its uniqueness [8].

3. Unsupervised Feature Selection Algorithm
Based on Genetic Algorithm

3.1. Feature Selection Algorithm. Feature selection, at first, is
a technology in the classification problem. -e purpose is to
find out which features have a great influence on the label,
minimize the influence of irrelevant features in the classifier
training process, and avoid overfitting and high time
complexity. From the definition, the process of feature
engineering is mainly composed of the following aspects, as
shown in Figure 2.

Feature selection algorithms often use some evaluation
criteria to measure the candidate subsets. -e evaluation
criteria are divided into two categories according to whether
they are related to the subsequent machine learning model.
One kind of evaluation criteria is independent of the
learning model and evaluates the feature selection as an
independent process. -is feature selection algorithm is
called filter algorithm. -is feature selection process is
shown in Figure 3 below.

-e other is called wrapper algorithm. In this algorithm,
the evaluation criterion is the performance of the subsequent
machine learning model. In this process of machine
learning, feature selection is a part of the establishment of
machine learning model [9]. For each candidate feature
subset, the model needs to be retrained. -e specific process
is shown in Figure 4.

In the field of practical application, when the feature
dimension is high and there are many redundant features,
these two hybrid strategies are often used for feature
selection. Firstly, the independent evaluation criterion
algorithm is used to preliminarily evaluate the features
and quickly eliminate most irrelevant features. -en, the
encapsulated feature selection is carried out for the
remaining few features to obtain the feature subset with
the best neutral energy for the subsequent machine
learning model [10].

3.2. Genetic Algorithm

3.2.1. Conceptual Process. -e core idea of the algorithm is
to characterize the iterative process of the solution of the
optimization problem by the heredity of genes in the
population. Among them, the population represents the
set of all feasible solutions, and each individual gene in
the population represents a feasible solution. By artifi-
cially setting a natural environment (fitness function, or
evaluation function), the way of survival of the fittest in
nature is simulated. Filter the individuals in the pop-
ulation that are not suitable for the natural environment
and inherit the individual genes suitable for the envi-
ronment. -rough the characteristics of gene crossover
and variation in the genetic process, the offspring
population can not only retain the characteristics of
good solutions in the previous generation population, but
also retain the possibility of producing better solutions
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Figure 2: Feature selection process.
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[11]. -e flow of genetic algorithm is shown in Figure 5
below.

In the feature selection problem, as shown in Figure 6,
for a data set with feature number n, a binary gene se-
quence with length n is usually used to represent a feasible
solution. In each gene, 0 indicates that the feature is not in
the individual, and 1 indicates that the feature exists in
the individual. Each coding sequence represents an in-
dividual [12].

3.2.2. Definition of Population Genetic Mode. Roulette se-
lection algorithm: roulette selection algorithm comes from
roulette gambling. -e main principle is that, on the roulette
surface, regions with different angles have different proba-
bility of being selected; that is, the larger the proportion, the
easier it is to be selected. In the feature selection algorithm,
the higher the fitness, the easier it is to be selected. In a
population with N individuals, for individual xi, given its
fitnessf(xi), the probability of individual selection is carried
out according to the following algorithm:
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Figure 3: Filter feature selection process.
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(1) Use formula (1) below to calculate the individual
fitness ratio, which is similar to the ratio of different
areas on the roulette.

p xi(  �
f xi( 


N
j�1 f xi( 

. (1)

(2) Calculate the cumulative fitness distribution from x1
to xN, similar to the probability distribution func-
tion, as shown in formula (2) below:

qi � 
i

j�1
p xi( . (2)

(3) Take random number as shown in formula (3):

r ∈ (0, 1). (3)

If the following formula is satisfied, it is shown in for-
mula (4):

qi−1 < rqi > r, i> 1. (4)

-en select individual xi; otherwise select individual x1.
It can be seen that, in the roulette algorithm, the third step is
more likely to select individuals with high fitness.

Random traversal sampling algorithm: this algorithm is
similar to roulette selection algorithm.-e first two steps are
also to calculate the individual fitness proportion and fitness
distribution. However, in the third step, random traversal
sampling adopts the concept of equidistant sampling. As-
suming that the number of individuals in the population isN
and the number of individuals to be selected is d, the se-
lection sequence is as shown in formula (5):

r1, r2, . . . , rd , (5)

where r1 is the random number between (0, 1/d); it is shown
in formula (6):

rj � rj−1 +
1
d

. (6)

Tournament selection method: different from the first
two, the tournament selection method does not need to
calculate the probability distribution function but selects
individuals by simulating the way similar to the group
competition, which is mainly divided into three steps:

(1) Determine the scale of each competition; for ex-
ample, select 30% of the individuals in the original
population to compete.

(2) Select the champion (with the highest fitness) among
the individuals who meet the number by random
sampling.

(3) Repeat steps 1 and 2 until a sufficient number of
individuals are selected.

Crossover refers to the process of hybridization of parent
individuals to produce offspring, which is divided into single
point hybridization and multipoint hybridization, as shown
in Figure 7.

3.3. Clustering Algorithm

3.3.1. Algorithm Process. Clustering technology, also known
as cluster analysis, is a technology to analyze the data
according to the correlation between the data itself in the
absence of prior knowledge. -erefore, clustering is an
important part of unsupervised learning, and it is also widely
used in pattern recognition, machine learning, and other
fields [13].

In cluster analysis, there are two cases—a single data
belongs to and only belongs to one category ormay belong to
multiple categories, corresponding to hard clustering and
fuzzy clustering, respectively. In the hard clustering model,
the clustering results are shown in formula (7):

U �

u11 u12 . . . u1n

u21 u22 . . . u2n

. . . . . . . . . . . .

uk1 uk2 . . . ukn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (7)

where U is the k × n matrix, where k is the number of
clusters, n is the number of samples, and uij indicates
whether sample i belongs to cluster j, which satisfies the
following formula, as shown in formula (8):

uij ∈ 0, 1{ }, 1≤ j≤ k, 1≤ i≤ n. (8)

In hard clustering, sample i either belongs to cluster j or
does not belong to cluster j, and there is no value between 0
and 1. In fuzzy clustering, the formula should be modified as
shown in formula (9):

uij ∈ [0, 1], 1≤ j≤ k, 1≤ i≤ n. (9)

In the two different clustering methods, uij is also
constrained by formulas (10) and (11):



k

j�1
uij � 1, 1≤ i≤ n, (10)



n

i�1
uij > 0, 1≤ j≤ k. (11)

In fuzzy clustering, the sum of distribution probability
of samples in all clusters is 0. Formula (11) imposes a basic
constraint on the cluster capacity; that is, any existing
cluster has at least one sample that belongs or has a
probability of belonging to it; otherwise the cluster does
not exist [14].

3.3.2. Algorithm Evaluation Index. -e following is a brief
introduction to these evaluation indicators: CA: judge
whether all samples in the cluster are classified into ap-
propriate clusters by giving a label, and evaluate the clus-
tering effect by statistical accuracy. -e calculation is shown
in formula (12):

CA � 
K

i�1

max Ci|Li( 

|Ω|
. (12)
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RI and ARI: given the sample label, all point pairs can
form four indicators, the same label but belonging to
different clusters, the same label and the same cluster,
the same cluster of different labels, and different
clusters of different labels, as shown in Table 1.
-en the RAND coefficient is calculated with formula
(13):

RI �
a + d

a + b + c + d
. (13)

In the case of random, the ARI value is close to 0. With
the improvement of clustering index, the ARI value is
closer to 1. Its calculation method is shown in formula
(14):

ARI �
RI − E[RI]

max(RI) − E[RI]
. (14)

-e value range of ARI becomes [−1, 1]. -e larger the
value, the closer the clustering effect to the real data
distribution.
NMI: mutual information (MI) is a concept in infor-
mation theory, which is mainly used to evaluate the
correlation between the distribution of two random
variables. -ere are two random variables X, Y, p(x) is
the edge distribution of x, p(y) is the edge distribution
of y, and p(x, y) is its joint distribution; then MI is
calculated as formula (15):

MI(X, Y) � 
x


y

p(x, y)log
p(x, y)

p(x)p(y)
. (15)

Standardized mutual information (NMI) is also called
normalized mutual information; that is, standardize the
value of mutual information to between [0, 1] through
the standardization method, as shown in formula (16):

NMI(X, Y) � 2
MI(X, Y)

H(X) + H(Y)
, (16)

where H(·) represents the information entropy of
random variables, and the calculation is shown in
formula (17):

H(X) � 
k∈S

p(x)log2p(x). (17)

-rough the above formula, the mutual information
between two random variables is normalized to [0, 1].
At the same time, NMI can also correct the bias of MI
for more variables.
CP and SP: compactness CP refers to the average
distance from each point in the cluster to the cluster
center; that is, the smaller the CP value, indicating that
the closer the distance within the cluster in the clus-
tering model, the smaller the CP value in theory, the
better. -e tightness calculation can be calculated by
formulas (18) and (19).

CP � 
k

i�1
CPi, (18)

CPi �
1
Ci





k ∈ Ci

d
p

x, ci( ⎛⎝ ⎞⎠

(1/p)

. (19)

1 0 0 0 1 1

0 1 0 1 0 1

0 1 0 0 1 1

1 0 0 1 0 1

1 0 0 0 1 1

0 1 0 1 0 1

0 1 0 0 0 1

1 0 0 1 1 1

Paternal individual

Paternal individual

Offspring individual

Offspring individual

Single point
hybridization

Multipoint
hybridization

Take two points
as an example

Figure 7: Two hybridization methods.

Table 1: Corresponding table of cluster labels.

Homocluster Different clusters Total
Same label a b a + b
Different labels c d c + d
Total a + c b + d a + b+ c + d
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DBI index: due to the limitations of CP and SP, it is easy
to fall into the local optimal solution when using CP or
SP alone to evaluate the clustering model, while DBI
balances the two and defines the performance of the
clustering model on its basis. -e calculation method
can be determined by formula (20):

DBI �
1
k



k

i�1
maxj≠i

CPi + CPj

ci − cj

�����

�����2

⎛⎝ ⎞⎠. (20)

Here is the DBI index description of Euclidean dis-
tance. From the definition of DBI, we can see that it
takes into account the benefits of CP and SP for the
quality evaluation of clustering model. -e smaller the
DBI value in application, the better.

4. Research on Comprehensive Health
Evaluation of Art Psychotherapy

4.1. Research Assumptions. -e purpose of this study is to
compare the experimental effects through quantitative
analysis. In the research, mainly guided by the viewpoint of
“post-modern experiential art creation,” the intervention
group and control group were designed, and the pretest was
conducted for group A and group B to ensure the equality of
grouping. SPATgroup psychological counseling was carried
out. After the intervention, the experimental effects of the
following aspects were analyzed and compared to explore its
internal mechanism [15].

According to the above specific research purposes, the
overall research assumptions of the intervention results in
the second part of the study are as follows:

Experimental preconditions: equal histochemical de-
sign Pre A�Pre B.
Expected results of the experiment: paired samples of
pretest and posttest in the same group: t-test: Post
A>Pre A.
Analysis of variance of posttest comparison of differ-
ences between different groups: Post A>Post B.

-e specific meanings of the general assumptions are
described as follows:

Hypothesis a: compared with before and after inter-
vention group A, spat group counseling (intervention
group A) has significant differences in six aspects: self-
harmony, depression, Eysenck personality type, social
avoidance and anxiety, life orientation, optimism, and
trait coping style [16].
Hypothesis AB: compared with control group B, spat
group counseling has significant differences in six as-
pects: self-harmony, depression, Eysenck personality
type, social avoidance and anxiety, life orientation,
optimism, and trait coping style [17].

4.2. Implementation Process. -e research object of this study
is college students. Due to the particularity of the course, after
consultation and discussion with relevant teachers and

departments before the course, it is possible to implement a
unique teaching form of comprehensive painting therapy in a
college students’ mental health course. -e educational in-
tervention of spat curriculum in this study was undertaken by
an associate professor of psychology and one of the authors of
this paper.-e professor has 20 years of teaching experience in
psychology. -e author is a graduate student majoring in
psychology and obtained the qualification certificate of national
second-class psychological consultant and secondary voca-
tional teacher.-e author is responsible for preparing all the art
media required for the course before class. In addition to
reading a large number of relevant literature before the course,
the interveners also discussed the spat course education plan in
detail to ensure the quality of course education [18].

-e course site is a fixed large classroom to meet the
needs of activities in the course. -e selection of specific art
media, evaluation tools, and data processing are basically the
same as the group counseling part of the second research. It
should be noted that the love attitude scale (LAS) used in this
study has good structural validity through confirmatory
factor analysis. -ere are 22 items in 6 subscales, and the
reliability of each subscale is between 0.706 and 0.818. -e
concept of love composed of six love styles: romance, game,
companion, reality, possession, and dedication also exists
among college students in mainland China. -e view of love
is a multidimensional psychological value. -e initially
formed love attitude scale can be used as a tool to evaluate
the tendency of college students’ view of love [19].

Comprehensive painting art therapy is committed to
the unified and coordinated development of students’
cognition, emotion, behavior, and personality as a whole.
-erefore, different art experience activities such as
painting are designed from different levels, and the cur-
riculum education implementation plan is finally deter-
mined in combination with the basic teaching content of
mental health curriculum [20]. -e number of students in
this course is 116, collectively known as the intervention
group. -ere are ten courses, one hour and 30 minutes
each time. See Table 2 for the specific contents of the
curriculum education program.

Comprehensive painting art therapy is committed to
the unified and coordinated development of the three
levels of cognition, emotion, behavior, and personality of
group members. -erefore, different painting and other
art experience activities are designed from different levels.
At the same time, the group counseling activity plan of
this study is finally determined by referring to the existing
painting art treatment group plans at home and abroad
and under the guidance of professionals [21]. SPATgroup
psychological counseling activities were carried out for 9
times, once a week, about 2 hours each time. -e control
group did not intervene. See Table 3 for the specific
contents of the activity plan.

-e measurement part of the questionnaire is the
reevaluation of the psychological scale. Fill in the self-
compiled feedback form of group counseling effect, and then
give full feedback and discussion between the instructor and
members. Finally, the team farewell activity is called “big
reunion.” -e purpose is to bid farewell to the group in a
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warm, sweet, and cohesive situation, go to life, and leave a
beautiful and unforgettable memory.

4.3. Research Results and Discussion

4.3.1. Comparison of Pretest Results of Psychological Mea-
surement between SPAT Group Psychological Counseling
Intervention Group and Control Group. Before spat group
counseling, the intervention group and the control group
weremeasured with the professional psychological scale.-e
analysis of variance showed that there was no significant

difference between the intervention group and the control
group in these aspects. -e specific test results on different
scales are shown in Table 4.

4.3.2. 5e Influence of Educational Intervention of SPAT
Course on the Types of Love Attitude. In order to investigate
whether there are statistically significant changes in students’
love attitude before and after the educational intervention of
spat course, the t-test of paired samples of “pretest and posttest”
is carried out. -e results are shown in Table 5.

Table 2: Implementation plan of SPAT mental health course.

Course
time Course unit topics Course implementation process and method Remarks: art media

1 March
1, 2010

Purpose of family formation: to
understand the course form, eliminate the
strangeness among members, understand

each other, and form a small family

(1) Course introduction: introduce the course
content, form, and teaching methods

A4 sketch paper, Hb pencil, eraser,
etc.

Establish reasonable coping styles before,
after, or after falling in love

(2) -e first test of psychological scale is the
pretest

Zhi, glue, scissors, self-brought
pictures, and photos related to

love, etc.
(3) Warm-up activities: use the Gestalt
grouping method to group according to age,
zodiac, and exchange personality
characteristics with each other
(4) Group grouping “simulated family”:
divided into 10 small families, with more than
11 people in each group. Each group selects
two principal and deputy parents to be
responsible for management and gives a
sentence of “who is (she),” and finally shares it
(5) Situational drama activities: the
performance of “the development process of
love emotion” in situational drama, that is,
acquaintance, development, conflict,
redevelopment, and decision, who is most
able to think about their own pursuit and
ideas, emotional needs, and how to actively
guide

9 May 10,
2010

Emotional integration purpose: to
integrate friendship, family affection, and
love emotion from the level of knowing

and doing

(1) Introduction to the course: the explanation
of love sentiment, that is, sense of reason,
aesthetics, and morality

24 color watercolor pens, oil
painting stick, color pencil, A4
sketch paper, Hb pencil, eraser,

etc.

(2) Emotional test and case discussion and
explanation
(3) Painting and story analysis: “future life—a
better tomorrow” nine-division painting and
story sharing, according to the operation steps
of the nine-division integration painting
method
(4) Viewing of audiovisual materials: emotion
and marital emotion

10 May
17, 2010

-e purpose of personality integration:
members share deeply, integrate the
curriculum harvest, and integrate into

personality

(1) Course introduction: course summary

Watercolor pen, oil painting stick,
watercolor pigment, rice paper,
A4 sketch paper, pencil, eraser,

etc.

(2) Personal painting: “a growing tree of life”
and sharing
(3) Group painting: “emotional garden,”
small family as a group, using large rice paper
(4) Explore the future career blueprint,
discuss, and share
(5) After the second test of the psychological
scale, the students bid farewell to each other
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It can be found from the data in the table that, before and
after the experiment, there is a significant difference in the
peer love factor in the pretest and posttest results of the
intervention group (P< 0.05), and there is no significant
difference in other factors. -ere was no significant differ-
ence in other factors. -is shows that spat curriculum in-
tervention can enhance the tendency of “peer love” and has a
positive effect on improving the types of love attitudes of
college students. -e ternary theory of love holds that love
should have three core points: intimacy, passion, and
commitment. “Peer love” is the love for intimate partners
formed by the combination of intimacy and commitment.
-is kind of love is characterized by mutual respect and trust

between the two sides. What people experience is more a
sense of trust and dependence on each other. -is type of
love will be concentrated in a long and happy marriage.
Although the passion is gone, common ideals, common
interests, common values, tolerance, and habits can better
maintain good feelings. -erefore, more guidance should be
given to college students.

4.3.3. Influence of Educational Intervention of SPAT Course
on Eysenck’s Personality Type Characteristics. In order to
investigate whether there are statistically significant changes
in the factors of students’ Eysenck personality type before
and after the educational intervention of SPATcourse, the t-
test of paired samples of “pretest-posttest” is carried out.-e
results are shown in Table 6.

It can be found from the data in the table that, before and
after the experiment, there is an extremely significant dif-
ference in EPQ extraversion factor in the pretest and posttest
results of the intervention group (P< 0.01), and there is no
significant difference in other factors. -is shows that spat
curriculum intervention can significantly improve the ex-
traversion of college students’ personality types. -e reason
may be that the curriculum education improves the open-
ness of members, stimulates their internal spontaneity and
initiative, and is willing to show more characteristics such as
good communication, enthusiasm, and impulse. Fang

Table 3: SPAT group psychological counseling program.

Activity name Activity objectives Process and method Art media

(1) A new
family
2010.03.04

(1) Clarify the objectives of
the group and the formation
of the group

(1) Introduction and discussion on the content
and form of group activities (20 minutes)

Watercolor pen, color pencil, oil
painting stick, color small cardboard;
psychological scale and informed

consent

(2) Be familiar with team
members and art media

(2) Psychological scale measurement and signing
informed consent (20 minutes)

(3) Build trust and warm
group atmosphere

(3) Warm-up activities—social measurement
and body bumper car (20 minutes)
(4) Set up three small families to discuss and
display “family name,” “family number,” “family
song,” and “family dance” (25 minutes)
(5) Nine-cell emotional painting (20 minutes)
(6) End sharing (15 minutes)

(2) Who am I
2010.03.11

(1) Emphasize group
commitment and enhance
group motivation

(1) Group dynamic reconstruction (15 minutes) 2B pencil, eraser, A4 sketch paper: oil
paint, rice paper, brush, platter;(2) Improve self-awareness (2) Self-portrait painting (30 minutes)

(3) Music image painting (30 minutes)

Table 4: Results of pretest ANOVA of psychological scale in intervention group and control group.

Scale and its factor name Group N Mean SD
Variance homogeneity test Analysis of variance

results
Levene
statistics

Sig.
(P value)

F
value P

Disharmony factors of SCCS self and
experience

Intervention
group A 15 41.470 6.543

2.430 0.130 1.802 0.190
SCCS self-spirit

Control group B 15 46.070 10.879
Intervention
group A 15 21.730 3.918

Table 5: T-test results before and after spat curriculum education
intervention love attitude scale.

Paired comparison of pretest and posttest
differences T-test results

Scale and factor name Mean SD T value P

Romantic love 0.257 2.557 1.030 0.305
Game love −0.124 3.021 −0.420 0.675
Companion love 0.705 3.079 2.346 0.021∗
Possessive love −0.114 2.569 −0.456 0.650
Realistic love −0.105 2.382 −0.451 0.653
Give love −0.057 2.541 −0.230 0.818
∗P< 0.05, ∗∗P< 0.01.
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Shuren depicted in the curriculum intervention is a specific
image and a psychological “self-sufficiency,” resulting in no
significant change before and after the educational inter-
vention LOT-R. -e comparison results before and after the
educational intervention LOT-R are shown in Table 7.

4.3.4. 5e Influence of Educational Intervention in SPAT
Curriculum on Trait Coping Style. In order to investigate
whether there are statistically significant changes in students’
trait coping styles before and after the educational inter-
vention of spat course, a paired sample t-test of “pretest and
posttest” was carried out. -e results are shown in Table 8.

It can be found from the data in the table that there is no
significant difference between the pretest and posttest results
of the intervention group in the negative and positive factors
of trait coping style before and after the experiment. -e
reason may be that the students participating in the cur-
riculum intervention do not have coping style problems, and
there is no significant change before and after.

5. Conclusion

From the overall results of this study, compared with the
control group, spat group psychological counseling signif-
icantly enhances college students’ self-flexibility, improves
the degree of self-harmony, reduces college students’ social

avoidance tendency, improves college students’ extraversion
of personality types, has a more positive effect on reducing
personality concealment, and can improve college students’
optimistic attitude. -e positive coping style factor in-
creased, and the scores of other depressive tendencies,
neuroticism factors, negative coping styles, and social
anxiety factors decreased, which is in line with the initial
assumption of this study. -e specific research conclusions
are as follows.

In the rehearsal group discussion, there was a difference
in personal transformation between this group (sampan)
and other groups before and after the experiment (P< 0.05).
-ere was no significant difference in group B before and
after the experiment (P> 0.05). After the experiment, there
was a significant difference in individual stereotype types
between the affected group and the control group (P< 0.05),
and there was no statistical difference between the other
groups (P> 0.05).

In the group discussion of art design improvement, there
was a significant difference in EPQ concealment (P< 0.01)
and a significant difference in EPQ extroversion factor
(P< 0.05) before and after the experiment, but there was no
significant difference in the control panel. After the ex-
periment, the difference in EPQ extroversion between the
control group and the control group was statistically sig-
nificant (P< 0.05).

In the group discussion of art deco, there was a sig-
nificant difference between the groups of avoidance before
and after the experiment (P< 0.05), and there was no sig-
nificant difference with other groups. After the experiment,
there was a significant difference in the total stress score
between the control group and the control group (P< 0.05).

In the art deco group discussion, the LOT-R life ori-
entation total score listed in the group was significantly
different before and after the experiment (P< 0.05), but
there was no significant difference in the control group.
After the experiment, there was a statistically significant
difference in the total score of life direction between the
affected group and the control group (P< 0.01).

In the group discussion of decorative art design, the
adverse effects of TCSQ on the intervention process were
significantly different in each group before and after the
experiment (P< 0.05), but there was no significant difference
in the control group. After the experiment, there was no
significant difference between the intervention group and
the control group in both adverse and positive performance.

With all the benefits of this study, the spat data re-
ported effects on improving college students’ romantic
behaviors, increasing college students’ extroversion, re-
ducing underlying behaviors more effectively, and low-
ering student relationships and stress. Other factors did
not change significantly, but scores increased on positive
thinking for good solution quality and positive behavior
and increased on other stressors, mental disorders,
neurotic factors, and poor resolution, consistent with the
original theory. -e main points of the special research are
as follows:

In the research on the effect of layered art, the point-to-
point interaction before and after the experiment was

Table 7: T-test results before and after LOT-R of educational
intervention in SPAT course.

Paired comparison of pretest and posttest
differences T-test results

Scale and factor name Mean SD T value P

Total score of LOT-R life
orientation scale −0.029 3.712 −0.079 0.937

∗P< 0.05, ∗∗P< 0.01.

Table 8: T-test results before and after TCSQ of educational in-
tervention in spat course.

Paired comparison of pretest and posttest
differences T-test results

Scale and factor name Mean SD T value P

TCSQ negative coping style factor −0.038 5.932 −0.066 0.948
TCSQ positive coping style factor −0.419 6.978 −0.615 0.540
∗P< 0.05, ∗∗P< 0.01).

Table 6: Results of t-test before and after the short EPQ scale of
educational intervention in SPAT course.

Paired comparison of pretest and posttest
differences T-test results

Scale and factor name Mean SD T value P

EPQ psychoticism factor −0.123 1.357 −0.935 0.352
EPQ extraversion factor −0.686 2.105 −3.339 0.001∗∗
EPQ neuroticism factor −0.019 2.780 −0.070 0.944
EPQ masking factor 0.076 1.895 0.412 0.681
∗stands for P< 0.05, ∗∗P< 0.01.
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It is thought to be an e�ective technique to handle the problem of educational data explosion and lack of information by
identifying potential relationships between data and directing decision-makers through the extraction, transformation, analysis,
and modeling of educational data. Based on this, this research constructs a data analysis model for education evaluation using the
K-means clustering technique in DM. e weight of each index of students’ comprehensive quality is calculated using AHP, and
the value of the weight is used to determine whether the index is the important feature of analysis system mining. Improved
sampling technology is used to deal with the representation of large-scale data sets; a sample partition clustering technique is
proposed as a general framework. e best accuracy of this method, according to experimental data, is 95.6 percent, which is 12.1
percent greater than Mi cluster algorithm and 6.8 percent higher than DRCluster algorithm. e K-means clustering analysis
technology is used to analyze students’ comprehensive evaluation data in this paper, with the goal of determining the regularity of
data implication, accurately diagnosing learning problems, and providing the foundation for developing e�ective student
management strategies.

1. Introduction

With the implementation of teaching reform, enrollment
continues to rise, and a large number of children face sig-
ni�cant obstacles in terms of school construction, teaching
management, and teacher management [1]. Schools have
amassed a considerable amount of complex student data,
such as student status information, accomplishment infor-
mation, specialty information, and moral information [2]. It
has been challenging to adapt the old management mode to
the large student population and data management. How to
properly utilize and analyze massive raw data and turn it into
useable knowledge and value has become an important topic
of common concern at home and abroad to tackle the dif-
�cult problems in educational data processing [3]. e in-
troduction of information management technology to tackle
data problems produced by the in�ux of students in the �eld
of education has played a major role in the construction of
schools [4], thanks to the rapid development of Internet
technology. It is vital to acquire the necessary data for

evaluating education. Researchers gradually �nd that the
collection channels are restricted and that there are a lot of
unstructured data when they collect data. It takes a long time
to store meaningful data, and it is far more di�cult to acquire
timely information feedback [5]. Faced with these growing
issues, a variety of educational applications and platforms to
assist teachers in collecting and analyzing data arose and are
now extensively used [6]. e rise of information technology
has aided educational research by allowing for the collecting,
storage, analysis, and decision-making of data and allowing
for the timely collection of student studies. Simultaneously, it
gives data support for teachers to properly and timely analyze
students’ development and change their own teaching style
[7]. e introduction of information technology may not
only remove a lot of repetitive manpower and increase sta�
e�ciency, but it can also play an essential role in the col-
laborative administration of schools due to its fast infor-
mation transmission mechanism.

DM (data mining) is also called knowledge discovery in
database. DM is the process of discovering hidden, regular,

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 3762431, 10 pages
https://doi.org/10.1155/2022/3762431

mailto:1351160205@xzyz.edu.cn
https://orcid.org/0000-0003-3071-4808
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/3762431


and unknown but potentially useful and understandable
information and knowledge from a large number of in-
complete, noisy, fuzzy, and random practical application
data. Cluster analysis is an important and active research
field in DM [8]. As an unsupervised learning method,
clustering is essentially a density estimation problem. )e
data to be clustered are not labeled with its category in
advance and can be generated by a mixed model. Its main
idea is to divide data into several classes or clusters to
maximize the similarity of data objects within clusters and
minimize the similarity of data objects between clusters [9].
)e clustering algorithm can be selected by the data type of
field attributes in the database and the characteristics of
objects operated by clustering. Common clustering algo-
rithms include partition-based clustering algorithm, hier-
archical clustering algorithm, density-based method, grid-
based method, model-based method, and constraint-based
method. At present, large-scale data sets frequently emerge
in the field of education, which poses new challenges to data
analysis and research. In the face of large-scale data, tra-
ditional analysis algorithms are no longer as “handy” as
small- and medium-sized data, but there are many problems
such as difficult processing, long processing time, difficult
parameter determination, low efficiency, and low clustering
quality. Moreover, the collection content of evaluation data
is single, and the analysis method lacks a certain depth. For
the current situation of education data analysis, this paper
introduces K-means clustering algorithm to analyze the
education evaluation data. )e innovations of this paper are
as follows:

(i) From the perspective of cognitive learning theory,
this paper aimed to address the current educational
data’s long processing time, uncertain parameters,
and low clustering quality; the collection content of
evaluation data is single, and the analysis method
lacks certain depth and many other issues. To an-
alyze the education evaluation data, the K-means
clustering algorithm is introduced. )e proposed
approach is suitable for large-scale DM, according to
a series of experiments. For relevant researchers, this
has some reference and guiding relevance.

(ii) In this paper, the data are cleaned, integrated, and
transformed into data storage format, and the input
data fulfilling the K-means algorithm are created,
with the goal of solving problems such as data du-
plication, missing data, and inconsistent storage
kinds. We may also uncover commonalities between
students using the K-means technique to cluster and
analyze their comprehensive evaluation results.
Students are categorized based on their common-
ality, allowing student managers to provide tailored
education management for various types of students.

2. Related Work

In these years of rapid DM growth, various disciplines’
research topics are continually presented, including data
retrieval technology, artificial intelligence, neural networks,

virtual reality technology, and associated basic mathematical
theories. Simultaneously, DM’s applicability in the realm of
education is expanding. DM has been used by a number of
academics to analyze educational data in recent years.

Kelly et al. proposed a fast relaxed clustering algorithm
based on graph theory. )e asymptotic time complexity of
this algorithm is linearly related to the data capacity when
applied to larger-scale datasets [10]. Charles et al. proposed
an efficient K-means clustering algorithm, which uses pre-
computed distances between points and dormant clusters to
reduce the amount of distance computation, greatly re-
ducing the running time and space used [11]. Rosenkranz
et al. believe that the current educational data statistical
analysis platforms and tools have been promoted and ap-
plied in school teaching, but there are still many problems in
how to effectively analyze and use these data [12]. Scott and
others believe that in the process of education, educational
evaluation data occupy a large proportion, and it clearly
shows the actual learning situation of students, which plays
an important guiding role in teachers’ teaching. )erefore,
from the perspective of teachers, it uses the “Jike Big Data”
system to optimize the use of educational evaluation data
[13]. Hopper et al. studied the related problems of teaching
optimization based on the analysis of educational evaluation
data. It proposes to use educational evaluation data to de-
termine the learning starting point of learners, design
quantifiable learning goals, select learning content suitable
for learners, and accurately evaluate teaching quality, and
conduct personalized learning analysis and feedback in a
timely manner [14]. Wolbring et al. pointed out that the
collection and analysis of educational evaluation data are not
only a reflection of students’ learning achievements but also
a reflection of teachers’ teaching effect [15]. Goldberg et al.
used the ideological andmoral quality, intellectual education
quality, physical andmental quality, and development ability
quality indicators to evaluate and subdivided the indicators
into multiple secondary indicators. )e evaluation adopts
evolutionary algorithm, fuzzy comprehensive evaluation,
multivariate statistical analysis method, etc., to obtain ef-
fective weights, and the data items are summed according to
the weights to obtain the quantitative score evaluation value
[16]. Kang et al. selected some data from a large-scale data
set, used these data to construct an adjacency matrix, and
obtained eigenvectors by eigendecomposition of the adja-
cency matrix, and finally used Nyström to approximate the
eigensolution of the original matrix [17]. Aiming at the main
methods of DM,Hou et al. studied the ideas and applications
of related algorithms, analyzed the advantages and disad-
vantages of existing methods and compared them. Based on
this, a data analysis method based on the optimal decision
tree algorithm is proposed [18]. Lavelle et al. analyzed and
designed an evaluation database based on the functional
requirements of the school education and teaching situation
evaluation system. It can realize functions such as mainte-
nance of basic information, statistics, and query of evalu-
ation data [19]. Wang et al. proposed a new fuzzy clustering
algorithm based on genetic algorithm, which realized the
clustering analysis of characteristic data with mixed attri-
butes. By introducing the genetic algorithm into the
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algorithm, the global optimal solution can be obtained
quickly and effectively, and it does not depend on prototype
initialization at all [20].

Based on these studies, this paper proposes an educa-
tional evaluation data analysis method based on K-means
clustering algorithm to solve the problems of difficult
processing, long processing time, and difficult parameter
determination. In this paper, firstly, the cluster analysis
method in DM technology is applied to establish a model to
quantitatively analyze the indicators and their values of
objects, and then, a new comprehensive evaluation method
for students combining quantitative analysis with qualitative
analysis is proposed. )en, AHP is used to calculate the
weight of each index of students’ comprehensive quality and
judge whether the index is the key attribute of analysis
system mining according to the value of the weight. Finally,
the improved sampling technique is used to deal with the
representation of large-scale data sets. A general framework
of sampling partition clustering algorithm is proposed. )e
validity of the framework is verified by implementing
K-means and k-medoids algorithms. It is proven that this
method is practical and feasible.

3. Methodology

3.1. DM-Related Technology. With the gradual development
of educational big data, artificial intelligence, learning
analysis, and intelligent network learning platform, learners’
whole-process learning data can be recorded. At the same
time, with the rapid development of DM, artificial intelli-
gence, and other technologies, these educational data can be
automatically and deeply analyzed and processed, and
learners can be personalized analyzed and diagnosed. )e
core function of DM technology is to discover potential rules
from large-scale data. DM (data mining) is a specialized
technology for mining extraordinary knowledge from large-
scale data. It is a process of mining useful information from
incomplete, massive, noisy, fuzzy, and random data that
people do not know in advance. DM is a process of dis-
covering potentially useful information or knowledge in
reality.)is process is essential for discovering knowledge in
the database, in which knowledge discovery is a process of
converting raw data into effective information that can be
used for analysis. DM is a process of selecting, exploring, and
modeling a large amount of data to discover unknown rules
and relationships in advance. )e purpose of DM is to get
clear and useful results for the owner of education database.
)e DM process generally consists of business object de-
termination, data preparation, DM, and result analysis.

Cluster analysis in DM is an active and challenging
research field. In recent decades, its importance and cross
characteristics with other research directions have been
widely recognized by people. It plays a very important role in
identifying the internal structure of data and has become one
of the important research contents of DM,machine learning,
and pattern recognition. )e differences between groups are
obvious, and the data in the same group are as similar as
possible. Data clustering divides physical or abstract objects
into several groups. Within each group, there is high

similarity between objects, but low similarity between
groups. It is the same as and different from classification.)e
same thing is that the data source is divided into several
parts. )e difference is that it is a kind of unsupervised
learning, and it does not know the final grouping number
and grouping standard. As a classical clustering algorithm,
K-means mainly realizes different classifications of data sets
through an iterative process. )is algorithm has the ad-
vantages of simplicity and strong scalability. In DM field, the
typical requirements for clustering mainly include the fol-
lowing aspects:① scalability,② ability to handle attributes
of different data types,③ any shape cluster can be found,④
insensitive to the entered record order,⑤ high dimension,
⑥ minimization of domain knowledge for determining
input parameters,⑦ ability to effectively deal with noise and
abnormal data, and ⑧ availability and interpretability. In
DM stage, the task or goal of mining is determined, and the
mining method is selected, to implement DM operation and
obtain useful patterns. )e specific DM application re-
quirements are determined, the goal of mining is cleared,
and the effect that can be achieved after the system is
completed. )e application field background is analyzed,
and the problem objective is determined. )e background
knowledge of related fields is understood, the needs of users
are made clear, and data are collected to solve problems, and
services are provided for the follow-up work. Traditional
data analysis is a kind of verification analysis. It is a kind of
user-driven data analysis, focusing on describing the facts
that have happened in the past. DM is to mine information
and discover knowledge without hypothesis. )e obtained
information has three characteristics: effective, unknown in
advance, and practical. It is to predict the future situation
and explain the factual reasons of the past. To obtain po-
tentially effective information to meet the needs of users, it is
required to fully mine the surface information, remove
redundant data, and visually display key data to users.
Prediction and description are the two goals of DM. Pre-
diction refers to the use of some information fields and
variables in the database to predict the hidden useful in-
formation, and description refers to the description of data
as an understandable pattern. )ere are two aspects to
consider when choosing an algorithm: first, according to the
different characteristics of different data, the algorithm is
selected related to it to mine; second, according to the needs
of users or the actual operation of the system. )is stage is
the core and difficulty of knowledge discovery process.

3.2. Big Data of Education and Educational Evaluation.
)is paper holds that educational big data refer to the data
collection generated in the whole process of educational
activities and collected according to educational needs,
which is used for educational development and can create
great potential value. Big data for education are a subset of
big data, and it is a collection of data generated throughout
the educational process and collected based on educational
needs, which is utilized for educational improvement and
has a lot of potential value. Schools have purchased or
adapted educational administration systems to better handle
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students’ information as the student population has grown.
e system’s principal purpose is to keep track of pertinent
information about pupils’ academic achievement, for ex-
ample, students’ test scores and grade points, information
about their curriculum, examination schedules, attendance,
and information regarding rewards and discipline viola-
tions, among other things. All of this is educational big data.
Di�erent classi�cation standards exist for big education
data, depending on the perspective. Teaching data, man-
agement data, scienti�c research data, and service data can
all be found in the data sources. According to the degree of
organization, it can be separated into structured data, semi-
structured data, and unstructured data. It can be separated
into process data and result data at the collection stage.
Process data are information gathered during the teaching
process that is di�cult to quantify directly. Quanti�able data
are referred to as result data.

A huge education database is built to collect massive
student data, including students’ test scores, social activities,
class attendance, and hobbies. Relying on tens of millions of
data collected by the database can help students in various
universities to do data analysis, help them �nd out the
reasons why they cannot improve their grades, and help
them adjust their learning styles or change their lifestyles in
time to avoid dropping out of school. e data collected in
each evaluation are de�ned as educational evaluation data in
this paper, and the data types aremainly data generated in the
learning process including the knowledge points, questions,
di�culty, discrimination, learners’ right and wrong situation,
grades, and ranking. At present, the application value of
educational evaluation data is mainly re�ected in six aspects,
namely, promoting more scienti�c teaching management,
promoting the innovation and reform of teaching mode,
promoting the realization of personalized learning,

promoting the reconstruction of educational evaluation
system, promoting the successful transformation of scienti�c
research paradigm, and promoting the humanization of
educational service. Educational evaluation refers to the
process of scienti�cally measuring and judging various ed-
ucational activities, educational processes, and educational
results using certain technologies and methods under the
guidance of certain educational values and according to
established educational goals. At present, the research in the
�eld of basic education has just started, and the data analysis
platform of education evaluation has not been able to provide
accurate education decisions for teachers and personalized
teaching services for students. erefore, the research on
educational big data needs to be strengthened. Figure 1 is a
teaching optimization method based on educational evalu-
ation data.

Education evaluation data are the data fact obtained for
the education e�ect or the development of students in all
aspects, and education evaluation is the process of value
judgment based on these data. Student evaluation data are
one of the subsets of educational big data that educators are
most familiar with. Its sources are abundant, including
formative evaluation, unit test, midterm and �nal test, and
large-scale regional test. ere are various types of data,
including test scores and teacher evaluation. When con-
fronted with diverse and customized student groups, �xed,
homogenous, and dogmatic educational and administrative
systems have revealed numerous �aws. To reform educa-
tional techniques and management modes, we should begin
with the dominant position of students and provide tailored
instruction based on their qualities. In school education,
evaluation data are regarded as the most important indicator
of educational and teaching improvement. ese data are
mainly test scores gathered through measurement, and
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Educational assessment
data representation

Next teaching
session

Y

N

Whether the learning
objectives have been met

Textbook analysis Study situation
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Educational assessment
data processing

Educational assessment
data acquisition
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Class teacher education
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Teacher evaluation of
teaching situation

Learning feedback

Learning evaluation

Teaching process

Learning target

Learning content

Figure 1: Teaching optimization method based on educational evaluation data.
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careful collection, categorization, sorting, statistics, and
analysis can turn them into very valuable big data in edu-
cation. Teachers are the leaders of pupils in the sphere of
education. )e more they know about students, the better
they can choose the most appropriate learning content in
class, set the most precise learning objectives, conduct ob-
jective learning evaluations and provide timely learning
feedback, provide students with personalized guidance, and
help them develop their abilities to their full potential. )e
use of educational evaluation data analysis software or tools
in the teaching process, as well as the routine collecting and
analysis of these data, is critical to maximizing the value of
evaluation data. Teachers can stay on top of changes in their
students’ knowledge, help themmodify their learning speed,
and continually enhance and optimize the instructional
design process.

3.3. Educational Evaluation Data Analysis Based on K-Means
Algorithm. Data integration, data selection, and data pre-
processing are the three sub-steps of data preparation. Data
integration unifies data from numerous files or databases,
cleans it, and resolves semantic ambiguity. )e goal of data
selection is to figure out what the operation object of the
discovery task is, which is the target data, which is a col-
lection of data taken from the original database to meet the
demands of users. )e goal of data preparation is to convert
raw data into a format that can be analyzed. Data pre-
processing entails combining data from several sources,

eliminating duplicate data values and noisy data, and
screening out data sets and feature qualities that are not
relevant to present DM activities. K-Means uses the rule
algorithm to compute the distance between data items and
then iteratively calculates the grouping situation of the
obtained data objects until the center does not move,
resulting in K clustering outcomes. )e general algorithm
flow is shown in Figure 2.

After the DM stage, the obtained result patterns are
usually redundant or do not meet the user’s requirements, so
it is necessary to delete, filter, or return to the previous stage
according to certain standards and reselect data and
methods to obtain meaningful patterns and knowledge. In
the course of the task, different data sources and different
formats of the collected data are also different, so different
data should be integrated and cleaned and processed. )e
general process of clustering includes feature selection,
similarity measurement, clustering algorithm, result verifi-
cation, and decision-making. K-Means algorithm is simple
and efficient. However, there is no clear standard definition
for the clustering number k and the selection of the center
point of the algorithm, and most of them are given ran-
domly, which will easily cause great influence on the al-
gorithm results. )erefore, a selection method to solve the
initial value k is used. Given a set of n data points:

X � x1, x2, x3, . . . , xn . (1)

Data input

Data preprocessing

Feature selection

Similarity measurement

Clustering algorithm

Result verification

Give a decision

Knowledge

Result

Start

End

Set cluster digit k

Output clustering results

Select randomly k objects as clustering centers

Re-calculate k clusters and put them in the cluster center

Calculate the distance between the remaining N-K
objects and K central cluster points

Classsify N~K objects into the cluster represented by
the nearest cluster center

The cluster center of
each cluster has

changed from last time
N

Y

Figure 2: General flow of K-means clustering algorithm.
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)e algorithm is to find a partition of X, Pk �

C1, C2, C3, . . . , Ck , which minimizes the value of the ob-
jective function J.

J � 
k

i�1


xj∈Ci

xj − oi




2

, (2)

where oi represents the center point of class Ci. )e Eu-
clidean distance between two p-dimensional data points xi

and xj is set, as in formula:

xi � xi1,xi2,xi3, . . . ,xip ,

xj � xj1,xj2,xj3, . . . ,xjp ,

d xi,xj  �

����������������������������������

xi1 − xj1 
2

+ xi2 − xj2 
2

+ . . . + xip − xjp 
2



.

(3)

)e average distance of all samples is determined as
follows:

Meandist(S) �
2

n(n − 1)
× 

n

i≠j,i,j�1
d xi, xj . (4)

)e square error criterion function for determining the
objective function is as follows:

σi �

�����������


ni

i�1 xi − ci( 
2

Ci − 1



. (5)

In the formula, ci is the centroid point of the same
category of data. )e ci calculation formula is defined as
follows:

ci �
1
Ci





xi∈Ti

xj. (6)

In the formula, |Ci| is the number of Ci-like data objects;
ci represents the ith cluster center.

Data cleaning is the process of cleaning problematic
data. Its task is to clean the data that do not meet the re-
quirements, usually deleting or modifying, but not simply
modifying. Data that do not meet the requirements are
redundant, missing, and wrong data. Data cleaning mainly
includes standardization of format, removal of abnormal
data and duplicate data, and correction of error data. It is
necessary to clear some duplicate data in the test data
management system and obtain data of other dimensions
from other systems to supplement the whole database. )e
purpose of data cleaning is to ensure the accuracy and
validity of data, to ensure good mining efficiency in the
process of mining. At the same time, data cleaning is the
foundation to complete the whole mining work. Given data
input as information, features are extracted to represent the
whole data set, so that redundant information can be re-
duced as much as possible. )en, according to the similarity
between data points, a specific clustering algorithm is ap-
plied to the data set, and the cost function usually deter-
mined by the similarity of data points is reduced to the
minimum. When the algorithm converges, it will return the

output cluster. Clustering is very complicated. Different
clustering analysis is applied to the same data, and the results
are completely different, and the definition of clustering is
usually relative. )ere are different clustering methods for
the same group of objects, and different clustering of the
same data probably corresponds to different applications.

Based on theminimum distance principle, we classify the
data points x in the remaining datasets into the current
cluster, namely,

c � argmin x − μj




2

 , (7)

where μj is the centroid of class Cj and c is the class assigned
to the data. Once new data have been assigned a class label,
the cluster centroids are updated iteratively until all data
points have been processed:

μj �
μjmj + x

mj + 1
, mj � mj + 1. (8)

)e data in the assessment system can be separated into
two groups: one that can be represented using mathematical
language and another that can be stated using words. )e
language’s data can be examined and sorted, and DM
technology’s decision tree, correlation analysis, and cluster
analysis methods can be used to create a model to quantify
the analysis object. Because of the irregularity of data ac-
quired from various sources, data conversion is required to
develop a process suitable for DM. )e quality of K-means
clustering is insecure when dealing with huge data sets. As a
result, this study introduces a sampling strategy to make the
partition clustering algorithm acceptable for large-scale data
sets. )e simplest way is to choose numerous partitions at
random from the original large-scale data collection. Each
partition employs a clustering technique, with clustering
results that are both reliable and capable of representing the
entire data set. Input data are information saved on various
digital media in various formats, such as an electronic report
or a data relation table. )ese data might be kept in cen-
tralized databases or distributed site systems.

4. Result Analysis and Discussion

)is study investigates the impact of data analysis on ed-
ucation evaluation using the K-means algorithm, as well as
conducting teaching trials. )e similarities between students
are discovered through clustering analysis of students’
comprehensive evaluation scores using the K-means tech-
nique. Students are categorized based on their commonality,
allowing student managers to provide tailored education
management for various types of students. )e evaluation
findings and learners’ understanding levels are assessed
before and after deployment, and the learning effect pro-
vided by this model is tracked. During the experiment,
learners were interviewed and given questionnaires to gain
feedback and suggestions for optimizing and refining the
model, which was then iteratively improved to measure its
overall performance. Finally, a feedback questionnaire is
created to assess the model’s use feedback across several
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dimensions. To begin, this section compares and contrasts
the efficiency and effect of the DRCluster and Mi cluster
algorithms with this algorithm, as well as analyzes and
evaluates their biological importance. )e running efficiency
of different algorithms is shown in Figure 3. )e accuracy of
different algorithms is shown in Figure 4.

It can be seen that the running efficiency of this algo-
rithm is high, and the running efficiency of DRCluster al-
gorithm and Mi cluster algorithm is lower than that of this
algorithm. In terms of recall rate, this method also has
certain advantages, and the recall rate of this method is
better than the other two algorithms. )is conclusion also
verifies the superior performance of this algorithm. To
further evaluate the mining effectiveness of the algorithm,
different algorithms are used for biclustering mining of six
data sets, and the number of biclusters they can find is
compared. Table 1 shows the number of double clusters that
the three algorithms can mine in six data sets.

It can be seen from the table that theMi cluster algorithm
can find the least number of double clusters, which is mainly
related to the differential support defined by the algorithm.
However, the algorithm in this paper adopts effective support
degree, transformation into differential weight graph, ef-
fective pruning strategy, and so on, which makes the number
of mining biclusters the largest. A significant amount of
experimental data are analyzed in this section. )e software
Office Visio was used to create the expert knowledge
structure map and the student knowledge structure map.)e
Questionnaire website was used to gather and evaluate
student feedback questionnaires, which were then analyzed
using SPSS. )e educational administration employees
should compile the basic data needed for the evaluation and
keep track of pertinent information such as the classes
participating in the evaluation, the class teachers, the class
subjects, and the teachers prior to the evaluation. Second, a
system is set for students to rate their teachers and classmates.
Finally, the evaluation is questioned by leaders and teachers.
)e analysis and application of educational evaluation data
will examine every student’s homework, test, and exami-
nation, transforming diagnostic evaluation into process
evaluation and allowing teachers to grasp students’ learning

progress and place in time and reflect and adjust their
teaching accordingly. Figures 5 and 6 depict the outcomes of
clustering data sets using the DRCluster algorithm,Mi cluster
algorithm, and this algorithm mode, respectively.

)e test results reveal that the suggested method has a
high level of accuracy, with an error rate of less than 2% over
time. In these three modes, the K-means clustering algorithm
suggested in this paper is valid. Routine exercises and ex-
amination evaluation tasks are carried out by students. Ex-
plicit data are the result of statistically studied evaluation
data, such as score ranking, true or false situations, and
answer time. Qualitative outcomes that require more ex-
amination, such as knowledge structure and comprehension
level, are referred to as implicit data.)e thorough evaluation
score sheet includes factors such as ideological quality,
cultural and athletic activity innovation, and academic ac-
complishment. All scores are in percentages, with a mini-
mum scoring unit of 1 and no order of magnitude difference.
)e existing data dimension table is separated into three
categories, and the values are taken according to the supplied
weight coefficient, to compare with the current measurement
and quantification result data. Students’ evaluation data
collection uses marking instrument and extreme class big
data platform, and teachers use extreme class big data
platform to arrange knowledge unit test papers, print them
into papers, and distribute them to students. )e test paper
scanner is used to collect students’ evaluation data, and the
students’ evaluation data are stored in the polar class big data
platform. )e evaluation data are analyzed, and the
achievement of learning goal A of a class after the imple-
mentation of targeted education management is analyzed as
shown in Table 2.

It can be seen that the total success rate of the class is
92.14%. )e overall average score rate of the class is higher
than that of the grade, which indicates that the class has a
good grasp. Using K-means algorithm, DRCluster algo-
rithm, and Mi cluster algorithm, the comprehensive eval-
uation scores of students are clustered and analyzed,
respectively, and then, the changes in students’ test scores
after implementing targeted education management for
different types of students are shown in Figure 7.
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Table 1: Comparison of algorithm effectiveness.

Data set Number of
genes

Number of
samples

Mi cluster algorithm/
number of biclusters

DRCluster algorithm/number
of double clusters

Number of algorithms/
biclusters in this paper

Yeast 21498 297 30 139 254
Lymphoma 11024 209 37 131 167
Breast 3014 184 42 126 326
Live 4125 99 51 154 312
Lung 54926 82 15 142 106
Path_
metabolic 801 73 9 136 89
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Table 2: Analysis of the achievement of students’ learning objective A.

Student
number

Students should
meet the
standards

Actual score
rate of
students

Determine whether
students meet the

standard

Class should
meet the

standard (%)

Actual score
rate of class

(%)

Actual grade
score rate

(%)

Probability of
reaching the
standard (%)

1 72% 80% Yes

80.57 92.75 88.69 92.14

2 75% 90% Yes
3 88% 100% Yes
4 90% 95% Yes
5 93% 100% Yes
6 96% 100% Yes
. . . . . . . . . . . .
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From the data analysis in Figure 7, it can be seen that
after the analysis and targeted teaching management with
this method, the students’ scores show an obvious upward
trend. Its in�uence on the improvement of students’ grades
is far greater than the other two methods. is result shows
that this method is e�ective and feasible.

5. Conclusions

E-learning institutions contain a lot of useful information.
Many educators are grappling with how to accurately un-
cover the important knowledge concealed in school evalu-
ation data in the midst of such a massive amount of data.
is work creates an educational evaluation data analysis
model based on the K-means clustering method from the
perspective of cognitive learning theory, based on existing
research and application of educational evaluation data
analysis at home and abroad. e model generates corre-
sponding categorization rules based on a large number of
students’ educational assessment data; the main factors that
can a�ect students’ overall quality are determined based on
the study of these rules. In addition, the K-means clustering
algorithm is used to statistically assess the indicators and
their values of the objects, resulting in the proposal of a new
comprehensive student evaluation technique that combines
quantitative and qualitative analysis. Experiments demon-
strate that this method can achieve a maximum accuracy of
95.6 percent, which is 12.1 percent higher than Mi cluster
and 6.8 percent higher than DRCluster. is method e�-
ciently solves the drawbacks that traditional algorithms
have, such as low processing per unit time, high processing
times when dealing with big amounts of data, and di�culty
in attaining the desired results. It has some practical and
theoretical value in the �eld of data analysis, as well as some
reference value for other academics. Despite the fact that this
study accomplished certain research outcomes, numerous
in�uencing factors and controls were not taken into account
in the design process due to time constraints and a lack of
understanding. e analysis technique will be improved in
the future to improve the educational evaluation data
analysis model. [21].
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In the modern environment, visual communication design has become a comprehensive subject that combines technology and
art. �e development of various technologies has promoted the emergence of new design art forms, and at the same time, it has
also promoted the change of design concepts and thinking modes. Visual representation, as a representation practice to express
the meaning of information in the form of visual symbols, is a method and means to realize information visualization. Based on
visual interface design, this article takes interactivity and user experience as innovation points and digs into the design process of
interactive information visualization to achieve the purpose of information transmission. By analyzing the cognitive tasks of users
in each stage of visual thinking activities in visual terminals, this article proposes to optimize the interactive design of visual
communication from the key points of attention, consciousness, and memory. In order to verify the feasibility of the interactive
mode of visual communication based on information visualization theory, this article has carried out several comparative
experiments with di�erent models. Experimental results show that this algorithm has a faster convergence speed and a greater
generalization ability, the accuracy of the algorithm reaches 96.03%, and the highest evaluation of user satisfaction is 95.93%. �e
interactive mode of visual communication in this article can provide means and reference value for the development direction of
visual communication design.

1. Introduction

Computer science was the �rst �eld to use visualization. It
entails transforming a substance into a medium that can be
seen with the eyes, that is, the object can be seen and un-
derstood through the eyes of the audience [1]. Its goal is to
improve the audience’s information knowledge and com-
prehension. In the �eld of computer graphics, information
visualization is a signi�cant accomplishment. Information
visualization has long been thought of as a method and tool
for helping people understand and analyze large amounts of
data. �e data age is currently in full swing, and humans are
confronted with not only “anything is possible,” but also
unprecedented challenges [2]. Visualization technology has
been pushed from the laboratory to a broad terminal market
as information visualization has gradually branched out from
scienti�c visualization. �e research will focus on the analysis
of information experience and the availability of information

services against the backdrop of the information age. Infor-
mation visualization is a new subject �eld that combines
multidisciplinary theories and methods from a variety of
disciplines, including communication, psychology, statistics,
and design [3]. Information visualization typically focuses on
assisting expert users in performing complex data exploration
and analysis tasks as e�ciently and e�ectively as possible,
thanks to its historical roots in scienti�c reasoning, computer
graphics, and algorithm optimization. �is advanced data
visualization technique is frequently regarded as a scienti�c
tool [4]. At the moment, simply improving visualization
quality through advanced technical means is insu�cient to
meet users’ information needs. In order to improve infor-
mation visualization more comprehensively, it is necessary to
fully comprehend users’ cognitive processes from perceptual
experience to rational thinking.

�e research object of information visualization can be
divided into three aspects as an interdisciplinary �eld: data,
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visualization technology, and visualization performance [5].
People in the information age not only passively accept
information, but also actively produce and disseminate it,
resulting in a shift in their visual concepts. Image and
symbolic information provide obvious visual pleasure to the
audience, which provides a good audience foundation for
the design and communication of visual communication [6].
Humans organize various visual elements such as words,
images, colors, and other elements to achieve the dissemi-
nation of public information through visual communication
design. It is a type of design that uses visuals to commu-
nicate. Visual communication is the process by which the
designer transforms ideas and concepts into visual symbols,
whereas visual communication is the process by which the
receiver transforms ideas and concepts into visual symbols.
Visual communication design is a type of design that
communicates through visual symbols. -e sender of in-
formation is the designer, and the receiver of information is
the object of communication [7]. An urgent problem is how
to make visualization technology better serve information
users through a visual communication scheme, make in-
formation users understand and process information more
easily, and improve the interactive effect of visual com-
munication [8]. Visual representation design of information
refers to a designer’s visual representation design of infor-
mation based on the subject of information visualization,
using visual communication design knowledge, in order to
make the audience easily obtain effective information in the
era of big data and achieve maximum dissemination of
information. Based on the information visualization theory,
this article makes an in-depth study on the interactive mode
of visual communication, and its innovations are as follows:

(1) Based on the existing theoretical basis of information
visualization and visual communication, this article
studies the relationship among information visual-
ization, visual representation, and visual commu-
nication design and analyzes the communication
mechanism of visual representation of information
visualization. In the application innovation of dy-
namic visual innovation and multisensory interac-
tive experience in visual communication design,
some typical cases under new technologies are used
for research, trying to explore new ideas and
methods through case analysis.

(2) Based on the existing research results, this article
puts forward new views, discusses the visual cog-
nitive representation of information visualization,
and broadens the research field of information vi-
sualization. According to the existing mode of
thinking, combined with our own practice, a sys-
tematic design method of visual communication of
information visualization is constructed. -e effec-
tiveness of this method is verified by experiments,
and the superiority of dynamic visual communica-
tion in information dissemination is analyzed. In the
future, visual communication design in other fields
can provide a reference basis.

-is article’s research content and structure are as fol-
lows: Section 1 introduces the article’s research context,
significance, and organizational structure. Section 2 is pri-
marily a summary and review of relevant domestic and
international literature. It also introduces the research and
innovation methods used in this article, which are based on
these related literatures. Section 3 focuses on information
visualization theory and related issues of visual communi-
cation interaction mode as well as the interactive infor-
mation visualization design process. Section 4 details on the
experimental analysis. -e actual test is carried out in this
section, and the test results are obtained, based on the
relevant data. -e algorithm’s performance is evaluated in
comparison to the experimental results of other methods.
Section 5 concludes the study. -is section primarily
summarizes the research’s main points and findings, sum-
marizes the research conclusions, and suggests future re-
search directions.

2. Related Works

Information visual design is a unique discipline that cuts
across many industries and is a design category with a wide
range of applications. Nowadays, relevant researchers in the
field of information visualization have their own unique
knowledge and understanding from their respective per-
spectives as well as a level of depth. Simultaneously, as the
vocabulary of media grew, many design firms and avant-
garde designers began to experiment with digital multimedia
to express creativity and convey information. Visual com-
munication design, as part of the creative field, is attracting
increasing attention from all walks of life, playing an in-
creasingly important role in people’s lives, and defining the
function of information transmission.

Papasarantou et al. examined the often-overlooked
appeal of visual appeal in information visualization and
discussed the broader role of emphasizing visual com-
munication design principles in the design process [9].
Vera believed that improving the efficiency of visual
thinking in processing information and reducing the
cognitive load in this process can allow more cognitive
costs to be allocated to later abstract understanding and
decision-making. -erefore, they conducted research on
finding ways to optimize the design of information visu-
alization by understanding the characteristics of visual
thinking activities [10]. In order to further understand and
engage in scientific information visualization and visual
communication design methods, Wu et al. proposed a
mutual learning strategy of art and practice [11]. Combined
with the development characteristics of information vi-
sualization under the background of experience economy,
Li and Liu et al. explored solutions to improve the quality of
visualization services from the perspective of information
users and provided useful suggestions for the research of
information visualization in visual communication design
and visual effect evaluation [12]. Kosara and Mackinlay
used a large number of cases to conduct an in-depth ex-
ploration of the practical innovation of visual
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communication design, thus confirming the two main
visual expressions of visual language in new media—one is
dynamic and the other is multisensory humanization of
interaction [13]. Winstel pointed out that the visual
communication design under information technology
should not only stay in the traditional design under the
influence of technology, but should focus on the “new
communication” and “new language” of visual design, and
new forms of expression and specific applications in new
media are studied in-depth [14]. Compared with other
disciplines, visual communication design occupies a pivotal
position in information design by Pfeffer. -e communi-
cation of visual graphics vocabulary is the key to infor-
mation design and the most basic requirement of visual
information construction. On this basis, with the expan-
sion of the application field of information design, its
design concept affects business planning, cultural con-
struction, and audience visual interaction experience [15].
Reif et al. obtained the commonality and individuality of
digital visual communication design and print design
through the comparative analysis of digital visual com-
munication design; and then combined with examples to
analyze the immaterial, interactive, and multidimensional
language characteristics and dynamics of digital visual
communication design, multimedia, and interactive
communication characteristics [16]. Haustein et al. took
visual communication as the main body of their research
and explored the communication mechanism of visual
representation of information visualization and the cor-
responding design method of visual communication of
information visualization [17]. Estrada et al. believed that
the current design forms for information dissemination
only pay too much attention to design symbols, ignoring
the psychological needs of the audience and the process of
information dissemination, resulting in the inability to
maximize the dissemination of information [18]. Han and
Deng focused on new media and visual communication
design and analyzed the occurrence of new media and its
characteristics of the times. At the same time, the con-
notation and development process of visual communica-
tion design are explained in simple terms, and it is
concluded that the change of media technology is the main
reason for the evolution of visual communication design
[19].

In this article, some viewpoints and ideas are put forward
based on previous studies on visual communication. On the
basis of visual interface design, and taking interactivity and
user experience as innovation points, the design process of
interactive information visualization is deeply explored.
Combining theory with practice, this article explores a
systematic design method of visual representation of in-
formation visualization. According to the application of
design thinking and design methods, the simulation ex-
periment is carried out, and all kinds of boring data in-
formation are presented through visual symbols, which
eliminates the obstacles between the public and all kinds of
information and improves the effectiveness of visual com-
munication interaction.

3. Methodology

3.1. Information Visualization $eory and Visual Commu-
nication Design. Information is defined as meaningful data
that can express the objective facts that the data describe.-e
data that have been organized and sorted have relevance and
have become information, but it remains data for those who
are not experts in this field and cannot comprehend the
meaning expressed by these data. Information visualization
is the use of effective visual expression to assist users in
reading, identifying, and interpreting data subjectively in
order to provide them with access to critical data. More
personalized and customized information visualization
works have been published through the Internet platform
since the arrival of the experience economy, which not only
benefits users’ information quality but also poses new
challenges to information visualization design. -e visual-
ization product should be able to reach the brain via human
vision, hearing, touch, and even other senses, and instantly
understand a large amount of data [20]. Information vi-
sualization emphasizes people’s receptivity while also in-
corporating psychology, visual design, human-computer
interaction, business methods, and other disciplines. -e
symbolic design in the practice of visual representation is the
reason why the visual view of information can convey in-
formation to the public. -e ability of the audience to in-
terpret the meaning of symbols provided by designers
determines the effectiveness of information communication.
Information communication is ineffective if the audience
does not understand the meaning of the symbols.

Information visualization has been adopted by many
media and educational, government, and corporate orga-
nizations due to its understandable visual form and inherent
ability to present complex data. When users contact the
information visualization platform, one of the most com-
mon cognitive activities is visual thinking. Visual thinking,
in contrast to other abstract thinking activities, is based on
perceptual experience and can complete a variety of cog-
nitive tasks. -e disseminator, receiver, information, and
carrier are all involved in the visual representation of in-
formation, which is a two-way interaction between coding
and decoding in information dissemination. At the same
time, the information visualization view is a type of con-
struction, with the representation being the representation
that is dependent on the construction, and the construction
being the construction that requires representation, all of
which combine to form the information visualization view’s
meaningful communication. Information can be visualized
while being read to alleviate the pressure of a “information
explosion” caused by a large amount of data. When creating
information graphs, the accuracy of information visualiza-
tion is critical. Before beginning the design, it is necessary to
have a solid foundation of theory, science, and technology,
and the resulting infographic must be completely accurate.
When designing infographics, this is where designers can
easily make mistakes. In comparison to large data sets
generated by scientific calculations and engineering surveys,
information visualization resources are nonphysical and
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abstract, with no obvious spatial characteristics. -e in-
formation visualization process and system structure are
shown in Figure 1.

With the gradual expansion of the scope of modern
design, digital technology and network technology have
penetrated into all fields of visual communication design,
and the influence and participation of multimedia tech-
nology on art and design are getting deeper and deeper,
which makes visual communication design step onto a
brand-new stage. Information design and graphic design
serve different purposes: the former is concerned with
“effective information transmission,” while the latter is
concerned with “exquisite artistic expression.” -e visual
effect is more innovative and unique because the image
generation technology for information visualization is not
complicated, and its expression methods are diverse. Indi-
viduals, businesses, and even countries can be clients of
information visualization. -ese forms are important, but
the service content is what matters most. Information vi-
sualization covers a wide range of disciplines and application
fields as an important method in information design. It can
be used to solve specific professional problems. -e faster
and more agile the visual thinking can respond to the input
visual information, the more accurate and reasonable the
visual communication of information is. Information vi-
sualization examines the data visualization presentation
results, extracts the hidden value from the data, and assists in
making sound decisions. Because this type of decision is not
invariable in a constantly updated data environment, in-
formation visualization is a continuous process that allows
users to discover potential problems and improve the final
decision in stages over time. In the visual communication
design of information visualization, color serves as a clas-
sification and emphasis tool. Color distinguishes primary
and secondary relationships and categories. In visual per-
ception, color is the most intuitive, and information can be
obtained without using logic.

Computer science research [21, 22] in information vi-
sualization mainly focuses on solving users’ functional re-
quirements.-is technical research can reduce the impact of
other problems such as aesthetics or user experience [23].
Visual communication design always takes the audience’s
acceptance of visual information through their own aesthetic
judgment as the ultimate goal, and visual communication
design always pursues and yearns for a rational interaction
with the audience, thus turning the communication of visual
information into effective communication with people.
Interaction is a convenient way for users to operate content
and its attributes. Interaction is a technology that can easily
explain products and make the audience feel relaxed when
reading information. -e two-way interactive communi-
cation mode of visual information makes the new media
visual communication design pay more and more attention
to the audience’s necessity and “participation” in the design.
On the contrary, more and more people are looking forward
to bringing their ideas and wishes into the design, which
promotes the formation of interactive design. As informa-
tion visualization design is a very wide range of disciplines,
in the process of visualization, the application of visual

communication design has a transformational impact on the
ways and means of attaching importance to teaching and
carrying out information visualization research. Graphic
symbols account for the largest proportion in information
view, which is the soul of visual representation of infor-
mation. Graphic symbols include pictures, theme graphics,
attached icons, charts, and characters. -is article analyzes
and summarizes the classification of graphics, the effec-
tiveness of attached icons, the model construction of charts,
and different types of characters. -e more and faster
cognitive tasks are accomplished by visual thinking, the
more cognitive costs can be allocated to abstract thinking
activities, thus improving the efficiency of people’s deep
understanding of information and making decisions.

3.2. Interactive Design of Visual Communication Based on
Information Visualization. Graphic symbols are image
materials generated by various graphic software, and their
visual representation differs from that of words and lan-
guages. Graphics, which are the main visual representation
symbol in information visualization design, can be copied in
large quantities using various methods. Because the main
graphic symbol is so closely linked to the information vi-
sualization theme, it can be said that the main graphic
symbol is the information theme’s mapping. Visual com-
munication design in the modern world is interactive design
with people that emphasizes the audience’s active cogni-
tion in the process of receiving information and selec-
tively accepts visual information based on their own
aesthetic demands and wishes. -e more experience and
knowledge an information user has with information
acquisition and understanding, the faster and more ac-
curately he can extract the information content he needs
from the visual interface and the more effectively he can
dig out the connotation and relationship of information
and find solutions to problems. Tagged words are concise,
clear, and easy-to-understand that appear in the view as
expressive keywords. -e introduction or explanation of a
specific piece of information or a group of related pieces of
information is included in descriptive text. -e orderly
arrangement of some data and information in the in-
formation view, which makes the information more in-
tuitive and reduces the audience’s visual pressure, is
known as organized text. A basic visual model is chosen to
express it is “representation.” -is step essentially de-
termines the nascent form of the visualization effect, and it
is necessary to consider the appropriate representation
method based on the data dimensions, such as a list, tree
structure, or other methods. -e goal of “decoration” is to
make information expression simple and clear while also
being rich in connotation, practical, and beautiful. To
create a logical structure, the information hierarchy must
first be divided. After grouping and classifying the data,
graphic design is used to convey information of various
dimensions, such as category, attribute, degree, orienta-
tion, etc., and data of all types and dimensions are sorted
according to the information needs of users to highlight
the most pressing issues. Figure 2 depicts an interactive
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design diagram of visual communication based on in-
formation visualization.

Abstract graphic symbols are completely out of the
natural form, and it is impossible to extract a specific image
from them, so it is necessary for viewers to create graphics
with their imagination. Figurative figure is a form that is
close to the viewer’s daily life and the objective facts. It
can reproduce the features of things and is direct, vivid,
clear, and easy to identify. Dynamic visual symbols can
attract more attention from the audience, which also
makes the new media visual communication design not
only need to pay attention to the expression form of
plane visual elements, but also consider its animation
effect in the picture. -e difference of visual information
determines its “pop-up effect.” -e better the pop-up
effect, the easier it is to pay attention to screening.
-erefore, the target information can be “popped up”
from the background or nontarget information by
changing the visual features such as color, size, position,
and shape. Data mining or statistical methods are used to
analyze the data format or put the data in a mathematical
environment. Its purpose is to find some rules in a pile of
chaotic data, so as to provide organized raw materials for
subsequent data representation. Visual representation is
the method and way to realize information visualization.
It refers to the multi-method of “visualization” for in-
formation representation, so that the represented in-
formation can be “visualized,” and finally the
information can be optimized, so as to promote the
public’s acceptance and understanding of information,
maximize the information dissemination, and innovate
the information dissemination process.

If the coordinate of the root node is (X0, Y0), the selected
radius is r; the number of direct child nodes is count. -en
the formula for calculating the coordinate (Xi, Yi) of the ith
child node is as follows:

Xi � X0 + r
∗ cos

2p
∗
i

count
 , (1)

Yi � Y0 + r
∗ sin

2π∗i
count

 . (2)

If the coordinate of A is (X0, Y0), and the included angle
of A on its concentric circle is initAngle, the formula for
calculating the coordinate (Xi, Yi) of the ith child node in
the next layer of A is as follows:

initAngle � arctan
Y0

X0
 ,

Xi � X0 + r
∗ cos initAngle + 2p +

i

count
 ,

Yi � Y0 + r
∗ sin initAngle + 2π +

i

count
 .

(3)

It is possible to improve the quality of the user expe-
rience by creating a favourable situation. Information vi-
sualization design can incorporate materials related to users’
knowledge base, life experience, and personal details. -e
arrow is the most widely used directional symbol in the
visual representation design of information visualization,
and it has various meanings in various contexts. Computers
perform the majority of the design work. -e user’s status
shifts from passive to active in the interactive stage, from
acceptance to discovery and consideration. -e ability to
control and explore data through interface interaction allows
them to truly combine computer and human intelligence.
-e visible part of the user’s interface is called the man-
machine interface. Communication and operation with the
system require a man-machine interface. Under new media
technology, it is the most unique design language in visual
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Figure 1: Information visualization process and system structure diagram.
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communication design, and the interactivity of visual com-
munication design has been fully demonstrated in a variety of
design practices. Expert users can understand and analyze
data at a deeper level thanks to interaction. For obtaining
implicit data knowledge, an interface is required. -e in-
troduction of a comprehensive digital network has created
unprecedented opportunities for interaction and the collec-
tion of a wide range of data, including text, image, and sound.
Information users are surprised and their knowledge and
experience are challenged as expressive methods of infor-
mation visualization evolve. As a result, appropriately adding
guidance or comments in the visual interface will help users
understand information better. Aside from formal symbols,
the design should also conform to the audience’s visual ex-
perience, place the core information content in the center, and
guide the reading sequence with flow symbols like arrows to
improve reading efficiency.

Class perception is used to measure the perceptual
strength of the color and spatial distribution of each class.
For any point p in class cm, the perception degree Vp of this
point is calculated by the following formula:

Vp � wpSp, (4)

where wp refers to the weight of point p in class cm, and the
weight is determined by the neighbor points of point p. Sp

refers to the significant value of p. -is value is obtained
by formula (2). Sp expresses the color difference between
point p and its surrounding neighbors.

Sp � Δε Cp,
1

Np


q∈Np

Cq
⎛⎜⎝ ⎞⎟⎠,

Δε(x, y) �

���������������������

ΔL∗2  + Δa∗2  + Δb∗2 



,

(5)

where

ΔL∗ � L
∗
x − L
∗
y,

Δa∗ � rx cos θx − ry cos θy,

Δb∗ � rx sin θx − ry sin θy.

(6)

Assuming that X is divided into C classes, and each xi

corresponds to a class label I(xi), then the data of class c are
expressed as

X
c
1, X

c
2, . . . , X

c
n , (7)

where n is the number of data in the c class, c ∈ 1, 2, . . . , C{ }.
-e data of different classes are divided as much as possible,
and the objective function is as follows:

max tr
P

T
SbP

P
T
SwP

, (8)

where Sb and Sw represent the class spacing dispersion and
the intra-class distance dispersion, respectively, and the
specific definitions are as follows:
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Figure 2: Interactive design of visual communication based on information visualization.
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T
,
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where uc �  xc
i /nc is the mean value of the cth data; u is the

mean value of all data, the center point of all data.
-e purpose of data analysis is to concentrate, extract,

and refine a large amount of hidden information of data to
find the inherent laws of the research objects, so that people
can understand, judge, and make corresponding decisions
and actions faster and better. On the one hand, information
visualization should try to call the familiar visual features of
users to construct the visual effect of information; and on the
other hand, frequent visual thinking training can enrich
information users’ experience and knowledge stored in their
brains and make visual thinking activities more efficient. In
information visualization, it is not to look for symbols with
specific meanings to represent, but to consider the whole
information view, combine information content and con-
text, and adopt the “proper principle” to represent with
visual symbols. -e modern environment provides a space
for innovation and breakthrough in the design thinking and
concept of visual communication design. We can make
visual creation according to this selective way of reading
information, so that the audience can fully participate in the
whole design process, thus obtaining a more humanized
visual experience.

4. Result Analysis and Discussion

With the progress of society, the carrier of visual infor-
mation dissemination is constantly changing with the de-
velopment of technology, which all affects the expression of
visual information such as graphics, characters, colors, etc.
in visual communication design, and also affects the change
of thinking mode of design creation. In the practice of visual
representation of information visualization, the construc-
tion of information model refers to the selection of ap-
propriate organization arrangement. Visual representation
design of information is a process of rational and perceptual
thinking. Rational information model construction plays an
important supporting role in visual representation design of
information visualization. Human-computer interaction
plays an important role in information visualization, and a
large amount of data can only be perceived through human-
computer interaction. Man-machine interaction transmits
information naturally and efficiently, and allows users to get
a good understanding. Good interactive mode and simple
user interface can help people get relevant information
quickly. Figure 3 shows the convergence of the three al-
gorithms as the number of iterations increases.

It can be seen that the algorithm in this article gradually
converges with the increase of iteration times. -is is due to
the difference of objective functions of different methods.
-e four elements of visual design, such as text, graphics,
color, and layout, are the foundation of information design,

and the accurate application of them will help the accurate
expression of information design. Timeliness is the main
feature of dynamic visual design. From graphic design to
dynamic design, the form of font design changes from a
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static entity to a digital virtual scene based on the
concepts of time and space. Visual information from the
physical world is detected visually, and then the target
information is screened by visual attention mechanism,
and it is decided which information needs to be pro-
cessed by consciousness and which can be directly re-
flected. Consciousness will further process the input
information, eventually forming empirical knowledge
and storing it in memory for later advanced rational
cognition. In order to verify the performance of this
algorithm, we selected F1 value and precision as two
indexes for many experiments. -e experimental results
of F1 value are shown in Figure 4, and the precision
results are shown in Figure 5.

Systematic design method includes two processes:
analysis and synthesis. Analysis precedes synthesis, and
existing data information is improved after analysis to
achieve new synthesis. For graphic information integration
design, it is required to link the analysis and integration
methods, start with the whole system, analyze and extract
effective data information, and synthesize it into informa-
tion visualization presentation form. In dynamic design, the
development of digital technology and information tech-
nology makes it possible for the spatial attribute of char-
acters. Time and space are two inseparable concepts in the
movement. In the transformation of space, we can con-
stantly experience the visual experience brought by move-
ment and feel the flow of time, so as to better receive
information. -e interactive infographic is programmed by

software such as Flash or Dreamweaver, integrates the data
that have been converted into graphic language, and pres-
ents it in the form of aesthetics according to scientific data.
Its presentation form is not only a moving picture, but also
viewers can interact with short films on the media with their
own concerns, which is more flexible than video info-
graphics. In this chapter, several experiments are carried out
to verify the feasibility and practicability of this algorithm.
-e experimental results of different indexes of the algo-
rithm are shown in Table 1.

Parametric design is a term used in the design world to
describe the process of establishing a specific relationship.
Other elements change when one changes. Because of its
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Figure 7: User satisfaction results.

Table 1: Experimental results of each index.

Algorithm Average absolute error Recall rate Accuracy rate
Grid layout algorithm 0.373 0.874 0.798
Force-guided layout algorithm 0.469 0.806 0.806
Climbing algorithm 0.327 0.769 0.884
Color optimization algorithm 0.389 0.9050.5 0.914
Feature-based tracking algorithm 0.205 0.914 0.908
Algorithm in this article 0.097 0.958 0.948
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Figure 6: Comparison of the effectiveness of visual communication
interaction design.

Table 2: Survey results of audience demand satisfaction of visual
information communication design.

Index
Score (1–10)

1∼2
(%)

3∼4
(%) 5∼6 (%) 7∼8 (%) 9∼10

(%)
Functionality 18.64 21.36 29.78 52.24 37.48
Cognition 17.02 20.35 49.31 46.57 42.35
Interactivity 19.93 23.64 24.57 34.32 76.61
Comprehensiveness 5.89 8.97 14.63 18.54 78.32
Accuracy 10.15 16.79 19.03 25.24 81.69
Interesting 23.69 19.63 24.35 59.37 43.57
Artistry 9.87 28.73 77.32 40.51 27.65
Novelty 17.98 37.46 20.56 18.69 19.54
Emotional expression 18.54 12.89 16.67 42.05 56.14
Color 15.57 27.99 48.51 19.79 20.06
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various meanings and postures, each font has a unique
emotional effect. Fonts are valuable due to their diverse
personalities. As a result, understanding the expression of
words for the transmission of information is critical in visual
communication design. Consciousness will focus on dealing
with new and different information, learning and adapting
as a result, and the information processed by consciousness
will be stored in memory as a new source of knowledge. As a
result, based on visual objectives, information visualization
should provide a reasonable explanation or cognitive clues
to some strange and novel information, and then assist
consciousness in better completing cognitive tasks. Figure 6
depicts the effectiveness assessment of visual communica-
tion interaction design.

From the data in Figure 6, it can be seen that this design
is effective and practical, which can enhance the perception
of visual trajectory. Long-term memory, like a permanent
box, holds a large amount of information and can extract
activation information at any time. -is requires a series of
structures in the design process to conform to cognitive
thinking and human cognitive behavior, so that the design
activities can be carried out according to evidence and in the
right direction. -e survey results of audience demand
satisfaction of visual information communication design are
shown in Table 2.

-e “dynamic design” in interface design has been paid
more and more attention by visual design practitioners. -e
unique dynamic design can express the distinctive per-
sonality of the software and create fascinating effects. At the
same time, it can also appease users through the use ex-
perience, so that the audience can get a relaxed and pleasant
feeling when reading information, thus truly achieving
humanization. Figure 7 shows the survey results of user
satisfaction with different design methods.

From the survey results of user satisfaction, it can be
seen that users are more satisfied with this design method.
-is chapter carries out a lot of experiments and analyzes
and summarizes the superiority of visual communication
design in information transmission. -rough research, it is
found that the accuracy of this algorithm is 96.03%, and the
highest evaluation of user satisfaction is 95.93%. -is al-
gorithm has faster convergence speed and greater gener-
alization ability.

5. Conclusion

In the field of information visualization, visual communi-
cation design is becoming more and more involved. It is an
essential component of the development of data visualiza-
tion. Information visualization will develop in a more
personalized and customized direction in the future, with
the arrival of experience economy and the rapid develop-
ment of Internet applications, and the presentation form of
information visualization will not be limited to two-di-
mensional plane, but will pay more attention to integration
with interactive experience. -rough the power of images,
information visualization brings dull data to life, allowing
readers to grasp information quickly and leave a lasting

impression. Relevant personnel should concentrate on the
visualization form and mode of interaction when dealing
with information visualization design. With the help of
psychology and communication knowledge, this article
examines the kernel of information visualization and visual
representation. -e audience “decodes” information
through visual symbols to obtain information, according to
this study. Simultaneously, it is proposed that by
expounding on the concept of information visualization and
analyzing the cognitive tasks and characteristics of each stage
of visual communication, information users can be effec-
tively assisted to acquire and understand information better
by lowering the cost of information users in the visual
thinking stage and improving their visual thinking response
efficiency. Many tests show that the algorithm has a faster
convergence speed and a greater ability to generalize. -is
algorithm has a 96.3% accuracy rating and a 95.93% user
satisfaction rating. -is research has certain reference value.
However, due to the limitation of knowledge level and re-
search time, there are still some problems in this article. -is
article is only a preliminary study of information expression,
and there are still a lot of research on the details of ex-
pression and visual elements. -e research of visual infor-
mation interaction mode has sustainable attention and
exploration significance in the future academic research and
production practice and should be deeply discussed and
studied.
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Based on a machine learning algorithm, this paper deeply explores the privacy protection of personal information. In this paper,
the de�nition of the machine learning algorithm is put forward, the design idea of privacy protection in joint machine learning
platform is studied, and the architecture model and model parameter updating strategy of joint machine learning under privacy
protection are designed. To protect the privacy of personal information, this paper also proposes a data homomorphic veri�cation
mechanism to prevent the global parameters from being tampered with by malicious cloud servers. In order to verify the
performance of the models constructed in this paper, the comparative experiments of di�erent models are carried out. �e
experimental results show that this algorithm has a fast convergence speed, and the average error rate decreases by 4.17%
compared with the traditional algorithm. Moreover, the accuracy of this algorithm reaches 95.37%, which is about 8.76% higher
than the previous algorithm.�ismodel is applied to the �eld of personal information privacy protection, which can provide a safe
and reliable environment for personal information privacy and e�ectively protect the privacy of data owners. And, means and
reference value is provided for the development direction of privacy protection.

1. Introduction

�e amount of data generated by all walks of life is exploding
as we enter the information age, thanks to the development
of information technology such as the Internet; with the
enhancement and aggravation of online data behavior, the
protection of personal information and privacy is particu-
larly prominent in the contemporary era [1]. As a result, the
purposeful collection, investigation, utilization, transmis-
sion, disclosure, and sale of personal information via the
Internet has reached an unprecedented level. Although easy-
to-obtain personal data have become a staple of academia
and industry, the process of data collection, publication,
processing, and storage will be aided by a slew of third-party
service providers, expanding the number of possible data
sources [2]. Personal data collection, expansion, mining, and
use for more precise business marketing activities have
gradually become a new focus of business development for

traditional businesses, Internet businesses, data-related
businesses, and so on.With business’s continued growth and
prosperity, it also brings with it potential con�icts of interest
and hidden risks for various individuals [3]. In addition, due
to the prevalence of online fraud, user privacy breaches do
occur from time to time. Personal privacy protection has
become one of the problems brought on by the information
society in the network environment. Despite the fact that the
de�nition of privacy is complex and varied, personal in-
formation plays an important role in privacy [4]. �e abuse
and control of information is a major concern in today’s
world of privacy. People are gradually becoming more aware
of personal privacy as big data-related technologies advance.
As a result, countries’ focus in formulating laws and reg-
ulations on privacy protection has shifted to how to properly
protect privacy without impeding network development.

�e content of privacy right is extensive, including the
information secret of a natural person’s personal life, the
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peace of his personal life, and even his own decision on private
life. -erefore, from the content, the right to privacy can be
said to be a collection of rights [5]. Personal information may
be infringed in the commercial data behavior of Internet
enterprises, that is, personal information risk; that is, personal
information may be harmed as an Internet user. In the
traditional differential privacy model, data from different
sources are concentrated in the central server, and then the
data are treated with privacy protection, and the central server
publishes the inquiry information satisfying the differential
privacy [6]. However, in the process of data collection, third-
party service providers are often uncontrollable, which easily
leads to privacy leakage [7]. -e characteristics of diverse data
sources, fragmented information, and personalized and dif-
ferentiated privacy requirements lead to the risk of privacy
leakage when multi-party data are merged. At the same time,
the separation of data ownership and storage rights, multi-
source, high-dimensional, and dynamic characteristics ag-
gravate the risk of privacy leakage in the process of data
sharing and pose new challenges to privacy protection
technology. Personal information, as an original part of
“privacy,” has become a prominent contemporary problem in
the background of the increasingly prosperous enterprise data
behavior [8]. At the same time, data privacy has become the
core issue of machine learning, especially when using some
sensitive data in cloud computing, the cloud is not completely
trustworthy. -erefore, privacy protection and machine
learning algorithms must be designed for the cloud. Machine
learning provides a potentially powerful framework for au-
tomated perception and reasoning. However, a good machine
learning framework still needs a large number of data sets to
fully realize its potential of perception and reasoning. In this
paper, a personal information privacy protectionmodel based
on a machine learning algorithm is constructed, and its in-
novations are as follows:

① -is paper studies the structure design and working
mechanism of distributed machine learning system
under privacy protection and analyzes the design
strategy of privacy protection in a distributed ma-
chine learning system. Aiming at the privacy pro-
tection of personal information, this paper designs a
data homomorphic verification mechanism to pre-
vent the global parameters from being tampered by
malicious cloud servers.

② -is paper investigates vector addition, number
multiplication, linear transformation, and weighted
inner product homomorphism operations using
vector homomorphism encryption; this allows the
vector homomorphic encryption scheme to meet the
basic operations in machine learning. A local dif-
ferential privacy data stream protection protocol is
proposed that can provide data stream privacy while
also ensuring high data availability and requiring less
storage and computing power.

-is paper mainly explores the privacy protection of
personal information, which is divided into five sections.-e
specific research framework is as follows:

Section 1 is the introduction. -is part introduces the
research background, significance, and methods of this
paper and gives the innovation and organizational structure
of this paper. Section 2 is a summary and research of related
literature at home and abroad and introduces the research
methods of this paper. Section 3 mainly constructs the
privacy protectionmodel of personal information based on a
machine learning algorithm. Among them, Section 3.1 an-
alyzes the concept connotation of privacy protection and
machine learning and summarizes the related basic theories.
Section 3.2 focuses on the construction method and
implementation of the personal information privacy pro-
tection model. Section 4 is the experimental analysis. In this
part, many experiments are carried out, and the experi-
mental results of other models are compared to analyze the
performance of the models. Section 5 is the conclusion and
prospect. -is part mainly reviews the main contents and
results of this research, summarizes the research conclu-
sions, and points out the direction of further research.

2. Related Work

-e arrival of the information age has brought about changes
in all aspects of our lives, and profound business changes
have taken place in the global society. With the rapid growth
of intelligent terminal devices, massive data are generated
anytime and anywhere. -ese data have profound value, and
all kinds of enterprises and institutions begin to collect
personal data on a large scale and analyze and mine the
collected data. While enjoying the convenience brought by
information technology, information security and privacy
have become the focus of people’s attention. -erefore,
many researchers have made relevant explorations on data
search and personal information privacy protection
technology.

Ocansey et al. [9] proposed a fully dynamic fully ho-
momorphic encryption scheme that no longer limits the
number of allowable parties [9]. Wang et al. [10] propose an
outsourced secure multi-party computation framework. -e
scheme uses two noncollusion cloud servers, one for storage
and computing, and the other contains the master private
key that can decrypt user data and realizes computing
outsourcing by constructing a secure protocol [10]. Wang
et al. [11] proposed a security outsourcing detection system,
the system classification is completed by the support vector
machine algorithm, and privacy protection is achieved by
designing a secure multiparty protocol [11]. Yin et al. [12]
focused on data outsourcing services on the basis of ana-
lyzing the risks of privacy leakage in the stages of data re-
lease, storage, and search and combined with the multiparty
requirements for data privacy protection granularity, data
availability, timeliness, and other dimensions at different
stages. Research on key technologies of data privacy pro-
tection under the mode [12]. Reza et al. [13] took the hybrid
cloud as the data bearing platform, proposed a data seg-
mentation technology based on the k-anonymity criterion,
and designed a complete set of data anonymity segmentation
scheme to solve the balance of data privacy protection and
availability when the set-valued data is released [13]. Wei
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et al. [14] believe that attackers can obtain data privacy by
filtering random noise. Furthermore, random perturbations
may expose the privacy of outliers when attackers have
access to external information, i.e., published data about
individuals may contain quasi-identifier properties that may
be linked to public databases to reidentify individual records
[14]. Liu and Zhou [15] proposed a privacy protection
scheme based on differential privacy, and its protection of
data privacy has nothing to do with the background
knowledge mastered by the attacker. -is scheme ensures
that statistical queries on the target dataset and on datasets
that differ by only one record are identical in results [15]. Ke
et al. [16] proposed the use of differential privacy computing
to achieve privacy-preserving mining of joint datasets [16].
Barni et al. [17] proposed a distributed algorithm, which
assumes that the same record has a unique global identifier
in a vertically divided data environment, and all parties
involved in data fusion only have data with partial attributes;
the original information is hidden in the communication
process, and the privacy protection of the data fusion process
is realized by constructing a complete anonymity table to
determine whether the anonymity threshold is met [17]. Hu
et al. [18] proposed an algorithm for users to learn game
equilibrium. -e classifier built by this algorithm enables
each user to strike a balance between the accuracy of the
classification task and data privacy [18]. Xie et al. [19]
proposed an abstract model to support databases with any
number of public and private variables and formulated
application-independent privacy protection granularity and
utility metrics, where privacy protection granularity was
quantified by ambiguity, and data utility was measured by
Fidelity to quantify [19].

Based on research on privacy protection of personal
information in related literature studies, this paper pro-
poses a new research approach and method. Using the
machine learning architecture model, this paper creates the
overall architecture of the joint machine learning platform,
as well as the key structure of the central server. A fast
synchronous random gradient descent method is designed
for a heterogeneous multiclient situation to ensure fast
training and convergence of the model, as well as to im-
prove the generalization ability of the existing model. -e
traditional disturbance mechanism is used to protect the
key attribute data, with noise satisfying the definition of
local differential privacy added to the model’s local update.
As a result, the aggregation operation can be used to
initialize the global model parameters, resulting in fewer
model training communication rounds. Experiments show
that the model is stable and reliable, as well as that it
performs as expected.

3. Methodology

3.1. Privacy Protection and Machine Learning. As a con-
tributor of individual knowledge and content, participate in
knowledge creation and sharing in the information age. At
the same time, with the help of the Internet, individuals can
realize some or all activities or projections in reality and
conduct business transactions, self-construction, social

interaction, information acquisition, and other actions. At
present, the collection, expansion, mining, and use of per-
sonal information for more accurate business marketing
activities has gradually become a new focus of business
development for traditional enterprises, Internet companies,
data-related enterprises, and so on [20]. With the contin-
uous development and prosperity of business, it also brings
potential conflicts of interests and risks of different indi-
viduals. Internet privacy refers to the right that a natural
person enjoys on the Internet that his personal affairs are not
publicly publicized, his private life is not disturbed, and his
personal information related to online activities is protected
from being illegally collected, known, utilized, and disclosed
by others. In the information age, massive data have brought
obvious privacy security problems in the practical appli-
cation of machine learning. Users’ personal highly sensitive
data are collected and kept in commercial companies in-
definitely. Users can neither delete these data nor restrict the
use of them by commercial companies. Considering the
privacy and security of data, many data holders are reluctant
to share their data sets, so they can not directly use the joint
data sets of participants for machine learning [21]. As an
important component of the original concept of privacy,
personal information will face more prominent and severe
challenges in the information age and networking. -e new
emphasis of network privacy in the era lies in the problem of
“privacy digitalization” brought by network society. -is is
the core issue of “privacy” in the information age.

In the information age, the right of network privacy
should include the following aspects: ① the control of
personal information. ② -e right to be free from inter-
ference when individuals conduct online behavior. ③ -e
obligee’s knowledge of the use and collection of personal
information on the Internet by others, and his request to
withdraw from deletion, etc. In the network society, the mass
production of personal information and the precipitation of
structured and unstructured datamake it possible to use data
to analyze consumer behavior and preferences and in-
creasingly move towards accurate consumer description and
database marketing. -e more accurate you understand the
marketing audience, the more you can achieve themarketing
management goal of low cost and high return. With the
development of cloud computing technology, it has grad-
ually become a trend for enterprises to go to the cloud [22].
Personal information such as users’ personal photos, home
address, contact information, etc., may be permanently
stored in the company server of the cloud service provider,
which is beyond the control of the owner. -e violations of
users’ privacy rights involved in the management of network
resources mainly include improper use of network users’
personal information, privacy of personal activities, traces of
personal networks, and infringement of personal cyber-
space. -e collected person of personal information has the
right to ask the collector to take necessary and reasonable
measures to protect the security of his personal data. First of
all, you can ask the website to take certain technical measures
and policies to keep the collected data; secondly, their
personal data shall not be transmitted or disclosed to any
third party; finally, within the network service group, we
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should also pay attention to the disclosure of relevant in-
formation. On the user side, the user’s cognition, attitude,
and behavior of personal information risks when partici-
pating in interaction are the basic elements to be included in
the interaction model to protect the user’s personal privacy
information. On the enterprise side, the appropriateness of
its data behavior and the integrity of its protection are
feasible and effective guarantees for the protection of per-
sonal privacy information. -e data mining model of per-
sonal privacy protection is shown in Figure 1.

-e data provider has shifted from service organizations
to individuals as a result of the rapid adoption of personal
smart devices, and traditional privacy protection methods are
no longer adequate for the protection of personal privacy
data. To achieve effective personal information protection, we
must first clarify the most basic data behavior and provide the
most practical reference from the enterprise behavior and
regulation level. To solve the problem of personal data pro-
tection in particular, we must first address the problem [23].
-e method of data encryption encrypts data while also
completing complex calculations with the help of secure
multi-party protocols, as the name implies. -e difficult as-
sumption of encryption algorithm and protocol construction
underpins security. In academia and industry, the privacy
difference is the most common method for protecting data
privacy and the evaluation standard for privacy schemes. -is
model assumes that the adversary has sufficient background
knowledge and that the addition or deletion of any record has
no impact on the query’s final result. Differential privacy
protection technology is a well-defined privacy protection
model that can withstand all attacks based on assumptions
about background knowledge. Its main principle is to achieve
privacy protection by adding random noise to distort the
original data while maintaining the original data’s statistical
characteristics. Differential privacy mainly distorts data by
adding noise to protect privacy. Privacy difference is inde-
pendent of the background knowledge of the adversary, and it
can provide a stronger privacy protection ability than the
traditional anonymous protection mechanism. However, the
differential privacy protection technology is difficult to be
applied to the application scenarios where multiple data
owners do not collude.

-e server aggregates the user’s personal disturbance
reports from the client and decodes them to obtain valuable
statistical information, while local privacy sets the privacy
protection mechanism directly at the client. To avoid the
privacy leakage of the untrusted third-party server, this
process does not need to collect the client’s real original data
information, and it can be applied to a variety of complex
collection scenarios. Although differential privacy protec-
tion technology improves privacy protection to some extent,
noise introduces changes in the original data distribution,
reducing the accuracy of results and data availability. Dif-
ferential privacy technology can be used to store databases,
effectively resolving the local storage privacy security
problem [24]. Differential privacy, on the other hand, re-
solves the local storage privacy leakage problem. Secure
multiparty computing is based on the assumption that
multiple service users who do not trust each other exchange

data information via secure multiparty protocols, allowing
each service user to perform distributed machine learning
tasks based on their own data. Federated learning, as a
distributed machine learning framework, aims to train a
high-quality centralized model while keeping local training
data distributed on clients and allowing multiple users to
train the same learning tasks at the same time. Each user
downloads the global model, calculates the local model’s
update using the local data set, and uploads the update to the
central server at the end of each training round. To calculate
a new global model, the central server combines the local
updates from clients.

3.2. Construction of Privacy Protection Model Based on Ma-
chine Learning. Machine learning is a branch of artificial
intelligence. Machine learning is a scientific study of algo-
rithms and statistical models used by computer systems to
gradually improve the performance of specific tasks. -e
machine learning algorithm is a mathematical model based
on the so-called “training data set.” It can complete fore-
casting or decision-making problems without the guidance of
a specific program. Most of the traditional machine learning
training algorithms are only suitable for single machine
learning. -erefore, machine learning in the distributed en-
vironment needs the corresponding distributed machine
learning platform to complete. Machine learning algorithms
are closely related to computational statistics. Machine
learning problems can often be attributed to an optimization
problem. -e theory of optimization provides a theory and
method for machine learning. In machine learning security,
the adversary model is often used to describe the strength of
an adversary. Distributed machine learning has three ad-
vantages:① using data distributed in different nodes to train
the model together increases the accuracy of the model. ②
Storage units distributed in different nodes are used to store
data, which increases the data set capacity for model training.
③ -e computing units distributed in different nodes are
used for training, which enhances the computing ability of the
system itself. Machine learning is widely used in data mining,
computer vision, e-mail filtering, detection of credit card
fraud, and medical diagnosis and analysis. While machine
learning is widely used in various fields, it also brings many
threats to security and privacy. Generally speaking, learning in
machine learning can be divided into three categories: su-
pervised learning, unsupervised learning, and reinforcement
learning. In supervised learning, the machine learning al-
gorithm is based on a set of data sets with standard input and
output. Supervise the use of data of known labels or classes. In
unsupervised learning, the algorithm establishes a mathe-
matical model of a set of data, which only contains the input
but not the expected output. Reinforcement learning is based
on the maximization of some scalar reward goals, based on
data and some future rewards. However, this type of learning
is limited to dealing with a small number of key parameters.
-e general process of personal information processing is
shown in Figure 2.

Vector homomorphic encryption is a homomorphic
encryption scheme for vector encryption. In machine
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learning, there are many operations for vectors. -erefore, a
vector homomorphic encryption scheme is very important
for machine learning. Homomorphic encryption technology
is a kind of public key encryption system, which encrypts the
original data to protect the privacy of data. Homomorphic
encryption has its natural advantages, which makes it one of
the candidates for privacy protection solutions in the era of
big data. Its main advantage is that it can make the third-
party complete homomorphic operation of data without
decryption. -e security of a homomorphic encryption al-
gorithm is based on the difficulty assumption of the algo-
rithm, which can provide a good security guarantee.
Homomorphic encryption can encrypt both local data and
model parameters. Using homomorphic encryption to
support ciphertext calculation can solve the problem of
machine learning by combining multiple participants’ data
sets and provide a data security guarantee for machine
learning in a big data environment. -e algorithm frame-
work is divided into two parts: initialization and classifi-
cation. Initialization includes the following steps: data

preparation and data uploading; Classification includes the
following steps: query matrix generation, secure similarity
calculation, and secure multiparty calculation to obtain
results. -e homomorphic properties of subtraction and
scalar multiplication of the algorithm are shown in the
following formulas:

c1 − . . . − cn(  − 2l1Z1( modp3

� s
d

r1p2 + km1 + l1e1(  − . . . − rnp2 + kmn + lnen( 

− 2r′p2 + 2l1e1( modp3

�
Δ

s
d

rp2 + k m1 − . . . − mn(  − εp1( modp3

N × CT( modp3 � N × s
d

rp2 + kT( modp3 

�
Δ

s
d

rp2 + kNT( modp3,

(1)

where N is a positive integer; Z1 � Enc
e1
K (0) is a publicly

available value generated by the first data owner.
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Figure 2: Flow chart of personal information processing.
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-e correctness of decryption is guaranteed by the
following formula:

x �
Sc

w



q
�

S Mx + e( 

w



q
� x +

Se

w



q
. (2)

To recover plaintext x from ciphertext c and key S, the
condition |Se/w|< (1/2) needs to be satisfied. Because there
is the following formula:



m

i�1
|S|ei <

w

2
. (3)

Going a step further e is

|e|<
w

2m|S|
. (4)

-e following formula can be obtained:

Sc � wx + e. (5)

Before clients share local parameters, the parameters
are processed by a privacy-protecting and verifiable
mechanism, and the processed data is shared with the cloud
server, obfuscating each client’s local gradient and making
it difficult for the cloud to extract any useful information
from the collected gradient. Furthermore, a verifiable
mechanism ensures the accuracy of transmission results,
allowing for the effective detection of false results produced
by malicious clouds. Due to the introduction of noise, the
support vector machine algorithm scheme based on dif-
ferential privacy protection alters the distribution of
original data, lowering the accuracy, and usability of the
results. Individual user data will never leave the device if
local differential privacy is used. -e proposed protocol
strengthens data stream privacy protection, reduces at-
tackers’ options for destroying privacy and collects useful
statistical data. -e central idea of this paper is to query
data sets in batches. Because the homomorphic encryption
scheme supports homomorphic linear transformation
operation, all query vectors can be placed in the same linear
transformation matrix to achieve the purpose of the si-
multaneous query. In order to adapt to the distributed
characteristics of the system, the system adopts the dis-
tributed selection random gradient descent method to
update the model parameters. -e core of the distributed
random gradient descent method is the distributed and
cooperative deep learning protocol.

If pkl,i � pkl,j, skl,i � skl,j, then i � j. At this time, the
ciphertext polynomial kernel function of the data object mi

and the support vector gj can be expressed as follows:

pj,i � K SVj, Ci 

� sj,i + c(1) 
u

� 
d

z�1
c
∗
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Evaluate all ciphertexts cij(j � 1, 2, 3, . . . , li) of the i th
data owner as follows:
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Evaluating the ciphertext ci(i � 1, 2, 3, . . . , n). for all n

data owners is
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�
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-e correlation error is used as a measure of an average
calculation error, while MAPE is used as a measure of
frequency estimation error. -e absolute value of the pre-
dicted value minus the actual value divided by the actual
value is the correlation error. -e following is the definition
of the relevant error:

Related error �
yi − xi

xi




× 100%. (9)

-e absolute value of the difference between the esti-
mated and real frequencies is known as MAPE. Divide the
absolute value by the real frequency, then add these numbers
together and divide by the data range’s length. -e following
is the MAPE definition:

MAPE �


|D|
i�1 yi − xi( /xi




|D|
× 100%. (10)

-e ciphertext of personal data is of no use to individuals
and needs to be kept confidential to other data owners.
-erefore, the decryption algorithm of the ciphertext of
personal data is abandoned in the design. In this paper, the
algorithm classifies the test data set by calculating the
similarity between the test data set and the training data set.
-e test data set selects the most similar k data from the
training data set, and these k data confirm the label of the test
data by voting mechanism. Privacy difference realizes pri-
vacy protection by adding noise to the survey results, and the
added amount of noise not only protects users’ privacy but
also keeps data availability, so sensitivity becomes the key
parameter of noise control. In local differential privacy, the
concept of sensitivity is based on any two pieces of data. -e
mining sharing method similar to secret sharing in the al-
gorithm is to prevent the fall and conspiracy attacks. -e
sharing method ensures that different data owners have
different personal keys. -erefore, only when the databases
of all the data owners participating in the mining are spliced
into a joint database can the ciphertext mining results be
decrypted correctly.

4. Result Analysis and Discussion

-e privacy stream is released in real time using sliding
window technology in this paper. It lowers computing and
storage costs while also lowering privacy budget
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consumption when compared to traditional privacy pro-
tection methods. -e proposed protocol adaptively deter-
mines the window length of the stable subdata stream,
detects significant movement, opens a new window in time,
and captures the trend and distribution of the data stream to
further reduce storage space and better allocate the privacy
budget. -is section examines the antiattack performance of
this scheme as well as several comparison schemes in order
to verify the security of this method. -e performance of
these schemes against attacks is detailed in Table 1.

It can be seen that this scheme can defend against more
types of attacks and has higher security. In the distributed
selection random gradient descent method, a small number of
local model parameters are selected to update in each iteration,
and this selection process is completely random. -e dis-
tributed random selection gradient descent method assumes
that there are two or more participants, who are independent
of each other and participate in the training in parallel. After
each round of local training, participants share the gradients of
the calculated parameters, and each participant completely
controls which gradients to share and how often to share them.
To verify the impact of privacy budget on usability in real data
sets, different algorithms are used to conduct experiments on
real data sets. Figure 3 shows the impact of the privacy budget
on evenly distributed data sets. Figure 4 shows the impact of
the privacy budget on real data sets.

Experiments show that under different privacy budgets,
the usability of this algorithm is higher than that of the other
two algorithms, which proves that this algorithm is also
feasible in practical application. -e data encryption stage is
a constant complexity operation. After the encrypted data is
processed, the future expenses mainly come from the data
query users. As for secure multiparty calculation, the steps to
obtain the results are clear and simple, so the efficiency is
very high. In the comparative evaluation stage, this paper
does not consider the two stages of data preparation and
secure multiparty calculation to obtain the results. Different
schemes are applied to personal information privacy pro-
tection, and their security performance is compared. -e
results are shown in Figure 5.

Table 1: Anti-attack performance of different security schemes.

Serial
number Attack type Secure data

aggregation scheme
Secure data mining scheme on
vertically partitioned database

Mining scheme on
horizontal partitioned

database

-e security data
mining scheme in

this paper

1 Ciphertext-only
attack Can defend Can defend Can defend Can defend

2 Known plaintext
attack Can defend Unprotectable Unprotectable Can defend

3 Select plaintext
attack Can defend Unprotectable Unprotectable Can defend

4 Selected ciphertext
attack Unprotectable Unprotectable Unprotectable Unprotectable

5 Unauthorized
mining attack Can defend Unprotectable Unprotectable Can defend

6 Forgiveness attack Can defend Unprotectable Unprotectable Can defend

7 Unauthorized
decryption attack Unprotectable Unprotectable Can defend Can defend

8 Owner fall Unprotectable Unprotectable Unprotectable Unprotectable

3
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Figure 3: -e influence of privacy budget on evenly distributed
data sets.
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Figure 4: -e impact of privacy budget on real data sets.
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-e method in this paper is safe and has some practical
application value, according to the data in Figure 5. Sig-
nificant movement in the data stream indicates the occur-
rence of a new event or trend.-e newly observed tuples can
be added to the current window to form a stable subdata
stream if theymaintain the current window’s stability. A new
window should be opened if new trends in the data stream
emerge. Table 2 compares the results of various algorithms
in terms of performance.

It can be seen that the performance of this algorithm is
generally better than other comparison algorithms. Many
participants in the system participate in the training on the
same combined data set to complete machine learning and
ensure that no local information of the participants is leaked
to the central server during this process. Figure 6 is the
simulation diagram of the secure distance calculation
protocol.

From the data analysis, it can be seen that the decision-
making process of the scheme classification in this paper is
completely outsourced, and the data belonging to the master
only needs to undertake the encryption in the initial stage
and the decryption in the result acquisition stage. Com-
paring the adaptive framework algorithm and homomorphic
encryption algorithm with the algorithm in this paper, the
accuracy of different algorithms is shown in Figure 7.

It can be seen that the accuracy of this algorithm is
higher than that of the adaptive frame algorithm and ho-
momorphic encryption algorithm, and it has a certain su-
perior performance. -e experimental results show that the
proposed protocol has high practicability, which is appli-
cable to both numerical attributes and classified attributes
and can keep its practicability under different distributions
and data stream sizes. -is algorithm has a fast convergence
speed, and the average error rate decreases by 4.17%
compared with the traditional algorithm. Moreover, the
accuracy of this algorithm reaches 95.37%, which is about
8.76% higher than the previous algorithm. -e scheme
proposed in this paper has obvious advantages. At the same
time, it realizes multidata ownership setting, complete
outsourcing calculation, and zero communication con-
sumption. At the same time, it supports the inner product

kernel function and polynomial kernel function classifica-
tion. -is scheme can not only protect the privacy of the
stream, but also ensure high practicability, and the overhead
of storage and computing power is small.

5. Conclusions

In view of the threats to personal information privacy, we
need to further explore the defense technologies against
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Figure 5: Security comparison of different schemes.

Table 2: Performance comparison results of different algorithms.

Algorithm Average error Recall rate Accuracy rate
Distributed privacy
protection algorithm 0.548 0.874 0.862

Adaptive frame
algorithm 0.496 0.887 0.894

Homomorphic
encryption algorithm 0.217 0.926 0.918

K-means clustering
algorithm 0.301 0.894 0.901

Algorithm in this
paper 0.131 0.963 0.954
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Figure 6: Simulation diagram of safety distance calculation
protocol.
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poisoning attacks, confrontation attacks, and other attacks,
improve the robustness of the model, and study the defense
means against stronger attacks. In this paper, aiming at the
existing privacy protection of personal information, com-
bined with the research status at home and abroad, the
machine learning platform and homomorphic encryption
scheme are studied, respectively. By observing the charac-
teristics of big data and the new publishing mode, this paper
analyzes the potential risks of privacy leakage caused by data
association analysis. -en, the privacy protection criterion
matching its characteristics is studied, and the user’s demand
for data privacy protection and data availability is understood,
and a privacy protection model based on machine learning is
constructed. A privacy protection mechanism based on el-
liptic curve and homomorphic encryption is designed to
cover the local gradient of each client, which makes it difficult
for malicious adversaries and semitrusted cloud to reason the
original information of the data set. -e proposed privacy
protection mechanism keeps the high prediction accuracy of
the training model and balances the security and efficiency
well. In this paper, based on vector homomorphic encryption,
the similarity measure of vectors under ciphertext is designed.
It has the advantages of low interaction cost, safety, and high
efficiency. In order to verify the performance of the algorithm,
a lot of experiments are carried out. -e experimental results
show that this algorithm has a fast convergence speed, and the
average error rate decreases by 4.17% compared with the
traditional algorithm. Moreover, the accuracy of this algo-
rithm reaches 95.37%, which is about 8.76% higher than the
previous algorithm. Although this paper has achieved some
research results, there are still some shortcomings and places
to be improved in the research process. For example, the low
efficiency of the data fusion operation of local model pa-
rameter group ciphertext will be improved in the followup
work.
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Sports athletes are prone to certain injuries during high-intensity exercise training. In the process of treating an injury, images of
the injury site need to be collected and identified. However, the traditional recognition method cannot effectively extract the
features of the image. At the same time, it ignores the optimization of the damage image recognition results, resulting in low
recognition accuracy and poor efficiency. Binocular stereo vision technology can quickly and accurately detect moving objects.
+erefore, in order to more accurately identify high-intensity sports injury images, this study takes the high-intensity sports injury
images as the basic research object. Several processes of image processing based on binocular stereo vision are analyzed, and the
vulnerable parts of the body in high-intensity sports are also studied. Finally, the method in this study is verified.+e experimental
results show that the method proposed in this study reduces the average error rate by 0.19% compared with the traditional
recognition method. It can effectively identify and detect injury images, thereby improving the accuracy and stability of sports
injury image identification. +e identification time is also shortened accordingly, which has certain practicability and feasibility.
In addition, the binocular camera used in this study has high accuracy, and the obtained images of sports injuries are of good
quality, which lays a foundation for image detection and recognition.

1. Introduction

Athletes who participate in high-intensity and technically
difficult sports are more likely to sustain injuries during
exercise, such as cervical spine and lumbar spine injuries.
Binocular stereo vision closely resembles how the human eye
processes images. It is a very dependable and simple algo-
rithm that has proven its worth in a variety of fields. As a
result, this study proposes a binocular stereo vision-based
recognition method for high-intensity sports injury images,
which is critical for the repair and treatment of injured
athletes’ parts.

Timely detection and identification of injury sites in
athletes can more accurately diagnose the type and severity
of injuries. Some scholars have conducted some studies on
the identification of sports injuries. Prabhu et al. discovered
that diffusion tensor imaging, magnetic resonance spec-
troscopy, and fMRI can detect changes in encephalopathy.
+e pathological examinations he performed documented

progressive neuronal degeneration of the tau protein. It was
found that prevention, early diagnosis, and appropriate
treatment are the recommended methods for the treatment
of these diseases [1]. Zhu et al. used a research method based
on big data technology and CNN-based computer vision
technology and theoretical analysis related to sports me-
chanics and image recognition. His research provided
technical support for injury risk prediction in athletes [2].
Wang research purpose is to find how to intelligently process
images of soccer games based on computer intelligence
techniques. First of all, he identified and processed the
dynamic images of sports and collected static and dynamic
images of football. +e experimental results showed that the
systematic error of the auxiliary identification technology
based on the Internet of things is 0.63. So, his proposed
algorithm and the obtained experimental results effectively
demonstrate the reliability of using intelligent image rec-
ognition techniques for soccer sports image recognition [3].
Based on the characteristics of athletes, Ma et al. developed
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and designed a C/S mode athlete training process moni-
toring system, using GPS to obtain real-time position in-
formation of athletes. In order to reveal the changing laws of
various indicators of athletes under training, he followed a
series of physical conditions of the athletes, such as the
characteristics of physical functions, training programs and
arrangements, the status of brain functions, routine physi-
ological and biochemical indicators, and basic conditions of
injuries [4]. +e above researchers have combined the
treatment and prediction of sports injuries with intelligent
technology, which has played a certain role in promoting the
recovery of athletes, but they did not put it into practice and
lacked reliability.

Binocular stereo vision technology is a high-speed, high-
precision noncontact measurement method. For this tech-
nology, many scholars have conducted research. Lin et al.
aimed to develop a 3D image reconstruction method based
on laser line scanning (LLS) technology to establish a bin-
ocular stereo vision system for preliminary research on
obstacle detection technology for autonomous underwater
vehicles (AUVs). +erefore, the results of the stereo vision
system evaluation demonstrate the reliability and perfor-
mance of the tank [5]. Based on the binocular stereo vision
measurement principle and wireless sensing theory, Li and
Zhang studied the measurement and analysis method of the
athlete’s movement displacement parameters. He developed
a noncontact displacement measurement system. +e ex-
perimental results showed that the integrated displacement
measurement system designed in this study has high pre-
cision and good stability [6]. Lin et al. discussed one of the
foundations of 3D reconstruction methods in binocular
stereo vision, that is, feature matching. He studied the
operation principles, feature matching algorithms of bin-
ocular stereo vision system, and 3D reconstruction system.
Based on these studies, he proposed a set of more feasible
algorithms to improve the effect of 3D reconstruction [7].
Sun et al. established a perspective projection model of any
section of the elbow. Based on this model, he proposed a
method to locate the precise projected position of the on-
axis point on the image plane and reconstruct the 3D co-
ordinates of the on-axis point using binocular stereo vision.
He measured three bends of different diameters. Compared
with the classical method, this method effectively reduced
the reconstruction error [8]. +e abovementioned scholars
used this technology to analyze their research objects and
proved the reliability and stability of this technology, but
they did not conduct experiments on its application and
lacked data support.

After a series of experimental analysis, it can be con-
cluded that the error of the method in this study for the
coordinate positioning of the damage image is less than
0.5mm, and the error rate is less than 2%. +is shows that
the method in this study can locate the damage target more
accurately. +e recognition rate of the method in this study
is significantly higher than that of other methods, and the
lowest is more than 60%, which proves the operability of the
method. In addition, the method proposed in this study
consumes the shortest time when the number of recognized
images is different, and the lowest is 0.5 seconds. +is also

shows that the recognition rate of this method is the highest,
and it has great advantages over other methods. As the
number of experiments increases, the error rates of different
methods show different trends. +e error rate of the method
proposed in this study is much lower than other methods,
with an average of about 0.06%, and that of other methods is
about 0.25%. +is shows that the method proposed in this
study can reduce the error to a relatively low level when
recognizing sports-impaired images.

2. Binocular Stereo Vision, High-Intensity
Sports Injury, and Image Recognition

2.1. Binocular Stereo Vision. +ere are many ways that
humans get information, and 70 percent of it comes from
what people see. +erefore, vision has played an extremely
important role in the process of people observing the world
and understanding the world. Studies have shown that when
people see things with the left eye and see things with the
right eye, their perception of distance and spatial perception
of objects will become different. +e reason for this phe-
nomenon is that the positions of the two eyes of human
beings are different, which makes the things and images seen
by the left eye and the right eye different. However, when the
left and right eyes look at things at the same time, the neural
tissue of the brain will fuse the received image information to
form a sense of space for the object.+is formation process is
called binocular stereo vision. It is generally called BSV, that
is, binocular stereo vision. Binocular stereo vision is an
important part of computer vision [9–11].

+e theoretical basis of binocular stereo vision tech-
nology is parallax theory (as long as the parallax angle and
the baseline length are known, the distance between the
target and the observer can be calculated).+emain purpose
of this technology is to restore and reconstruct the depth
information and three-dimensional geometric coordinates
of pixels, the purpose of which is mainly achieved by ac-
quiring images. +e “image” here is based on the simulta-
neous acquisition of the left and right perspectives, so it has
certain passivity. With this technology, the real three-di-
mensional world can be quickly restored, providing the user
with a description of the location of the target during the
navigation process. Binocular stereo vision technology is
more comprehensive, and it contains a variety of subject
knowledge, such as optics, physics, and computer science.
+emost difficult and critical component of binocular stereo
vision technology is the process of camera position cali-
bration and feature matching. +e model structure based on
binocular stereo vision is extremely simple, and the oper-
ation efficiency is also very high, so its application prospect is
very broad. In particular, this model is widely used in the
automated production of factories.+e human eye is capable
of perceiving three-dimensional objects in three dimensions,
and binocular stereo vision systemsmimic this criterion.+e
simulation process is based on the principle of triangulation.
+is system uses imaging equipment and a computer to
perform a series of processing on images. +e system is
generally divided into four functional modules, as shown in
Figure 1.
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duced in detail. It consists of three components, namely a
binocular camera, a frame grabber, and a computer. First, as
the name implies, the binocular camera has two cameras,
which also allows it to collect two images of the detected
object from different positions. Second, the image acquisi-
tion card is connected to the camera and the computer, and
the specific process is as follows: first, the binocular camera
collects the image signal. +en, the acquisition card converts
the collected signal into a digital signal and then transmits
the digital signal to the computer. +e computer saves it to
the hard disk. +ird, the computer mainly completes a series
of tasks through algorithms, including image preprocessing
and segmentation, feature extraction, and stereo matching,
to calculate the three-dimensional geometric information of
the detected graphics and reconstruct the three-dimensional
scene.+e basic principle of binocular stereo vision is shown
in Figure 2.

+e image processing process of binocular stereo vision
will be introduced in detail as follows:

(1) Image Preprocessing [12, 13]. +e camera can capture
the image of the detected object, and then, the
capture card transmits the image captured by the
camera to the computer. In this process, it is easy to
be subject to various interferences, which leads to the
degradation of image quality and brings certain
difficulties to subsequent image recognition.
+erefore, image preprocessing becomes a necessity.
+e main purpose of image preprocessing is to
remove the interference factors in the transmission
process and enhance the pixels of the detected object
in the image. If this task is done well, it will be more
conducive to feature extraction and stereo matching
of detected objects. In addition, this process can
operate in both spatial (the two-dimensional plane
where the image plane is located) and frequency (the
spatial frequency of the gray value of the image pixel
changing with the position) domains simulta-
neously, so it can also effectively reduce noise.

(2) Selection of Color Space. When processing more
complex images, people usually select the part they
are interested in and extract the feature information
of this part. +is process is called image processing.
+e basic flow of general image processing and
recognition is shown in Figure 3. +e result frame of
image recognition based on binocular stereo vision is
shown in Figure 4. For image information of dif-
ferent difficulties, it is necessary to select an

appropriate color model, so as to facilitate its
analysis, and also help computer equipment to
quickly identify the characteristic information of the
image.+ere are many general color models. Among
them, hue, saturation, and intensity (HSI), lumi-
nance a and b (Lab), cyan, magenta, and yellow
(CMY), red, green, and blue (RGB) are relatively
common, which have different characteristics.

(3) Image Segmentation. Image segmentation [14, 15]
refers to dividing the basic information of an image
into several parts according to different character-
istics. +ese parts are called image elements. +e
advantage of doing this is that it is conducive to fast
matching of features. Each image element has its own
characteristics, so they are also very easy to identify
and distinguish. +e advantage of image segmen-
tation is that it can greatly reduce the workload of
computers and administrators, thereby further im-
proving the recognition efficiency of computers [16].
In general, there are various methods and classifi-
cation criteria for image segmentation, mainly be-
cause the basis of segmentation is different. Among
them, there are mainly three segmentation methods
based on gray threshold, region growth, and edge
detection. Among them, the first method is further
divided into the maximum value method, the av-
erage method, and the weighted average method, as
shown in Table 1.

(4) Extraction of Image Features. What this process
needs to do is to compare the different features of the
two images, so that the coordinates of the same point
in the three-dimensional space in the two different
images can be obtained. +e features of images can
be divided into local features (points, lines, surfaces)
and global features (polygons, images) according to
different classification [17] criteria, which can also be
divided into color, texture, shape, spatial relationship
features, etc. Different features use different
algorithms.

(5) Stereo Matching Process. Stereo relative refers to two
images taken by two cameras in a binocular camera

Image 2

Image 1

D

A1

A2

c

B1

B2

Figure 2: Basic principle of binocular stereo vision.

Binocular stereo
vision system

Image
acquisition

Camera
calibration

Stereo
matching

Three-dimensional
reconstruction

Figure 1: Functional modules of the binocular stereo vision
system.
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of the same object. +e purpose of stereo matching is
to discover and find the coordinates and relation-
ships of the corresponding points in the two images,
which is also the focus of 3D reconstruction. Stereo
matching is also known as disparity estimation, or
binocular depth estimation. Two algorithms are
available for this process, that is, local descriptions
based on invariants and statistical learning methods.
+is process is unique and reproducible, with some
physical meaning.

2.2. High-Intensity Sports Injuries. High-intensity exercise
training can greatly enhance the function of the human
body, so that the maximum oxygen uptake of the organism
can be improved, and myocardial functions such as heart
rate, speed, and endurance can be improved [18]. +e main
characteristics of high-intensity exercise training are shown
in Table 2. Under normal circumstances, the main contents
of high-intensity exercise training include running and
leapfrog, as shown in Table 3.

Sports injuries are clinically manifested as pain, swelling,
etc., at the injury site of different severities. High exercise

intensity is more likely to lead to muscle damage. As the
name suggests, sports injuries refer to various injuries
suffered by athletes during sports training [19]. Sports in-
juries are closely related to a series of factors, such as the
intensity of sports, the type of sports, training environment,
and sports auxiliary equipment. +e specific classification of
sports injuries is shown in Table 4.

In real life, injuries to athletes are unavoidable because
most high-intensity sports involve relatively intense con-
frontation. With the passage of time, the injury develops
concealment and long-term characteristics, causing per-
manent damage to the athlete’s body. Abrasions, sprains,
strains, and joint injuries are all common types of injuries

Image
acquisition

Image
preprocessing

Select color
space

Image
segmentation

Feature
extraction

Stereo
matching

Figure 3: Basic flow chart of image recognition.
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Figure 4: Structural framework of image recognition based on binocular stereo vision.

Table 1: Commonly used segmentation methods.

Segmentation method Operation Effect
Segmentation method based on gray threshold Grayscale processing Reduce redundant information
Segmentation method based on region growth Split by pixel Complete image extraction
Segmentation method based on edge detection Split according to contour Image segmentation

Table 2: Basic parameter information of high-intensity exercise
training.

Items Remarks
Environment Aerobic environment
Maximum load intensity 75%–80%
Heart rate About 140 times/min
Oxygen supply method Intermittent load method
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[20]. Abrasions are common in sports with more physical
contact. Scratches can occur as a result of falls caused by low
friction on the ground or excessive slippage, or as a result of
collisions or scratched fingernails as a result of physical
contact between athletes. Second, some high-intensity sports
have an excessive range of motion, resulting in injuries to the
athletes’ soft tissues and ligaments, particularly in the ankle,
knee, and waist joints. +ird, one of the most common
causes of injury is athletes’ lack of warm-up and preparation.
If the preparation is insufficient, the muscles, including the
thighs, calves, shoulders, and backs, will not stretch. Fourth,
if a joint injury, such as the metacarpophalangeal joints,
ankle joints, or knee joints, persists, it is likely to become an
old injury. Joint injuries are difficult to treat and can lead to
complications.

According to the above analysis, the reasons for the
injury can be summed up in three points, namely psycho-
logical reasons, physical quality, and objective factors. +ere
are also some preventive measures and strategies for these
three points, as shown in Table 5.

2.3. ImageRecognition andProcessing ofHigh-Intensity Sports
Injuries. To identify the injury image, the main cause of
sports injury must first be determined. +e formula for
calculating the injury rate of each sport in high-intensity
training is as follows:

ΔΔΔEB(Y) �

Δ
i�1 CΔΔΔ ΔΔΔ( 

L × βΔ
. (1)

In formula (1), βΔ refers to the parts of the body that are
easily damaged during high-intensity training; L refers to
the maximum heart rate before high-intensity exercise; and
ΔΔΔ refers to the severity of the injury. CΔΔΔ refers to
different sports, and Δ refers to the number of vulnerable
parts.

All factors that contribute to an athlete injury are as
follows:

S �
EΔ(Y) · R′
Δ × YℓΔΔ · ΔΔ

· BℓΔΔ. (2)

Table 3: Basic content of high-intensity exercise training.

Serial numbers Contents Exercise intensity
1 800 m jogging 6 min to complete
2 5 times× 5m turn back to run 3 groups, rest 2min between groups
3 50m run 5 groups, rest 1min between groups
4 Leapfrog 3 groups, each group 20 times, rest 3 min between groups5 Squat
6 Relax and stretch 5min

Table 4: Basic classification of sports injuries.

Division angle Classification Remarks

Damage property Chronic injury Heavy local body load
Acute injury Muscle strain

Damaged tissue structure Skin, muscle, joint, and nerve injury

Damage degree

Mild injury No effect on normal
training or competition

Moderate injury Affect normal training or
competition for over 1 day

Severe injury Need hospitalization

Table 5: Causes of sports injuries and their prevention strategies.

Reason Specific description Preventive measure

Psychological quality
Focus on tactical skills Psychological counselling and mental health education

Psychological supervision

Less training Soothe and regulate emotions
Raise awareness of prevention

Physical quality
High physical consumption Strengthen physical fitness and strength training

Develop training programs

High demand for strength Improve basic physical fitness
Standardize and correct tactical actions

Objective reasons
Improper infrastructure maintenance Strict requirements and specifications

Check the equipment regularly

Clothing discomfort Meet reasonable requirements
Check and prevent damage
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In formula (2), BℓΔΔ refers to the various causes of
damage; YℓΔΔ refers to the probability of various damage
types; and EΔ(Y) refers to the law of damage.

+e relationship between high-intensity exercise training
intensity and injury is as follows:

Kα �
ΔΔΔGB(Y)

S × BℓΔΔ
ΔS0. (3)

In formula (3), S0 refers to the probability of injury to
various joint parts of sports players.

+e relationship between sport and injury severity is as
follows:

P(Δ) �
ΔΔ · ΔΔϕ ΔΔ( 

βΔ
×
L Δ,ΔΔ( 

ΔΔΔ
+ Δ. (4)

In formula (4), ΔΔ refers to the injury site; ϕ refers to the
general pattern of the injury; and ΔΔ refers to the duration of
the sportsman’s exercise. Δ refers to the important part of
the injury.L(Δ,ΔΔ) refers to the proportion of the number
of people injured in each sport.

+e statistical formula of the injured parts that sports
athletes are prone to produce in the process of high-intensity
sports training is as follows:

X
M
Δ �
Δℓ ΔΔ(  · ΔΔ ΔΔ(  

RsΔΔΔΔ · RΔΔΔ
·

ϕ
P(Δ)

. (5)

In formula (5), Δ refers to the cumulative number of
injuries in sports athletes. Δℓ(ΔΔ) refers to the type of cause
that causes the injury, and ΔΔ(ΔΔ) refers to the ratio of
various causes of injury.RSΔΔΔΔ refers to the joints that are
susceptible to injury, and RΔΔΔ refers to the joints with the
highest proportion.

+e main factors of sports athlete injury are as follows:

E(A) � XΔ
AP(Δ)

QΔΔ
× Y. (6)

In formula (6), Y refers to the detection of high-in-
tensity exercise training intensity.

+e basic law of the formation of the main factors is as
follows:

Nω �
Δ(B)Δc
β × ω · α

. (7)

Here, c refers to the maximum speed and endurance of the
athlete, and β refers to the characteristics of the injury. ω
refers to the probability of an injury occurring, and α refers
to the severity of the injury.

+e main factors of the injury are classified, the formula
of which is as follows:

ΔΔΔYΔ � ΔΔΔΔ ·
ΔΔ − ΔΔℓ
(Δ(c)∗ χ)

· αNφ. (8)

In formula (8), Δ(c) refers to the variability of injuries
among sports players, and α refers to the type and severity of
injuries. ΔΔΔΔ refers to the injury probability of each part;
ΔΔℓ refers to the probability of injury caused by strains and
sprains; and χ refers to the training volume of athletes.

+en, the sports injuries and their causes are classified
and counted. +e formula is as follows:

UΔΔ(Δ + 1) �
VUΔΔ + BΔΔΔΔ(Δ) − YΔΔ(Δ)

YΔΔ(Δ) +ℶ · ΔΔ
ΔΔΔYΔ. (9)

In formula (9), ℶ refers to training phases with different
intensities; ΔΔ refers to training time; and UΔΔ refers to the
speed of the athlete. YΔΔ refers to the endurance time of
athletes; BΔ refers to the weight of the cause of injury; and
ΔΔΔ refers to the injury rate caused by the characteristics of
different sports. (Δ) refers to the training level of the athlete.

+e relationship between the training history process
and the probability of sports injury is expressed as follows:

G �
θ
ΔΔΔ · δ

P∗UΔΔ(Δ + 1). (10)

In formula (10), θ refers to the historical process of an
athlete’s injury; ΔΔ refers to the injury samples collected; and
P refers to the basic situation and data information of the
athlete.

After analyzing the cause of the injury, the grayscale
conversion operation on the image of sports injury can be
performed. If the motion-impaired image is colored, its
pixels are represented by three bytes, which correspond to
the brightness generated by the three components of R, G,
and B. +e formula for grayscale conversion is as follows:

GΔΔΔ(Δ,Δ) � S(Δ,Δ) + F(Δ,Δ) + A(Δ,Δ). (11)

+e converted grayscale image is represented by a 24-bit
image, which can effectively improve the recognition effi-
ciency of high-intensity sports injury images. To further
improve the recognition effect of sports injury images, it is
necessary to extract the basic contour of the injury site.
According to the characteristics of the damage image itself,
the curve fitting method (substituting the existing data into a
mathematical expression through mathematical methods) is
used to obtain the final damage contour.

To make the model of the damaged contour reach a state
where the active contour converges on the edge of the
damaged part, the contour energy is calculated. Its formula is
as follows:

F(B) � βFΔΔ(B) + αFΔΔ(B) GΔΔΔ(Δ,Δ). (12)

Here, F(B) refers to the energy value of the broken
contour, and FΔΔ(B) refers to the internal energy value of
the active contour. FΔΔ(B) refers to the external energy
value of the active contour. β and α refer to the weight
coefficient.

+e image is divided to get the center of the target
contour. +e formula is as follows:

Δ �
1
Δ



Δ

Δ�1
ΔΔ, (13)

Δ �
1
Δ



Δ

Δ�1
ΔΔ. (14)
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After the basic contour of the damage is extracted, the
transformation analysis method is used to initially identify
the damage site. +e digital matrix is constructed according
to the obtained number and information of the pixel points
of the damaged position. To improve the recognition ac-
curacy, the length pattern with the feature vector of sixty-
four is selected. +e mean of the image population vector is
as follows:

λ �
1
Δ



Δ

Δ�1
ΔΔ · F(B). (15)

In formula (15), Δ refers to the number of sports injury
images.

Next, a matrix B is set and the eigenvectors of the
covariance matrix are calculated. +e formula is as follows:

ΔΔ � B
1
���μΔ

√ Y · ΔΔ · λ. (16)

Here, ΔΔ refers to the eigenvector values of the matrix
and μΔ refers to the nonzero eigenvalues of the matrix. ΔΔ
refers to the vector corresponding to the nonzero
eigenvalues.

All training samples and image samples are projected
into eigenspace T, and the projection coefficient is calcu-
lated. +e formula is as follows:

ΔΔ � T
S

· ΔΔ. (17)

Next, the Euclidean distance is used to calculate the
minimum distance, which is the initial recognition result of
the image sample. +e calculation formula is as follows:

Δ(Δ,Δ) � 
Δ

Δ�1
ΔΔ − ΔΔ( 

2⎡⎣ ⎤⎦

1/2

. (18)

Here, Δ(Δ,Δ) refers to the Euclidean distance (the
straight-line distance between two points in Euclidean
space) between image samples and training samples, and Δ
refers to the number of training samples.

Next, the binocular stereo vision algorithm is used to
further identify it, and the area of the damaged part is
calculated. +en, the function of the position target of the
camera can be expressed as follows:

KΔ � 
Δ

Δ�1
UΔ − Δ2Δ · Δ(Δ,Δ). (19)

Here,UΔ refers to the pixel cluster center, and Δ refers to
the number of pixel cluster centers of the camera. ΔΔ refers
to the clustered object, and the minimum value ofKΔ is the
best clustering point, that is, ΔΔΔKΔ.

Combined with the above analysis, the relative area of
the damage image can be calculated, namely as follows:

AΔΔΔℓΔΔΔΔ �
V′

C′
  ·

G′

C′
 . (20)

Here,V∗ refers to the number of long pixels in the lesion
image; G∗ refers to the number of wide pixels in the lesion
image; and C∗ refers to the resolution of the image.

After segmenting the image, the absolute area of the
damaged image is as follows:

AΔΔΔΔ �
Q

Q′
· AΔΔΔΔΔΔΔℓ · ΔΔΔKΔ. (21)

Here, AΔΔΔΔ refers to the pixel area of the damaged
part; Q refers to the total number of pixels in the damaged
part; and Q∗ refers to the total number of image pixels.

3. Comparison of Recognition Effects of
Different Damage Detection Methods

To identify images of sports injuries, it is first necessary to
locate the injury target. Next, some samples of sports injury
images are selected, and then, three-dimensional recon-
struction is performed on the coordinates in the samples, to
perform the localization test of the method proposed in this
study. +e result obtained is shown in Figure 5.

According to Figure 5, it can be known that the error
between the method in this study and the actual value is less
than 0.5mm, and the error rate is less than 2%. +is shows
that the method in this study can locate the damage target
more accurately. Next, to verify the overall performance of
high-intensity sports injury image recognition based on
binocular stereo vision proposed in this study, one hundred
athletes are selected, whose specific conditions are shown in
Table 6.

+en, the instrument of the binocular stereo vision
system is used to collect the data of the injured part of the
subject. It is compared with other injury detection methods,
to verify the recognition efficiency and time-consuming of
the method in this study. Other damage detection methods
include linear discrimination, ultrasound image features,
and improved spectral clustering. For the convenience of
expression, these methods are abbreviated as linear dis-
criminant (LD), UIF, and ISC, respectively. Figure 6 shows
the recognition rate results of different methods of damage
detection.

It is obvious from the experimental data in Figure 6 that
the recognition rate of the first two methods is an inverted
U-shaped curve, and the recognition rate is relatively low as
a whole. +e recognition rate of the third method fluctuates
greatly and is extremely unstable, so it is not very feasible.
+e recognition rate of the method in this study is signif-
icantly higher than other methods, and the lowest is more
than 60%, which proves the operability of the method. In
fact, the number of images to be recognized also has a certain
impact on the recognition rate. +erefore, the selection of
the detection method is adjusted, and the improved spectral
clustering is replaced by the wavelet coefficient Hu; that is,
the LD, UIF, WCHU, and the method in this study are
compared. +e results are shown in Figure 7.

According to the data in Figure 7, it can be seen that the
method proposed in this study consumes the shortest time
when the number of recognized images is different, with a
minimum of 0.5 seconds. +is also shows that the recog-
nition rate of this method is the highest, and it has great
advantages over other methods. Next, different times of
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experiments are carried out, and the recognition error rates
of these methods are compared. +e comparison results are
shown in Figure 8.

According to the data in Figure 8, it can be seen that with
the increase in the number of experiments, the error rates of

different methods show different development trends. +e
error rate of the method proposed in this study is much
lower than other methods, about 0.06% on average, and
about 0.25% for other methods, which shows that the
method proposed in this study can reduce the error to a
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Figure 5: Comparison of 3D reconstruction coordinates and actual targets.

Table 6: Details of the experimental subjects.

Items Remarks
Male/person 55
Female/person 45
Height range (cm) 162–183
Weight range (kg) 44–75
Training program Weightlifting, long-distance running, long jump, high jump, basketball, football, table tennis
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Figure 6: Comparison of recognition rates of different damage detection methods.
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relatively low level when recognizing images of sports
injuries.

4. Conclusions

High-intensity sports injuries can take a variety of forms.
+e longer a training period lasts, the more likely an athlete’s
body part will sustain repeated injuries. As a result, current
research is focusing on how to reduce sports-related injuries
by identifying injury images. +ere have always been issues
with low recognition precision and frequent occurrences of
errors in the process of recognizing damage images. +is
study proposes a binocular stereo vision-based method for
high-intensity sports injury image recognition, and the
damaged images are processed, including contour extraction
of damaged parts and pixel calculation. +e experimental
analysis demonstrates the method’s reliability and

applicability, which is embodied in high recognition accu-
racy, short recognition time, and high recognition perfor-
mance. However, there are some drawbacks to the method
proposed in this study. +e recognition accuracy and speed
of the method in this study need to be improved for images
of damaged parts with less obvious edge features. In the
future, more research into this area will be conducted.
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Food safety is a major concern that has an impact on the national economy and people’s lives. �e food industry has grown in
quality and innovation in tandem with the rapid development of the economy and society. �e emergence of new food
technologies, as well as changes in dietary habits, has increased public concern about food safety. With the emergence of various
counterfeit and substandard products, food quality and safety testing have become even more important. Traditional testing
methods rely on sensory analysis and physical and chemical analysis.�is approach is subjective and poorly adapted to the general
public. It requires a high level of technical operation and is di�cult to carry out on a large scale. To address this situation, this
paper proposes an intelligent approach to food safety quality testing. �e core idea is, �rst, to use sensors to collect data on the
various components of the sample to be tested. Second, the random forest (RF) model used in this paper is trained. �ird, the
trained model is used to classify and identify the test samples. Based on the classi�cation results, a conclusion is drawn as to
whether the food product is a variant or a counterfeit. �e advantage of this study is that the training model used is a weighted RF
algorithm based on mutual information. �e correlation between any two decision trees is calculated using mutual information,
and for the more correlated decision trees, only the one with the highest evaluation accuracy is retained to form a new RF, and the
evaluation accuracy is converted into voting weights, resulting in an RF model with less redundancy and higher evaluation
accuracy. �e experimental results show that the method used in this paper can successfully identify spoiled or counterfeit
products and has good practicality.

1. Introduction

Food safety usually means that the items people consume are
nontoxic; that is, they do not cause any harm to the body
after consumption, and they provide the body with the
nutrients it needs [1, 2]. Food safety is not just something
that the producer needs to be aware of since there are
multiple components involved in the process of food from
production to consumption. Food safety is a matter that is
jointly guaranteed in many �elds. Eating is one of the most
important things for human beings. �erefore, food safety
and security are of the utmost importance. With the de-
velopment of technology, many unscrupulous businessmen
use high technology to make some poor-quality food

products for sale to earn high pro�ts. �e packaging of these
foods often looks attractive, and the food looks fresh and
tasty. In order to achieve the purpose of attracting cus-
tomers, unscrupulous businessmen will use some ingredi-
ents that are toxic and harmful to the human body. And
consumers often focus only on the packaging or indication
of the food and lack of food safety awareness. Consumers
should therefore increase their awareness and knowledge of
food safety, develop a healthy and scienti�c view of con-
sumption, and actively participate in the regulation of food
safety to ensure food safety and health. �e protection of
food safety is the legal responsibility of all food producers
and operators, governments at all levels, and relevant reg-
ulatory agencies. Regulation should be continuously
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strengthened to promote a steady improvement in the in-
ternal management capacity of producers and operators by
enhancing constraints from society. At the same time, the
whole community must take an interest in and maintain
food safety and support the work of the government. At
present, many consumers have little awareness of the im-
portance of safety management in food businesses,
knowledge of consumer culture is still lacking, and the basis
for social development of food safety is still not strong.
When we are in food safety and find illegal problems, we
should take positive action and take the initiative to report
them to the regulatory authorities, rather than just com-
plaining and grumbling, not to mention creating false in-
formation out of thin air, which will only interfere with
normal regulatory work and bring about consumer panic,
with the ultimate victim being the consumer.

Food quality and safety are very important, and the gov-
ernment is also the introduction of relevant policies to protect
the quality of food. *e current policy is mainly from the
following aspects. *e first is to strengthen the quality control
of food sources and strict food into themarket trading system.
Food safety must start at the source, from planting, breeding,
production and processing, wholesale and retail, and con-
sumer four links to carryout a full rangeof supervision.*euse
of computers and othermodern technicalmeans is to establish
a series of systems such as commodity labeling and quality
tracing. *e second is to establish an industry self-regulatory
mechanism to ensure food safety.*e credit self-regulation of
food production and operation enterprises is particularly
important to ensure food safety. *erefore, it is necessary to
accelerate the construction of a food safety credit system and
establish industry credit standards for food distribution en-
terprises. We should strengthen the legal system construction
and integrity education for operators and urge enterprises to
improve their awareness of integrity, quality, and legal oper-
ation. *e third is the establishment of food safety standards
and inspection and testing systems. Product and health
standards are established comprehensively related to food
safety, and a food safety standards system is built. At the same
time, the food safety testing system is improved to ensure that
the hygienic quality of food listed for sale meets the require-
ments of health standards. Fourth, a traceability system that
can be traced back to the source is established. Food safety is a
complexprocess thatmust consider all stagesof the foodchain,
from farm to fork.

*e government has given a series of safeguards from the
production of food to its final consumption in people’s
mouths. *e most important part of the whole safeguarding
process is the occasional inspection of food quality. Tradi-
tionally, food quality checks have relied on manual in-
spection by quality inspectors, which is both energy and time
consuming and inefficient. As a result, in recent years,
smarter methods of food quality inspection have emerged
one after another. *e core idea is to identify the quality of
food by recognizing the taste of the food. Reference [3]
proposed an improved K-means algorithm for detecting
spoiled food. *e core idea of the study is to segment the
pictures of food products in order to determine the degree of
spoilage. Reference [4] uses deep learning algorithms based

on computer vision techniques to detect and analyze the
quality of complex food products. Reference [5] devised a
relationship between food quality and preservation condi-
tions based on Fourier’s law of conduction. Reference [6]
proposed a quality inspection technique for frozen foods.
*e core technique used in this study was Raman spec-
troscopy. Reference [7] introduced blockchain technology
for the storage and preservation of food products, thus
guaranteeing food quality and safety. Reference [8] sum-
marizes a variety of deep learning techniques applied to the
inspection of food quality such as fruits, vegetables, and
meat. Reference [9] uses image processing techniques ap-
plied to the detection of egg quality. *e study combines
hyperspectral imaging, multivariate analysis, and image
processing to identify the freshness of eggs as well as the
breakage of eggs. Experimental results showed that this
aspect was able to achieve a detection rate of over 97%. For
quality detection of palletized packaged food, reference [10]
used a deep neural network based on a principal component
analysis network. Experiments were conducted using sup-
port vector machines (SVM) [11] as well as K-nearest
neighbours (KNN) [12] for experimental comparison, which
showed that the study has advantages not only in terms of
detection accuracy but also speed. From the above studies, it
can be seen that for food quality inspection, more and more
scholars are introducing intelligent algorithms such as
machine learning algorithms [13–15] and deep learning
[16–18] algorithms. *e use of intelligent technologies has
indeed improved the efficiency and accuracy of food quality
inspection and saved human and material resources. In this
paper, RF algorithm is introduced for food quality inspec-
tion based on taste analysis. Experiments on vinegar dem-
onstrate the effectiveness of the method in this paper.

2. Relevant Knowledge

2.1. Taste Analysis Methods. It is well known that the taste
signals received by the human brain are produced by taste
receptor cells in the mouth (mainly the tongue). *ese taste
receptor cells interact with specific chemicals in food. Dif-
ferent types of taste cells are sensitive to specific flavour
substances. *is property enables humans as well as animals
to recognize different tastes. Early artificial taste systems
used generic sensors or methods to recognize the physi-
cochemical properties of food. For example, for salty tastes,
they can be measured using conductive agents, and for sour
tastes, their pH can be measured directly to characterize the
acidity. *e most primitive calibrations were obtained using
a comparison of the human evaluation of salty and sour
flavours and the quantitative values detected by the sensors.
AsHumans have vague descriptions of taste, e.g. “a little
sour”, “very sour.” *e machine, on the other hand, obtains
precise measured values. *is method therefore only yields
results that are not uniform. Later research, towards mul-
tisensor multicomponent analytical chemistry methods,
which rely on specific chemical sensors, is difficult to im-
plement and difficult to generalize.

On the other hand, there is ongoing research into the
underlying perceptual mechanisms of the taste nerve. It has
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been found that taste cells are not actually sensitive to only
one chemical substance but respond to a variety of sub-
stances. At the same time, when different taste nerve cells
perceive a stimulus at the same time, they transmit their
respective signals to the center, which ultimately decides
what type of taste stimulus to receive. A diagram of this
process is shown in Figure 1. *is mechanistic under-
standing is the cornerstone of modern taste sensing and
analysis, resulting in the approach of cross-response sensor
arrays. *at is, a small number of types of sensors, through a
mechanism similar to that of a neural network, are ulti-
mately able to identify a larger number of types of taste
stimuli. *e number of stimulus types is an order of
magnitude greater than the number of sensor types. Im-
portantly, this approach draws on bionic ideas and breaks
through the constraints of strongly selective taste sensors.

*e traction in this mechanistic understanding has led to
a move away from reliance on specific taste sensors for taste
sensing. Tests have been carried out using less selective sets of
sensors, which are analyzed by chemical analysis methods as
well as by pattern recognition methods. *is approach
allowed pattern recognition to be used naturally in taste
recognition scenarios. *is was followed by the development
of artificial taste sensing. And nowadays, the conceptual
definition of taste sensors and electronic tongues and the
mathematical processing methods used have gradually be-
come clearer. With the development of materials, computers,
and physical-chemical testing techniques, more sensors are
available, and the accuracy and range of tests have advanced
dramatically. A schematic representation of modernmethods
of artificial taste analysis is shown in Figure 2.

2.2. Application of Taste Analysis Methods. With the rapid
development of electronic tongues and taste sensors, the
recognition of types of taste is no longer limited to the
recognition of simple basic characteristics such as sweet,
sour, bitter, spicy, and salty. Application scenarios now
include flavour and quality recognition, such as flavour
recognition of alcohol and beverages, determination of the
quality of liquid and solid foods, and can even be used to
distinguish minor differences between different manufac-
turers’ brands of the same type of food. More work has been
carried out on the artificial taste analysis of liquid beverages
than on the taste analysis of solid foods. A large body of
literature deals with, for example, fruit juices, alcoholic
beverages, and liquid flavourings. Reference [19] used
multiple sensors to capture the composition of red wine in
order to correctly differentiate the taste of red wine. Pattern
recognition techniques were also used to perform operations
such as preprocessing and classification of the collected data
from the red wines. *e experimental results show that the
method used in this literature can successfully identify red
wines as well as nonred wines. Reference [20] used a highly
cross-selective sensor to capture the composition of red
wines and combine it with principal component analysis and
clustering algorithms to model and identify changes in the
taste of red wines during storage. Reference [21] used an
electronic tongue to capture the concentration of bisulphite

in wine and trained a prediction model using the PLS
method. *e results showed that the method was effective in
predicting the bisulphite concentration. PLS combined with
linear discriminant analysis (LDA) was used in reference
[22] to determine the taste of yellow wine (a Chinese rice
wine). *e data were used to analyze the taste characteristics
of yellow wine from various regions.

3. Improved RF-Based Food Quality
Detection Algorithm

3.1. Traditional RF. In the 1980s, Breiman et al. developed
the classification tree algorithm, which was much less
computationally intensive than repeatedly dichotomizing
data for classification or regression. Breiman combined the
classification trees into an RF in 2001 by randomly gener-
ating many classification trees and then aggregating the
classification tree results. RF improves prediction accuracy
without requiring significantly more computing power. RF
is considered one of the best current algorithms because they
are insensitive to multicollinearity. RF can deal with noisy
and unbalanced data very well, which is one of the important
reasons why the algorithm can be widely used.

RF selects n samples from the N training samples, which
are typically much smaller than N, and repeats the process C
times to generate C decision trees. When splitting each node
of the decision tree, d attributes are chosen at random from
all D attributes, and the best attribute from the d attributes is
chosen as the splitting attribute. *e CART algorithm is
commonly used to select the splitting attributes. *e Gini
index can determine the splitting attributes in this algo-
rithm.*eGini value ofV is calculated by (1). Assuming that
the proportion of the i-th category in the current sample set
V is si, where Si � 1 and k denotes the total number of
categories.

taste buds

sour
sweet

bitter

salty

umami

nerve center

taste

?? ?

Figure 1: Nerve center determines taste stimuli.
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Gini(V) � 1 − 

|k|

i�1
s
2
i . (1)

*e Gini value is taken to be between 0 and 1. *e test
attribute β is used to dichotomize the random variableV into
two categories V1 and V2, and then, the Gini index for
attribute a is calculated as follows:

Gini(V, β) �
V1




|V|
Gini V1(  +

V2




|V|
Gini V2( . (2)

Assuming that the set of candidate attributes is
(B � β1, β2, . . . , βd), then the attribute that minimizes the
Gini index after division is selected as the optimal divided
attribute.

β∗ � argmin(Gini index(V, β)). (3)

3.2. Improving RF. Traditional RF generates decision trees
with high similarity, rendering the trained model obsolete.
Furthermore, in the voting process, all decision trees are
given the same weight by default, ignoring any differences in
performance between different decision trees. To address
these issues, this paper proposes IRF that incorporates
mutual information and a weighting strategy to optimize the
RF. *e correlation between any two decision trees is cal-
culated using mutual information, and only the one with the
highest evaluation accuracy is retained for the more cor-
related decision trees, forming a new RF and converting the
evaluation accuracy into voting weights to obtain a RFmodel
with less redundancy and higher evaluation accuracy.

Mutual information is used to measure the interde-
pendence between two variables. For two sets of given

random variables X1 and X2, their mutual information is
expressed as

MI X1, X2(  � L X1(  
x1∈X1


x2∈X2

p x1, x2( log
p x1, x2( 

p x1( p x2( 
,

� L X1(  + L X21(  − L X1, X2( ,

(4)

where p(x1, x2) is the joint probability distribution ofX1,X2,
p(x1) and p(x2) are the marginal probability distributions
of X1, X2, respectively, and L(X1) is the information entropy
of X1, which is calculated as

L X1(  � − 
x1∈X1

p x1( logp x1( , (5)

where p(x1) denotes the probability of event x occurring;
L(X2) is the information entropy of X2, and L(X1, X2) is the
joint entropy, which is calculated as

L X1, X2(  � − 
x1∈X1


x2∈X2

p x1, x2( logp x1, x2( . (6)

For a decision tree li (i� 1, 2, ..., C) in a RF,MI(li, lc) (c ≠
i) represents the mutual information of the decision tree li
and lc. In this paper, MI (li, lc) (c ≠ i) is used to calculate the
correlation between decision trees li and lc. *e formula is

MI li, lc(  � MI zi, zc( , (7)

where zi (i� 1,2, ..., C) is the i-th decision tree’s output state.
*e greater the value of MI(li, lc), the greater the correlation
between the two decision trees, and the greater the degree of
information overlap. A group of decision trees with mutual
information values greater than a threshold ε will be
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Figure 2: Artificial taste analysis.
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combined by calculating the mutual information of any two
decision trees. MI(li, z) represents the mutual information
between the decision tree li and the actual label z, that is, the
correlation between the decision tree li’s output evaluation
result and the actual evaluation result. *e equation is

MI li, z(  � MI zi, z( . (8)

*e larger the value of MI(li, z), the higher the evalu-
ation accuracy of the decision tree li. Finally, the decision
trees with less correlation and higher accuracy are formed
into an IRF. *e steps of IRF implementation are as follows:

(1) Step 1: get the training set X � (x1, y1), (x1, y1),

. . . , (xN, yN)}, validation set X′ � (x1, y1), (x1,

y1), . . . , (xL, yL)}, xi is the sample, and yi is label.
(2) Step 2: draw n samples from X by bootstrap sampling

and repeat T times to obtain T training sets.
(3) Step 3: for each internal node of the decision tree, d

attributes are randomly selected from the sample D
attributes, and the best splitting attribute among the
d attributes is chosen as the test attribute of the node.

(4) Step 4: generate T completely random decision trees
to form a RF R � l1, l2, . . . , lt .

(5) Step 5: input the validation set X′ into R to get the
result.

(6) Step 6: based on the results, the correlation between
each decision tree and the rest of the decision trees is
calculated in turn. All the decision trees with
MI(li, lc)(i≠ c) greater than the threshold ε are
combined into one decision tree group. If the cor-
relation between h, and all other decision trees is less
than or equal to the threshold ε, then the decision
trees are grouped separately.

(7) Step 7: repeat step 6 for the out-group decision trees
in order until all decision trees are grouped.

(8) Step 8: obtain the decision tree with the highest ac-
curacy in each group based on the accuracyMI(li, z).

(9) Step 9: form a new RF from the obtained decision
trees R′ � l1′, l2′, . . . , lt′ .

When evaluating the input sample data, the traditional RF
has thesamevotingweight foreachdecisiontree,which ignores
the influence of the evaluation accuracy of different decision
trees on the final result and reduces the evaluation accuracy of
the RF as a whole. In order to increase the number of decision
treeswith high evaluation accuracy and reduce the influence of
decision trees with low evaluation accuracy on the final eval-
uation results, this paperproposes aweightedvotingmethod to
convert the evaluation accuracy into the voting weights of
decision trees. After the traditional RF is streamlined, the
evaluation accuracy matrix A of decision trees in the IRF is

A �

a11 a11 · · · a11

a21 a22 ⋱ a2c

⋮ ⋮ ⋱ ⋮

aG1 aG2 · · · aGC

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (9)

where agc denotes the evaluation accuracy of the c-th de-
cision tree for the g-th running state, where c� 1,2, ..., C, g

� 1,2, ..., G, G is the number of classes of evaluation results,
and C is the number of improved decision trees which
obtained by substituting the validation set X′ into IRF and
calculating the correctness of the output of each decision tree
for each class.

Based on the evaluation accuracy matrix, the weight
matrix Q is defined as

Q �

q11 q11 · · · q11

q21 q22 ⋱ q2c

⋮ ⋮ ⋱ ⋮

qG1 qG2 · · · qGC

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (10)

where Qgc is the weight of the p th tree for the g-th running
state, which is calculated as

qgc � agc. (11)

*e specific flow of the IRF is shown in Figure 3.

4. Experimental Analysis

4.1. Experimental Background. In recent years, there has
been an increase in the number of counterfeit and shoddy
products. *ese products often have identical outer pack-
aging, but the quality of the product varies. *is paper uses a
taste-based food quality detection method. To verify the
effectiveness of the method, data from different brands of
vinegar are collected and analyzed, and the brands of the
respective products are identified. If the results obtained by
the RF algorithm for a product captured do not belong to an
existing product class, this indicates that there is a problem
with the quality of the product. Based on this idea, a Chinese
food product vinegar was experimentally analyzed in the
experimental part. *e evaluation metrics used during the
experiments to quantify the effectiveness of the classification
models used in this paper are shown in Table 1.

Since the sample size collected during the experiment
was not very large, a 5-fold cross-validation method was
used to ensure the validity of the experiment, and 60% of the
sample overview was selected as the training sample and 40%
of the sample as the test sample. *e comparison algorithms
used were all classical classification algorithms, mainly SVM
[23], RF (RF) [24], radial basis function neural network
(RBFNN) [25], and Naive Bayes (NB) [26].

4.2. Vinegar Quality Inspection Experiment. *e taste of
different types of table vinegar is different because the raw
materials and processes used to make them are different.
Edible vinegar is an acidic condiment that is often used when
people cook ingredients. Protein, fat, carbohydrates, ash,
water, energy, riboflavin, sodium, potassium, calcium,
magnesium, iron, manganese, zinc, copper, phosphorus, and
selenium are the main components of table vinegar. Leucine,
isoleucine, lysine, methionine, cystine, phenylalanine, ty-
rosine, threonine, tryptophan, arginine, histidine, alanine,
valine, glycine, proline, glutamic acid, serine, and aspartic
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acid are all found in it. In this paper, a total of five types of
edible vinegar were selected: white vinegar, rice vinegar,
aged vinegar, balsamic vinegar, and sugar vinegar. *e
quantitative indexes of each edible vinegar are shown in
Table 2. I1, I2, I3, I4, and I5 represent total soluble sugar,
total acid, salt, sugar-acid ratio, and pH, respectively. *e
sugar-acid ratio was determined by averaging total sugar and
total acid.

Principal component analysis was conducted on the five
component indicators of the above five types of vinegar, and
the principal component score plots are shown in Figures 4
and 5. *e variance contribution of the first principal
component was 56.28 percent, the variance contribution of
the second principal component was 25.93 percent, and the
cumulative variance contribution of the first and second
principal components was 83.54 percent, explaining the

majority of the variance. *erefore, the first 2 principal
components can only represent 82.21% of the information
contained in the original 5 physical and chemical indicators.
In addition, the five types of samples could not be well
separated on the first principal component score axis, only
white vinegar and sugar vinegar could be distinguished from
the other types of vinegar, and there was great dispersion
between the different brands of rice vinegar, while aged
vinegar and balsamic vinegar were seriously confused with
each other, which indicated that aged vinegar and balsamic
vinegar had some similarity, while white vinegar and sugar
vinegar were very different from the other types and showed
specificity, and the samples of rice vinegar were more dif-
ferent from each other. It is difficult to group them together
because of the relatively large differences between the
samples of rice vinegar. *is indicates that the first principal
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Figure 3: IRF flow chart.

Table 1: Introduction to evaluation indicators.

Name Expressions
Accuracy Accuracy � (Number of correctly classified samples/total number of samples)
Precision Precision � (true sample number/true sample number + false positives number)
Recall Recall � (true sample number/true sample number + false negatives number)
F1 score F1 � 2∗Precision∗Recall/Precision + Recall

Table 2: Quantitative indicators for table vinegar.

Index\Type Vinegar 1 Vinegar 2 Vinegar 3 Vinegar 4 Vinegar 5
I1 (%) 3.86± 0.57 7.55± 0.73 14.51± 0.28 14.64± 0.63 7.17± 0.81
I2 (%) 4.82± 0.62 6.46± 1.03 5.45± 0.53 5.35± 0.55 4.65± 1.02
I3 (%) 0.94± 0.38 1.28± 0.84 1.82± 0.44 1.79± 0.84 1.42± 0.87
I4 (%) 0.80± 0.92 1.17± 091 2.66± 0.38 2.74± 0.97 1.54± 0.53
I5 2.53± 0.86 2.49± 0.40 3.32± 0.64 3.54± 0.63 3.38± 0.62
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component obtained from the physicochemical indicators
can be interpreted as the sugar content (sweetness) and that
the first principal component is positively correlated with
the sugar content. Furthermore, the distribution from left to
right is roughly in the ascending order of the sugar-acid
ratio, indicating that the first principal component can also
be interpreted as the sugar-acid ratio and that the first
principal component is positively related to the sugar-acid
ratio. On the second principal component score axis, the five
types of samples are also differentiated, and intuitively, the
five types are distributed on the second principal component
score axis from bottom to top in an ascending order of total
acidity, which indicates that the second principal component

obtained from the physicochemical indicators can be inter-
preted as acidity (sourness) and that the second principal
component is positively correlated with acidity. In general,
the results of the principal component analysis obtained from
the physicochemical indicators were mainly related to the
brix and acidity characteristics of vinegar, which is not un-
related to the fact that vinegar is an acidic condiment.
However, these five physicochemical indicators alone are not
sufficient to distinguish the different types of vinegar.

Sixty samples were taken from each category of edible
vinegar. *e total number of samples was 300. Eight indi-
cators were collected for each type of edible vinegar. *ese 8
indicators were collected by 8 sensors. *e size of the
samples was 300∗ 8. Since there were 5 types of edible
vinegar in total, the number of categories was 5. *e results
of the experiment are shown in Table 3 and Figure 6.

In terms of recognition accuracy, the IRFmethod used in
this paper improves 0.40, 0.32, 0.27, and 0.10 compared to
other SVM, RBFNN, NB, and RF. *e improvement ratios
fully demonstrate the superiority of this method. In terms of
accuracy, the IRF method improves 0.48, 0.47, 0.41, and 0.22
over SVM, RBFNN, NB, and RF, respectively. *e high F1
scores indicate that the model used in this paper has a good
recognition rate for both positive and negative samples. *e
value range of the four indicators used in this paper is
between 0 and 1. *e larger the value, the better the per-
formance of the model. *e experimental results show that
the IRF algorithm has the largest value on the four indicators
and is far ahead of other comparison models. *e experi-
mental results verify the effectiveness of the IRF algorithm in
the detection of edible vinegar quality.
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Figure 4: Schematic diagram of principal component analysis of
component indicators.

-0.2

0

0.2

0.4

0.6

0.8

PC
2

0.2 0.3 0.4 0.5 0.60.1
PC1

I1
I2
I3

I4
I5

Figure 5: Factor loading diagram.

Table 3: Classification results of different models for vinegar.

Model\Index Accuracy Precision Recall F1
SVM 71.49% 67.35% 78.10% 72.33%
RBFNN 75.87% 67.99% 76.25% 71.88%
NB 78.83% 70.89% 71.92% 71.40%
RF 90.53% 81.93% 74.03% 77.78%
IRF 100% 99.83% 96.47% 98.12%
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Figure 6: Comparison of classification results of different models.
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5. Conclusion

*ere have been numerous issues with food quality and
safety in recent years. Although the government has in-
troduced relevant policies, it has not been able to eliminate
all kinds of counterfeit and shoddy products. On the other
hand, many food products are prone to deterioration during
storage. If people do not detect these food products in time,
they can be harmful to their health. *is paper proposes the
use of an improved RF algorithm to improve the speed and
accuracy of food quality detection. *e algorithm uses
mutual information to calculate the correlation of any two
decision trees, and for the more correlated decision trees,
only the decision tree with the highest evaluation accuracy is
retained, thus forming a new RF, converting the evaluation
accuracy into voting weights, and finally obtaining an RF
model with less redundancy and higher evaluation accuracy.
*e experimental results show that the method used in this
paper can successfully identify spoiled or counterfeit
products. However, although the algorithm in this paper is
more intelligent than traditional food detection methods,
there are some problems. One is that the model used does
not achieve the desired results for high-dimensional data.
Second, it is unknown how well the food testing method
proposed in this paper can detect the quality of other food
products, as the core ingredients of different food products
are different. *e determination of the core components has
a great impact on the final identification effect. For the above
two problems, this paper will be followed by an in-depth
study.
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+is paper constructs a SDN network traffic prediction model based on speech recognition and applies it to the educational
information optimization platform. By analyzing the influencing factors of SDN network equipment, communication links, and
network traffic, this paper constructs the initial index set of SDN network traffic situation. In the data plane of SDN, the queue
management algorithm is used to control the flow. On this basis, an IRS mechanism is proposed based on the advantages of SDN
centralized control and the difference of transmission performance requirements between large and small streams. For the
transmission of large traffic, IRS adopts greedy routing and multipath routing based on the remaining bandwidth to make the
traffic evenly distributed in the network, and IRS adds the scheduling strategy based on IP addressing to avoid packet disorder.
Simulation results show that the effectiveness of this algorithm can reach 95.67% at the highest, and theMSE convergence is 0.0021
at the lowest. At the same time, this method completes the quantitative evaluation of SDN network traffic situation, effectively
solves the problem that SDN traffic situation labels cannot be determined, and opens a new vision of global state observation for
SDNnetworkmanagement.+is research can provide some technical support for the educational information optimization platform.

1. Introduction

In the knowledge economy era, education directly trans-
forms into the mechanism for resource formation and al-
location as well as the capacity to possess and distribute
capital. An unstoppable trend of networked development of
global information resources has been brought about by the
quick development of information technology [1]. +e main
resource in modern society is information. It will be chal-
lenging to maximize economic and social benefits if resource
development and use are not brought into the economic
operating system. With the assistance of the development of
deep NN (neural network) technology [2–4] in the new
century, speech recognition technology has achieved
ground-breaking successes. Speech recognition’s primary
function is to translate the data present in a speech signal into
the corresponding text data. +e ultimate objective is not to
translate speech into words. Making machines understand
humans is the aim of speech recognition. Future research

may focus more on how to integrate semantic understanding
with speech recognition. +e four main components of the
speech recognition framework are the decoder, language
model, acoustic model, and feature extraction and processing
module of the speech signal. Information technology pro-
fessionals are currently considering how to better apply
speech recognition technology to the field of education and
teaching due to the technology’s rapid development. +e
phonetic teaching approach is straightforward and effective
in the educational setting. As a result, research into the use of
phonetic recognition in the educational setting has gained
importance and drawn a lot of attention from scientists.
Economic and social benefits are very likely to result from it.
With the general advancement of artificial intelligence,
speech recognition technology will inevitably become more
sophisticated. To advance the deep integration of informa-
tion technology and education and teaching, speech recog-
nition technology will be extensively applied to all facets of
teaching and learning in the future. Studying the use of SDN
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network traffic prediction based on speech recognition in the
educational information optimization platform is therefore
important from both a theoretical and practical standpoint.

+e importance of traffic control engineering as a
mechanism for enhancing network performance has grown
as a result of the diversified development of network ap-
plications, the expansion of services available over networks,
and the constant rise in bandwidth demand. In addition, the
unit integration mechanism used by traditional network
management is unable to accurately describe the network
traffic situation, and network resources have subpar global
performance capabilities [5].+e question of how to increase
network throughput, decrease network delay, and imple-
ment flexible scheduling to solve the traffic optimization
problem of the data center network has become urgent due
to the increase in traffic volume, the number of application
deployments, and the increased requirements for service
quality. OpenFlow, an SDN technology that has recently
emerged, has created a new opportunity to address this issue
[6]. A new network architecture called SDN divides network
control and forwarding tasks. It can make network ad-
ministration easier and increase the network’s program-
mability and flexibility. SDN networks are continuously
being developed on the foundation of traditional networks,
and they have the potential to significantly increase network
resource utilization [7]. SDN is a concept rather than a
specific technology that refers to designing network archi-
tecture with the separation of forwarding and control. It
plans the relationships and interfaces between each level of
the network’s hierarchy. Uneven traffic distribution in the
data center network is one of the factors contributing to
network congestion, which can be minimized by using a
routing strategy that distributes traffic evenly among several
accessible paths [8]. Currently, most multipath routing
strategies use static hashing or shunting to divide data
streams among different paths, which is easily problematic
and can result in issues like large stream conflicts or packet
disorder. +is paper suggests a speech recognition-based
SDN network traffic prediction model based on this and
applies it to the platform for optimizing educational in-
formation. +e innovation of this paper is as follows:

(1) +is paper summarizes the application of speech
recognition technology in the optimization of edu-
cational information resources. By analyzing the
influencing factors of SDN network equipment,
communication links, and network traffic, the initial
index set of SDN network traffic situation is con-
structed. In the data plane of SDN, this paper uses
queue management algorithm to perform flow
control. +e same set of parameters is used to im-
plement the same management strategy for different
data stream packets, and the influence of packet
arrival and departure in buffer area on queue length
is also considered. Experiments show that the net-
work parameters calculated according to this model
can meet all kinds of network requirements.

(2) In this paper, the data acquisition module in the SDN
controller is designed, and the SDNnetwork platform

is built, which realizes the data acquisition and
storage of traffic situation indicators. Aiming at the
problems of packet disorder, this paper proposes an
IRS mechanism based on the advantages of SDN
centralized control and the characteristics of different
performance requirements of large and small
streams. For large streams, IRS uses greedy routing
and multipath routing based on remaining band-
width to make the traffic evenly distributed in the
network, and IRS adds a scheduling strategy based on
IP addressing to avoid packet disorder.

+is paper will be broken up into five sections in ac-
cordance with the needs of the research. Each section
contains the following primary work and organizational
structure. Introduction is the first section. +is section ex-
plains the background of the research, the research’s subject
matter, its originality, and its organizational design. +e
second section provides an overview of the state of research
both domestically and internationally before moving on to
discuss the research’s main points and ideas. +e third
section is divided into two sections. +e optimization of
educational information and network traffic forecast are
related topics that are covered in Section 3.1. Using speech
recognition, Section 3.2 creates a model for SDN network
traffic prediction. +e model that was built in this paper is
repeatedly simulated in Section 4, and the outcomes are
examined. Summary and prospects are covered in the fifth
section. It mainly elaborates on the research findings from
this paper and anticipates the challenges ahead as well as the
work that will come after.

2. Related Work

Shu et al. explored the working method of speech recog-
nition technology and its teaching application, and em-
phatically introduced several main forms of speech
recognition technology in the field of education and
teaching. +e current problems of speech recognition
technology and the feasible way for future development to
mature are discussed [9]. Ji et al. combined rough set
analysis, DL (deep learning), and other methods to evaluate
and predict the SDN network traffic situation [10]. +e
experimental results show that the model has high predic-
tion accuracy. Chan et al. proposed an optimization algo-
rithm based on color grouping for the data layer [11]. +e
model classifies different kinds of data streams, marked with
different colors. Jha et al. proposed a new SDN network
traffic situation assessment method [12]. +is method uses
the AK-means clustering method to determine the decision-
making attributes of the traffic situation factor matrix and
constructs a rough set analysis information system for sit-
uation information reduction and attributes importance to
calculation and finally generates an unsupervised traffic
situation assessment model. Konstanteli et al. conducted an
in-depth analysis of network traffic control methods and
proposed an algorithm-based traffic control model [13]. It
points out the deficiencies in the flow control of the network
from the control layer and the data layer. Liu et al. designed a
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multitenant-oriented network resource allocation and
management platform based on SDN [14]. +e platform
provides its own view interface for different tenant networks
and implements tenant resource allocation and traffic iso-
lation. Based on the SDN network structure, Fabrizio et al.
proposed the main functional modules of the SDN network
traffic situation assessment and prediction system, including
the data collection module and the situation assessment and
prediction systemmodule, and introduced the functions and
implementation methods of each module in detail [15].
Chun et al. proposed a new model of SDN traffic control,
which is based on the multicommodity flow algorithm and
queuemanagement algorithm to control SDNnetwork traffic
more finely [16]. Qi et al. proposed a maximum entropy
network traffic prediction and controller predeployment
model basedonhiddenMarkov optimization [17].+emodel
classifies SDN traffic according to the type of protocol, uses
the captured historical data flow, uses the maximum entropy
algorithm to predict the distribution of future data flow,
generates the predeployment schemeof various controllers in
the control plane, and joins the hidden Markov chain which
optimizes the timeliness of the forecast plan. Compared with
the SVR model, this model has higher prediction accuracy,
and the generated predeployment scheme can adapt to the
dynamic changes in the complex SDN environment.

+is paper builds an SDN network traffic prediction
model based on speech recognition and applies it to the
educational information optimization platform using re-
search from related literature. +is paper builds the initial
index set of SDN network traffic situation by examining the
influencing factors of SDN network hardware, communi-
cation links, and network traffic. +is paper suggests an IRS
mechanism based on the benefits of SDN centralized control
and the characteristics of various performance requirements
of large and small streams in order to address the issues of
packet disorder. In order to evenly distribute traffic across
the network for large streams, IRS employs greedy routing
and multipath routing based on available bandwidth. Ad-
ditionally, IRS incorporates a scheduling strategy based on
IP addressing to prevent packet disorder. In this paper, flow
control is implemented in the SDN data plane using a queue
management algorithm. Studies reveal that the network
parameters computed using this model can satisfy a variety
of network needs.

3. Methodology

3.1. Application of Speech Recognition Technology in Opti-
mization of Educational InformationResources. +e ultimate
goal of the application of modern information technology in
education is to improve the educational efficiency. +e
utilization rate of educational resources has been improved,
and the number of people enjoying educational information
resources has increased geometrically. Education is essen-
tially the process of information transmission [18]. +e
extensive, continuous, and in-depth influence of modern
information technology on education has created a brand-
new educational form-information education. At present, in
the field of information research, the optimal allocation and

efficient development of educational information resources
is one of the frontiers and hotspots, and it is of great practical
significance to implement it in the subject practice of ed-
ucational scientific research. Educational information re-
sources under modern information technology refer to the
collection of useful information that is selected, organized,
and ordered by human beings and is suitable for learners to
effectively develop among themselves. With modern in-
formation technology, educational resources all over the
world can be connected into an information ocean for the
majority of educational users to share [19]. +e educational
information environment includes four elements: people,
educational information resources, educational information
technology, and educational information norms. +ese four
elements and their many factors constitute a sustainable and
dynamic educational information environment system. +e
effective use of educational information can help students to
effectively reconstruct their knowledge structure, strengthen
their self-learning and self-management, and at the same
time help teachers and administrators to conduct in-depth
research in teaching management. +e content of modern
information resources is very rich, among which network
education resources are the most important part of modern
education information resources. It has many types, in-
cluding educational websites, e-books, electronic journals,
virtual libraries, virtual software libraries, news groups, and
electronic encyclopedias. Computer network technology is
increasingly infiltrating into people’s daily life, and digital
survival has become a brand-new way of life. While people
enjoy the surprises brought by the information society, they
also expose their poor adaptability to the information so-
ciety. +is is manifested in students and teachers who
generally lack the knowledge and experience of information
retrieval, identification and integration, and the concept of
online security is also very indifferent, and they do not know
how to consciously abide by the norms of online behavior.
Speech recognition technology is a technology that converts
speech signals into corresponding commands so that
computers can understand them. With the rapid develop-
ment of speech recognition technology, the application
scenarios of speech recognition have become more exten-
sive, and it has different tasks and functions in various fields,
resulting in different design schemes for different applica-
tion scenarios, but the speech recognition systems all have
the same overall structure.

+e process of simulating human information exchange
by using a computer mainly goes through the following
processes: (1) natural language generation, (2) speech syn-
thesis, (3) speech recognition, and (4) natural language un-
derstanding.+emain task of speech recognition is to identify
the information contained in the speech signal into the cor-
responding text information. +e three main components of
speech recognition are feature extraction, pattern matching,
and reference pattern library. Although phonetics has been
around for a while, it has not been widely used because of the
difficulty of the corresponding model base and phonetic
knowledge. +e process of fairly classifying, organizing,
managing, and processing the gathered complex information
is known as information architecture. Its primary
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responsibility is to combine the components of information
expression, determine its course, and edit the expression’s
content in order to create a cognitive link between users and
the data. Academic and industrial researchers are enthusiastic
about DL theory due to its superior modeling capability for
complex data. +e performance of models based on DL has
also significantly improved in many real-world application
fields, particularly in speech recognition [20]. +e computer
will automatically produce the recognition results following
preprocessing, feature extraction, training, pattern matching,
and other units. From this procedure, it is clear that speech
recognition is essentially a pattern recognition systemand that
the effectiveness and precision of recognition depend on the
quality of the speech template and algorithm. Network me-
dia’s ability to disseminate information quickly and with a
wide range of influence is improved by the network’s rapid
growth and update frequency. Because educational infor-
mation resources are highly time-sensitive, it is important to
gather, process, and use educational information as soon as
possible. +e framework and process of speech recognition
system are shown in Figure 1.

Although teaching itself is a systematic process with a
clear goal, producers and consumers of educational infor-
mation frequently do not interact directly, and many

producers frequently produce educational information in
accordance with their own intentions. Speech recognition
technology has undergone significant technological changes
recently due to the growth of the DL field, and the acoustic
model has gradually shifted from the conventional Gaussian
mixture model to the NN model [21]. +e NN model sig-
nificantly boosts the speech recognition system’s recognition
performance, enhancing its ability to support human daily
life and industrial production. People are accustomed to
understanding information in the context of their inter-
personal relationships, and they selectively gather, arrange,
and assess the information’s relevance in light of their own
needs. +e degree to which information resources are ac-
cepted by learners and how well they are accepted by them
largely depend on how well the information resources
correspond to the learners’ own concepts and knowledge
bases. +e speech recognition industry currently uses a lot of
NN-based speech systems. Neurons, the training algorithm,
and the network structure make up the majority of NN.
Speech recognition suffers greatly from noise and inter-
ference, which lowers the rate of recognition. Due to the
issues of comprehensive teaching content, rich and diverse
speech expressions, and relatively small speech data sets in
the educational scene, applying speech recognition to the
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Figure 1: Framework and process of the speech recognition system.
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educational scene is still a difficult research project. +e high
recognition rate is currently stuck at the “near-field speech
recognition” stage and is unable to advance to the stage of
“far-field speech recognition,” which is the mode of natural
man-machine interaction. +e proliferation of inaccurate
information and the challenge of finding high-quality re-
sources are issues that we must simultaneously address
despite the fact that education technology expands the
learning environment for students. +e environment for
educational information needs to be optimized. A complete
speech recognition system usually consists of three parts: (1)
the speech front-end processing part responsible for pro-
cessing speech signals, (2) the language model and acoustic
model, which are trained by text corpus and voice data set,
and (3) speech recognition, that is, pattern matching.

3.2. Construction of the SDNNetworkTrafficPredictionModel
Based on Speech Recognition. Traditional network has been
restricted in function expansion and network configuration.
In order to make network management more convenient,
SDN network has begun to appear in public view. SDN is a
new network architecture that separates network control
and forwarding functions, which can simplify network
management and improve network programmability and
flexibility. SDN can maximize the utilization of network
resources, restrain the unlimited expansion of network in-
frastructure, and shield the complexity of the underlying
network for the upper users. It simplifies the configuration
and management of the network and promotes the inno-
vation and development of the network. SDN network is
continuously developed on the basis of traditional network,
and the utilization rate of network resources can be greatly
improved through SDN network. +e latest development of
SDN network and switching technology can make the
network protocol stack abstract from the physical topology
level to the flow level for business control. SDN carries the
idea of designing network architecture for forwarding and
control, rather than a specific technology. It plans the hi-
erarchical structure of the network and the relationships and
interfaces among all levels. With the popularization and
development of this concept, different participants have
further enriched its content, and they have different un-
derstandings of it from different angles. Network traffic will
change with time and space. In the time dimension, the
network traffic will change with different time periods of the
day, for example, the traffic in the daytime is higher than that
in the night. In addition, the network traffic may change
dramatically in a very short time. SDN network is charac-
terized by hierarchical design of data forwarding and net-
work control. +e SDN controller is interconnected with
each switch, and control information is uploaded and sent
through OpenFlow protocol. SDN network is divided into
three layers: application layer, control layer, and data layer. It
includes commercial applications used by users in the ap-
plication layer through which network services can be
provided to end users. +e control layer consists of one or a
group of controllers and connects the data forwarding layer
with the application layer through an interface. +e control

layer has mastered the core, can obtain the global topology of
the whole network, and design strategies to control the
transmission path of the data layer. +e data forwarding
layer is composed of switches, hosts, and other underlying
network devices, which is the realization of the data plane.
+e data layer does not have the function of selecting the
forwarding path but can only transmit information
according to the forwarding path provided by the control
layer. +e network structure of SDN is shown in Figure 2.

SDN network breaks through the limitation that the
service interfaces of traditional network hardware devices
cannot be configured and adjusted uniformly and in real
time. Its advantages are mainly reflected in two aspects: (1)
SDN separates the control plane and the data plane of the
current network; the data plane is simply forwarded by the
actual network equipment, and the control plane is con-
trolled by a logically centralized controller. +is simplifies
the implementation and optimization of the strategy and the
configuration of the network. (3) SDN improves the pro-
grammability of the network system by providing developers
with powerful and extensible programming interfaces.
Network flow is a dynamic variable that is constantly
changing from a fine-grained perspective, but it is com-
paratively stable over time. If the load balancing model only
takes into account this change based on the current time
point, without taking into account the change trend of the
future data flow, it may result in low cost performance
controller migration. However, this migration cannot
guarantee the overall improvement of the network perfor-
mance in a specific amount of time, as it only supports the
current burst network data flow, which may increase the
overall network delay. Additionally, the load flow may ex-
ceed the network capacity when the SDN network uses the
optimized routing configuration, particularly when the
network experiences burst flow. In order to prevent this kind
of congestion, which is the main goal of traffic control, we
must allocate suitable transmission resources for data traffic
in accordance with its transmission requirements and re-
strict some traffic flows from entering the network at the
bottleneck links. Hedera, a dynamic traffic scheduling
strategy that can sense the traffic size, is a representative
scheme for addressing the issue of network congestion
brought on by heavy traffic collision in an SDN-based data
center network. Hedera’s strategy is to use centralized
scheduling for large flows with long durations and small
quantities and default ECMP routing for small flows. To
determine the flow rate and size of the large flow in this
routing scheme, the edge switch using OpenFlow technology
first counts the data of the flow generated by the source.

From the perspective of communication theory,
obtaining the best decoded word sequence in speech rec-
ognition needs to be transformed into a pattern recognition
problem. +e core idea of solving the word sequence with
the highest probability is to adopt the maximum posterior
probability discrimination, and its calculation formula is as
follows:

W � argmax
W

P(W|X). (1)
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In the speech recognition problem, P(W|X) is difficult
to calculate directly, and it can be converted into the fol-
lowing formula by using the Bayesian formula:

W � argmax
W

P(X|W)P(W)

P(X)

� argmax
W

P(X|W)P(W),

(2)

where P(X) represents the prior probability of the feature
vector, which is a constant for all word sequences, so it can
be discarded. P(X|W) represents the probability of using a
given word sequence to generate the corresponding acoustic
feature vector, which is modeled and calculated by the
acoustic model. P(W) is the prior probability of the word
sequence, which can be modeled and calculated by the
language model. After framing the speech signal, it is
necessary to continue windowing the speech signal to deal
with the nonstationary characteristics of the speech signal.
+e most commonly used window adding methods are the
rectangular window and Hamming window. +e definition
of rectangular window function is shown in the following
formula:

w(x) �
1, 0≤ n≤N − 1,

0 other.
 (3)

Define the currently available bandwidth c(p) for path p:

c(p) � min
e∈p

c(e). (4)

In the formula, c(e) � x(e) − u(e), which is the
remaining bandwidth of link e. Define the vulnerability of
path p as α(p):

α(p) � max
e∈p

α(e). (5)

In the formula, α(e) is the number of paths in different
p1s passed on the link e:

α(e) � 
L

l�1
δl(e). (6)

Among them,

δ1(e) �
1, ifp ∈ p

k
1, e ∈ p,

0, else.

⎧⎨

⎩ (7)

Network bandwidth utilization refers to the average of
the ratio of link load to link bandwidth of all links in the
recent period. +e calculation formula of network band-
width utilization is

Network situation display

Index system rules

Application layer Data collection module

Northbound interface

Internet service

Control layer
SDN controller

Southbound interface
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Main engineMain engineMain engineData layer

Network situation
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MySQL database

Forward packets to port
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Enter the normal processing
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...
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Figure 2: SDN network structure.
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Link utirate(t)�


L
l�1 portBytes Rxl(t)∗100%/bandwidthl( 

L
,

L�1,2,3,...,L.

(8)

Among them, bandwidthl refers to the bandwidth of the
lth link, that is, the maximum number of bits that can
theoretically be transmitted by the physical channel per unit
time. portBytes Rxl represents the number of bits trans-
mitted by the sender of the lth link. +e link transmission
delay refers to the maximum value of the communication
delay from the sending port to the receiving port of all links.
+e calculation formula is

Link delay � maxi ptopDelay(i) . (9)

Among them, the network delay can be calculated by the
maximum transmission delay of the link, that is, the
maximum time interval ptopDelay � T2 − T1 between the
time T1 of the transmission data packet leaving the source
point and the time T2 arriving at the destination in the
network; ptopDelay represents the end-to-end delay. Net-
work throughput refers to the total number of bytes passing
through the switch port connected to the host in unit time
without packet loss. It can be calculated by the total number
of bytes imported and exported, namely,

Net throughput�
(dataBytes inNum+dataBytes outNum)

T
.

(10)

Among them, T represents the sampling interval;
dataBytes inNum represents the number of incoming bytes
connected to the host; and dataBytes outNum represents the
number of exported bytes connected to the host.

In this paper, the machine learning algorithm is used to
compare the actual data stream with the predicted data
stream, and if the deviation is greater than the set threshold,
the deployment scheme is regenerated. Otherwise, the old
scheme is still adopted. During the running of the scheme,
the controller does not migrate any more to reduce the
impact of migration on network performance. In an SDN
network, all network resources are pooled together, and the
controller distributes path and bandwidth resources evenly
among the network’s data streams. +e data streams pro-
cessed by the switch will be stored in the buffer area for
transmission, and its only responsibility is to forward the
data streams in accordance with the controller’s defined
policies. +e network topology discovery module’s network
topology information and the network monitoring module’s
link remaining bandwidth information are used by the large
flow routing calculation module in the SDN controller to
determine the convergence layer link pair of the large flow’s
source and destination using the greedy algorithm. In this
paper, the situation is assessed using a model based on rough
sets and clustering [22], which can improve decision tables
and assess the current network traffic situation in accor-
dance with the decision rules derived from rough set analysis
theory. +e historical situation value and current situation

value in the SDN network operation process are finally
obtained by investigating the calculation method of situation
index weight based on attribute importance, allowing for an
intuitive and unmistakable understanding of the global
network view and network operation trend through the
situation value.

4. Result Analysis and Discussion

+rough Hurst index calculation of the SDN network traffic
situation value, the sequence H value is 0.88, which indicates
that the situation value sequence has strong self-similarity
and long correlation. In order to verify the effectiveness of
SDN network traffic prediction model based on speech
recognition, this paper designs several simulation experi-
ments on the MATLAB simulation platform. +e platform
can automatically configure network controllers, switches,
etc., and execute protocols. In the simulation experiment,
the controller with visual boundary is installed as the control
layer of the network. Based on Python programming lan-
guage, network switches and terminals can be easily con-
figured on Floodlight. At the same time, in this chapter, a
large number of comparative experiments are made between
the prediction model in this paper and other different
prediction models including the convergence of training
iteration of traffic situation, the relative error of situation
value prediction, the influence of super parameters of the
model, and the generalization ability of different data
sources. +e simulation parameters are shown in Table 1.

When a large number of data flows pass through SDN
network, network congestion will occur. On this basis, this
chapter simulates and analyzes the pet control algorithm
based on queue management. Because the network flow is
complex and changeable, and many artificial subjective
predictions are difficult to be verified, constructing the
probability matrix through objective historical data to obtain
the probability matrix under the condition of maximum
entropy as the prediction result at that time can maximize
the accuracy of the prediction. During the experiment, the
training sample group is input to train the prediction model,
and the maximum number of iterations is set to 2000. +e
change of training MSE (mean square error) in the network
training iterative process is shown in Figure 3.

It can be seen that the MSE is decreasing from the initial
0.08 or so, and it reaches convergence after 600 iterations,
and the MSE at convergence is 0.0021. +is shows that with
the increase of iteration times, the weight update can

Table 1: Parameter setting of the simulation experiment.

Serial number Parameter Set up
1 Link bandwidth 10Mbps
2 Link delay 3ms
3 Sending node S1, S2
4 Receiving node D1, D2
5 Minimum threshold 50
6 Maximum threshold 100
7 Maximum packet loss probability 0.2
8 Weight 0.03
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converge in the process of gradient descent, and the con-
vergence speed is faster.

First, the parameters are compared and analyzed. +en
the maximum and minimum threshold values are changed,
and the performance parameters of each packet are further
analyzed. Under the condition that the buffer size is con-
stant, this chapter changes the minimum threshold of queue
length. +e network training effect is shown in Figure 4.

For this paper, the main factors that affect traffic pre-
diction are the number, time, and protocol type of packets.
+erefore, the model takes packet size, packet protocol
name, and time as eigenvalues and generates the network

flow data matrix by sorting the data. +e trained network
model is used to predict 20 groups of untrained samples.+e
prediction effect is shown in Figure 5.

It can be seen from Figure 5 that the prediction model
can achieve good prediction results for any group of traffic
situation samples to be predicted, and the relative error of
prediction is basically controlled within 15%. In this paper,
network throughput, average flow completion time, the
remaining bandwidth jitter in Pod and remaining band-
width jitter in the core layer are selected as performance
evaluation indexes. Among them, the average stream
completion time refers to the average time taken to complete
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all 100MB data block transmissions, and the smaller the
time, the better the performance. Network throughput refers
to the amount of data transmitted and successfully accepted
through the network per unit time in the network.+e larger

the data, the better the performance. +e jitter of the
remaining bandwidth in the Pod and the jitter of the
remaining bandwidth in the core layer refer to the standard
deviation of the remaining bandwidth of each link in the Pod
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Figure 5: Prediction effect of the model.

Table 2: Test results of each index.

Index IRS ECMP
Network throughput 1058 957
Average flow completion time 48 53
Remaining bandwidth jitter of Pod link 26 30
Core layer link remaining bandwidth jitter 20 24
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Figure 6: Comparison of the iterative convergence effect.
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and the core layer, respectively. +e smaller the jitter, the
better the equalization performance. Table 2 shows the test
results of each index.

On the whole, the traffic balancing effect of IRS is better
than that of ECMP, which is mainly because IRS uses the
dynamic routing method based on the remaining link
bandwidth in convergence layer of the network, and large
flows are always routed to low-load paths. Moreover, IRS
uses the shunting method to route large flows in the core
layer, which further balances the load in the network. Be-
cause the model uses random initial weights to initialize the
network, different initial weights may have different effects
on the network iterative convergence. In this paper, the
results of three experiments are compared. Times means
times, and the values are 1, 2, and 3. +e iterative conver-
gence effect is shown in Figure 6.

From the comparison results of curve slopes, it can be
seen that the convergence speed of this model is faster than
that of the other two models in the three experiments. At the
same time, the initial MSE of this model is obviously better
than the other twomodels. It shows that the algorithm in this
paper can effectively improve the convergence speed of
network model, and the training effect is better. +e SDN
controller only selects the forwarding path for the new flow
injected into the network according to the usage of the
remaining flow table of the switches on the feasible path in
the current tenant network. +e effectiveness test results of
the algorithm are shown in Figure 7.

In order to verify the effectiveness of SDN network traffic
prediction model based on speech recognition, this chapter
designs several simulation experiments on the MATLAB
simulation platform. Experimental results show that the
effectiveness of this algorithm can reach 95.67% at the
highest, and the MSE convergence is 0.0021 at the lowest.
+e results show that this model has faster iterative

convergence speed, better training effect, and higher pre-
diction accuracy.

5. Conclusions

+e development of voice technology will further help ed-
ucation and teaching, improve teaching efficiency and
teaching effect, and promote the overall development of
artificial intelligence technology. Based on the research of
related literature, this paper constructs a SDN network
traffic prediction model based on speech recognition and
applies it to the educational information optimization
platform. In this paper, the data acquisition module in the
SDN controller is designed, and the SDN network platform
is built, which realizes the data acquisition and storage of
traffic situation indicators. Aiming at the problems of packet
disorder, this paper proposes an IRS mechanism based on
the advantages of SDN centralized control and the char-
acteristics of different performance requirements of large
and small streams. For large streams, IRS uses greedy
routing and multipath routing based on remaining band-
width to make the traffic evenly distributed in the network,
and IRS adds a scheduling strategy based on IP addressing to
avoid packet disorder. Simulation results show that the
effectiveness of this algorithm can reach 95.67% at the
highest, and the MSE convergence is 0.0021 at the lowest.
+e algorithm can effectively realize the relative priority of
each packet queue without reducing the utilization of net-
work resources and can smoothly upgrade and downgrade
the priority. On the whole, this model has faster iterative
convergence speed, better training effect, and higher pre-
diction accuracy. +is research can provide some technical
support for the educational information optimization
platform. Although this paper has achieved some research
results, the research is still shallow, and there are still many
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places that need to be improved and supplemented. In the
future research, we should find a unified solution in different
algorithms so that the performance of packet delay and
system throughput is better and the utilization of network
resources is maximized.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

+e authors do not have any possible conflicts of interest.

Acknowledgments

+is research was supported by the 2018 Social Science
Planning Project of Jiang Xi Province under Grant 18JY40
(An Instructional Resources Allocation Strategy for Private
University Based on +e Analysis of Teaching Process Big
Data—Tack Jiang Xi University of Technology for example).

References

[1] M. Atiquzzaman, N. Yen, and Z. Xu, Big Data Analytics for
Cyber-Physical System in Smart City: BDCPS 2019, pp. 28-29,
Springer Nature, Shenyang, China, 2020.

[2] E. Q. Wu, P. Xiong, Z. R. Tang, G. J. Li, A. Song, and
L. M. Zhu, “Detecting dynamic behavior of brain fatigue
through 3-d-CNN-LSTM,” IEEE Transactions on Systems,
Man, and Cybernetics: Systems, vol. 52, no. 1, pp. 90–100,
2022.

[3] J. Kong, C. Yang, Y. Xiao, S. Lin, K. Ma, and Q. Zhu, “A
Graph-Related High-Order Neural Network Architecture via
Feature Aggregation Enhancement for Identification Appli-
cation of Diseases and Pests,” Computational Intelligence and
Neuroscience, vol. 2022, Article ID 4391491, 16 pages, 2022.

[4] J. Zhang, J. Sun, J. Wang, and X. G. Yue, “Visual object
tracking based on residual network and cascaded correlation
filters,” Journal of Ambient Intelligence and Humanized
Computing, vol. 12, no. 8, pp. 8427–8440, 2021.

[5] W. Chen, Q. Duan, G. Wei, Y. Aizhong, D. Zhenhua, and
M. Chiyuan, “An evaluation of adaptive surrogate modeling
based optimization with two benchmark problems,” Envi-
ronmental Modelling & Software, vol. 60, no. 10, pp. 167–179,
2014.

[6] M. Liyanage, A. B. Abro, M. Ylianttila, and A. Gurtov,
“Opportunities and challenges of software-defined mobile
networks in network security,” IEEE Security & Privacy,
vol. 14, no. 4, pp. 34–44, 2016.

[7] X. Xu, S. Wang, and Y. Li, “Identification and predication of
network attack patterns in software-defined networking,”
Peer-to-Peer Networking and Applications, vol. 12, no. 2,
pp. 337–347, 2019.

[8] L. Huo, D. Jiang, S. Qi, and L Miao, “A blockchain-based
security traffic measurement approach to software defined
networking,”Mobile Networks and Applications, vol. 26, no. 2,
pp. 586–596, 2021.

[9] Z. Shu, J. Wan, J. Lin et al., “Traffic engineering in software-
defined networking: m,” IEEE Access, vol. 4, pp. 3246–3256,
2016.

[10] Y. Ji, J. Zhang, Y. Zhao et al., “All optical switching networks
with energy-efficient technologies from components level to
network level,” IEEE Journal on Selected Areas in Commu-
nications, vol. 32, no. 8, pp. 1600–1614, 2014.

[11] C. W. Chan, N. Bambos, and J. P. Singh, “Network-assisted
mobile computing with optimal uplink query processing,”
IEEE Transactions on Mobile Computing, vol. 12, no. 6,
pp. 1065–1078, 2013.

[12] M. K. Jha and B. Datta, “Linked simulation-optimization
based dedicated monitoring network design for unknown
pollutant source identification using dynamic time warping
distance,” Water Resources Management, vol. 28, no. 12,
pp. 4161–4182, 2014.

[13] K. Konstanteli, T. Cucinotta, K. Psychas, and T. Varvarigou,
“Elastic admission control for federated cloud services,” IEEE
Transactions on Cloud Computing, vol. 2, no. 3, pp. 348–361,
2014.

[14] T. Liu, Z. Gao, and H. Guan, “Educational information system
optimization for artificial intelligence teaching strategies,”
Complexity, vol. 2021, no. 3, pp. 1–13, Article ID 5588650,
2021.
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Due to the limitation of sports movement, the current simulation technology of sports entities is prone to de�ciencies in capturing
dynamic motion �gures and is prone to lack of accuracy. It is also a�ected by external noise and brightness. To solve these
problems, this paper proposes a sports entity simulation based on the �sh swarm algorithm and compares the �gure e�ectiveness,
�gure segmentation, core point, and noise reduction e�ect of the two in the shooting �gure. �rough the comparison, it is found
that the �gure is more appropriate to the real moving �gure, the motion capture is more accurate, and the number of core points is
related to the accuracy of motion capture. �e more core points, the more accurate the motion capture, and the noise reduction
e�ect is also increased by 20.3%, which reduces the impact of brightness on the motion simulation. �e di�erence in the e�ect of
the traditional simulation technology (particle swarm algorithm) and the entity simulation based on the �sh swarm algorithm was
also compared. �e combination with the arti�cial �sh swarm algorithm is to simulate the moving entity and learn from some
reference data. By comparing the data between the two after the experiment, it is concluded that the �sh swarm algorithm is more
e�ective in the simulation of sports entities.

1. Introduction

�e physical simulation of sports is recorded by sensors, and
then the movement information in the space is transmitted
to the processing center of the computer and processed by
computer to get the basic three-dimensional human body
model. On this basis, the human body frame is drawn to
realize the physical simulation of sports. At present, the main
technologies used to capture sports movements include
optical capture, mechanical capture, and electroacoustic
capture. Mechanical and electroacoustic capture methods
are limited by sports and have a relatively broad acquisition
range. However, the accuracy of motion capture is not
enough. �e advantage of the optical capture method is that
it will not be blurred, but the number of captured points is
not enough to meet the requirements of moving entities, and
the collection location is a�ected by the brightness, and the
equipment itself is also easily a�ected. It is easy to cause the
external light data to interfere with the motion data,
resulting in confusion in the analysis of the equipment

during operation, and it is more complicated to deal with.
Although electroacoustic capture has low operating costs,
the capture accuracy is not enough. In this regard, motion
capture technology is not satisfactory. In this paper, the
simulation calculation of moving entities based on �sh
swarm algorithm is introduced.

In this paper, based on the �sh swarm algorithm, the
sports motion detection system is compared. By simulating
the irregular images under human body dynamics, through
the corresponding tools, under the condition that the
background is not set, the in�uencing factors existing in
sports are removed, background, shadows, brightness, noise,
and so forth, and the mainmoving points of the human body
under sports are extracted and simulated, which is of great
signi�cance to the improvement of simulation technology.

In this paper, a physical simulation of sports based on
�sh swarm algorithm is proposed. By comparing the �gure
e�ectiveness, �gure segmentation, core point, and noise
reduction e�ect of the two in the shooting �gure, it is found
that the �gure is more appropriate to the real moving �gure,
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the motion capture is more accurate, and the noise reduction
effect is also increased by 20.3%. By comparing the data
between the two after the experiment, it is concluded that the
fish swarm algorithm is more effective in the simulation of
sports entities.

2. Related Work

With the gradual acceleration of urbanization, people’s
quality of life has gradually improved. Every household has
begun to prepare a car as a means of transportation, and the
problem of urban traffic has gradually become more and
more serious, and it is easy to cause congestion. (e urban
green wave traffic control system is one of the effective
means to solve the problem of urban traffic congestion and
reduce vehicle delays. In response to the problem of green
waves, Ma C investigated the causes of congestion in the city
through the fish swarm algorithm and found that the ir-
regular movement of the crowd, the irregular parking of
vehicles, and people’s traffic awareness are the main reasons
for the impact [1]. (e progress of industrialization has
brought about changes in weather, increasingly serious smog
pollution, and a significant decline in air quality. Zhu X
proposed a haze prediction method based on multifractal
dimension (MFD) and coevolutionary discrete artificial fish
swarm algorithm (CDAFSA). Using CDAFSA, MFD, and
extreme learning machine (ELM), the algorithm population
is initialized through good point set theory; the swarming,
chasing, and foraging behaviors are improved by intro-
ducing the swimming speed of artificial fish; the algorithm is
discretized; and competition and cooperative operation are
introduced. Second, the haze dataset is reduced by CDAFSA
and MFD; finally, a haze prediction model is established by
using ELM.(e experimental results show that the proposed
prediction method is superior to the traditional method and
has high stability and credibility [2]. (e accurate prediction
of wind power in wind farms is of great significance to the
economic operation of wind farms and the safe operation of
power grids. (e randomness and volatility of wind in wind
farms make wind power forecasting more difficult. Based on
the characteristics of wind in wind farms, combined with
relevant meteorological data such as wind speed, temper-
ature, and humidity in wind farms, Zhai built the ultimate
learning machine model (ELM) for wind energy forecasting
and established an artificial fish swarm algorithm (AFSA) for
rapid optimization. (e constructed model is trained and
predicted by the actual meteorological data and wind data of
the wind farm. (e results show that this method has higher
predictive ability than the wind power prediction model of
particle swarm [3]. (e fish swarm algorithm is not only
used in green waves, air quality surveys, and wind farms but
also gradually used in sports.

Simulation technology, which is essential to virtual re-
ality, has been extensively applied in the study of physical
education. (is ground-breaking programme has had a
profound effect on conventional teaching methods and ways
of thinking, and it has created enormous opportunities for
the advancement of physical education. Yili examined the
use of simulation technology and stimulus-response theory

in the field of physical education with a focus on the
drawbacks of the conventional physical education teaching
method. (is served as the foundation for the invention of
the teaching method for physical education. (e findings
demonstrate that auxiliary teaching can enhance students’
theoretical and practical understanding of physical educa-
tion, enhance their academic performance and learning
enthusiasm, and serve as a useful benchmark for physical
education teaching innovation [4]. (e active safety capa-
bilities of cars have evolved into a crucial criterion for
assessing their quality as the automotive industry continues
to grow. (e antilock braking system is an important tool to
increase the active safety of the vehicle and prevent the
wheels from locking. It does this by adjusting the torque to
ensure that the vehicle slips at the ideal rate. It can still turn
even when braking hard, cutting down on braking distance
and time to lessen tyre wear. Song conducted research on an
antilock braking system based on simulation technology on
the basis of examining the pertinent principles. A simulation
model for the antilock braking system in cars has been
developed. It simulates the simulation model. According to
the findings, antilock braking systems on vehicles perform
better than conventional braking systems at maintaining slip
rate, braking distance, and braking time [5]. During the
wiring process of complex mechatronic products, the spatial
pose and shape of the flexible wiring harness are prone to
change. As a result, the sampling information of the wiring
harness is inaccurate during the wiring process, which se-
riously affects the wiring efficiency. Wang proposed a
physical property modeling and deformation simulation
method of flexible cable harness based on the exact Cosserat
model. (e physical property model of the wiring harness
based on the exact Cosserat model was established, and then
the dynamic balance formula of the flexible wiring harness
was constructed [6]. Simulation technology is an emerging
technology in the field of system modeling and simulation
research in recent years, and it has always been the focus of
research. According to the simulation technology require-
ments of battlefield command decision-making, equipment
task planning, and equipment maintenance support, the
outstanding problems of existing simulation technology are
summarized. (at is, the domain model is stable and has no
self-evolution ability. Ge put forward the concept of
equipment parallel simulation technology and pointed out
its characteristics. It systematically introduces its theoretical
origin and research status of related technologies and dis-
cusses the main modeling technologies such as online
perception of equipment degradation status and establish-
ment of equipment degradation [7]. Simulation technology
has been widely used now and is a milestone technology for
the country to enter into rapid development.

3. Simulation System Description and Key

3.1. Simulation System. (e simulation system must go
through a standard motion figure processing stage before
capturing, simulate the dynamic figure data in the computer
body, and maintain the background’s original state. Addi-
tionally, noise interference may get in the way of capturing.
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(e image cannot be captured directly as the background
because the brightness in the capture space is also subject to
slight variations, which will influence the capture [8]. (e
flow figure of system processing is shown in Figure 1.

Because the light intensity needs to be processed, it is
necessary to extract new data from the background image
and replace the previous background image. (e replace-
ment condition requires that the previous background
image be relatively stable, and there is not much numerical
deviation.When replacing, it cannot be said to be a complete
replacement but only covers the previous information with
part of the information and uses the difference algorithm
between the sports image and the replaced background
image to obtain the required background image. (rough
color processing, the image color is converted to the original
gray. (en, the image data is differentiated through the
threshold algorithm, and differential processing can identify
differences in the background and quickly fill in the blanks.
(e differentiated data is used to complete the empty space
in the replacement in a dynamic mathematical way, and a
relatively complete three-dimensional map of sports points
is obtained. 3D map is the basis of human motion contour
and the most basic step of simulation technology. By
extracting the edge points of the three-dimensional image
[9], it will not be completely closed under normal condi-
tions. By connecting the edge points, the key points of
human body movement can be obtained, and the direction
or position of other movements can be obtained instantly.
(e motion data outline will also coincide with the con-
nected line segments. (rough the obtained key points, the
outline of human motion can be realized by drawing and 3D
construction through simulation technology.

3.2. Influence Points of the Realization System

3.2.1. Background Extraction. (ere are many algorithms
for background extraction. For example, there are inter-
frame difference method, background difference method,
ViBe algorithm, ViBe + algorithm, and so on. In this paper,
the traditional fish swarm algorithm and the improved ar-
tificial fish swarm algorithm are used. Before extracting the
background, the captured image points need to be sorted in a
certain order. It is concluded that the sorted image is dif-
ferent from the previous background image and becomes
cluttered. In ascending order from small to large, the pixel of
the first image is the minimum value in the image. Similarly,
the pixel value of the last image is the maximum value.
Assuming that all image pixels are L, the noise interference is
placed next to the background image, and the pixels
arranged in the middle are used as the background, which
can also prevent the pixels from being too large or small,
resulting in the confusion of the entire image. (e value of L
in the system is selected as 9, and then the fifth figure is the
background image. For the value of L, its size also has certain
requirements. If it is too large, it will easily lead to too much
calculation and affect the result. If it is too small, it cannot
handle noise. Background extraction is the first shot of
motion capture, but it cannot be captured as soon as it is

turned on. Because of direct capture, the figures returned by
the system are inconsistent, or there is a delay, or there are
other cases where the pixels are not clear. (is needs to be
prepared in advance before capturing. When the figure
reaches 25 frames, it will gradually stabilize. When the
system is running, the previous frames can basically be
abandoned directly, and the figures are the main ones, which
are stabilized images. (e frame rate is also a point to
consider, because VC++ is used in this article as an auxiliary
tool, the camera is the main sensing instrument, and the
control instrument is a computer. Because, during image
processing [10, 11], for image capture, the computer pro-
cessing time is assumed to be t, if the Tvalue is very large, the
processing time of each photo is too long, which is not
considered in this article, and does not meet the actual
operation purpose. If the value of T is small, assuming that it
is 0.01 s, it means that the computer needs to process
hundreds of figures per second. But, for sports, the mag-
nitude of the change is only a few microseconds, and the
images in the vicinity of a few microseconds are similar, and
there is not much difference. (e general camera frame rate
is 20–120Hz. If the value of t is smaller, more images will be
processed, and the situation of half-image will easily appear
when the computer processes it. Get either the image of the
upper half frame or the image of the lower half frame, or
even there may be no figure. In order to ensure validity and
accuracy, the processing frequency of the computer must be
less than the capture frequency of the camera.

3.2.2. Human Motion Detection. (ere are three methods
currently used for detection, the difference detectionmethod
[12], the background difference method, and the optical flow
method [13].(e differencemethod is used in this paper. For
the difference method, the background image and the
previous frame image are determined through the calcula-
tion of the difference image, but it cannot be directly used in
the background image because the image has color differ-
ence [14]. (ere are many influencing factors in the image,
the color difference of the image, the scene of brightness, the
number of recorded frames, and so forth, which cannot be
directly used as the data information of the movement. (e
pixels are mainly formed in three ways, and the relationship
between them is

Gray � 0.3R + 0.6G + 0.1B. (1)

In the above formula, R, G, and B are the main paths of
pixels. (e color of the background is converted into the
original gray through color, and the image data is differ-
entiated through the threshold algorithm. Finally, the ir-
relevant points in the image are eliminated by the erosion
algorithm. After adjusting and shrinking the image, the
adjusted image is calculated, connected, and filled to sup-
plement the empty points [15].

3.3. Motion Profile and Straight Line Fitting. First, the data
points of the obtained foreground image are connected by
line segments. Because the obtained image is a binary image,
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the edge points need to be eliminated by tools. Connecting
the points whose edges conform to the outline, the pixels
slowly form a spatial �gure, and these points are saved in
ascending order to remove the useless line segments that are
spent separately. Finally, the multisegmented lines are
formed into the core, and the core is found to realize the
�tting.�e obtained image data is arranged and combined in
space through pixels to form amathematical problem, which
is also conducive to �nding the position of pixels. Drawing
through spatial coordinate points, in order from small to
large, the order of connections is very important for image
formation. If the order of connections is wrong, it may not
be possible to form the outline of the human body, and you
need to start from the �rst step. Because the contour line
segments of the image are not necessarily all closed, there
will be some redundant points to form connecting line
segments. �ese useless line segments need to be removed,
which can prevent subsequent processing [16]. �e tradi-
tional simulation technology to realize the in�uence points
of the system is not perfect, and the arti�cial �sh swarm
algorithm is introduced to improve the imperfect points.

3.4. Arti�cial Fish Swarm Algorithm. Chinese researchers
proposed an intelligent calculation technique called the
arti�cial �sh swarm algorithm. �e algorithm uses the
various locations of the arti�cial �sh as potential answers
and the amount of food the �sh can detect as the importance
of the response. By simulating �sh swimming, foraging,
gathering, and tail-chasing, the best solution can be found.

Figure 2 [17] depicts the various states that �sh schools could
be in. In this study, cloud theory is applied, cloud learning
and cloud variation factors are incorporated into a single
arti�cial �sh, and a cloud-based arti�cial �sh swarm algo-
rithm is proposed to address potential issues with arti�cial
�sh calculation [18].

In traditional �sh swarm algorithm, assuming that the
number of �sh schools is S, the number of experiments is C,
the �sh school detection distance is D, the step size is L, θ is
the proportion of �sh in the arti�cial pond, and the interval
between each �sh is X, the food visibility of the arti�cial �sh
pond is

Q � f(x). (2)

In the above formula, Q is the value of the correlation
function. For the four behaviors of the �sh school, the
expressions of tail-chasing, foraging, gathering, and swim-
ming are as follows.

As regards rear chasing behavior, when the status of
arti�cial �sh breeding is Wi, �nd the most suitable Wj
within the detection distance [19], and the proportion of �sh
in the arti�cial pool is less than θ, and moveWi toWj by one
step. According to the following formula, if not executed,
foraging behavior will be performed.

Wi �Wi + L × rand ×
Wj − Wi

Wj − Wi

�����
�����
. (3)

Considering foraging behavior, when the state of arti-
�cial breeding isWi, the most suitable new state isWj within

new image

Foreground image
after difference

processing

Motion contour
processing

Action 3D
Construction

image sequence

Extract background
image data

Figure 1: Flowchart of the simulation system.
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the detection distance. If suitable Wj is found, the arti�cial
�sh will move toWj; if no suitableWj is found, thenWi will
continue to �nd the most suitableWj andmove towardsWj;
after C times, if no suitable Wj is found, the following
formula is performed:

Wj �Wx +(2rand() − 1) ×D,

Wx �Wx ×(1 +(2rand() − 1)) × L).
(4)

For aggregation behavior, when the status of arti�cial
�sh breeding is Wi, �nd the most suitable Wc within the
detection distance, and the proportion of �sh in the arti�cial
pool is less than θ, moveWi toWc by one step, and gradually
form aggregation. If aggregation is not achieved, foraging
behavior will be performed [20].

Wi �Wi + L × rand ×
Wc − Wi

Wc − Wi

����
����
. (5)

For swimming behavior, when the state of arti�cial
breeding �sh isWi, and it swims freely within the detection
distance, this behavior can be regarded as foraging behavior
or free swimming behavior.

From the four modes of �sh swarms, the tail-chasing
behavior indicates that there is an intersection of answers in
the process of �nding a solution, the foraging behavior is on
the way to �nd the optimal solution, and the aggregation
behavior is that the answer to the optimal solution is very
close, and swimming behavior indicates no solution. It can
be understood that the traditional arti�cial �sh swarm al-
gorithm strengthens the aggregation of �sh swarms but
reduces the role of individual �sh in the swarm. �e free
swimming of the �sh will lead to a larger range of results in
the subsequent algorithm, which in turn a�ects the foraging
behavior of the �sh [21]. When seeking the optimal solution,
it enters a local circle, which is not perfect enough.
�erefore, in this paper, the �sh swarm algorithm of cloud
theory is combined, and the two are modeled, which is also
called Zhengtaiyun. Introduce cloud learning factors and

cloud variation factors to improve algorithm learning ability
in self-learning algorithms. �e improved algorithm will be
obtained, by comparing the behavior of the �sh before with
the individual �sh, which can greatly improve the degree of
learning identi�cation, reduce the free swimming behavior
of �sh, enhance the aggregation of the optimal solution, and
make it possible to search for the optimal solution more
quickly [22]. �e density here is the function corresponding
to the best solution in the largest �sh group. When �nding
the smallest solution, it can be obtained by the inverse of the
maximum value. Assuming that the current position of the
arti�cial �sh is (xi, yi) and the density value is (Fx, Fy),
there can be

Rx �
Fx

Fx + Fy
× xi +

Fx
Fx + Fy

× yi,

Rn �
D

L1
,

He �
Rn
L2
.

(6)

�e cloud variation factor is the transformation of a
single �sh individual into an individual under the newmodel
under the condition of Zhengtai cloud. Let the current
position of the arti�cial �sh be xi and the density of a single
arti�cial �sh be Fx, which can be expressed as

Rx � xi,

Rn �
D

L3
,

He �
Rn
L4
.

(7)

�e random distribution certainty of random �sh
swarms can be achieved through Zhengtaiyun, which is
denoted by G in the text. �is is a vague concept that has a

Artificial Fish Swarm Algorithm

swimming behaviorAggregate behaviorforaging behaviorrear-end behavior

Figure 2: Fish presence status.
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certain relationship with probability. In the improved ar-
tificial fish swarm algorithm, the distance of fish with high
density is small, so as to obtain a suitable specified value, the
range of G needs to be dynamically processed by the ob-
jective function, and there are two processing methods [23].

Randomness X-condition cloud generator method is
expressed as follows:

Rx � Fmax: Rn �
Fmax − Fmin

L5
: He �

Rn

L6
,

R
,
n � randn Rn, He( : G � e

F,− Rx( )/− 2R,
n F,− Rx( )/R,

n .

(8)

In the X-condition cloud generator, three special values
are assigned, which are Rx, Rn, and He, and the influence
value drop(x0, Gi) is formed.

Deterministic linear function method is expressed as
follows:

G � Gmax −
Fmax − F

,

Fmax + Fmin
Gmax − Gmin( . (9)

In the above formula, Fmax is the maximum fish school
fitness, Fmin is the minimum fish school fitness value, Gmax
is the maximum fish school density due to external
influence, and Gmin is the minimum fish school density. In
general, Gmax is within (0.93–1), Gmax is selected as 0.96, and
Gmin is selected as 0.19, which is also a conventional value. It
can be seen from the above that the fitness value of the
individual fish is inversely proportional to the search range.
(e larger the value, the smaller the range. When the fitness
is the largest, G� 1. After the processing operation is
carried out, it is brought into (7), and the result is
unfavorable for population diversity. When G is 0.95,
according to Rn, the value of L5 is less than 4, which is 3.7.
In the normal range, the result of L6 is 5–15, and the
value of L6 is 10. Although Rn and He play a key role in the
model, when multiple calculations are performed,
replacement iterations will be performed to replace the
previous data, so this has little effect on the values in the
following text.

3.5. Segmentation of Sports Images Based on Fish Swarm
Algorithm. (e pixels of the image are arranged in order
from low to high, and the image formed by the pixels needs
to be segmented to obtain the core points. (en separate the
multiple images of the movement, and segment them from
the background image. When the color difference between
the background image and the required image is obvious,
when the computer processes as high values on both sides,
this is the best separation period. If the computer processing
is not at the highest level, no image segmentation is required.
In this paper, threshold image segmentation is used. In this
paper, threshold image segmentation is used. (rough the
thresholds U and U ∈ (0，L − 1), the figure can be divided
into two parts, and the background and positioning are B
andW, respectively. Assuming that P is the probability of the
original gray in Figure 2, Pt � 

t
i�0 pi, and then the entropy

function is

H(t) � HB + HW,

HB � − 
t

i�0

pt

Pt

ln
pt

Pt

,

HW � − 
L− 1

i�t+1

pt

Pt

ln
pt

1 − Pt

.

(10)

When H(t) is the maximum value, t∗ is the optimal
solution. When there are K thresholds in the thresholded
image, which is tK, the entropy function can be calculated to
obtain the maximum value; then there are

H t1, t2, . . . tk(  � − 

t1

i�0

pi

Pt0

ln
pi

Pt0

− 

t2

i�t1+1

pi

Pt1

ln
pi

Pt1

− · · · 
L− 1

i�tk+1

pi

Ptk

ln
pi

Ptk

.

(11)

(e same as above, when H(t1, t2, . . . tk) is the largest,
t∗1,t
∗
2 . . . t∗k is the best solution obtained.
(e threshold image segmentation in the artificial fish

school is calculated by the maximum value of the entropy
value function of the artificial fish school in the original gray
image. (e threshold value map optimization process of the
artificial fish school is shown in Figure 3.

(1) Fish swarm initialization. Suppose that the number
of fish schools is S, the number of experiments is C,
the fish school detection distance is D, the step size is
L, and θ is the proportion of fish schools in the
artificial pool.

(2) Calculate the fitness of each fish in the fish group by
calculating the entropy function, and arrange the
fitness values in order, from small to large; and
change the information value at any time, and keep
abreast of the dynamic maximum Fmax and mini-
mum Fmin adaptive value.

(3) Randomly perceive the surrounding of the nth ar-
tificial fish, find the optimal artificial fish, and judge
whether there is a rear-end relationship between the
two. If not, go directly to the next step. If there is,
follow the rear-end execution.

(4) Perform processing Wn on a single artificial fish; if
the n value is lower than 0.62 k, perform cloud
mutation processing on the fish, and if it is greater
than 0.62 k, perform a cloud learning phase.

(5) Replace the maximum and minimum fitness values
and update them on the dynamic board at any time.

(6) After processing all the individual fish, go to the next
step. If not, continue to repeat the previous steps.

(7) Compare the number of updates with the set number
of experiments. If the number of updates is greater
than the set number, the algorithm terminates;
otherwise, the second step is performed. Continue to
find the fitness of the fish.
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4. Simulation Experiments

In order to verify the e�ectiveness of the method, the paper
uses di�erent emphases as the experimental objects and
compares the arti�cial �sh swarm algorithm with particle
swarm and genetic algorithm. �e traditional motion
simulation uses the particle swarm computing method. �e
experimental equipment and materials were the following:

computer with Windows 10, Intel 10, Core(TM) i8-
3632QM CPU, and 8G running memory, and the trans-
lation tool was Matlab (R2017b). �rough many experi-
ments, the e�ectiveness of the image entity simulation
image under human motion, the segmentation of the image
processing, the number of core points, and the noise re-
duction e�ect are compared. �e experimental data are as
follows.

fish school
initialization

Find the fitness of
each fish

whether to
rear-end

For the treatment of a single artificial
fish, whether to rear-end

Replace the max and min fitness values at
any time

Determine if processing is complete

�e number of 
comparison
experiments

Finish

Mutation
processing

cloud learning

n<0.62k

YES

NO

YES

NO

Figure 3: Flowchart of threshold map optimization for arti�cial �sh swarms.
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(e two algorithms to be compared need to be compared
through a threshold before calculation. In order to ensure
consistency, the threshold is uniformly set to 3 in this paper.
(e reference data obtained in the literature are obtained
after experiments and have practical significance. (e data
sheet is shown in Table 1.

4.1. Captured Moving Images. In the first step, an image of
human motion needs to be taken, because the original color
hierarchy of the background image and the foreground
image is easier to distinguish, so the image is used as a
contrast image. (e comparison of the captured images is
shown in Figure 4.

(e comparison in Figure 4 shows that the particle
swarm algorithm has no way to clear the background and

target of the shooting, and there is chromatic aberration, and
the background processing is simple. (e fish swarm al-
gorithm can see obvious foreground, background, and color,
and, in Figure 4, the distinction of brightness is also more
obvious.

4.2.Monotone Background Image. As shown in Figure 5, the
apple image of 512× 384 is selected because the background
is relatively monotonous, and the foreground and back-
ground are easier to separate when pixels are separated.
From the comparison of the figures, it can be seen that the
particle swarm algorithm does not distinguish the back-
ground and the foreground clearly, and it is basically im-
possible to see it. However, the image after the fish swarm
algorithm can save the original image information, and, for

Table 1: Initial parameter table.

Evolutionary algorithms Parameter settings
CT-AFSA S� 22 C� 100 D� 12 L� 10 θ � 0.75
Related data 1 S� 22 C� 100 W (min)� 0.38 W (max)� 0.92 Expansion factor
Related data 2 S� 22 C� 100 Code length� 10 Crossover probability� 0.65 Mutation probability� 0.1

Figure 4: Captured image comparison.

Figure 5: Apple image segmentation comparison.
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the information expression of the foreground edge, the
particle swarm algorithm is not easy to distinguish between
the foreground and the background, which is not conducive
to the expression of the internal and edge information of the
image.

For the physical simulation of human motion, the ar-
rangement of the pixel points is arranged according to
certain rules. However, in the physical simulation of tra-
ditional sports, there will be redundant line segments, the
core points of the pixel points are judged by the number of
line segment connections, and the number of core points is
judged by the data of the two physical simulations, as shown
in Figure 6.

�rough comparison, it is found that the pixel core point
of the traditional entity simulation is lower than that based

on the �sh swarm algorithm, and it is increased by about
35% on the traditional basis. �e image obtained in this way
is also more vivid, and there is no rough room. �e core
point re�ects the key position of sports. �e more core
points, the more accurate the capture of sports.

When capturing moving images, it is necessary to
remove the external sound and then better input into
the system for information processing. After processing by
the computer, ensure the stability of the computer, because
the information with sound is entered into the system will
have an impact on the simulation model. �e noise
reduction comparison between the two is shown in
Figure 6. �e simulation paper based on the �sh swarm
algorithm becomes a new type of simulation, as shown in
Figure 7.
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By comparing the noise reduction effect between the
two, it is found that the simulation calculation based on the
fish swarm algorithm is 20.3% higher compared to the
traditional simulation. At the same time of simulation, it also
restores the real motion, well preserves the integrity of the
information input to the computer, and also has a good
effect on noise reduction of other effects and has obvious
optimization in traditional simulation technology.

5. Conclusions

In this paper, the physical simulation of traditional sports is
compared through sports based on fish swarm algorithm.
(rough the shortcomings of traditional simulation, the
moving entity simulation technology of fish swarm algo-
rithm is introduced. By comparing the effectiveness of the
simulated image under human motion, the segmentation of
the image processing, the number of core points for the 3D
model, and the noise reduction of the two in computer
processing, the results found that the physical simulation
based on the fish swarm algorithm is more restored on the
image, and the captured figures are more segmentable, and
the more core points, the more accurate the 3D model, and
the noise reduction effect is also improved by 20.3%. (e
inadequacy of this paper is that the physical simulation is not
verified by other algorithms, and only the fish swarm al-
gorithm is verified in the physical simulation. (e data
referenced in this article also has a certain year, and there
may be some errors in the experimental data. With the
gradual development of current science and technology, the
simulation technology for moving entities will become more
mature, and more and more suitable algorithms will be used
in entity simulation. (e obtained data will also be more
accurate, and the influence of external factors on the sim-
ulation entity can be excluded. (is paper studies the
physical simulation of sports, which has certain reference
significance for the physical simulation technology.
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(e data used to support the findings of this study are
available from the author upon request.

Conflicts of Interest

(e author does not have any possible conflicts of interest.

References

[1] C. Ma and R. He, “Green wave traffic control system opti-
mization based on adaptive genetic-artificial fish swarm al-
gorithm,” Neural Computing & Applications, vol. 31, no. 7,
pp. 2073–2083, 2019.

[2] X. Zhu, Z. Ni, and M. Cheng, “Haze prediction method based
on multi-fractal dimension and co-evolution discrete artificial
fish swarm algorithm,” Systems Engineering-<eory & Prac-
tice, vol. 37, no. 4, pp. 999–1010, 2017.

[3] X. Zhai and L. Ma, “Medium and long-term wind power
prediction based on artificial fish swarm algorithm combined
with extreme learning machine,” International Core Journal of
Engineering, vol. 5, no. 10, pp. 265–272, 2019.

[4] S. Yili, “Research on the application of computer simulation
technology in the field of physical education,” Agro Food
Industry Hi-Tech, vol. 28, no. 1, pp. 1617–1620, 2017.

[5] L. T. Song and J. J. Chen, “Research on automotive anti-lock
braking system based on simulation technology,” Agro Food
Industry Hi-Tech, vol. 28, no. 1, pp. 917–921, 2017.

[6] F. Wang, W. Liao, and G. Yu, “Physical characteristics
modeling and deformation simulation technology for flexible
cable harness based on exact Cosserat model,” Jisuanji Fuzhu
Sheji Yu Tuxingxue Xuebao/Journal of Computer-Aided De-
sign and Computer Graphics, vol. 29, no. 7, pp. 1343–1355,
2017.

[7] C. Ge, Y. Zhu, and Y. Di, “Basic theoretical issues of
equipment parallel simulation technology,” Xi Tong Gong
Cheng Yu Dian Zi Ji Shu/Systems Engineering and Electronics,
vol. 39, no. 5, pp. 1169–1177, 2017.

[8] Z. Huang, Y. Zhang, Q. Li et al., “Joint analysis and weighted
synthesis sparsity priors for simultaneous denoising and
destriping optical remote sensing images,” IEEE Transactions
on Geoscience and Remote Sensing, vol. 58, no. 10,
pp. 6958–6982, 2020.

[9] E. Q. Wu, P. Xiong, Z. R. Tang, G. J. Li, A. Song, and
L. M. Zhu, “Detecting dynamic behavior of brain fatigue
through 3-d-CNN-LSTM,” IEEE Transactions on Systems,
Man, and Cybernetics: Systems, vol. 52, no. 1, pp. 90–100,
2022.

[10] J. Zhang, W. Feng, T. Yuan, J. Wang, and A. K. Sangaiah,
“SCSTCF: spatial-channel selection and temporal regularized
correlation filters for visual tracking,”Applied Soft Computing,
vol. 118, Article ID 108485, 2022.

[11] Z. Huang, Y. Zhang, Q. Li et al., “Unidirectional variation and
deep CNN denoiser priors for simultaneously destriping and
denoising optical remote sensing images,” International
Journal of Remote Sensing, vol. 40, no. 15, pp. 5737–5748,
2019.

[12] E. Q. Wu, D. Hu, P. Y. Deng et al., “Nonparametric bayesian
prior inducing deep network for automatic detection of
cognitive status,” IEEE Transactions on Cybernetics, vol. 51,
no. 11, pp. 5483–5496, 2021.

[13] H. H. Tung, “Embracing renovation and innovation during
the pandemic: application of virtual simulation technology in
nurse practitioner education,” Hu li za zhi <e journal of
nursing, vol. 68, no. 5, pp. 7–12, 2021.

[14] A. P. Cockerill and U. Satish, “Real-world implications of
high-performance competencies and strategic management
simulation technology,” Journal of Applied Social Psychology,
vol. 51, no. 12, pp. 1145–1150, 2021.

[15] T. Ryosuke, H. Nobuyuki, I. Tomoyuki et al., “Analysis of
Wetting and Coalescing Behavior of Minute Ink Droplets by
MPS Simulation,” Nihon Gazo Gakkaishi, vol. 55, no. 2,
pp. 176–183, 2016.

[16] C. Liu, L. Liu, and C. Liu, “Analysis of wind resistance of high-
rise building structures based on computational fluid dy-
namics simulation technology,” International Journal of Heat
and Technology, vol. 36, no. 1, pp. 376–380, 2018.

[17] P. Hou, Y. Ning, and Y. Song, “Retraction Note: an auxiliary
training system for swimming in coastal areas based on re-
mote sensing images and virtual simulation technology,”
Arabian Journal of Geosciences, vol. 14, no. 24, p. 2817, 2021.

[18] I. N. Raptanova, N. V. Streneva, O. V. Strizhkova, and
N. V. FomichenkoYankina, “Bachelors’ independent work:
stages of organization through the application of simulation
technology,” Humanities & Social Sciences Reviews, vol. 8,
no. 2, pp. 296–304, 2020.

10 Computational Intelligence and Neuroscience



[19] L. You, H. Jiang, J. Hu et al., “GPU-Accelerated Faster Mean
Shift with Euclidean Distance Metrics,” 2021, https://arxiv.
org/abs/2112.13891.

[20] H. Wang and R. Wen, “Ground-motion simulation for the
MW6.1 Ludian earthquake on 3 August 2014 using the sto-
chastic finite-fault method,” Earthquake Science, vol. 32,
no. 3-4, pp. 101–114, 2019.

[21] Y. Xiang, S. Tahmid, and P. Owens, “Single task optimization-
based planar box delivery motion simulation and experi-
mental validation,” Journal of Mechanisms and Robotics,
vol. 13, no. 2, pp. 1–18, 2021.

[22] S. H. An, J. B. Kyung, S. G. Kyung, H. Song, and H. Cho,
“Analysis of intensity attenuation characteristics using
physics-based earthquake ground-motion simulation with
site effect in the southern Korean peninsula,” Journal of the
Korean Earth Science Society, vol. 41, no. 3, pp. 238–247, 2020.

[23] H. Choi, “Strong ground motion simulation at seismic sta-
tions of metropolises in South Korea by scenario earthquake
on the causative fault of the 2016 gyeongju earthquake,”
Journal of the Earthquake Engineering Society of Korea, vol. 24,
no. 2, pp. 59–65, 2020.

Computational Intelligence and Neuroscience 11

https://arxiv.org/abs/2112.13891
https://arxiv.org/abs/2112.13891


Research Article
Application of Improved VMD-LSTM Model in Sports
Artificial Intelligence

Tiancong Zhang1 and Caihua Fu 2

1School of Physical Education, Sanya University, Sanya 572000, China
2School of Management, Sanya University, Sanya 572000, China

Correspondence should be addressed to Caihua Fu; caihuafu@sanyau.edu.cn

Received 19 June 2022; Accepted 29 June 2022; Published 14 July 2022

Academic Editor: Xin Ning

Copyright © 2022 Tiancong Zhang and Caihua Fu. �is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

In recent years, with the rapid development of a new generation of arti�cial intelligence technology, how to deeply apply arti�cial
intelligence technology to physical education and break through the limitations of time-space scenarios and knowledge transfer
methods in traditional models has become a key issue in intelligent physical education in the era of arti�cial intelligence. In order
to realize the online monitoring of wearable devices with arti�cial intelligence in sports and overcome the problem of low
recognition accuracy of electrocardiogram, blood oxygen, and respiratory signals in many cases, this paper proposes a com-
bination of variational modal decomposition based on the maximum envelope kurtosis method. Long-short-term neural network
(VMD-LSTM) monitoring method for wearable sports equipment. �rough experimental analysis and veri�cation, the current
signal of the VMD model shows a trend of �uctuating from large to stable and then to large with motion, while the training
accuracy of LSTM after the 150th iteration is 94.09%, which shows that the coupling model VMD LSTM can better predict the
direction of sports arti�cial intelligence. In addition, although the training time of the BP neural network is shorter than that of the
LSTM model, there is a large gap between the recognition e�ect and the LSTM, and there are also large di�erences between
di�erent neural network structures. �is shows that the VMD-LSTM model has broad application prospects in such models.

1. Introduction

Arti�cial intelligence (Arti�cial Intelligence, referred to as
“AI”) is a discipline that studies how to make machines do
things that humans need intelligence to accomplish [1].
Arti�cial intelligence has experienced the early game, expert
system, and other algorithmic models and has developed to
the current research direction of machine learning and deep
learning [2]. Arti�cial intelligence is essentially a branch of
computer science. With the rapid iterative update of com-
puter technology, it shows stronger intelligence and prac-
ticability and is generally accepted by the public. My
country’s arti�cial intelligence started late, and there is still a
certain gap compared with developed countries such as the
United States. Physical education is one of the important
contents of the implementation of comprehensive quality
education in my country, and it has a basic supporting role

in improving the national physique and improving the
quality of life [3]. In recent years, the rapid development of a
new generation of arti�cial intelligence technology has had a
signi�cant impact on the content, mode, method, and
system of traditional physical education [4]. How to deeply
apply arti�cial intelligence technology to physical education
and break through the limitations of time-space scenarios
and knowledge transfer methods in traditional models has
become a key issue in intelligent physical education in the
era of arti�cial intelligence.

In recent years, sports arti�cial intelligence research, the
main subject is computer science, and the algorithm em-
pirical research of basic theory is preferred [5]. It mainly
involves the use of neural network-based machine learning-
related algorithms, involving sports performance prediction
[6], human action recognition and evaluation [7], technical
and tactical decision support, sports injury assessment, etc.
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[8, 9], [10] As the most important research direction in the
field of artificial intelligence in recent years, deep learning
(Deep Learning) is a kind of intelligent learning algorithm
based on deep neural network and representation level, so as
to obtain humanlike analytical learning ability, thus pro-
moting the progress of artificial intelligence related tech-
nologies [11, 12]. Among them, the human posture
recognition technology in deep learning is a technology that
can accurately describe the posture and behavior by sensing
the structural parameters of human limbs through sensing
signals, images, and other data [13]. Detection of human
skeleton joints is the core problem of pose recognition [14].
Since 2012, the rapid development of deep learning tech-
nology has promoted the continuous improvement of the
detection effect of human skeleton joints [15].

Aiming at the lack of error correction design in the
traditional Long and Short-term Memory Network (LSTM)
structure [16], a sports artificial intelligence based on
Variational Modal Decomposition (VMD) was proposed.
Intelligent models [17, 18]. Combining the new ideas of
“artificial intelligence” with the needs of sports provides a
beneficial guarantee for meeting the needs of scientific
training. Based on the VMD-LSTM model and the design
and use of portable equipment, this paper constructs a sports
monitoring service system, which combines a new method
of artificial intelligence to analyze the real-time parameters
of the sports process. By establishing this service model, the
physical activity of athletes can be monitored.

2. Principles and Methods

2.1. Metamorphic Mode Decomposition. Variational mode
decomposition is an adaptive signal processing method
proposed in 2014. By iteratively searching for the optimal
solution of the variational mode, the modal function and
center frequency are continuously updated to obtain several
modes with a certain bandwidth function [19]. Variational
modal decomposition is an improvement of the EMD al-
gorithm, which has the advantage of better avoiding modal
aliasing and end-point effects [20]. Metamorphic Mode
Decomposition.

Variational mode decomposition decomposes wearable
sports equipment into several eigenmode functions (IMFs)
with center frequencies on the premise that each decom-
posed eigenmode function has a limited bandwidth, by
constructing and solving a variational problem to find each
eigenmode function and its center frequency [21]. (e VMD
method decomposes the signal into predefined K eigenmode
components IMF, where the IMF is redefined as an AM-FM
signal.

uk(t) � Ak(t)cos(ϕk(t)). (1)

(e accuracy of the decomposition result of the VMD
algorithm depends on the number of modes K and the value
of the penalty factor. If the value of K is too large, it will cause
excessive signal decomposition, so that a component de-
termined by the center frequency will be scattered in dif-
ferent eigenmode components; while the value of K is too

small, it will cause modal aliasing, that is, different centers.
(e frequency signal components are in the same eigenmode
component after being decomposed by VMD, resulting in
components that have no practical significance. Both of
these cases can lead to inaccurate results of the decompo-
sition. (e value of α will affect the frequency bandwidth of
each modal obtained after the signal is decomposed by the
variational modal decomposition algorithm, the degree of
modal aliasing and the speed of the algorithm. If the value of
the penalty factor α is too small, the bandwidth of each
frequency is too large, and similar frequencies are mistaken
for the large bandwidth part of the same center frequency so
that they are decomposed into the same component, and the
problem of modal aliasing occurs. When the value is too
large, part of the bandwidth is reduced, which may cause the
signal to be overresolved and spurious components appear.
(erefore, the selection of appropriate parameter values is
crucial to the accuracy of the PPG signal decomposition
results [22].

2.2. LSTM Model. Long Short-Term Memory (LSTM) is a
temporal recurrent neural network [2]. (e outstanding
contribution of this network lies in the use of the self-loop
design, and the weight of the self-loop can also be updated in
each loop iteration, thus cleverly avoiding the gradient
dispersion problem that occurs when the recurrent neural
network model updates the weights [23].

Each hidden node of the LSTM network model contains
a storage unit, and the entrance of the storage unit is
controlled by some logic units. (ese control units are
generally called “gates.” At the entrance of each hidden unit,
there are three gates, namely, input gate, output gate, and
forget gate [24]. (e input gate is used to selectively save the
input data, the output gate is used to determine when to
output the value, and the forget gate is used to determine
when the value should be memorized or forgotten [25].
Hidden nodes are shown in Figure 1. In the whole model, the
parameters of the input gate, output gate, and forget gate in
each hidden node are learned during the training process
[26]. (e calculation formulas for the three gates are as
follows:

it � σ Wxixt + Whiht−1 + bi( ,

ot � σ Wxoxt + Whoht−1 + bo( ,

ft � σ Wxfxt + Whfht−1 + bf( ,

ct � ftct−1 + ittanh Wxcxt + Whcht−1 + bc( ,

ht � ottanh ct( .

(2)

3. Experimental Procedure and Result Analysis

3.1. Feature Extraction Using VMD Method. (e maximum
envelope kurtosis method is used to determine the optimal
decomposition level K of the VMD, randomly extract several
groups of current signals from the first group, and use the
maximum envelope kurtosis method for analysis. By ob-
serving the variation trend of the local maximum envelope
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kurtosis in Figure 1, it can be found that the envelope
kurtosis is the largest when K� 11.

So take K� 11 VMD for current signal processing. It can
be seen from the decomposed current signal that IMF1,
IMF2, and IMF3 are low-frequency signals, the frequency
components are relatively single, and the main frequency
components of the current signal are concentrated in the
low-frequency current signal. (erefore, the features of the
first three IMFs can be directly extracted to represent the
movement and detect changes in parameters. (ere are
interference signals such as noise in the high-frequency
signal of the current signal, and after calculation, the signal-
to-noise ratio in the high-frequency signal is less than 0,
which is dominated by noise, and the soft threshold
denoising method needs to be used for denoising. (e
original signal can be regarded as the sum of the decom-
posed IMFs, so the high-frequency signal can be simplified
as follows:

IMFh � 
11

i�4
IMFi i � 4, 5, . . . , 15. (3)

It can be seen from the calculation that the amplitude of
the curve of the denoised signal is smaller than that of the
high-frequency signal, which means that some noise is re-
moved and the characteristics of the tool wear signal are
preserved. (e signal-to-noise ratio of the high-frequency
signal before denoising is 6.581 dB, and the signal-to-noise
ratio after denoising is improved to 2.024 dB.

Since it is difficult to find the relationship between the
signal and sports parameters by directly observing the signal,
the original signal is processed to extract features that are
related to the bodymotion parameters.(is paper extracts 7-
dimensional time domain features, including mean, root
mean square, peak value, standard deviation, variance, and
kurtosis factor, margin factor; 2-dimensional frequency
domain feature, including barycentric frequency and fre-
quency energy value, extracting the mean, root mean square,
and peak value of 3 low-frequency IMFs, and one high-
frequency IMF, a total of 21 dimension features. Since the
classification of sports parameters under multiple working

conditions in this paper needs to consider the influence of
parameters such as heart rate on the current signal, the three
sports parameters are also classified as features, with a total
of 24-dimensional features. (e model training speed will be
slowed down due to too many feature dimensions, and there
may be features that are not related to motion parameters in
these features. In this paper, the SelectKBest class in the
feature-selection of the Python library is combined with the
mutual information method to filter the features, and the 6-
dimensional features plus 3 cutting parameters are selected
from the 21-dimensional feature parameters as the model
input.

3.2. Validation of Model Recognition Effect. A total of 921
groups of experimental data were collected in this experi-
ment, and the number of experimental data in each group.
Taking the first group as an example, the current signal is
divided into three stages, the initial stage of exercise, the
middle stage of exercise, and the later stage of exercise. (e
variation trend of the current signal eigenvalues with motion
is shown in Figure 2.

It can be observed from Figure 2 that in the initial stage,
the current signal fluctuates greatly, because the body
movement state is good, and the body function parameters
have not yet adapted to the body. In the normal stage, the
current change is relatively gentle, and in the severe stage, it
rises sharply, which is caused by the sudden strengthening of
the exercise state after the exercise adaptation.

3.3. Normalization. Since there are few initial and late
samples in each group of experiments, normal samples
occupy the vast majority, and unbalanced samples will affect
the final classification effect. (erefore, the SMOTE algo-
rithm is used to oversample the interval with fewer samples.
(is method is used in minority samples. New sample points
are generated on the Euclidean distance [27]. After dividing
the 4 groups of experimental data into 3 intervals, the
training set and the test set are divided according to the ratio
of 3:1. For the multiclassification model, the output label
corresponding to each state needs to be coded. In this paper,
the One-Hot coding method is used. (e data set composed
of features after optimization needs to be normalized before
classification, and the normalization formula is

x �
x − xmin

xmax − xmin
. (4)

As a variant of Recurrent Neural Network (RNN), LSTM
can better avoid the problem of gradient disappearance and
can effectively deal with the long-term dependency problem
[1]. Due to the small number of samples collected, this paper
designs a model with only a single LSTM layer, the number
of LSTM neural units is set to 30, the batch size is set to 32,
the cross entropy is selected as the loss function, and the
Adam optimization algorithm is used to optimize the model
parameters [28], and the structure of the LSTM model is
shown in Table 1.

Figure 3 shows the accuracy and loss curve of the LSTM
model training process. It can be observed from the figure
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Figure 1: Variation Trend of maximum envelope kurtosis.
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that the training accuracy value and loss tend to converge
after the 150th iteration, and the training accuracy during
the training process reaches 94.09%. (e classification ac-
curacy rate on the test set reached 92.44%. (e loss rate is
another way of expressing the accuracy. (e loss rate in
Figure 3 is stable at about 10% after multiple iterations,
which indicates that the model selected in this study has
good accuracy and strong applicability. It can be concluded
that the model has high recognition accuracy and strong
generalization ability, which can meet the recognition

requirements of actual motion state parameters.(e selected
features can better characterize the change of motion state,
which is similar to the research results of some scholars [29].

In order to verify the superiority of the model in this
paper for the recognition of motion states under multiple
working conditions, this paper uses empirical mode de-
composition (EMD) and ensemble empirical mode de-
composition to construct different feature vectors for the
same sample set [28] and uses the LSTM model for Clas-
sification [30], the final result is far from the method in this
paper, and the accuracy is not high. And, this paper com-
pares the LSTMmodel with the traditional machine learning
method Support Vector Machine (SVM) and BP neural
network, in which the kernel function parameter σ and
penalty factor C of SVM use particle swarm optimization
algorithm to find the best parameters, respectively, are
11.580 and 12.926. (e BP neural network adopts the
structure of 30× 8× 3, and the number of iterations is 500
times. In order to avoid experimental chance, each model
was tested 5 times to take the average of the accuracy of the
test set. Table 2 shows the test results of the model.

It can be seen from the table that the training time of
SVM is longer than that of LSTM, and the accuracy of the
test set is lower than that of LSTM. (e data samples in this
paper are changed from 921 to 1851 groups after sample
synthesis. Efficiency is lower. Although the training time of
the BP neural network is shorter than that of the LSTM
model, there is a big gap between the recognition effect and
LSTM, and there are also big differences between different
neural network structures, which is similar to the research
results of some scholars [31].

4. Model Predictions

In the research on the physical health of different groups of
people, intelligent wearable devices based on machine
learning and deep learning algorithms can identify, monitor,
and analyze the muscular endurance and physical activity
status of people with different physical fitness, including
children, adolescents, and adults. Proposing exercisemethods
suitable for individuals with different physical conditions can
promote the formation of healthy living habits.

In the monitoring test, there are many factors that affect
the effect of sports wearable devices, including respiratory
rate, heart rate, and real-time measurement of hemoglobin.
(e measurement of respiratory rate is affected by detection
time and exercise intensity. (erefore, to obtain accurate
respiratory frequency measurement, it is necessary to
remove the influence of clutter on the respiratory mea-
surement results. (e least mean square can solve the re-
spiratory frequency well, so the system decides to use the
least mean square respiratory signal filtering algorithm as the
main technology of this module. If all the influencing factors
are considered, the experiment becomes very complicated
and requires a huge cost. (erefore, the simplified variables
in this paper are the fluctuation of electrocardiogram, re-
spiratory signal, and monitoring of blood oxygen
concentration.
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Table 1: Inspection and test results of external wall damage.

LSTM model
structure
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levels function

Input of each
layer

dimension<

Input layer Feature
dimension — (None, 1)

LSTM layer 30 Sigmoid (None, 30)
Full
connection
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Figure 3: Model accuracy training and loss curve.
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(e electrocardiogram is an electrical activity process
that reflects the excitement of the heart. It has important
medical reference significance and reflects the activity
process of the human body’s electrocardiogram. It has
considerable medical and sports measurement importance.
In the ECG monitoring part, the system uses textile elec-
trodes as the main material, because when the material
contacts the skin, an equivalent capacitance C1 will be
generated, which can achieve signal impedance matching
and improve the sensitivity and accuracy of signal detection.
(e single-lead ECG measurement module made of textile
electrodes is placed at two points on the surface of the
human body. By measuring the potential difference between
the two points, the signal can be transmitted to the analog
ECG signal conversion interface through the wire, as shown
in Figure 4.

(e respiratory signal spectrum after filtering processing
has regular breathing fluctuation as a whole, and the fluc-
tuation is stable. (e maximum amplitude of the fluctuation
is 1.5 V, which occurs between 21 and 29 seconds. Within
seconds, it can be seen that the monitored exercise partic-
ipant’s breathing is stable, the exercise training intensity is
reasonable, and there is no need to adjust the amount of
exercise. (e least mean square can solve the respiratory
frequency well, so the system decides to use the least mean
square respiratory signal filtering algorithm as the main
technology of this module. (e least-mean-square respira-
tory signal filtering algorithm consists of five operating
modules, firstly measuring n times of inhalation signal x,
then measuring n times of exhalation signal e, and then

adding the two different signals to calculate the sum signal
frequency value, then the three-axis acceleration and the
breathing signal are input into the digital filter together, and
the breathing signal processed by the digital filter is then
output for correlation detection. In square algorithm op-
eration, the operation result will be input into the digital
filter again, so as to reciprocate until the error is wirelessly
reduced and the error is corrected continuously, so as to
obtain the accurate respiratory data measurement signal.
Capture, the process of data capture is the real-time mea-
surement of human body functions such as heart rate and
hemoglobin by wearable devices, so the monitor of the
wearable device becomes the key device for this step.

5. Conclusion

Based on the perspective of the era of intelligence, on the
basis of traditional sports and with the help of deep learning
technology in the field of artificial intelligence, this research
proposes an intelligent evaluation algorithm for sports
wearable devices. Sports smart wearable system. In order to
realize the online monitoring of wearable devices with ar-
tificial intelligence in sports and overcome the problem of
low recognition accuracy of electrocardiogram, blood oxy-
gen, and respiratory signals in many cases, this paper
proposes a combination of variational modal decomposition
based on the maximum envelope kurtosis method. Long-
short-term neural network (VMD-LSTM) monitoring
method for wearable sports equipment. (rough experi-
mental analysis and verification, the following conclusions
are drawn: (1) in the early stage of the exercise, the current
signal fluctuates greatly, and the current changes relatively
gently in the normal stage, and then rises sharply in the
severe stage; (2) after the 150th iteration, the training ac-
curacy value, and the loss tends to converge, in which the
training accuracy reached 94.09% during the training pro-
cess, and the classification accuracy of the model on the test
set reached 92.44%; (3) the training time of SVM is longer
than that of LSTM, and the testing time is longer than that of
LSTM. (e accuracy rate of the set is lower than that of
LSTM, and the efficiency of using SVM is relatively low; (4)
although the training time of the BP neural network is
shorter than that of the LSTM model, the recognition effect
has a large gap with LSTM, and there are also differences
between different neural network structures.[32], [33].
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Objectives. Measuring anatomical parameters in fetal heart ultrasound images is crucial for the diagnosis of congenital heart
disease (CHD), which is highly dependent on the clinical experience of the sonographer. To address this challenge, we propose an
automated segmentation method using the channel-wise knowledge distillation technique.Methods. We design a teacher-student
architecture to conduct channel-wise knowledge distillation. ROI-based cropped images and full-size images are used for the
teacher and student models, respectively. It allows the student model to have both the �ne-grained segmentation capability
inherited from the teacher model and the ability to handle full-size test images. A total of 1,300 fetal heart ultrasound images of
three-vessel view were collected and annotated by experienced doctors for training, validation, and testing. Results. We use three
evaluation protocols to quantitatively evaluate the segmentation accuracy: Intersection over Union (IoU), Pixel Accuracy (PA),
and Dice coe�cient (Dice). We achieved better results than related methods on all evaluation metrics. In comparison with
DeepLabv3+, the proposed method gets more accurate segmentation boundaries and has performance gains of 1.8% onmean IoU
(66.8% to 68.6%), 2.2% on mean PA (79.2% to 81.4%), and 1.2% on mean Dice (80.1% to 81.3%). Conclusions. Our segmentation
method could identify the anatomical structure in three-vessel view of fetal heart ultrasound images. Both quantitative and visual
analyses show that the proposed method signi�cantly outperforms the related methods in terms of segmentation results.

1. Introduction

It is reported that the annual birth rate of congenital
heart disease (CHD) in children is 0.8–1% [1, 2], and the
incidence rate has ranked �rst among all birth defects.
At present, fetal echocardiography is an important
medical imaging technology and most used for prenatal
detection and diagnosis of CHD. Well-trained and ex-
perienced doctors can make a reliable diagnosis of
80–90% CHD by fetal echocardiography, while the di-
agnostic accuracy of doctors who lack experience in fetal

echocardiography operation and diagnosis is signi�-
cantly decreased [3, 4].

�e three-vessel and trachea (3VT) view is one of the
fetal echocardiography views, which was introduced by
Yagel et al. [5] as a complementary cardiac view to easily
assess the aortic arch anomalies. Gireadă et al. [6] performed
a retrospective study on 1,596 unselected pregnant patients
presenting at 11–37 weeks of gestation for a routine anomaly
scan and analyzed the performance of the four-chamber
(4C) view and 3VT view in detecting CHD. �e results
demonstrated 4C view detected 47.8% of all CHD, going up
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to 71.7% by adding grayscale 3VT view. *e 3VT view is
deemed desirable if technically feasible by both International
Society of Ultrasound in Obstetrics and Gynecology
(ISUOG) and American Institute of Ultrasound in Medicine
(AIUM) screening guidelines [7, 8], especially due to its
utility in detecting outflow tract anomalies [9–11].

Automatic image segmentation can guide operators to
standardize and serialize the display and analysis of fetal
echocardiography data. Semantic segmentation has been
extensively studied for natural images and is expected to be
applied to medical images to assist in diagnosis. However,
unlike natural images, medical images are often more dif-
ficult to acquire and annotate, which results in a small
amount of annotated data. In addition, the special imaging
modality (e.g., ultrasound) of medical images produces
images of low quality with noises and blurred boundaries.
*ese factors often lead to unsatisfactory segmentation of
images. For the segmentation of three-vessel view of fetal
heart ultrasound images, we collected a total of 1,300 an-
notated images, which is completely incomparable to large
natural image segmentation datasets.

Recently, machine learning methods have widely used in
fetal image processing or ultrasound image processing, such
as quality assessment [12–14], detection, and segmentation
[15–17]. In the field of vessel image processing, physical
models or properties are sometimes introduced to simulate
realistic environment to obtain higher evaluation accuracy
[18–20].

In this paper, we propose to utilize the channel-wise
knowledge distillation [21, 22] technique toward fine-
grained segmentation of three vessels in the 3VTview of fetal
heart ultrasound images. Particularly, we first train a teacher
model whose training data is precisely cropped to a region of
three vessels. Such a teacher model enables fine-grained
segmentation because it focuses only on the target region.
However, such a model cannot be directly applied to the test
data because we are not able to crop the test image to the
target region before prediction. To this end, we train the
student model by distilling the knowledge of the pretrained
teacher model using full-size training data. *is allows the
student model to have both the fine-grained segmentation
capability of the teacher model and the ability to handle full-
size test images. Experiments show that the proposed
method outperforms the most widely used existing methods
by a significant margin.

2. Methods

2.1. Channel-Wise Knowledge Distillation. Knowledge dis-
tillation was originally designed for model compression: a
compact student model is trained to perform better under
the supervision of a large teacher model [23–25]. A sub-
sequent study [26] has also shown that a student model with
the same configuration as the teacher model can even exceed
the performance of the teacher model. In this work, we
employ the channel-wise knowledge distillation method, as
it was shown to be more effective than the pixel-wise
knowledge distillation that simply aligns point-wise classi-
fication scores per pixel [27, 28].

Channel-wise knowledge distillation was first introduced
by Zhou et al. [21]. Its basic idea is to convert the feature map
on each channel to a probability map and then align the
channel-wise probabilities of the teacher model and the
student model. *e corresponding channel-wise distillation
loss LC D(·, ·) is defined in the form of a KL divergence:
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i�1
ϕ y
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c,i  · log
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⎡⎢⎢⎣ ⎤⎥⎥⎦, (1)

where T and S denote the teacher and student models, y(·)

denotes the predicted logits of size H × W × C; i indexes the
spatial location of pixels, where W and H are the width and
height of the predicted logits; c � 1, 2, .., C indexes the
channel, where C is the number of classes including the
background; τ is a hyperparameter called distillation tem-
perature; ϕ(·) is a channel-wise softmax function which
converts the logits on each channel into a soft probability
distribution, defined as

ϕ yc,i  �
exp yc,i/τ 


W·H
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2.2. Our Method. In this paper, we use a model of the
DeepLabv3+ [29] architecture with channel-wise knowledge
distillation to segment three vessels in 2D fetal heart ul-
trasound images.

DeepLabv3+ is an encoder-decoder network designed
for segmentation tasks. A modified aligned Xception model
is used as the encoder, while the Atrous Spatial Pyramid
Pooling (ASPP) layer is used as the decoder as the default
setting of DeepLabv3+.

As shown in Figure 1, the teacher and student networks
use the same architecture. According to the groundtruth
label masks, we crop the region of interest (ROI, i.e., the
region of three vessels) from full-size images to train the
teacher model. Meanwhile, we record the coordinates of
cropped regions to restore them to the corresponding spatial
location in the full-size image afterwards. After training
teacher network with cropped inputs, its logits output is used
to distill knowledge on channels for student model training.
*is allows the student model to have the same ability to
segment the ROI as the teacher model. For the training of the
student model, we use full-size images as input and align the
logits of the teacher model to the full-size ones as additional
knowledge. *e loss of our network is made up of three
components:

L � α · LCE ygt, ypred  + β · LDice ygt, ypred  + c · LK D y
T
, y

S
 .

(3)

Here,LCE(·, ·) and LDice(·, ·) denote cross-entropy loss
and dice loss, respectively, ygt is the groundtruth label mask,
and ypred is the predicted probability map showing the
probability that each pixel being categorized in each class.
LK D(·, ·) is defined in Section 2.1. Note that for the teacher
network, c is set to 0, since no knowledge distillation is used.
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2.3. Materials. 1300 pregnant women who underwent fetal
echocardiography examination in Sir Run Run Shaw Hos-
pital from 2016 to 2021 were randomly recruited. *e
gestational age was 20 to 40 weeks. *e inclusion criteria
were as follows: (1) normal fetus without heart or noncardiac
malformations, especially there has no abnormality in the
nine standard fetal echocardiography views posted by
ISUOG; (2) low risks of chromosome abnormalities were
confirmed by early NT and maternal serological examina-
tion, or amniocentesis and umbilical cord blood puncture;
(3) gestational weeks estimated by ultrasound were con-
sistent with those calculated by menopause history (differ-
ence <2 weeks); and (4) the mothers who had no diabetes,
hypertension, or pregnancy complications. All pregnant
women were informed the purpose of this study and agreed
that their fetal heart ultrasound related data should be used
for scientific research, and consents should be signed.

Philips IE33 (Philips Medical Systems, Bothell, WA,
USA) color ultrasound diagnostic instrument was used, with
S5-1 2D imaging probe and a frequency of 1∼6MHz. Firstly,
the fetal echocardiography mode was used to comprehen-
sively evaluate the structure and function of the fetal heart,
clearly displaying the standard three-vessel view images and
storing the original data. Pregnant women are requested to
hold their breath or reduce the range of breathing as much as
possible during the whole collection process.

Seven experienced doctors annotated and reviewed the
collected fetal heart ultrasound images. *ey annotated the
pulmonary artery (PA), aorta (AO), and superior vena cava
(SVC) regions on each image as the groundtruth. *e
resolution of the original image is 1024 × 768. All images are
simply center-cropped and resized to 512 × 512 as full-size
training data in the student network. *e ROI-based
cropped images described in Section 2.2 are generated by
padding the annotated three-vessel region with 50 pixels per
edge and resizing them to a square region of size 512 × 512.
We selected 1040, 130, and 130 images in all experiments for
training, validation, and testing, respectively.

Figure 2 shows two examples of the fetal heart ultra-
sound images, as well as their corresponding full-size labeled
images and ROI-based cropped images.

2.4. Training. *e proposed method is implemented on an
NVIDIA RTX 3090 GPU using the Keras and TensorFlow
frameworks and trained using the Adam optimizer.We train
the network through two stages:

(1) During the first stage, the initial learning rate is
0.0005 and the parameters are initialized by pre-
training on the PASCAL VOC 2012 [30] dataset. All
parameters of the Xception backbone are frozen. We
set α � 1, β � 1, and c � 0. Since the main purpose of
this stage is to speed up the training, we do not use
the channel-wise knowledge distillation here. *e
batch size is set to 8.

(2) During the second stage, the initial learning rate is
0.00005 and all layers are trainable. We set α � 1, β �

1 for both teacher and student models, while the
hyperparameters of the channel-wise knowledge
distillation are c � 3 and τ � 4 and are used only in
the student model. In equation (1), C � 4 as we have
4 classes including the background, PA, AO, and
SVC.*e batch size is set to 2, since backpropagation
to the backbone layers requires a larger amount of
GPU memory.

In both stages, we set the decayed learning rate as lr �

lrinit · 0.92iterations− 1 and train for 50 epochs with an early
stopping setting when the validation loss stops decreasing.

*e following random data augmentation methods are
used in the training: scale transformation, displacement, flip,
rotation, and color jittering.

3. Results

To evaluate the performance of the proposed method, we
compare with the most used existing methods, including
U-Net [31] and the original DeepLabv3+. U-Net is a classical
network and is widely used in medical image segmentation.
*e original DeepLabv3+ is also adopted as our teacher
network; we train it on full-size images for performance
comparison. For ablation study, we train the models for
comparison by using a combination of cross-entropy loss
and dice loss without the knowledge distillation.

Teacher Network

Student Network

Logits Predictions

Logits

Channel-wise
Knowledge Distillation
with Spatial Alignments 

Full-size Training Data

Cropped Training Data

ROI-based
Cropping

Predictions

Labels

Labels

Same
Architecture

Softmax

Softmax

Figure 1: Overview of the proposed channel-wise knowledge distillation method.
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To quantitatively evaluate the segmentation accuracy, we
use three evaluation protocols: Intersection over Union
(IoU), Pixel Accuracy (PA), and Dice coefficient (Dice).

IoU:

IoU �
Sa ∩ Sb




Sa⋃ Sb



× 100%. (4)

PA:

PA �
Sa ∩ Sb




Sa




× 100%. (5)

Dice:

Dice �
2 · Sa ∩ Sb




Sa


 + Sb




× 100%. (6)

Here, Sa is the predicted segmentation result of the
network and Sb is the groundtruth.

Table 1 shows the performance of our method. We
present the IoU, PA, and Dice for each class evaluated on the
test data. *e mean value over three vessels’ segmentation
accuracies is shown in the bottom row. *e mean IoU, PA,
and Dice of the proposed method are 68.6%, 81.4%, and
81.3%, respectively.

Table 2 shows the comparison of three methods. *e
displayed measurements are the average of the three vessels’
segmentation accuracies from all test data. It is evident that
the proposed method performs better than the other
methods.

To intuitively demonstrate the effectiveness of our re-
sults, we plot segmentation contours of the listed methods in
Figure 3.

Specifically, we observed that when using existing seg-
mentation methods, the SVC vessel is sometimes undetected
or incorrectly segmented due to its small size. In addition,
since the three vessels occupy only a small portion of the
image, the existing methods only produce rough and in-
correctly segmented boundaries.

4. Discussion

*e incidence of birth defects in China is about 5.6% and
the number of new birth defects is about 900,000 every year
[1]. Amongst them, there are about 250,000 cases of birth
defects that can be observed clinically at birth. Birth defects
are the main causes of early abortion, stillbirth, perinatal
death, infant death, and congenital disability, which not

Figure 2:*e 1st column shows original 3VTview of fetal heart ultrasound images.*e 2nd column shows full-size labelled images, the red
region is pulmonary artery (PA), the green region is aorta (AO), and the yellow region is superior vena cava (SVC). *e 3rd column shows
ROI-based cropped images, which are cropped from full-size images.

Table 1: Performance of the proposed method.

IoU (%) PA (%) Dice (%)
Pulmonary artery (PA) 71.2 83.5 83.2
Aorta (AO) 69.7 82.8 82.1
Superior vena cava (SVC) 64.9 77.8 78.7
Mean 68.6 81.4 81.3
*e segmentation accuracies of three vessels and their mean values are
shown.

Table 2: Performance comparison to existing methods.

IoU (%) PA (%) Dice (%)
U-Net 62.4 77.5 76.9
DeepLabv3+ 66.8 79.2 80.1
Ours 68.6 81.4 81.3
*emean segmentation accuracy of three vessels over all test data is shown.
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only seriously harm the survival and quality of life of
children but also affect the happiness and harmony of
families. It will also lead to potential life loss and increasing
social and economic burden. Accurate prenatal diagnosis
can significantly improve the perioperative treatment effect
of CHD and the success rate of operation and reduce
neonatal mortality.

Many studies have shown that improving the ability of
routine obstetricians to recognize CHD is the most im-
portant issue to improve the successful rate of CHD prenatal
diagnosis. However, doctors who complete obstetrical ul-
trasound diagnoses in their daily medical work are always
lacking the diagnostic basis and evaluation experience of
complex CHD, and it is difficult to obtain all basic views
needed for CHD diagnosis [32–35], including four-chamber
cardiac view, left and right ventricular outflow tract view,
and three-vessel view, so it is difficult to make reliable display
and diagnosis of CHD. As a result, CHD has become the
most easily missed structural abnormality in prenatal rou-
tine ultrasound examination.

As we know, the 4C view is the most commonly used and
easily obtained basic view in fetal heart examination. *e
acquisition rate at 16–40 weeks is around 95–99.5%, but
four-chamber abnormalities only account for 48–63% of
congenital cardiovascular malformations. A variety of fetal
congenital cardiovascular malformations do not show ab-
normal shape of the four-chamber heart, including tetralogy
of fallot, persistent truncus arteriosus, aortic valve stenosis,
pulmonary valve stenosis, transposition of great arteries, and
double outlet of ventricle. *e extended basic views include
three-vessel view, three-vessel trachea view, aortic arch view,
pulmonary artery-ductus arteriosus arch view, and vein-
atrium connection view. *e detection rate of congenital
cardiovascular malformation can be increased from 48–63%
to 83–86%. Amongst which, the number, internal diameter,
course, vascular arrangement, and abnormal blood flow
direction of the major vessels can be clearly observed in the
three-vessel and three-vessel trachea view, which plays an
important role in the screening of fetal cardiac macro-
vascular malformations. *erefore, it is clinically important

Image Groundtruth U-Net DeepLabv3+ Ours

Figure 3: Segmentation results of different methods. *e original 3VT view of fetal heart ultrasound images are shown in the first column
and the groundtruth are shown in the second column.*e segmentation results of U-Net, DeepLabv3+ and our proposedmethod are shown
in the last three columns, respectively.
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to collect and identify the three vessels, and the automatic
segmentation algorithm could help doctors to easily operate
and accurately diagnose CHD.

Automated segmentation of fetal heart ultrasound im-
ages is a challenging task due to low signal-to-noise ratio,
low contrast, and blurred boundaries. Collecting and ac-
curately annotating the data is also a difficult task. We
believe that the performance of the proposed model can be
further improved by using a larger and more standard
dataset. Nonetheless, we achieved better results than
DeepLabv3+ on all evaluation metrics, with performance
gains of 1.8% on mean IoU (66.8% to 68.6%), 2.2% on mean
PA (79.2% to 81.4%), and 1.2% on mean Dice (80.1% to
81.3%).

5. Conclusion

In summary, we propose a fully automated segmentation
method for fine-grained segmentation of three vessels in the
3VT view of fetal heart ultrasound images using a channel-
wise knowledge distillation technique. We design a teacher-
student architecture to distill channel-wise knowledge from
ROI-based cropped images to full-size images. *e logits
output of the teacher model empowers the student model
with fine-grained segmentation capability. In this way, we
obtain more accurate segmentation boundaries. Both
quantitative and visual analyses show that the proposed
method significantly outperforms other methods in terms of
segmentation results of the three vessels in the 3VT view of
fetal heart ultrasound images.

Data Availability

*e image data used to support the findings of this study
have not been made available due to information that could
compromise the privacy of research participants.

Conflicts of Interest

*e authors declare that they have no conflicts of interest.

Acknowledgments

*is research was funded by Major Program of the National
Natural Science Foundation of China (Grant no. 12090025)
and the Natural Science Foundation of Zhejiang Province,
China (Grant no. LGF22H180008).

References

[1] C. Li, “Report on the prevention and treatment of birth defects
in China,” Ministry of Health PRC, vol. 3, no. 37, 2012.

[2] S. C. Mitchell, S. B. Korones, and H.W. Berendes, “Congenital
heart disease in 56,109 births incidence and natural history,”
Circulation, vol. 43, no. 3, pp. 323–332, 1971.

[3] U. Gembruch and A. Geipel, “Indications for fetal echocar-
diography: screening in low-and high-risk populations,” Fetal
cardiology, vol. 96, 2003.

[4] D. Paladini, “Expert consensus of fetal heart ultrasonography
standardization,” Chinese Journal of Ultrasound Imaging,
vol. 20, no. 10, pp. 904–909, 2011.

[5] S. Yagel, R. Arbel, E. Y. Anteby, D. Raveh, and R. Achiron,
“*e three vessels and trachea view (3VT) in fetal cardiac
scanning,” Ultrasound in Obstetrics and Gynecology, vol. 20,
no. 4, pp. 340–345, 2002.
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Small and medium-sized enterprises (SMEs) play an indispensable role in China’s national economic system, and they can play a
critical role in promoting economic growth and full employment. �e main reason for the disruption and impediment to the
development of SME clusters is that the enterprises in the clusters are experiencing a “capital shortage,” as a result of the double
contradiction between the clusters’ �nancial bene�ts and the di�culties in �nancing. Grey theory is a relatively new concept in the
�eld of information processing. It proposes theories and methods for processing and analyzing incomplete information systems
using mathematical methods. �is study uses �nance in supply chain as a new research perspective to investigate the e�ectiveness
of �nance in supply chain in resolving SMEs’ �nancing problems using the Grey theory model, with the goal of resolving SMEs’
�nancing problems. When comparing the results of the Grey theory model and the regression analysis model, the relative error of
the Grey theory model is on average 12.2% lower than that of the regression analysis model, indicating that the Grey theory model
greatly improves accuracy. As a result, using the Grey theory model to solve supply chain �nancing and SMEs’ di�culties can
share risks, share credit, reduce transaction costs, weaken information asymmetry, and achieve mutual bene�ts and a win-win
situation. It is expected to promote the development of the �nance in supply chain model, mobilise enterprise enthusiasm for
using �nance in supply chain, improve �nance in supply chain operational e�ciency, and promote �nance in supply
chain development.

1. Introduction

At present, �nancing for SMEs is one of the major concerns
of the whole society, and “supply chain �nancing” is a hot
topic in the banking industry [1]. At present, with the
improvement of capital market access standards, it is dif-
�cult for many enterprises to raise funds by issuing stocks or
bonds, and in this case, the main way for enterprises to
obtain su�cient funds is from banks [2]. Although the state
has introduced support and incentive policies for SMEs, the
e�ective implementation of the policies has a certain time lag
e�ect and the e�ects that take time to appear [3]. In the
development of SMEs, there are many problems, and the
most important of which is the �nancing problem [4].

Domestic and foreign industrial competition is becoming
increasingly �erce, and the development of SMEs is in-
creasingly constrained by factors such as resource scarcity,
energy shortage, and environmental damage [5]. �e deep-
rooted contradictions in the development of SMEs are be-
coming increasingly prominent, and the survival of SMEs is
facing enormous pressure and challenges [6].

Finance in the supply chain is an important tool for
SMEs to overcome their �nancial di�culties [7]. Corporate
mergers and acquisitions are increasingly being used by
companies to expand their business scale and change their
development direction because of their multifaceted impact
[8]. �e practice and development of domestic commercial
banks’ supply chain �nance have provided a good solution to
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the SMEs’ financing problem [9]. +is business model has
broken the constraints of traditional financing and greatly
expanded the credit market for SMEs, which has been
recognised and imitated by an increasing number of com-
mercial banks [10]. Although the state has eased SMEs’
access to the market, it has not provided more preferential
policies to help them grow [11]. In this case, establishing a
special mechanism to create a new financing model to meet
the financial needs of SMEs through collaboration among
multiple participants or stakeholders in the credit market
would be a more effective approach [12].

Grey theory [13] uses the similarity of the various factors
affecting the system to determine the degree of relevance of
various factors. +e development of the system can be
quantified by analyzing and comparing various factors to
determine the most important factors in the system’s and
things’ development [14]. Small businesses are constrained
by their own capital in the continuous production process,
making it difficult to organise the optimal production scale
in accordance with market demand and maximise profits
[15]. As a result, the preliminary work of planning the
company’s M&A financing, the basis of financing decision,
will directly affect the ultimate success or failure of the
company’s M&A. Correct judgement of the macrorisks of
financing and comprehensive risk analysis of the available
financing methods is the preliminary work of planning the
company’s M&A financing, which will directly affect the
ultimate success or failure of the company’s M&A.
According to Grey theory, the prediction of a system with
both known and unknown or uncertain information is the
prediction of a time-related Grey process changing in a
particular direction.

+e innovative points of this study are as follows:

(1) It is of great practical significance to assess whether
finance in supply chain can promote the develop-
ment of SME clusters. +e study provides a theo-
retical basis for it by establishing a mathematical
model.

(2) Focusing on the unique advantages of finance in
supply chain financing model to solve the financing
difficulties of SMEs, it directly reflects the specific
effectiveness of finance in supply chain in the actual
operation process and the inherent advantages of
risk control.

(3) Combining the characteristics and coupling rela-
tionship between finance in supply chain and SME
clusters, a new “1 +N” pooled invoice financing
method of finance in supply chain is proposed. It is
innovative to connect SME cluster financing with
finance in supply chain to improve financing
efficiency.

+is study’s research framework is divided into five
sections, which are organised as follows: the first section of
this study introduces the research background and signifi-
cance before moving on to the main work. +e second part
introduces the work done in supply chain finance to solve
SMEs’ financing issues, as well as the Grey theory model.+e

method of establishing the Grey theory model and the
development model of finance in supply chain is sorted out
in the third section, so that readers of this study can have a
better understanding of the concept of analyzing finance in
supply chain based on the Grey theory model to solve the
financing of SMEs. +e thesis’ core section describes the use
of the Grey theory model to analyze small business financing
problems from two perspectives: serial Grey correlation
analysis and sliding Grey correlation analysis. +e thesis
concludes with a summary of the entire work.

2. Related Work

2.1. Financial Supply Chain Financing for SMEs. With the
deepening of reform and opening up, China’s economy has
developed rapidly and SMEs have also started to develop
rapidly, becoming an indispensable and important part of
China’s economic system. Despite their increasingly
prominent role in promoting the stable development of the
national economy, fostering scientific and technological
innovation, and providing a platform for employment, the
number of SMEs is also increasing. However, their growth
environment is not ideal, and the problem of having fi-
nancial difficulties is particularly prominent. +e rise of
finance in supply chain has made it possible for this idea to
become a reality.

Kouvelis et al. pointed out that in the UK financial
system, SMEs still face financial difficulties in raising the
necessary long-term capital. With the outstanding contri-
bution of SMEs in expanding employment, solving the
imbalance of regional economic development, and ensuring
sustainable and stable economic growth, SMEs have become
an important driving force of China’s market economy [16].
According to Gaea, SME clusters create a good “green”
environment for the development of finance in supply chain,
and finance in supply chain provides a guarantee for the
realization of the financial strategy of SME clusters [17].
Abbasi et al. proposed the net income theory, the net op-
erating income theory, and the intermediate tradition theory
as the initial theory of capital structure [18]. Luca et al. argue
that various types of SMEs within an industrial cluster form
an integrated supply, production, and marketing supply
chain through a clear division of labor and mutual coop-
eration. +e objective conditions are created due to the
frequent capital transactions between the participants [19].
Sun et al. argued that SMEs inevitably encounter financial
difficulties due to factors such as low credit levels, lack of
collateral, and inadequate small and medium-sized guar-
antee institutions [20].

Finance in supply chain is a new financing model that
has taken the world by storm in recent years. It unites core
enterprises and upstream and downstream enterprises to
provide flexible financing methods and effectively alleviate
the financial difficulties of SMEs. Rather than assessing the
production and operation status and credit risk of individual
enterprises in isolation, finance in supply chain studies the
financing needs of SMEs from the perspective of the whole
industry chain, taking into account the core enterprises and
upstream and downstream enterprises. It also considers
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logistics, capital flow, and information flow to achieve ef-
ficient connection.

2.2. Grey (eory Model. It is difficult to obtain a more
complete and accurate understanding of complex systems
due to the limitations of people’s level of understanding,
their ability to obtain information, and the existence of
interactive interference between different types of infor-
mation. +e main characteristics of SMEs are small size,
flexibility, and vitality, but they face difficulties in the de-
velopment process in terms of capital, talents, and infor-
mation. How to effectively extract, filter, and process
information has attracted widespread attention and great
importance, so Grey theory is a new discipline that has
emerged.

Yao and Zhu introduced the concept of buffer operator
and proposed a new method to attenuate serial shock
perturbations and improve the prediction accuracy [21].
Zhou classified the expected returns of assets into two
categories: risk-free returns and risky returns. +e risk-free
return is the risk-free rate in the capital market, and the
higher the risky return is relative to the overall market risk,
the higher the risk-return ratio needs to be achieved [22]. He
uses function transformations to normalize the raw data and
further improve the smoothness of the raw data stream.
Also, theory and examples show that this mathematical
transformation method is highly advantageous for im-
proving the smoothing of the series [23]. Liu treats real
security returns as the result of changes in many factors in
the economy and assigns corresponding weights to each
variable, assigning higher weights to factors with greater
influence and less influential factors to those with greater
influence [24]. Ning used the buffer operator forecasting
principle to make short-term forecasts of Chinese energy
consumption using a second-order weakening operator
acting on the original series [25].

Under the effect of financial disincentives, there will be a
“capital gap” in SME financing, resulting in an imbalance
between supply and demand for capital. In the absence of
supply chain support, enterprises in the group are likely to
produce homogeneous and indistinguishable products,
leading to fierce competition among enterprises. Based on
the Grey theory model, through the coordination and in-
tegration of capital flow, logistics, and information flow, the
smooth operation can be effectively ensured.

3. Based on the Grey Theory Model, The Idea of
Finance in Supply Chain to Solve the
Financing Problem of SMEs Is Analyzed

3.1. Establishment of Grey (eory Model. In cybernetics,
things can usually be represented visually in different colors
depending on the amount of information and whether the
information is clear or not [26]. For a thing, if its infor-
mation is informative and clear, then it can be said to be
white [27]. If a thing has very little information and the
information is vague, then it is black.What is in themiddle is
called Grey [28]. When considering a Grey theory model,

sometimes the occurrence of certain events can lead to
certain fluctuations in the returns of the event window.
+erefore, the impact of events on the return must be fully
considered in the Grey theory model, and the return fore-
casting method is shown in Figure 1.

First, to bring our Grey portfolio-based investment
model closer to the real market, we refer to semiabsolute
diversification risk in measuring risk. +e process of model
modeling involves using the original data series as solutions
of the differential equation and modeling the approximate
differential equation for those series that can approximately
satisfy the conditions of the differential model. Assume that
S � S(i) represents the consumer or investor surplus of a
financial product and Π � π(i) represents the profit of a
financial firm, both of which are functions of financial
market prices. +en, the political production function is as
follows:

M � M(S, π). (1)

A necessary condition for the formation of SME clusters
is the degree of association between enterprises. +e char-
acteristics, status, and role of each enterprise in the cluster, as
well as the cooperative relationship between related enter-
prises, determine the network structure of the cluster [29].
Since many SMEs have an inadequate management system,
the company’s management system is not well developed
and the disclosed operational information is not very
complete. In this case, an information asymmetry is created
[30]. +erefore, by borrowing from core enterprises and
funding the actual transactions with them with supply chain
financial services, we can effectively help SMEs to obtain the
required loans at a lower cost and alleviate the problem of
insufficient capital liquidity. In particular, when it is difficult
to determine the optimal structure through visualization,
comparative methods and quantitative analysis are used to
determine the nuances of different structures in order to
achieve the differentiation of structural strengths and
weaknesses. Currently, in the actual operation of Chinese
banks, together with the adoption of the receivables fi-
nancing commitment method, the flowchart of the receiv-
ables financing model is shown in Figure 2.

+e second is to mainly consider the case where the
investor’s expected return is uncertain; that is, the return on
investment is represented by a Grey number. Since the
expected return on assets of investors may fluctuate within a
certain interval, the interval Grey number is used to rep-
resent the return on assets. In practical applications, when
shock perturbations have a distorting effect on the original
data stream, the buffer operator can be given priority to act
on the original data stream to attenuate the perturbation
distortion. +e residual is the difference between the actual
value and the simulated value, and the residual test actually
tests the degree of deviation of the simulated value from the
actual value. Let the original and simulated data be
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+e residual sequence is as follows:

E � (e(1), e(2), . . . , e(n))

� X(0) − X(0).
(3)

Among them

e(i) � x
(0)

(i) − x
(0)

(i), (i � 1, 2, . . . , n). (4)

+e cluster is a gathering place of many highly related
industries, with clear division of labor and close connection,
forming a “sub-network” of the supply chain. For the non-
negative discrete series, the current theory describes the
model by approximating the exponential form of the first-
order differential equation to the exponential form of the
first-order differential equation.+e first stage is the primary
stage, in which bank credit is introduced in the supply chain

business cooperation to improve the business credit and
stability of the whole supply chain. It also encourages up-
stream and downstream SMEs to establish long-term and
stable strategic cooperation with leading enterprises to
improve the operational efficiency and competitiveness of
the whole supply chain. Let X(0) � (x(0)(1),

x(0)(2), . . . , x(0)(n)) be the sequence of system behavioral
characteristics, and the observed data sequence of system
behavioral characteristics is as follows:

X(x(1), x(2), . . . , x(n)) � x
(0)

(1) + ε1, x
(0)

(2)

+ ε2, . . . , x
(0)

(n) + εn

� x
(0)

+ ε.

(5)

Finally, the risk of the model is represented by a Grey
number on top of the expected ROI, so that only one Grey
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Figure 1: Forecast method of yield.
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Figure 2: Flowchart of accounts receivable financing mode.
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number is needed for the whole model. +e SMEs in the
cluster have their own supply chains, distributed in
various nodes. Due to the complexity of their internal
relationships, the supply chains of SMEs can be single or
multiple chains, cooperating and competing with each
other. Grey theory defines the temporal measure of the
sequence based on the open set topology and then defines
the information density, the Grey derivative, and the Grey
differential equation. In the finance in supply chain
model, financial institutions such as banks no longer focus
on individual financial companies, but on the risk of the
entire supply chain and its transactions.

3.2. Supply Chain Financial Development Mode-“1 +N”
Financing Service Mode. In the production and operation
processes of SMEs, due to the time lag effect between the
purchase of raw materials requiring prepayment, the sale
of enterprise inventory products, and the recovery of sales
payments, the enterprises have high capital flow re-
quirements, and capital shortages occur from time to
time. +e development mode of finance in supply chain
has innovated credit technology by providing overall
service to the supply chain, integrating logistics, and
information flow and closed operation, which has im-
proved the efficiency of financial services, eased infor-
mation asymmetry, and reduced transaction costs, and
provided new ideas and ways to solve the financing
problems of SMEs. According to the financing stage, the
establishment of a more stage-specific financing risk
evaluation index system provides a system guarantee for
the evaluation and control of multistage financing risk,
and the flowchart of comprehensive evaluation of fi-
nancing risk is shown in Figure 3.

To begin with, due to a lack of short-term funds,
downstream purchasers (financing companies) prefinance
by confirming business on the assumption that the supply
chain’s presales company will buy back, relieving the
pressure on downstream companies’ procurement funds.
Risk-averse investors are more concerned about invest-
ment risk and prefer to invest in a portfolio with a lower
risk. Low risk, of course, entails a low reward. +is fi-
nancing model takes into account the cluster and supply
chain as a whole, not only to solve individual company
financing issues but also to provide financial support to
individual company’s upstream and downstream cus-
tomers. Let the stochastic process Xn, n ∈ T , whose
parameter set T is a discrete set in time, that is,
T � 0, 1, 2, . . .{ }, and whose state space consisting of the
entire set of possible values of the corresponding Xn is a
discrete set of states I � i1, i2, i3, . . . . If any integer n ∈ T

and any i0, i1, i2, . . . , in+1 ∈ T, then the conditional prob-
abilities satisfy the following equation:

P Xn+1 � in+1|X0 � i0, X1 � i1, . . . , Xn � in 

� P Xn+1 � in+1|Xn � in ,
(6)



∞

j�1
Pi,j(m, m + n) � 1, i � 1, 2, . . . , n. (7)

+roughout the loan financing process, the principal is
the debtor of the receivables and acts as a guarantor for the
upstream company, providing collateral to the bank. Once
the borrower defaults on the loan, the principal firm must
take over the responsibility of repaying the loan. Starting
from the framework of the multivariate Markov model, it is
assumed that the financial position of the firm at the time of
i, t and its financial position at the time of t + 1 satisfy the
following recursive relationship:

x
(i)
t+1 � 

N

j�1
λi,jP

(i,j)
x

(j)
t , i � 1, 2, . . . , N. (8)

Here, x
(i)
t+1 is the probability vector of financial status.

Second, considering the conversion of existing inventory
goods or operational raw materials into collateral that banks
are willing to accept is a new idea for SMEs to recover bank
loans. According to the evaluation criteria of indicators
determined by the banking system, the evaluation indicators
are graded based on the collected data and expert evalua-
tions, so as to obtain the sample whitening number matrix
for general risk assessment of supply chain financing. For the
original data series with a high growth rate in the first half of
the data series and small growth rate in the second half, the
actual simulation error is smaller after modeling, and the
construction operator attenuates or weakens the effect of the
data distortion phenomenon caused by the shock pertur-
bation shock. X � (x(1), x(2), . . . , x(n)) is the data series of
system behavior characteristics, and the data series of X after
the effect of the operator D is noted as follows:

XD � (x(1)d, x(2)d, . . . , x(n)d). (9)

At the same time, the financial support provided by the
bank can enhance the cohesion among the companies in the
cluster and make transactions more convenient. However,
when choosing Greyscale generation, attention needs to be
paid to choosing the appropriate Greyscale generation op-
eration based on known data characteristics and paying
attention to choosing Greyscale generation with less error.

Finally, during the sales stage, SMEs can use large parent
company accounts receivables as collateral to obtain funds
from banks and other financial institutions. A linear whit-
ening weighting function is constructed based on the actual
situation of supply chain financing to classify its risk into
three equal low risks: low risk, average risk, and high risk.
Due to the fact that the core company is a market leader with
a high credit rating and good operating condition, the de-
fault risk will be reduced. +e receivables generated during
the subject’s participation in the transaction are not in-
voiced, so this model is essentially indirect financing. +e
bank will take on the entire supply chain, including
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manufacturers, suppliers, and vendors, as a part of supply
chain financing. +is combined transaction operation
eliminates many unnecessary losses and improves the fund
setting. Inventory financing, also known as supply chain
finance, enables SMEs to convert movable assets that banks
are hesitant to accept into asset collateral via core business
collateral, logistics, and storage supervision.

4. Application of Grey Theory Model in
Analysis of Financing Problems of
Small Enterprises

4.1. Sequence Grey Correlation Analysis. Grey theory pro-
vides a method for collecting and processing known in-
formation about systems and things in order to explore their
corresponding patterns of development and change. +e
correlation test is a geometric test that examines the simi-
larity between the model value curve and the actual value
curve used for modeling.

+e average relative error and the predicted value are
obtained by comparing the corresponding time functions
after the action of the no-buffer operator and the action of
the buffer operator, calculating the simulated predicted value
and comparing it with the actual value, which are shown in
Figures 4 and 5, respectively.

First, the method of characterizing the geometry or the
dynamics of how things develop between sequences in terms
of the degree of velocity difference is called absolute cor-
relation. +e degree of speed difference here is also known
mathematically as the first-order slope difference. For banks,
most of them choose to increase the input cost when lending
to SMEs in order to reduce the risk problem, thus improving
the information collection and supervision of SMEs. +e

predicted values of the model for 2021 after the first-order
weakening of each buffer operator are listed in Table 1.

In general, the closer the geometry and the closer the
trend of change, the greater the degree of correlation. +e
step test is a point-by-point test, the correlation test is a test
of the approximation of the model to the specified function,
and the posterior difference test is a test of the stochastic
properties of the step distribution. +e test uses the relative
error size test method, which is an intuitive comparative and
point-by-point arithmetic test. +e predicted data are
compared with the actual data to see if the relative error
meets the actual requirements.

Second, all the Greyscale information described by the
sequences can be used to highlight the “white part” and
weaken the “black part” to highlight the regularity be-
tween the sequences, which establishes the optimal so-
lution model of the whitening equation. +e whitening
portfolio model is a multiobjective planning problem.
+erefore, the multiobjective planning model of the first
whitening equation, the second whitening equation, and
any whitening equation is transformed into a single-ob-
jective planning model. +e supply chain financing is
designed by a certain operation model so that the business
income of the trust company automatically returns to a
specific credit-granting bank account, which in turn re-
pays the loan or is repaid as collateral to reduce the credit
risk of the bank. A method of whitening the Grey process
in the generation process has the effect of attenuating or
weakening the randomness of the original data stream and
plays an extremely important role in the Grey modeling
process. Interval values are necessary for the theory of
interval Grey number prediction, and it is necessary to
provide not only the possibility of converting fuzzy
numbers into interval values but also the corresponding

Financing stage 
preparation

Clarify the purpose
of evaluation

Establish an
evaluation index system

Primary evaluation 
index

Comprehensive 
assessment

Select appropriate 
evaluation method

Determine the
index weight

Evaluation index 
attribute value

System 
establishment 

principle
Index screening

Establish
evaluation model

Figure 3: Flowchart of comprehensive evaluation of financing risk.
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conversion methods and algorithms. When the devel-
opment coefficients take different values, the accuracy
curves of the Grey theory model, the original GM model,
and the improved GM model are shown in Figure 6.

Finally, the Grey series is transformed into the under-
lying data reflecting the essential intrinsic characteristics,
that is, achieving the so-called dimensionlessness, for
comparison between pairs. +e risk acceptance coefficients
are determined according to the different risk acceptance
levels of different investors, solving the single-objective
planning problem of the whitened portfolio model, and
finally determining the optimal solution of the model.

Cumulative generation is the accumulation of data between
each series at each moment to get a new data series. Finance
in supply chain integrates information, capital, logistics, and
other resources, which is a scientific, personalized, and
targeted financial service process. It takes the illiquid assets
and the future cash flow generated by the assets in the supply
chain operation link and certainty as the source of repay-
ment and enhances the coordination of the supply chain to
reduce its operation cost. From the calculation of the cor-
relation coefficient, we can get the correlation coefficient
values of the comparison series, that is, the model value
series and the reference series, that is, the actual value series,
which have many results at each point, and the information
is too sparse to facilitate comparison. +e correlation co-
efficient is embedded in a value, which is the sequence space
before the accumulation of Greyscale correlation, called the
original sequence space, and the sequence space formed after
the accumulation of new data is called the generated se-
quence space.

4.2. Sliding Grey Relational Analysis. One of the most im-
portant indicators of national economic development is
gross national product or GDP, which can reflect whether a
country’s economy is in the development stage or the re-
cession stage. Due to the characteristics of Grey correlation,
it makes up for the shortcomings of some mathematical and
statistical methods, which are equally applicable to the
sample size and whether the sample is regular or not, and the
calculation is small and very convenient. At the development
coefficient of 0.5 and 1, the multistep prediction accuracy of
the Grey theory model is compared in the experiment, and
the experimental results are shown in Figure 7.

First, things that have some factors in common with
existing things are searched for and asynchronous comparisons
are made between the factors. +erefore, the concept of sliding
Grey correlation is proposed to project the trend by comparing
the series of different time periods (looking for analogies). In
practical applications, the Grey character of portfolio invest-
ment uncertainties, the variance of risk, and expected return of
portfolio investment ranges from light numbers in the classical
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Figure 6: Comparison of simulation accuracy of three types of
models with different development coefficients.
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Table 1: Predicted values of each buffer operator after first-order
weakening.

Sequence Average relative error Estimated value
(10,000 people)

X 2.89 122
XD1 4.82 371
XD2 6.77 658

Computational Intelligence and Neuroscience 7



model to interval Grey numbers are considered, as themodel is
closer to the real situation. +e higher the smoothness of the
data stream, the higher the accuracy of the established model,
and vice versa, the accuracy of the model is difficult to achieve
satisfactory results. +erefore, the effective evaluation coeffi-
cients of each criterion in the criteria set need to be given to
increase the stability of voting and the scientificity of evaluation
to obtain a more accurate ranking of the importance of
members. +e unbiased GM (1, 1) model eliminates the ex-
ponential bias inherent in the traditional GM (1, 1) model and
the distortion of the data series when the original data series is
perturbed by shocks in the traditional GM (1, 1) model. +e
main reason is that the unbiased model avoids jumping from
the difference equation to the differential equation when
modeling the GM (1, 1) model. A comparison of the simulated
residuals of the GM (1, 1) model and the proposed model in
this study is shown in Figure 8.

Second, the amount of the slider on the left represents
the time series’ advancement, while the amount of the slider
on the right represents the time series’ lag. Because interval
Grey numbers were introduced, any set of interval Grey
number whitening values in the model corresponds to a
possible scenario, and the results are unreliable and could be
good or bad. In general, cumulative generations can give
data a degree of regularity, and if that is not enough, the
number of cumulative generations can be increased. Al-
though the requirements for meeting multiple sets of criteria
are more stringent, the affiliation metric quantified values
combining group consensus and individual understanding
can be more accurately reflected among multiple sets of
criteria, and the discriminative ability will improve. We
choose the Grey theory model for forecasting and the re-
gression analysis model for forecasting three stocks of the
same type, assuming no events will affect the stock price
during the forecast period. +e relative errors are compared
in Table 2.

Comparing the results of the Grey theory model and the
regression analysis model, we can see that the relative error
of the Grey theory model is on average 12.2% lower than that
of the regression analysis model, which greatly improves the
measurement accuracy.

Finally, overruns and lags are unique time-series
properties that are only used as reference indicators during
the correlation investigation process and do not represent
good overruns or lags. +e processed generative series are
used to create a Grey generative model, which is then
compared to the GM (1, 1) model created directly from the
original data. +e simulated prediction series can be ob-
tained after recovering the model. To understand the de-
cision risk, it is necessary to find the best and worst solutions
for linear interval planning problems, as well as provide
decision-makers with a range of effective solutions under
certain conditions. Although some generative models have
high prediction accuracy for Greyscale generated series, after
recovering the original series, the prediction accuracy may
be low, so the type of Greyscale generation used has an
impact on the prediction accuracy. As a result, the domi-
nance measure must take into account all of these factors in
order to construct a reasonable set of evaluation criteria, and
it is also necessary to consider the overall impact of different
criteria sets on the evaluation problem and change the
content of the criteria sets as needed to suit different
evaluation criteria.

5. Conclusions

In the increasingly competitive modern market economy,
the competition among enterprises is changing into the
competition among supply chains. +e development of fi-
nance in supply chain has brought hope to solve the fi-
nancing problems of many SMEs in China. Finance in
supply chain has fully integrated financial resources and
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Figure 8: Comparison of simulation residuals between the
GM (1, 1) model and the proposed model.

Table 2: Error comparison of different methods.

Stock Stock 1 Stock 2 Stock 3

Grey theory model
Estimated
value 0.152 0.162 0.186

Relative error 15.4% 12.9% 11.6%

Regression analysis
model

Estimated
value 0.231 0.243 0.267

Relative error 1.56% 1.29% 0.98%
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Figure 7: Comparison of multistep prediction accuracy of grey
theory models with different development coefficients.
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realized model innovation, and the service scope has been
extended to SMEs.+e difficulty of SME financing is a classic
issue with complex historical and objective reasons, while
finance in supply chain is a newly emerged financing model
in recent years, and it is the entry point of this study to crack
the old problem with a new model, which is also the main
purpose of this research. +is study takes the financing of
SME clusters as the research object and makes compre-
hensive use of theoretical knowledge such as the Grey theory
model and finance in supply chain to conduct an in-depth
study on the current situation of SME cluster financing.
Using the Grey theory model to analyze the finance in supply
chain has the unique advantage in solving the financial
difficulties of SMEs. Introducing the Grey theory model can
effectively weaken the information asymmetry between
banks and SMEs and increase the possibility of banks to
provide credit to SMEs. +e Grey theory model can not only
make a reasonable and accurate assessment of the overall
risk situation of finance in supply chain but also predict the
future development trend of the supply chain by comparing
the risk levels of various indicators.
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China’s development is inseparable from the reform of education, so ECE is very important in the development of Chinese society.
Based on this reason, this paper introduces the three reform waves of communist Chinese society under the in�uence of western
culture. Because the professional level of kindergarten teachers does not match the concepts and requirements of the three
preschool curriculum reforms in Chinese society, this paper analyzes the solutions based on this problem and holds that the
leadership of kindergarten teachers should be vigorously developed.

1. Introduction

China has long recognized the important role of ECE in
children’s development [1]. Under the mutual in�uence of
Chinese local culture and western culture, China’s ECE has
experienced many landmark changes. �is paper intro-
duces the changes of Chinese social culture under the
in�uence of Chinese traditional local culture and western
culture under communism. �ere have been three reforms
of preschool education. For more than a century, China’s
educational practice has been in�uenced by Chinese tra-
ditional culture and Soviet thoughts, and it is also hoped to
learn from advanced western educational ideas and
methods and actively explore educational practices suitable
for China. Although the third comprehensive reform of
ECE has made great progress and had a wide impact on
society, there are still many problems. One of the out-
standing problems is that the quality of kindergarten
teachers does not match the idea and demand of education
reform. Some experts point out that teachers play an im-
portant role in the new curriculum reform. Focusing on the
development of teachers’ leadership is the most reliable
solution under the mutual in�uence of Chinese native
culture and western culture.

2. The Current Situation of ECE and
Care in China

Preschool education refers to the education of children from
0 to 6 years of age. In recent years, the age range of children
enrolled in kindergartens in some provinces has also begun
to expand, meaning that children aged 2-3 can also enter the
kindergarten [3].

In China’s education system, ECE belongs to basic ed-
ucation, but not to nine-year compulsory education (six
years of primary school and three years of middle school),
which will get more education budget from the government.
In all the stages of basic teaching, the budget for ECE is the
least. For example, ECE has received only 1.3-1.4% of the
national education budget in the last 17 years in China [4].

With the �ird Plenary Session of the Eleventh Central
Committee in 1978, China began to implement the policy of
internal reform and opening to the outside world. Under the
in�uence of the reform and opening-up policy, all walks of
life in China have undergone earth-shaking changes, in-
cluding preschool education, and the reform results of
preschool education are the most remarkable [5]. As a result,
there has been noticeable and dramatic improvements in
ECE. However, there were still many challenges and
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difficulties to be solved by Chinese early education profes-
sionals [6]. One of the prominent issues was that the pro-
fessional development level of most early childhood
educators cannot meet the requirements of the reform. In
response to this phenomenon, this paper attempted to
propose the advocacy from the social and historical aspect of
ECC reforms and the influence of the hybrid of three cul-
tures on the reform.

3. A Social and Historical Aspect of ECC
Reforms in China

In the past decades, under the interaction between Chinese
local culture and foreign culture, especially western culture,
a series of tremendous changes have taken place in ECE in
China. In China, ECE is a full-time program of primary
education for children. Generally speaking, the need to
verify the quality of ECE starts with examining the char-
acteristics of the curriculum, which is the key core of ed-
ucation [7].

In the development of ECE in China, the early childhood
curriculum (ECC) reform mainly went through three stages,
which were, respectively, affected by the social development
and cultural characteristics at that time. (e three stages of
ECC reform, along with the historical process of major social
changes of different origins, took place in 1920s to 1940s,
1950s to 1960s, and 1980s to the present, respectively [8].

3.1. �e ECC Reform from 1920s to 1940s. (e formal de-
velopment of ECE in China began in the early 20th century.
In 1903, China’s first kindergarten was established inWuhan
(Zhu & Zhang, 2008), which copied the Japanese education
model from the content and methods to the toys and fa-
cilities [9]. At that time, the influence of western mission-
aries was very extensive, and China’s ECE also received its
influence.

(e May 4th New Culture Movement broke out in 1919,
created conditions for the spread of various western edu-
cational thoughts in China, and had a profound influence on
the reform of modern education in China, among which the
ideological influence of John Dewey was particularly obvious
[10]. In addition, the famous western scholars of ECE at that
time, such as German Froebel and Italian Montessori, and
their ECC models also became the object of imitation and
learning for Chinese teachers [11].

However, local Chinese educators such as Chen Heqin,
Tao Xingzhi, and Zhang Xuemen also had insight into the
disadvantages brought about by copying foreign countries in
ECE, which did not adapt to the social and cultural con-
ditions in China at that time, and put forward the idea of
starting with ECC reform to make ECC scientific and lo-
calized [12]. A curriculum called “unit integrated curricu-
lum” was implemented in Nanjing in 1923, which initiated
the first ECC reform (1920s–1940s) in China. In theory, it
confirmed the subjectivity of children in the curriculum, and
the curriculum should include all activities of children in
kindergarten.

3.2. Full Acceptance of Soviet�eory (1950s–1960s). After the
founding of the People’s Republic of China in 1949, under
the background of comprehensive learning from the Soviet
Union, ECC also fully accepted the theory and practical
experience of the Soviet Union. In the 1950s, China began
the second ECC reform. Although the Chinese ECC no
longer used the word “curriculum,” it actually reflected a
narrow understanding of the curriculum at that time, that is,
the curriculum was regarded as a subject, and children were
educated through the teaching of various subjects in kin-
dergartens [13]. (e Chinese Ministry of Education had
completely rejected the previous practice, requiring kin-
dergartens to systematically teach young children through
“homework,” emphasizing the leading role of teachers, and
attaching importance to the learning of knowledge and skills
for young children.

From 1966 to 1976, the “Cultural Revolution” occurred
in China, which made China’s education suffer a catastro-
phe, and ECE was no exception. (at period was known as
the dark period of ECE in China [14].

3.3. Progress for the �ird ECC Reform (1980s to the Present).
After the ten-year Cultural Revolution from 1966 to 1976,
Chinese leader Deng Xiaoping put forward the famous
reform and opening-up policy [15].(is reform has changed
China’s traditional education concept and made China’s
ECE go out of the dark period and turn into the golden
period of ECE. After about 30 years of efforts, China’s ECE
reform has made great achievements [16].

Since the 1980s, Chinese early childhood educators have
launched a large-scale ECC reform movement with ECC
reform as a breakthrough point. Various foreign child de-
velopment and education theories, such as Montessori,
Dewey, Bronfenbrenner, Bruner, and especially Piaget’s
ideas, began to spread widely, and the thoughts of modern
educators in China, especially those of Chen Heqin, were
emphasized again, which provided theoretical background
for the ECE reform since the 1980s [11]. Since then, the
influence of the Soviet Educational theory on ECE in China
has gradually weakened.

(e third ECC reform started from the spontaneous
experiment of China’s kindergartens and played a great role
in promoting it. In 1989, China’s education authorities
issued the Kindergarten Work Regulations (trial version).
Since then, ECC reform has been transformed into a “top-
down” reform led and promoted by the national adminis-
trative power [17]. In order to further deepen this reform, in
2001, the Ministry of Education issued the Supplementary
Guidelines for Kindergarten Education Practice (trial ver-
sion). (ese reforms and policies are aimed at the previously
long-existing teacher-centered curriculum system, which
has shifted to emphasizing the development of children and
taking plays as basic activities [18]. (e Supplementary
Guidelines issued in 2001 reflected the core concept of ECC
reform to provide integrated, situational, and life-oriented
experience for children. Taking the five fields of “health,
language, society, science, and art” as examples, the

2 Computational Intelligence and Neuroscience



curriculum objectives, contents, and requirements as well as
guiding points were elaborated [19].

Furthermore, during this reform period, some well-
known western curriculum models such as Project Ap-
proach in the United States, Reggio Emilia Practice in Italy,
and Montessori curriculum mode in Italy were widely
known by Chinese ECE scholars and gradually localized in
some kindergartens [20]. In addition, Chinese early edu-
cation experts have also developed local curriculum based on
China’s national conditions and social needs, such as the
theme-based integrated curriculum led by Zhu Jiaxiong [21],
and the Anji Play Approach developed by Cheng Xueqin
[22].

(e reform in this stage is still going on, and its scale,
length of time, and amount of resources are unmatched by
previous ECC reforms. However, with the development of
society and the passage of time, people began to evaluate this
reform from multiple perspectives and put forward many
problems at the conceptual and practical levels [23].

4. A Mixture of Three Cultures in China

China’s ECC reform in these three stages happened to be
accompanied by great social changes, and all of them were
influenced by foreign cultures without exception. Unfortu-
nately, the introduced curriculum did not necessarilymeet the
needs of Chinese children nor did ECE teachers in China have
the expertise to handle it. (is also reflects the need to pay
enough attention to cultural compatibility in the ECC reform
in China [24]. (at is to say, the mixture of three cultures:
Chinese native culture, Soviet Union (communist) culture,
and western culture, has an indelible impact on China’s social
changes, including different aspects of ECC reform [25].

As is known to all, Chinese native culture originated
from Confucianism, which had exerted a far-reaching and
comprehensive influence on the Chinese people. (e impact
on education lied in the emphasis on repetition and
memorization of individuals rather than encouraging and
fostering creativity and flexibility. In the ECC reform, al-
though Chinese teachers accepted the curriculum or ped-
agogies of foreign culture, they still adopted traditional
teaching methods in practice because of the long-term in-
fluence of deep-rooted Confucianism [26].

(e influence of Soviet culture is mainly reflected in
China’s second-stage ECC reform, which was generally
stable and smooth. Traditional Chinese culture and com-
munist culture were compatible to a certain extent because
both value centralized management, planning systems,
learning outcomes, clear goals, and teachers’ guidance.

As a representative of western culture, the United States
put forward a famous open door policy. Under the influence
of this policy, the advantages of other cultures also had an
impact on the third reform of China’s preschool education.
Although many ECE practitioners in China imitate the
western education methods and try to change the traditional
teaching methods from adult-centered to child-centered,
they find that there are still many shortcomings to be im-
proved in the process of teaching practice, and these
problems cannot be solved in a short time [27].

(e influence of these three cultures on ECE is not
immutable, but developed dynamically, and each one had an
impact on different aspects of ECC. Sometimes two cultures
could produce a combined influence, for example, the
commonality of Chinese native culture and communist
culture strengthened the authority of teachers, and some-
times the influence of two cultures would offset each other to
a certain extent, for instance, collectivism in Chinese native
culture was the exact opposite of the cultivation of indi-
viduality in western culture.

5. One Noticeable Issue in ECC Reform: EC
Teachers’ Professional Level Did Not Match
the Requirement

As mentioned above, EC teachers in China have been fully
affected by the ECC reform. (ey have recognized the
importance of learning child-centered educational theories
and also have tried to change the traditional education
system centered on knowledge transfer and skill acquisition,
but it was still difficult to get rid of the old curriculum mode
and traditional teaching methods in practice [28]. Early
educators want to achieve results in the reform of ECE, so
they can learn about the children’s experiences, interests,
and wants of the objects of education before teaching
practice, which is very significant for the improvement of
teaching effect [22]. With the advancement of the third
phase of ECC reform, many methods and practices in the
field of early education have been implemented, but few have
achieved success, especially in developing regions of China.
New cognition may not necessarily have an impact on
traditional teaching methods.

In the exploration of preschool teaching reform, many
preschool teachers are not clear about the main purpose of
teaching, and the meaning of teaching is rather vague, es-
pecially in the complicated and changeable teaching envi-
ronment at that time [29]. With the development of
preschool education reform, preschool education requires
higher and higher professional level of preschool teachers.
However, the current problem is that the professional level
of preschool teachers cannot meet the requirements of
preschool education reform, which is the most important
problem to be solved in preschool education reform and the
key to the success of the reform.

(e ultimate goal of the reform is to make both teachers’
teaching and students’ learning meaningful. As the first
contact with children, teachers have the most say in the
practicality and effectiveness of the curriculum.(erefore, in
the development and implementation of a new curriculum,
teachers should also have certain decision-making power,
which requires them to achieve more professional levels
[30]. (e Chinese government is launching actions to
promote EC teachers’ professional development. One of its
views is that EC teachers should participate in school-based
research and reflect their own classroom behavior and be
able to strike a certain balance between their preset learning
tasks and activities of interest to children.

(e main problems in the third reform of ECE in
Chinese society are that the professional level of early
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childhood teachers cannot meet the requirements of the
latest early childhood teaching level and the number of early
childhood teachers is insufficient. To make the teaching
reform successful, we must put forward concrete and ef-
fective solutions to these two problems. In order to solve
these two main problems, the Chinese government has set
up three levels of training programs for preschool teachers,
namely, the national level, the provincial level, and the
municipal level [31]. (e kindergarten teachers who receive
training have different teaching levels and regions, so dif-
ferent types of training programs should be set up according
to different kindergarten teachers’ needs. However, at
present, most preschool teaching and training programs are
not aware of this problem but blindly study the western
preschool teacher training courses. As the training courses
for preschool teachers are not targeted, the training effect for
preschool teachers is not very satisfactory at present.
(erefore, there is still a certain gap between the overall
professional level of preschool teachers and the professional
level required by preschool education reform. (e third
preschool education reform in China has not achieved
obvious results [32].

6. Developing Teacher Leadership as a New
Direction for the ECC Reform

At present, as the connection between countries in the world
is increasing, if you want to gain an advantage in the
competition in this era of globalization, you must make
teaching develop with the times. So, countries all over the
world have started their own educational reforms. Southeast
Asian countries have borrowed the teaching mode of dis-
tributed leadership from the ECE reform in western de-
veloped countries. It can be seen that teacher leadership is
very similar to distributed leadership, which is another form
of distributed leadership.

Relevant scholars have found in the exploration of ECE
reform that teacher leadership plays a crucial role in the
quality of teaching and the success of teaching effect. Al-
though teacher leadership is a decisive factor for the success
of teaching, there is no unified explanation for the definition
of teacher leadership in the field of early childhood teaching
reform. (e term “agent” means “a person or group re-
sponsible for leading change at the school level.” Relevant
scholars involved in the reform of ECE think that teachers
who are “agents” can be divided into two different leadership
roles in performing administrative and teaching duties,
namely, formal leadership role and informal leadership role.
Teachers’ role in schools has been expanded, and they
participate in school-related affairs, including curriculum
development, staff training, school improvement, personnel
affairs, school management, and decision making, instead of
being confined to classroom teaching.

Ho Tikly (2012) found that in the process of preschool
education reform, preschool teachers who have been re-
ceiving professional training have realized their leading role
in the education process. However, under the influence of
this out-and-out educational reform and innovation and
different cultures, at present, the professional level of most

preschool teachers still cannot reach the level required by
preschool education reform, so there is still a long way to go
for the success of preschool education reform in China. (is
paper holds that promoting the development of teachers’
leadership can make preschool teachers change from passive
recipients to initiators of preschool education reform, which
will achieve more effective results in solving the above
problems.

7. Conclusion

Under the guidance of the reform and opening-up policy,
the Chinese government has learned from the west, making
various fields develop towards diversification. (rough the
combination of the three ECE reforms and the latest ECE
reform and development goals proposed by the Chinese
government, the development of preschool teachers’ lead-
ership can enable them to have more opportunities to
participate in the decision making of teaching reform and
thus have more active decision-making power, which has a
very significant effect on mobilizing the enthusiasm of
preschool teachers. (is may be a feasible method for im-
proving the professional level of teachers under the specific
cultural soil and era background.
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 e essential issue in music understanding and dance synthesis research is how to improve the degree of matching between dance
motions andmusic rhythm elements. ematching model of dance movements andmusic rhythm features is created in this study
based on human posture estimation research to tackle the problems that existing matching methods are prone to rapid changes in
movements and cannot keep the original movement features.  e rhythm properties of movement and music data are �rst
analyzed, and then the degree of matching between movement and music pieces is measured using a dynamic time warping
technique. A constraint-based dynamic planning approach is also used to synthesize the dance action sequence that best matches
the supplied music. Experiments reveal that this model has a matching accuracy of 95.1 percent, which is higher than the two
comparative models’ matching accuracy of 5.2 percent and 7.6 percent, respectively.  e matching score of this paper is high,
reaching around 94 percent, according to the user research results.  e method suggested in this work has apparent advantages in
that it may e�ciently help users in the arrangement of desired dance moves or backing music, and it can be applied in the �eld of
actual choreography and scoring.

1. Introduction

Music, as we all know, has the power to inspire people and to
express themselves in various ways. “Rhythm” [1] is the
element of music that has absolute appeal to individuals. e
duration of music and the intensity of timbre make up
rhythm [2].  e length relationship between the action and
the time value in the process of completing the dance action
is referred to as dance rhythm. Long, short, strong, and
weak, and their relationships create dance movements’
regularity through alternation, repetition, change, and
contrast [3]. You may communicate the rhythm, melody,
mode, and emotion of music through dance. Human beings’
evolved artistic expression is dance with music. When lis-
tening to music, many people may unconsciously dance [4].
Professional dancers will carefully control their dancing with
the music based on their previous expertise, in order to more
accurately represent the feelings expressed in the song.  e
emotions portrayed by music in dance might be playful and
attractive, gorgeous and elegant, joyous and vibrant, or
vigorous and unrestrained, all of which have speci�c dancing

qualities. At the same time, the dancer’s mastery of “rhythm”
is re�ected in his or her sense of rhythm.  e dancers’
perception and presentation of dance are directly a¡ected by
the rhythm. Professional dancers will tightly manage their
dancing during a stage performance according to the
melody, pace, and intensity of the music, in order to more
accurately portray musical feelings through dance. Profes-
sional choreographers frequently create tight rules for the
synchronization of dance and music. Choreography is a
di�cult and talented job that requires this type of dance
design e¡ort.

Although a skilled dancer can match music and dance
movements manually, it takes a lot of time. And compared
with the editor of solo dance, everyone’s posture in group
dance is di¡erent, and the editing work will be more
complicated.  erefore, it is of practical value to make the
computer match the characteristics of dancemovements and
music rhythm, and its intelligence and automation are of
certain practical value to dance arrangement. Action and
music are time-series signals of two di¡erent perceptual
channels. In order to properly evaluate the matching degree
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between them, it is necessary to establish a reasonable
matching model between dance action and music rhythm.
Human pose estimation is the basis of many tasks in the
computer vision field [5–7]. It involves many disciplines,
such as pattern recognition, image processing, computer
vision, and artificial intelligence. It can be used in human-
computer interaction, motion analysis, motion recognition,
and other fields [8, 9]. At present, in the field of human
posture estimation, convolutional neural network, as a
representative algorithm of deep learning, has the ability of
representation learning. Compared with traditional com-
puter vision technology and expert system, it has better
performance in target detection and recognition, natural
language processing, and other fields. )erefore, this paper
applies convolutional neural network to human posture
estimation and constructs a matching model between dance
movements and music rhythm features based on human
posture estimation. Its innovations are as follows:

(1) Based on the motion capture data, this paper con-
structs a motion database to store the rhythm and
intensity characteristics of each motion segment.
And in order to synthesize the dance action sequence
that best matches the input music, a constraint-based
dynamic planning process is introduced. )ereby,
improving the matching degree of music and dance
features and the smoothness of the resulting action
sequence.

(2) )e pyramid pool layer is utilized at the end of the
feature extraction module to consider the features of
multilayer convolution more thoroughly. )e at-
tention network based on time dimension features is
added after the pooling layer, the relevance weight is
added to the features in the video frame, and the
weight of the features is updated through iteration of
the attention mechanism. Simultaneously, the
upgraded 3D network is trained on the input data
using various combinations of diverse data, and the
best input data format is chosen by assessing the trial
outcomes of various groups. Experiments suggest
that this strategy can significantly increase the net-
work’s accuracy.

2. Related Work

In modern music, the matching of dance movements and
musical rhythm features has been widely used in choreog-
raphy and score, and the practical value of all aspects and the
complexity of technology have become a problem worthy of
further study. Many scholars have studied the feature
analysis and feature matching of dance and music. )e
research contents and emphases are also different.

Romina et al. first extracted musical features such as
rhythm, beat position, and dynamic features, and then
controlled the actions of character animations according to
predefined feature mapping criteria. )is method can realize
the synchronization of music and dancemovements, but due
to the limitation of mapping criteria, the generated dance
movements are relatively monotonous, and cannot reflect

the intrinsic connection between music and dance [10].
Nabila et al. took the different movement rhythms and
bouncing techniques of dance as the research objects, and
took the students of a dance art school as the experimental
objects; from the various processing methods of the action
rhythm, they showed different bouncing techniques,
showing different dances or dance styles, and the matching
relationship between dance and music was studied [11].
Vincent et al. used machine learning to construct the
mapping relationship betweenmovements andmusic from a
database of samples and proposed a method to create dance
movements based on the emotion and content of the music
[12]. Jola et al. took the rhythm pattern of the movement as
the main feature of the movement and combined the speed
curves of the hands, feet, and center of gravity of the body
when analyzing the rhythm of traditional dance [13]. Yu
et al. proposed a rhythmic feature-based action-music
matching model. However, the model ignores other features
than rhythm, and the generated dance movements need to
be improved in terms of globality and coordination [14].
Zhang et al. propose a rhythm analysis method. In this
method, the extreme point of joint angular velocity is taken
as the candidate point of the segmentation rhythm, and then
it is refitted into the action characteristic curve according to
the distribution of the candidate points [15]. In terms of
music feature analysis, Xue et al. comprehensively analyzed
the rhythm of music with features such as note onset, chord
change, and drum pattern and used information such as
music playback speed and tempo as the main music features
[16]. In order to synthesize dance movements, Zhu et al. first
analyzed the music and extracted the music beats, and then,
based on the original movement database, they used the
movement generation method to generate new movement
data. )e method for music and dance synthesis is based on
the beat of the music, ignoring other musical features [17].
Burnett et al. believe that dance is an orderly organization of
basic movements according to a certain theme. And by
setting several basic movements and scheduling rules to
generate music-independent dance sequences, and then
editing the dance appropriately when it matches the music
[18]. Govindan et al. proposed a method to synthesize music
and dance synchronously according to the rhythm and
intensity characteristics of movements and music. )e main
idea is that musical rhythm is strongly correlated with action
rhythm, and the musical intensity that represents musical
mode is also strongly correlated to the action intensity that
represents action strength [19]. Mir et al. proposed a genetic
algorithm to match rhythms.)e genetic algorithmmodifies
the movements based on the generated movements to im-
prove dance diversity. )is method searches for candidate
actions by constructing action graphs in advance, which
improves the search efficiency of the choreography system.
However, this method only utilizes rhythm matching and
does not fully exploit other relevant features of actions and
music [20].

)is paper makes an in-depth study of related literature,
summarizes the shortcomings and advantages, and con-
structs a matching model of dance movements and music
rhythm features based on human posture estimation. Firstly,
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the underlying features of music and action are extracted,
and some feature pairs are excluded by correlation analysis.
)en, genetic algorithm is used to optimize and select the
corresponding relationship between matching accuracy and
operation speed. At the same time, in order to obtain the
mapping relationship between movements and music, we
train the sample data and get the evaluation function of the
matching degree between dance and music. Based on the
rhythm and intensity, the feature matching analysis of music
segments and action segments is carried out, and according
to the rhythm matching, the most matched action segments
are screened out for each music segment. )en, connectivity
analysis is carried out on adjacent action segments, and a
plurality of result action sequences are obtained according to
the connectivity, and then the most matched action se-
quence is obtained according to intensity matching. Finally,
the experimental comparison with other different models
shows that the performance of this model is better. )is
method is feasible and practical.

3. Methodology

3.1. Analysis and Extraction of Rhythm Characteristics of
Dance and Music. It is a common feature of rhythm,
dance, and music. First, select a set of optimal motion and
music features, which should be able to reveal the features
of motion and music data most effectively, thus facili-
tating the analysis of the relationship between music and
motion. In order to fully tap the local correlation between
music and dance and improve the richness of generated
dance, this paper does not match the input music directly
with the actions in the action database. Instead, the target
audio is segmented first, and then feature matching is
performed for each music segment and action segment.
)erefore, the music needs to be segmented. )e average
length of the movements and music pieces used in this
paper is about 2 seconds. Cutting the data into action
segments can not only fully mine the features in finer
granularity but also greatly facilitate the reuse of action
data.

Assuming that the overall music sequence is denoted as
M, after the music is segmented, m music segments are
obtained, and denoted as

M1, M2, . . . , Mm,

M � M1, M2, . . . , Mm .
(1)

)e extraction of music features is all based on music
segments, and the music segments Mi(1≤ i≤m) mentioned
later all refer to the music segments in the music sequence
M. )e music features extracted by the music fragment Mi

are recorded as

MusicFeature(f) �
F
Music
R (f)

F
Music
I (f)

⎡⎢⎣ ⎤⎥⎦ f ∈Mi. (2)

Among them, f is the frame number of the music segment
Mi, and FMusic

R and FMusic
I are the rhythm and intensity

features of the music segment, respectively.

For the vast majority of music segments, the quarter-
note position of a music bar is often the starting point of all
kinds of notes, and it is also the stress of the music, so the
quarter-note position often coincides with the beat position
of the notes. Music spectrum analysis provides the basis for
music segmentation, music rhythm extraction, and music
intensity extraction. Since the feature matching of music and
action is based on the common features of music and action,
namely rhythm and intensity, it is necessary to extract the
rhythm and intensity features of music. In this paper, we
adopt the following eight basic audio features: amplitude
envelope, spectrum, cepstrum, spectrum histogram, peri-
odicity histogram, fluency pattern, root-mean-square en-
ergy, and low-energy rate. )e original music signal is a
waveform signal in the time domain, but in order to extract
richer information of music, such as rhythm and intensity, it
is necessary to transform the music signal from the time
domain to frequency domain and then analyze it. In order to
ensure the stability of music rhythm and match with the
internal structure of action bars, this paper only selects 4/4
beats of music pieces, and the music sequence is divided into
music nodes according to bars. )e map and workflow of
this model are shown in Figure 1.

)e mannequin used in this paper is a skeleton structure
of human body, and the skeleton is composed of joint points
that make up the human body. Human joints include head,
hip, shoulder, chest, upper limbs, and lower limbs. )ese
joint points constitute the human skeleton model according
to the hierarchical relationship, with the hip as the root node,
and other joint points are represented by rotation and
displacement relative to their parent nodes. )e orientation
change of the rotation sub-joint point relative to the joint
point is defined, and the displacement represents the spatial
distance between the joint point and the sub-node. Each of
the correlation coefficients may be the clue of the mapping
relationship between action and music. However, consid-
ering all the coefficients at the same time will bring a very
heavy amount of calculation. And some coefficient com-
ponents will bring noise to the correlation between mining
action and music. )erefore, this paper adopts the optimal
feature selection algorithm to extract a representative feature
subset, which should effectively represent the relationship
between action-music and reduce unnecessary noise. Since
the feature matching of music and action is based on the
common features of music and action and rhythm and
intensity, it is necessary to extract the rhythm and intensity
features of action. In order to fully mine features in finer
granularity and facilitate the reuse of action data, actions are
segmented. )e action mode is the same as the music
segmentation mode above.

)e action speed m_velocity of the joint point refers to
the displacement of the joint point of the human body in
unit time, and its calculation method is as follows:

m velocity �
fi(j + 1) − fi(j)

Δt
, (3)

wherein, fi(j) represents the position of the joint point i at
the jth frame; fi(j + 1) − fi(j) represents the position
change of the joint point i at the frame j;Δt is the time length
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of the jth frame.)e formula for calculating the acceleration
of the action is as follows:

m acceleration �
vi(j + 1) − vi(j)

Δt
. (4)

Among them, vi(j) represents the velocity of the joint point i

at the jth frame. )e formula for calculating the action
distance is as follows:

Ci �
1
N



N

j�1
fi(j)⎛⎝ ⎞⎠,

m span � 

n

i�2


N

j�1
fi(j) − Ci


.

(5)

Among them, Ci is the center position of all positions of the ith
joint point of the human body in the action clip, N represents
the number of frames in the action clip, and n represents the
number of joint points used in the human body model.

Because every joint point of an action segment can con-
struct a cosine curve, in order to fully express the characteristics
of the whole action, it is necessary to compound the curves of
specific joint points that users are interested in, and the
compound curve obtained by weighted average of each curve is
the whole action curve. Static features are used to describe the
pose characteristics of human characters. )e static features
extracted in this paper includemotion spacing, motion density,
arm shape, foot footprint, and balance. Traditional rhythm
extraction methods that only aim at certain types of dance
movements have great limitations. Because the feature ex-
traction of the motion data is preprocessed and stored in the
motion database, it can be extracted manually by its suitable
rhythm extraction algorithm according to the dance style.

3.2. Construction of the Match Model between Motion and
Music Features. Human pose estimation can be simply
regarded as the combination of feature extraction [21] and

classifier recognition. From preprocessing to feature selection,
human motion information is extracted from the underlying
data, and then classified by classifier to complete motion
recognition.)e process of human body motion recognition is
the process of acquiring high-level motion information
through the underlying data, thus learning the motion char-
acteristics and finally realizing the motion classification. When
estimating the human posture, the input data are the video
frame sequence, so we need to consider not only the spatial
representation of actions but also the sequence of atomic ac-
tions in the video frame sequence. )ere are three types of
motion feature extraction based on nondeep learning algo-
rithm: low-level features, middle-level, and high-level features
and silhouettes. Low-level features usually refer to spatio-
temporal interest points and dense optical flow. And middle-
level features, mainly long-term tracking track or semantic
representation.)e premise of recognizing humanmovements
by silhouette features is to assume that human movements are
regarded as a continuous process of body posture.)e learning
process is extracted from a series of silhouettes, and then the
traditional classifier is used to identify human movements.
According to different application requirements, some re-
searchers use single-view data, but the results are often vague.
Especially in the method based on target silhouette, the system
falls into local minima because multiple poses correspond to
the same silhouette. Moreover, the traditional 2D convolution
network cannot deal with the sequence of atomic actions when
dealing with motion recognition in video, which has great
limitations. )is problem can be solved in 3D convolution
network.

Assuming that the neuron has three input values:
x1, x2, x3, and the output is as follows:

hW,b(x) � f 
3

i�1
Wixi + b⎛⎝ ⎞⎠, (6)

where Wi and b are the neuron parameters at the input and
f(·) is the activation function. Sigmoid function

Motion feature analysis Music feature analysis

User input music, actions

Map traversal

Action and music post-
processing

Result action / music

Music 
map

Action sequence Music sequence

Action 
diagram

Mapping 
table

Figure 1: Workflow of the model in this paper.
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σ(x) �
1

1 + exp(−x)
. (7)

Hyperbolic tangent tanh function

tanh(x) �
e

x
− e

− x

e
x

+ e
−x . (8)

)e rhythm of the dance is synchronized with the music.
Dancers always step on the rhythm points of the music when
dancing, similar to clapping and beating, which can be
roughly regarded as the coincidence of the stop action and
rhythm points of the dancers. For each action and music
segment combination, we extract 40 music features and 455
action features. )rough correlation analysis, a correlation
coefficient can be obtained, which together form a corre-
lation coefficient matrix. )eoretically, the rate of change of
eigenvalues can better reflect the development and change of
things than the eigenvalues themselves. For a given well-
matched action and music piece, the greater the change of
the action part, the worse the matching degree with the
original music piece. Feature matching is mainly based on
rhythm and intensity matching. However, in order to ensure
that the action segments can finally be connected into a
coherent and natural dance action, it is necessary to analyze
the connectability between every two adjacent action seg-
ments whose rhythm matches each music segment. In this
chapter, the connectability analysis controls the current
action and the previous action. When the adjacent action is
the same action, the action distance between them is set to
infinity, so that when the adjacent action is the same action,
the two actions cannot be connected. )e algorithm flow is
shown in Figure 2.

In order to obtain positive training samples, all matching
action-music piece combinations can be selected as positive

training samples. We randomly chose a clip from all cap-
tured action footage and coupled it with a music clip to
collect examples of negative training. )e algorithm is used
to determine the combination’s matching score for each
action-music piece combination. We can discover the best
matching K music nodes for each action segment by
comparing the scores, and these matching results will then
be placed in an action-music mapping table. Similarly, a tag
is provided for rhythm matching of dance action database
with strong rhythm for music.

Let vi1, vi2, . . . , viK  and vj1, vj2, . . . , vjK  be the set of
K music nodes that best match ui and uj obtained from the
map, respectively.)en, the music edges corresponding to ui

and uj are the directed edges vim0 and vjn0 with the smallest
distance in the music graph in

vim0 ∈ vi1, vi2, . . . , viK ,

vjn0 ∈ vj1, vj2, . . . , vjK .
(9)

)erefore, the music nodes vim0 and vjn0 can be used as
the background music corresponding to the action nodes ui

and uj, respectively. )e corresponding dance moves are
calculated in the same way. )e matching error of the action
and the music is estimated as follows:

L Aj, Mj  �
Δ 1 − exp −Distm Mi, Mj  . (10)

In this paper, we choose a specific correlation coefficient
for each dance. )e termination condition of feature coef-
ficient selection is that when six new correlation coefficients
are allowed to be selected into this subset, the accuracy
should be increased by at least 4%. Start with an empty
feature subset and add new features to the set until the
termination condition is not met. )e size setting of
threshold is a measure of cohesion and connectivity. If the

Synchronized action-
music streaming

Action and music 
segmentation

Synchronized action 
music clips

Training example

Action music 
relationship capture

Optimized rater

Optimal correlation 
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Matching degree of 
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Enter new music
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based on rhythm

Input music clips

Action diagramOptimal motion 
synthesis

Result animation

Figure 2: Algorithm flow.
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threshold setting is small, the adjacent actions are very
similar, and the cohesion is very coherent, but the con-
nectible action sequences will decrease accordingly. Anyway,
if the threshold setting is large, the adjacent actions will be
connected without being very similar, resulting in poor
connection, but the connectible action sequence will in-
crease accordingly. In addition, threshold setting has dif-
ferent requirements for different action types. Music-action
correspondence is a set of music-action feature pairs, which
is used for the matching calculation of music and dance. )e
music features and action features that make up the feature
pair are in one-to-one correspondence and have high cor-
relation characteristics.

In order to extract connectible actions based on con-
nectivity, this section proposes a graph-based depth-first
traversal algorithm for extracting connectible actions. Each
action segment is regarded as a node, and a directed edge is
established according to whether adjacent segments are
connected or not. If adjacent segments are connectible, a
directed edge is established; On the other hand, if the ad-
jacent segments are not connectible, there is no directed edge
in the adjacent segments. According to the best matching
path of the sequence of motion and music feature points
given by this algorithm, the motion (music) segment can be
deformed to map the motion (music) feature points to the
corresponding music (motion) feature points, thus further
improving the matching degree between the motion and
music segments.

4. Result Analysis and Discussion

)e algorithm proposed in this paper is tested on multiple
sequences, including synthetic and real data. )e configu-
ration of the experimental platform is Intel Pentium
D2.80GHz CPU, 16GB memory, and uses QT4.2 and
MatLab development environment. Dance sequences were
acquired at a frame rate of 30 fps using a motion analysis
optical motion capture device. )e size of the voxels in the
experiment is set to 18×18×18. )e dance movements used
are recorded as movement data in BVH format.)e data have
65 degrees of freedom, which contain 24 joint points, each
joint point has about 2 degrees of freedom. )e actions are
recorded to the file at a frame rate of 35 frames per second.
)e accompanying background music is all single-channel
music with a sampling frequency of 45 kHz.)e sampling rate
of the motion data is 35Hz. )e music in WAV audio format
is extracted from the video file by the software Adobe Pre-
miere, and the parts without sound at the beginning and end
of the video are manually removed. In the experiment, an
action graph containing 1069 nodes is constructed, and each
node corresponds to an action segment.)e total node length
is about 726 seconds. )e comparison results of the corre-
sponding relationship accuracy of the underlying features and
the corresponding relationship accuracy of the high-level
statistical features are shown in Table 1.

From the experimental data in Table 1, it can be seen
that, compared with the high-level statistical features, using
the low-level features to construct the music-action corre-
spondence can get higher accuracy. While the accuracy of

the correspondence of high-level statistical feature is rela-
tively low. In order to test the rationality of matching the
characteristics of music rhythm and intensity with those of
dance movements, several experiments were designed. In
order to evaluate the effectiveness of the method proposed in
this paper, the F1 index, which can comprehensively reflect
the performance of the algorithm is selected to experiment
the algorithm in this paper and compare different algo-
rithms, and the result shown in Figure 3.

In practical application, the action map and music map
in the action-music map are mostly composed of the same
kind of dance, so the matching quality of the result ani-
mation created by the system when the action map and
music map are constructed by the same kind of dance is
evaluated. Every time it is necessary to determine an action
segment from the candidate action set, the action segment
with the best coherence is the first. )en randomly choose
one of them as the action segment of the matchingmusic. All
initial postures are chosen from the live dance of motion
capture. From the existing music-action database, based on
the music similarity and the input music, the music-action
data with corresponding matching are obtained, and the
path of its action data is extracted as the reference path.
When the action map part and music map part of the action-
music map are composed of different dance types, the
difference of style between the action bar and the music bar
may lead to the change of algorithm performance.)is paper
also evaluates the matching quality for this situation. )e
accuracy of matching dance movements with music rhythm
features by different methods is shown in Figure 4.

)e matching action sequences can be counted, and if a
certain number of values are reached, the traversal can be
terminated. Because every time an adjacent point is visited,
the adjacent point with the best rhythm is preferentially
visited, so the action sequence obtained in priority matches
the rhythm of the input music signal better. )is paper puts
forward the definition of fluency function and uses quan-
titative data to objectively analyze the connection between
dance movements and music matching. )e cohesion of
dance movements using different matching methods is
shown in Figure 5.

It can be seen that the dance movement cohesion of this
matching method is obviously higher than that of the other
two methods. Table 2 shows the time performance evalu-
ation in this chapter. In this test, the time performance

Table 1: Comparison of the accuracy of the corresponding rela-
tionship between low-level features and high-level statistical
features.

Music
number

Low-level feature
correspondence accuracy

High-level
statistical feature
correspondence

accuracy
SHI KIM SMS

1 77.6 67.2 70.9 69.8
2 75.4 60.3 67.5 71.4
3 76.3 64.7 65.9 72.3
4 74.5 71.3 70.5 69.4
5 76.8 68.4 69.7 62.8
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differences of the method in reference [11] and the method
in reference [17] are compared.

In the methods of literature [11] and literature [17], it is
important to traverse the music or action graph for each
action or music segment to locate the best matching music
node. We simply need to query the map for the best
matched node in our function. As a result, our method’s
search speed is substantially faster than the other two
techniques. 150 students were asked to complete a user
experience research in order to objectively evaluate and test
the model’s performance. A user ability test was conducted
prior to the experiment to guarantee that the participants
could actually identify whether the action matched the
music. Experimenters who did not have a strong musical
background or who had difficulty appropriately perceiving
the movement-music connection were removed. )e user
research study drew a total of 100 participants. Figure 6
depicts the pleasure of these 100 students with various
model matching results.

In order to give more credibility to the evaluation results,
we will compare the degree of difference between human
and machine ratings. )e results of automatic scoring by the
algorithm are shown in Figure 7.

From the comprehensive analysis of the data in the two
figures, it can be seen that the result of manual scoring is very
similar to that of algorithm scoring. )is also verifies the
reliability of the score and draws the conclusion that the
dance movements of this paper match the rhythm features of
music to a high degree. According to the experiments in this
chapter, the matching accuracy of this model is as high as
95.1%, which is higher than 5.2% and 7.6% of the two
comparative models, respectively. )is model effectively
improves the efficiency and accuracy of the choreography
and score system. And the matching score of this paper is
high, reaching about 94%. It can be used in the field of actual
choreography and score.

20 40 60 80 100 120 140 160 180 200
Iterative index

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

F1

Literature [11] method
Literature [17] method
Method of this paper

Figure 3: F1 value comparison.
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5. Conclusions

)is is the law according to which rhythmic sequence and
movements develop. Based on the estimation of human
posture, this paper constructs a feature matching model of
dance movements and music rhythm, which solves the
problem of matching movements and music well. Firstly,
based on the synchronization number of rhythm points of
music and dance movements in time, the paper carries out

rhythm matching. And in order to ensure the cohesion of
adjacent action segments, the connectability analysis of
adjacent action segments is made based on the action dis-
tance. At the same time, in order to generate the optimal
dance action sequence, a dynamic planning process based on
constraints is introduced. )is process takes into account
both thematching degree between actions andmusic and the
coherence degree between actions in the result. )e ex-
perimental results show that thematching score of this paper
is high, reaching about 94%. And the matching accuracy of
this model is as high as 95.1%, which is higher than 5.2% and
7.6% of the two comparative models, respectively. From the
database point of view, this model effectively improves the
efficiency and accuracy of the choreography and score
system. )e integration of movement and music has always
been a difficult problem, which needs to be improved and
dealt with at a deeper level. Although some research
achievements have been made in this paper, the score al-
gorithm of this paper has not considered enough the har-
mony of the transition between music pieces, and this
content will be studied in depth in the next step.
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Under the present background, optimizing the existing urban rail transit network is the focus of urban rail transit construction at
present. Based on DL, this paper constructs the optimization algorithm of urban rail transit network route planning. According to
the current urban layout and urban planning, build a suitable rail transit network line form; according to the function, the types of
urban rail transit stations are divided, and the optimization of urban rail transit network lines is realized. In addition, according to
the K short path algorithm, this paper calculates the e�ective path between any stations of rail transit and, according to the model,
allocates the passenger �ow to each path. Experimental results show that the accuracy of real-time tra�c �ow prediction by this
algorithm can reach 94.98%, which is about 9% higher than other methods. is algorithm can e�ectively optimize the route
planning of urban rail transit network.is veri�es the e�ectiveness of the route planning optimization algorithm proposed in this
paper. Using the algorithm in this paper for line planning can get good real time, rationality, and optimality.

1. Introduction

One of the most serious issues that has plagued cities all over
the world, particularly large and medium-sized cities, is
tra�c congestion. In recent years, the scale of Chinese cities
has grown, the urbanization process has accelerated, and
urban economic development has progressed rapidly. e
number and distance of people’s trips have increased as the
city has grown and their living standards have improved,
and tra�c �ow has increased signi�cantly [1].e rationality
of urban tra�c network layout, the scienti�city of line fa-
cility con�guration, and the e�ectiveness of network line
services are all factors in urban rail transit planning [2]. It is
critical to the city’s overall development, functional layout,
land use, and urban form evolution. Transportation, as an
important infrastructure for promoting the exchange of
materials and information within urban agglomerations, is
critical in providing channels for city internal development
and interconnection [3]. Fast transportation has the po-
tential to amplify the power of urban development and
connect cities. Network route planning is a subset of overall
urban planning that uses the overall urban planning as a

guide and, at the same time, has some impact on the overall
urban planning due to the characteristics of urban rail transit
[4]. It is a comprehensive, long-term, and guiding macro
planning that involves many specialties such as urban
planning, tra�c engineering, rail transit engineering, ar-
chitectural engineering, and social economy. Furthermore,
urban rail transit requires a signi�cant �nancial investment
and a lengthy construction period, all of which have a
signi�cant impact on the city’s social and economic de-
velopment, as well as land development and utilization. To
do a good job on such a large system project, we need to do
overall planning and reasonable arrangements, as well as
scienti�c and reasonable rail transit planning, to lay a good
foundation and set the stage for the follow-up work.

Due to the slow construction of rail transit and the lack
of practical veri�cation and summary, there have been some
problems such as too simple planning content, strong
planning color, and poor implementability. At the same
time, due to the uncertain factors in the process of urban
development, the early planning of some cities can no longer
meet the needs of current urban development. erefore, it
is necessary to optimize the urban rail transit network and
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improve its performance and transportation service ca-
pacity. +e concept of deep learning (DL) [5, 6] originates
from the research of ANN (artificial neural network) [7] and
is a new research direction of machine learning [8–10]. ANN
is a mathematical model that imitates biological NN (neural
network) for distributed parallel information processing [8].
In ANN, neurons connect and interact with each other to
form NN. +ere are different ways of linking neurons in
different NN types. +e obtained deep network structure of
DL contains a large number of neurons, which has more
levels and depths than the simple NN structure, so it is
intended to study more abstract data representations. +e
“learning” of DL mainly focuses on the abstract represen-
tation of data and finds the essential relationship between
variables by constantly mining the internal structure of data.
A good data representation can keep the information useful
to the learning task, and at the same time, it can eliminate the
influence of the change of factors unrelated to the learning
task in the input data on the learning performance. DL has
the advantages of high model accuracy and simple feature
extraction, and it has excellent applications in speech rec-
ognition, natural language processing, image recognition,
and other fields. In this paper, DL algorithm is applied to the
optimization of urban rail transit network route planning,
and its innovations are as follows:

(1) Based on the idea that urban rail transit plays a key
role in urban traffic, this paper studies the line
planning theory of urban rail transit network; based
on the analysis of existing practice and research
results at home and abroad, and combining theory
with practice, this paper puts forward solutions to
several common problems in the route planning of
urban rail transit network. Based on this, DL theory
is used to study the optimization of urban rail transit
network, which provides some reference for the
optimization of urban rail transit network.

(2) +e disequilibrium coefficient of passenger flow
distribution in the section is calculated. +is paper
analyzes the influencing factors of cross section
passenger flow from the aspects of network line
conditions, land use, passenger factors, and envi-
ronmental conditions. Based on the calculated cross
section passenger flow data, several cyclic DL pre-
diction models with time series as input are estab-
lished and the parameters are optimized. +e
verification results show that the algorithm has high
prediction accuracy and high running efficiency and
meets the requirements of accuracy and timeliness. It
provides a brand-new perspective for the route
planning algorithm of urban rail transit network.

+e main structure of this article is as follows: the first
chapter is the introduction. +is chapter mainly expounds
the research object, background, purpose, and significance
of the paper, and summarizes the research methods and the
structure of the paper. +e second chapter introduces the
related research literature of urban rail transit network route

planning at home and abroad, and further leads to the re-
search work and research methods of this paper. +e third
chapter is divided into two parts. Section 3.1 compares and
analyzes the development status of rail transit and intro-
duces the related contents of DL. Section 3.2 mainly dis-
cusses the optimization algorithm of urban rail transit
network route planning based on DL. +e fourth chapter is
the experimental part. In this chapter, the optimization
algorithm of urban rail transit network planning based on
DL proposed in this paper is tested and compared with other
algorithms. +e performance of this algorithm is compre-
hensively analyzed from the experimental results. +e fifth
chapter is the summary and outlook. Firstly, it reviews and
summarizes the research content of this paper, points out the
deficiency and improvement space of the research content,
and looks forward to the follow-up research.

2. Related Work

+e construction of urban rail system is the basic facilities of
a city. It is also a systematic project with large investment
and long construction period. At the same time, urban rail
transit, as an important part of urban public transport, has a
very important impact on urban social economy and land
development. +erefore, according to the future develop-
ment of the city, how to plan a reasonable rail transit
network line form, scale, and surrounding land development
form has attracted more and more attention from govern-
ment departments, research institutions, experts, and
scholars.

Wang et al. calculated the line density of the rail transit
network based on the population density of a city, judged the
rationality of the construction scale of its network lines,
classified the urban space and the layout of the rail transit
network lines, and analyzed the corresponding relationship
between the two [11]. Shang et al. studied the vulnerability of
urban rail transit systems and the optimization of network
resilience [12]. Based on the analysis of the reasonable scale
of network lines and its influencing factors, Li et al. took the
traffic demand and the service level of network lines as the
main influencing factors of the reasonable scale of urban rail
transit and carried out a reasonable scale calculation [13].
Ding et al. constructed the probability distribution function
of subway passenger flow and analyzed a certain urban rail
transit system as an example, showing that the station
passenger flow is closely related to the development degree
of the surrounding land, industry, commerce, and residence
[14]. Xin et al. took the algebraic connectivity as the objective
function and the construction cost as the constraint con-
dition, established an optimization model of the urban rail
transit network invulnerability, and used the improved
particle swarm optimization algorithm to solve the model
[15]. Based on the directed connection graph of factors
affecting the scale of network lines, Hu et al. obtained the
hierarchical structure of factors affecting network lines by
establishing an accessibility matrix; the matrix is based on
the hierarchical division of influencing factors, and the
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hierarchical structure of each influencing factor is obtained
[16]. Li et al. believed that the overall urban passenger
demand is jointly undertaken by the road traffic passenger
system and the rail transit passenger system; based on this
supply-demand balance principle, a reasonable scale of
network lines was calculated [17]. +rough in-depth re-
search on the demand relationship of rail transit, Nie et al.
came to the conclusion that rail transit demand is con-
centrated in urban passenger flow corridors [18]. Ding et al.
took urban rail transit network construction as the research
object and established an urban rail transit network opti-
mization model [19]. +e model takes the rationality and
accessibility of rail transit lines as constraints and selects the
minimum total travel time, the minimum total line length,
and the minimum total number of transfers to establish a
multiobjective function. Wang et al. believed that urban rail
transit planning can be divided into three interrelated
problems [20]. +e first category is to study the design of rail
transit network; the second category is to analyze and
forecast rail transit demand; the third category is to evaluate
and decide on urban transportation planning. Jeongwoo
et al. studied the robustness optimization problem of urban
rail transit network under uncertain demand [21]. +e re-
search proposes the concept of robustness of rail transit
network under uncertain demand and establishes predict-
able and unpredictable models of uncertain demand.

+is paper proposes an optimization algorithm for urban
rail transit network route planning based on DL, and an-
alyzes and discusses the design and implementation of the
algorithm in detail, based on a thorough review of previous
literature. +e passenger flow is allocated to each train on
each line based on the passengers’ arrival and departure
times, the cross section passenger flow in the statistical
period is calculated, and the stability of its time series is
examined in this paper. +e historical data information of
the corresponding date type is selected as the network’s
training data for different forecast periods, and the trained
LSTM (long short-term memory neural network) model is
used to make short-term forecasts of cross section passenger
flow, with the forecasting accuracy calculated by each error
index to test the model’s validity. Experiments show that this
algorithm is more feasible and effective than other algo-
rithms, and that it can produce better predictions.

3. Methodology

3.1. DL and Urban Rail Transit Network Route Planning.
+e concept of DL comes from the study of ANN, and it is a
new research direction of machine learning. ANN evolved
from biological NN, and a neuron is a nerve cell. Artificial
neuron is the most basic unit to process information by
using NN. +eoretically, the more parameters a model has,
the higher its complexity and capacity, and correspondingly
it can complete more complex learning tasks. However, in
general, complex models often fall into low training effi-
ciency and are easily over-fitted, so it is difficult to be favored
by researchers. Compared with the traditional NN or ma-
chine learning, DL is a relatively novel research method and
research direction. +e advantages of DL are high model

accuracy and simple feature extraction [22]. Practice has
proved that it has good effects in computer vision, natural
language processing, and future trend prediction. In this
paper, the DL theory is applied to urban rail transit network
route planning, and an optimization algorithm of urban rail
transit network route planning based on DL is proposed.+e
DL model increases the number of nonlinear hidden layers
and transforms the original signal layer by layer to obtain
new abstract features for subsequent learning tasks. DL, as a
major breakthrough in realizing machine learning and ac-
celerating human beings to the era of artificial intelligence, is
based on the research in the field of NN. +e obtained deep
network structure of DL contains a large number of neurons,
which has more levels and depths than the simple NN
structure, so it is intended to study more abstract data
representations. DL is also a multilevel and multistep
learning process. In order to better simulate the neuron
structure of human brain, more hidden layers are added, and
the learned knowledge is transferred layer by layer to achieve
the purpose of information stratification and systematic
learning. +e basic model framework of DL includes con-
volutional NN, stacked automatic coder, recursive NN, and
deep belief network. +e NN model is shown in Figure 1.

+e urban population has exploded in recent years, and a
large number of migrant workers have flooded into cities.
Urban traffic faces severe situations and challenges due to
frequent exchanges of people and materials. Road conges-
tion, chaotic traffic order, frequent traffic accidents, and
traffic environmental pollution are all serious issues in many
cities. Because of its large capacity and high speed, rail transit
has gradually become the development focus of trans-
portation infrastructure in large cities in this environment. It
has been instrumental in resolving traffic congestion in cities
and promoting the efficient use of urban land. To fully
exploit the leading role of urban rail transit in economic
development, it is critical to optimize the existing urban rail
transit network and build new lines in the modern envi-
ronment [23]. Urban rail transit, which includes subways,
light rail, monorails, trams, new traffic, and high-speed
maglev trains, is referred to as rapid rail transit. Large
transportation capacity, high speed, safety, reliability, and
punctuality are all common characteristics. It has the ability
to travel on wheels and rails on the ground, in the air, and
underground. Because of these characteristics, urban rail
transit has obvious advantages as a mode of urban trans-
portation. It is especially advanced compared to other modes
of public transportation when it comes to resolving traffic
congestion in large and medium-sized cities, such as heavy
passenger traffic during peak hours. With the rapid devel-
opment of rail transit and the continuous expansion of rail
network lines in recent years, urban rail transit network
operation has become a new trend. Because the urban rail
transit system serves as a mode of transportation, its
transportation service function must be considered. At the
same time, it has the nature of a network, and optimizing it
solely from one perspective is not comprehensive. +e basic
types of rail transit usually include subway system, light rail
system, suburban railway, monorail system, new transport
system, tram, and automatic passenger rapid transit system.
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In order to reasonably select the form of rail transit system
under different objectives, the basic types of urban rail
transit can be classified according to different standards.

+e main objectives of urban rail transit planning in-
clude ① solving the contradiction between traffic demand
and supply,② achieving the goal of urban planning, and③
meeting the needs of sustainable development. Rail transit
can guide the development of urban structure, and its
principle is to greatly improve the traffic supply and guide
the high-intensity utilization of surrounding land. Urban rail
transit with large capacity, high speed, and independent
dedicated track has already met the conditions as the
backbone transportation mode of public transportation
system in big cities. +e backbone system is to undertake a
large proportion of urban passenger transport turnover [24].
It is generally difficult for a single rail transit line to meet this
backbone requirement; this is mainly because of the limi-
tations of its attracting range of passenger flow and route
direction.+erefore, rail transit must form a network to play
a key role. +e research of network planning involves many
specialties such as urban planning, traffic engineering, rail
transit engineering, architectural engineering, and social
economy. It is a comprehensive, long-term, and guiding
macro planning. It emphasizes the unity of stability and
flexibility. Stability is to plan that the overall layout of
network lines should be stable in space, central city, and
time; flexibility is the extension condition of planning.
Under the condition of constantly changing urban condi-
tions, there should be room for flexible changes in the outer
urban areas in space and in the long term in time. In the
planning of urban rail transit, the principles of functionality,
rationality, economy, and sustainable development must be
followed. +ere are actually three ways of urban rail transit

lines: elevated, ground, and underground.+ey all have their
advantages and disadvantages. In addition, the determina-
tion of standards such as curve and slope also needs to
consider the specific conditions of the line. An important
part of the route planning is the station planning and site
selection, which needs to consider the station attraction,
station form, station spacing, cost, and other aspects. +e
location of depot is also an important part of route planning.
It requires the approach to the trunk line as much as possible
and the necessary land conditions. Urban rail transit has a
huge investment and a long construction period, which has a
great influence on the social and economic development of
the city, land development and utilization, etc. However, due
to the uncertain factors in the process of urban development,
the early planning of some cities can no longer meet the
needs of current urban development. +erefore, it is nec-
essary to optimize the urban rail transit network and im-
prove its performance and transportation service capacity.

3.2. Optimization Algorithm of Urban Rail Transit Network
Route Planning. +rough DL-related content, this chapter
focuses on the optimization algorithm for urban rail transit
network route planning. +e neuron model is the most
fundamental unit in NN. According to the training data set,
the NN learning process adjusts the connection weight
between neurons as well as the threshold or bias of each
functional neuron. NN can fit any nonlinear system, even if
it only has one hidden layer. As a result, only one hidden
layer is typically employed. After comparing and analyzing
the fitting results of multiple hidden layers and a single
hidden layer, it was discovered that the fitting results are not
significantly different, so the reasonable scale of urban rail

…

…

…

Output layer

Input layer
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Hidden layer 3 …
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Figure 1: NN model.
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transit was calculated and analyzed using NN with three
layers, including one hidden layer. However, as the pre-
diction time step is increased, the influence of the previous
time node on the current time node diminishes, and when
information from a distant time node is needed in themodel,
the network model is unable to effectively reflect this con-
nection; the learning ability is greatly weakened, the gradient
disappears, and the model’s prediction effect deteriorates.
+erefore, LSTM is introduced in this paper. +e LSTM
structure and algorithm flowchart are shown in Figure 2.

In this paper, the SpaceL method is used to construct the
urban rail transit network model. In the model, the nodes
represent the urban rail transit stations and the connecting edges
represent the interval routes. Transformation of rail transit
network diagram into mathematical model is as follows:

G � (V, E). (1)

Among them, V represents the set of nodes. If the rail
transit includes n stations, there are

|V| � nV

� v1, v2, v3, . . . , vn( .
(2)

E represents the set of edges. If the rail transit includes m

section routes, there are

|E| � mE

� e1, e2, e3, . . . , em( .
(3)

In a subway network, a passenger travel path consists of
stations and segments, and the base travel time for a path is
equal to the inbound time, ride time, outbound time, and if
transfers are involved, plus the sum of the transfer times. Let
Ck

w denote the total time spent by most passengers traveling
on the k th route between the traffic trip volume pair W, then

C
w
k � Jo + 

i,j

Ti,jδ
w
ij,k + 

i

e
l,m
i ϕw,k

i,lm + Kd, (4)

where Jo represents the inbound time spent by passengers at
the starting station on the route and Kd represents the exit
time spent by passengers at the end station on the route. δw

ij,k

and ϕw,k
i,lm are the relationship between the unit interval [i, j],

the transfer station i, and the traffic travel volume in the
subway network to the path k between W.

Based on the idea of importance contribution matrix,
this paper combines the structural holes and centrality
features of the network to identify key sites. +e K-kernel
importance is used to describe the role of nodes in the
network information dissemination, and the structural hole
importance index and K-kernel importance index of adja-
cent nodes are used as the importance contribution values to
reflect the local importance.

In the hidden layer of the LSTM model, the complexity of
the hidden layer is increased due to the addition of three gate
structures. +ree different gate structures interact inside the
hidden layer in a very specific way.+e first structure is simpler
and is often referred to as the forget gate. +e input of the gate
structure is the output of the hidden layer of the previous time
node and the input of the hidden layer of the current node.+e

activation function of the gate structure is σ, and the output
result isf(t), which is sent to the upper part to interact with the
C(t) of the previous hidden layer. +e forget gate structure can
be expressed by the following formula:

C
w
k � Jo + 

i,j

Ti,jδ
w
ij,k + 

i

e
l,m
i ϕw,k

i,lm + Kd. (5)

Among them, σ represents the activation function of the
forget gate structure, which is the sigmoid function. Wf, Uf,
and bf represent the weight parameters and biases in the
forget gate structure, respectively. +e middle structure is
called the input gate, and the input gate structure can be
expressed as

i
(t)

� σ Wi ∗ h
(t−1)

+ Ui ∗x
(t)

+ bi ,


C

(t)
� tanh Wc ∗ h

(t−1)
+ Uc ∗x

(t)
+ bc ,

(6)

where σ represents the activation function of the first part of
the input gate. Wi, Ui, Wc, Uc, bi, and bc represent the weight
parameters and biases of the corresponding parts, respec-
tively. +e last gate is called the output gate. +e output gate
structure can be expressed as

o
(t)

� σ Wo ∗ h
(t−1)

+ Uo ∗x
(t)

+ bo ,

h
(t)

� o
(t) ∗ tanh C

(t)
 ,

(7)

where σ represents the activation function of the first part of
the output gate. Wo, Uo, and bo represent the weight pa-
rameters and bias of the output gate, respectively. +e
normalization formula of the indicator data is as follows:

y � ymax − ymin( ∗
x − xmin( 

xmax − xmin( 
+ ymin. (8)

Among them, ymin � −1 and ymax � 1.
In this paper, a method for processing input real-number

data using Gaussian distribution characteristics is presented,
allowing the newly constructed deep belief network to
process the experimental data effectively. Because each
impact index has a different physical meaning and no
uniform dimensional unit, it is difficult to get a satisfactory
answer directly using the impact index as an input quantity,
which will slow the network’s convergence. +is study ap-
plies dimensional processing to the data in order to make the
indexes comparable. In general, due to the large range of
collected data, it is generally required that the value of input
data be between [−1, 1] in order to improve training speed
and effectively avoid the saturation area of the sigmoid
function. +e DL feature extraction process can ignore the
complex coupling relationship between urban rail transit
vehicle equipment systems and the complex functional re-
lationship between feature vectors, mine the data’s internal
structure, and find the essential relationship between vari-
ables. Robustness refers to the system’s ability to provide
alternate routes in the event of accidents or targeted attacks,
and it is one of the key indicators used to assess the rail
transit system’s quality.+e system’s robustness is conducive
to improving the urban rail transit system’s reliability, service
quality, and resilience, allowing it to fully exploit rail transit’s
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obvious advantages. +e LSTMmodel goes through the same
training and optimization process as the NN model. To it-
eratively update all parameters in the model, it also uses a
time-based back propagation algorithm and the gradient
descent method. All of the parameters are based on partial
derivatives of the loss function, which is the most important
point. +e network is trained and tested in a circular fashion
in this paper, with the reasonable error range as the final error
range. Finally, all of the remaining cities serve as training
samples and models, with the trained models being used to
research urban rail transit network route planning.

4. Result Analysis and Discussion

+e model training platform is Windows 10, equipped with
Intel 8-core CPU; memory is 32G. Python is chosen as the
main programming language. TensorFlow framework in
Keras not only has good usability and practicability, but also
has flexibility and high efficiency, fast training speed, and
flexible parameter change. It can provide corresponding
operation support on multiple platforms. +erefore, this
paper chooses TensorFlow in Keras as the back-end
framework of DL model. After analysis and screening, 40
cities with developed urban rail transit were selected for
analysis and research, and finally 12 representative cities
were selected as samples for experiment. +en, the model
parameters and targets are selected to be digitized. In order
to get more accurate results and reasonable error range, 2
cities are selected as test samples from 12 cities, and the
remaining cities are used as training samples. Run the
program and record the error. Figure 3 shows the training
results of the model.

In this study, the results obtained for the established
predictive model are numerical data. +erefore, this chapter
selects the representative MSE (mean squared error), RMSE
(root mean square error), and MAE (mean absolute error)
three indicators to test the algorithm, respectively. +e
calculation formulas of the three indicators are as follows:

MSE �
1
n



n

k�1
yk − yk
′( 
2
,

RMSE �

�������������

1
n



n

k�1
yk − yk
′


 

2




,

MAE �
1
n



n

k�1
yk − yk
′


.

(9)

Among them, n represents the number of predicted
samples, yk is the actual value, and yk

′ is the model output
value. +e prediction accuracy evaluation methods of the
three models are suitable for DL models. By comparing the
evaluation indexes among different models, we can roughly
understand the performance of the models. +ese three
indexes are used to test different algorithms, and the results
are shown in Table 1.

It can be seen from the data in the table that the errors
of the optimization algorithm of urban rail transit net-
work route planning in this paper are smaller than those of
the comparison algorithm, and their values are at a low
level. +is shows the accuracy and reliability of this al-
gorithm. Figure 4 shows the recall results of different
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Figure 2: LSTM structure and algorithm flowchart.
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Table 1: Index test results of different algorithms.

Algorithm MSE RMSE MAE
Multiscale path planning algorithm 0.157 0.437 0.658
Cyclic neural network optimization algorithm 0.096 0.396 0.437
Algorithm in this paper 0.049 0.215 0.426
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Figure 3: +e training results of the model in this paper.
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Figure 4: Recall results of different algorithms.
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Figure 5: F1 value results of different algorithms.
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algorithms. Figure 5 shows the F1 values of different
algorithms.

+e existing saturation of rail transit of each sample is
taken as the output target value of NN, and the training
sample and the inspection sample should be represen-
tative. +rough training and learning, the network adapts
to the nonlinear mapping relationship between the input
sample and the target value, and then it is used for
simulation calculation. Test the rationality of using
different algorithms for urban rail transit network route
planning. +e rationality comparison is shown in
Figure 6.

+e prediction results of several DL models are com-
pared one by one according to the same evaluation index,

among which the traditional time series prediction method
and autoregressive summation average model are added to
achieve the effect of horizontal comparison. +e traffic flow
prediction accuracy of different algorithms is shown in
Figure 7.

According to the data in Figure 7, the accuracy rate of
real-time traffic flow prediction by this algorithm can reach
94.98%, which is about 9% higher than other methods. +e
prediction results and accuracy prove the rationality and
effectiveness of the proposed prediction method. +is paper
simulates the actual traffic conditions. Table 2 shows the
comparison results of execution time of different algorithms.

It can be seen that under the same conditions, the ex-
ecution time of the route planning optimization algorithm in
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Figure 6: Comparison of rationality of planning with different methods.
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Figure 7: Accuracy of traffic flow prediction of different algorithms.

Table 2: Execution time of different algorithms.

Group Starting
point

Target
point

Multiscale path planning
algorithm

Cyclic neural network optimization
algorithm

Algorithm in this
paper

1 396 3678 894 136 81
2 579 3541 1103 94 46
3 863 2796 1039 87 51
4 827 3024 1004 98 58
5 978 4169 936 86 29
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this paper is short. +is shows that the algorithm in this
paper has higher efficiency and better performance.

Experiments in this chapter show that the accuracy rate
of real-time traffic flow prediction by this algorithm can
reach 94.98%, which is about 9% higher than other methods.
+is verifies the real time, rationality, and optimality of the
proposed algorithm, which can reduce the management cost
and obtain a higher input-output ratio. +e algorithm
proposed in this paper can achieve good results in the route
planning of urban rail transit network.

5. Conclusions

Congestion is a major issue in today’s major cities, and
there are numerous solutions available. Construction of
fast, large-capacity, safe, and environmentally friendly
urban rail transit has almost become the default option for
all major cities looking to alleviate traffic congestion. As a
result, systematically analyzing and studying the func-
tional positioning of urban rail transit network lines in the
urban agglomeration regional rail transit system, inte-
grating the regional rail transit system, and comprehen-
sively planning and optimizing the network line layout in
conjunction with the urban spatial structure and per-
sonnel travel characteristics are critical. It can effectively
promote the formation of a regional high-speed com-
prehensive transportation system, ease people’s travel,
reduce traffic congestion, and lay a solid foundation for
good urban traffic development. +is paper proposes an
optimization algorithm based on DL to address the low
rationality and optimality of traditional urban rail transit
network route planning. +is paper describes the algo-
rithm’s design and implementation. +e accuracy of this
algorithm in predicting real-time traffic flow can reach
94.98 percent, which is about 9% higher than other
methods, according to experimental results. +is validates
the proposed algorithm’s real time, rationality, and op-
timality, lowering management costs and increasing the
input-output ratio. +e content of the urban rail transit
mode is complex, involving a wide range of variables and
numerous influencing factors. Despite the fact that this
paper has made some progress in the theory and practice
of urban rail transit network route planning, due to a lack
of knowledge and time, there are still some issues that
need to be addressed. We will expand the sample data set
while appropriately deepening the model’s depth, and we
will determine the parameters in the model by dis-
tinguishing the samples during the week and at the
weekend in the follow-up study in order to make the
prediction model more applicable.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

+e author declares that there are no conflicts of interest.

Acknowledgments

+is study was supported without any funding.

References

[1] L. Zhang, H. Wen, J. Lu, D. Lei, and S. Li, “Comparing the
time-varying topology-based dynamics between large-scale
bus transit and urban rail transit networks from a mesoscopic
perspective,” Nonlinear Dynamics, vol. 106, no. 1,
pp. 657–680, 2021.

[2] H. Lv, Y. Zhang, K. Huang, X. Yu, and J. Wu, “An energy-
efficient timetable optimization approach in a Bi-Directio-
nUrban rail transit line: a mixed-integer linear programming
model,” Energies, vol. 12, no. 14, p. 2686, 2019.

[3] E. Hassannayebi, S. H. Zegordi, and M. Yaghini, “Train
timetabling in urban rail transit line using Lagrangian re-
laxation approach,” Applied Mathematical Modelling, vol. 40,
no. 23-24, pp. 9892–9913, 2016.

[4] X. Zhu, R. Zhang, W. Dai, Z. Zhang, and J. Li, “Performance
and safety assessment of ATO systems in urban rail transit
systems in China,” Journal of Transportation Engineering,
vol. 139, no. 7, pp. 728–737, 2013.

[5] J. Zhang, J. Sun, J. Wang, and X. Yue, “Visual object tracking
based on residual network and cascaded correlation filters,”
Journal of Ambient Intelligence and Humanized Computing,
vol. 12, no. 8, pp. 8427–8440, 2021.

[6] Q. Liu, L. Cheng, A. L. Jia, and C. Liu, “Deep reinforcement
learning for communication flow control in wireless mesh
networks,” IEEE Network, vol. 35, no. 2, pp. 112–119, 2021.

[7] Y. Ding, Z. Zhang, X. Zhao et al., “Multi-feature Fusion:
Graph Neural Network and CNN Combining for Hyper-
spectral Image Classification,” Neurocomputing, vol. 501,
pp. 246–257, 2022.

[8] L. You, H. Jiang, J. Hu, C. Chang, L. Chen, X. Cui, and
M. Zhao, “GPU-Accelerated Faster Mean Shift with Euclidean
Distance metrics,” 2021, https://arxiv.org/abs/2112.13891.

[9] Z. Huang, Y. Zhang, Q. Li et al., “Joint analysis and weighted
synthesis sparsity priors for simultaneous denoising and
destriping optical remote sensing images,” IEEE Transactions
on Geoscience and Remote Sensing, vol. 58, no. 10,
pp. 6958–6982, 2020.

[10] W. Cai, “Hierarchical domain adaptation projective dictio-
nary pair learning model for EEG classification in IoMT
systems,” IEEE Transactions on Computational Social Systems,
pp. 1–9, 2022.

[11] Q. Wang and L. Deng, “Integrated optimization method of
operational subsidy with fare for urban rail transit,” Com-
puters & Industrial Engineering, vol. 127, no. 1, pp. 1153–1163,
2018.

[12] P. Shang, Y. Yao, L. Yang, L. Meng, and P. Mo, “Integrated
model for timetabling and circulation planning on an urban
rail transit line: a coupled network-based flow formulation,”
Networks and Spatial Economics, vol. 21, no. 3, pp. 1–34, 2021.

[13] Z. Ming, “Continuous-behavior and discrete-time combined
control for linear induction motor-based urban rail transit,”
IEEE Transactions on Magnetics, vol. 52, no. 7, pp. 1–4, 2016.

[14] X. Ding, S. Zhang, Z. Liu, H. Hu, X. Xu, and W. Xu, “+e
analysis and calculation method of urban rail transit carrying
capacity based on express-slow mode,” Mathematical Prob-
lems in Engineering, vol. 2016, pp. 1–9, Article ID 6820394,
2016.

[15] Y. Xin, A. Chen, B. Ning, and T. Tang, “Measuring route
diversity for urban rail transit networks: a case study of the

Computational Intelligence and Neuroscience 9

https://arxiv.org/abs/2112.13891


beijing metro network,” IEEE Transactions on Intelligent
Transportation Systems, vol. 18, no. 2, pp. 259–268, 2017.

[16] X. Hu, X. Li, and Y. Huang, “Urban rail transit risk evaluation
with incomplete information,” Procedia Engineering, vol. 137,
pp. 467–477, 2016.

[17] D. W. Li and N. D. Yi, “Real-time forecast of passenger crowd
index on urban rail transit station platform based on test data
of internet of things,” Journal of the China Railway Society,
vol. 36, no. 3, pp. 9–13, 2014.

[18] X. L. Nie and Q. C. Wei, “Research on the location of
emergency rescue stations for urban rail transit based on the
PSO,” Journal of Railway Engineering Society, vol. 32, no. 7,
pp. 100–105, 2015.

[19] X. Ding, X. Yang, H. Hu, and Z. Liu, “+e safety management
of urban rail transit based on operation fault log,” Safety
Science, vol. 94, pp. 10–16, 2017.

[20] Y. Wang, Z. Liao, T. Tang, and B. Ning, “Train scheduling and
circulation planning in urban rail transit lines,” Control
Engineering Practice, vol. 61, no. 4, pp. 112–123, 2017.

[21] L. Jeongwoo, B. Marlon, H. Douglas, and H. Nixon, “Changes
in service and associated ridership impacts near a new light
rail transit line,” Sustainability, vol. 9, no. 10, p. 1827, 2017.

[22] J. Kong, C. Yang, Y. Xiao, S. Lin, and K. Ma, “A graph-related
high-order neural network architecture via feature aggrega-
tion enhancement for identification application of diseases
and pests,” Computational Intelligence and Neuroscience,
vol. 2022, Article ID 4391491, 2022.

[23] Z. Jiang, J. Gu, W. Fan, W. Liu, B. Zhu, and Q. Zhu, “Q-learning
approach to coordinated optimization of passenger inflow control
with train skip-stopping on a urban rail transit line,”Computers&
Industrial Engineering, vol. 127, no. 1, pp. 1131–1142, 2018.

[24] L. U. Gongyuan, M. A. Si, W. Kun, and D. N, “Integer
programming model of passenger flow assignment for con-
gested urban rail lines,” Xinan Jiaotong Daxue Xuebao/
Journal of Southwest Jiaotong University, vol. 52, no. 2,
pp. 319–325, 2017.

10 Computational Intelligence and Neuroscience



Review Article
Face Mask-Wearing Detection Model Based on Loss Function and
Attention Mechanism

Zhong Wang , Wu Sun, Qiang Zhu , and Peibei Shi

School of Computer Science and Technology, Hefei Normal University, Hefei 230601, China

Correspondence should be addressed to Qiang Zhu; qiangzhu@hfnu.edu.cn

Received 18 May 2022; Accepted 15 June 2022; Published 12 July 2022

Academic Editor: Xin Ning

Copyright © 2022 ZhongWang et al. �is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Face mask-wearing detection is of great signi�cance for safety protection during the epidemic. Aiming at the problem of low
detection accuracy due to the problems of occlusion, complex illumination, and density in mask-wearing detection, this paper
proposes a neural network model based on the loss function and attention mechanism for mask-wearing detection in complex
environments. Based on YOLOv5s, we �rst introduce an attention mechanism in the feature fusion process to improve feature
utilization, study the e�ect of di�erent attention mechanisms (CBAM, SE, and CA) on improving deep network models, and then
explore the in�uence of di�erent bounding box loss functions (GIoU, CIoU, and DIoU) on mask-wearing recognition. CIoU is
used as the frame regression loss function to improve the positioning accuracy. By collecting 7,958 mask-wearing images and a
large number of images of people without masks as a dataset and using YOLOv5s as the benchmark model, the mAP of the model
proposed in the paper reached 90.96% on the validation set, which is signi�cantly better than the traditional deep learningmethod.
Mask-wearing detection is carried out in a real environment, and the experimental results of the proposed method can meet the
daily detection requirements.

1. Introduction

�e spread of COVID-19 endangers public safety, and its
known transmission routes mainly include droplet trans-
mission and close contact. �erefore, wearing masks has
become the mainmeans of preventing the spread of the virus
[1, 2]. �e traditional methods of inspecting mask-wearing
are mostly manual inspections, which not only consume
manpower andmaterial resources and are ine¥cient but also
cause certain di¥culties in personnel management, which is
more likely to cause crowds to gather and increase the risk of
virus spread.

Mask-wearing detection technology is one of the key
prevention means supervised by epidemic prevention de-
partments, and the stability and robustness of mask de-
tection algorithms are particularly important. Mask-wearing
detection is developed based on face detection and target
classi�cation. Compared with simple face detection, mask-
wearing detection needs to address many problems, such as
di�erent lighting, side faces, occlusion, and density.

However, solving these problems and improving mask-
wearing detection accuracy are of great signi�cance [3, 4].

With the development of deep learning technology,
mask-wearing detection technology based on deep learning
has been widely used [5, 6]. However, due to the in�uence of
a complex environment, the existing algorithms have the
problems of low accuracy and slow detection speed, which
cannot achieve real-time detection. To this end, based on
the YOLOv5 model, this paper introduces an attention
mechanism to selectively enhance the fused features,
highlight important features, reduce the impact of redun-
dant features, and use the CIoU loss function as a new
bounding regression loss function to make the regression of
the target model more documented and the positioning
more accurate. �e main contributions of the paper are as
follows:

(1) Study the e�ect of di�erent attention mechanisms
(CBAM, SE, and CA) on improving the deep net-
work model.
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(2) Explore the impact of different bounding box loss
functions (GIoU, CIoU, and DIoU) on mask-
wearing recognition.

,e rest of the content is arranged as follows: Section 2
introduces the work related to mask-wearing detection.
Section 3 focuses on describing the framework and imple-
mentation details of the mask-wearing detection model.
Section 4 verifies the performance of the proposed method
through experimental tests and finally gives a summary and
outlook.

2. Related Works

Mask-wearing detection is an object detection task that
determines the location and category of each object in the
image. Mask-wearing detection methods based on deep
learning are divided into two categories. One is a two-stage
target detection model based on region extraction, such as
RCNN (regions convolutional neural networks) [7], Fast
R-CNN [8], Faster R- CNN [9], R-FCN [10], Cascade
R-CNN [11], and DeRPN [12], which divide the target
detection into two steps: feature extraction and feature
classification. ,e other is to obtain the classification results
directly based on the regression method, which can realize
real-time detection in terms of detection speed, but it is
slightly insufficient in detection accuracy, such as SSD
(single shot multibox detector) [13], YOLO (you only look
once) [14, 15] series, RetinaNet [16], and RefineDet [17].
Recently, researchers have proposed various mask-wearing
detection technologies based on the above methods. Fan and
Jiang [18] proposed a high-performance single-stage mask-
wearing detector named RetinaFaceMask, which includes a
new dataset, a contextual attention module, and transfer
learning. Jignesh Chowdary et al. [19] proposed a transfer
learning model to automatically detect mask-wearing, which
was performed by fine-tuning the pretrained InceptionV3
model. Rahman et al. [20] proposed a system to limit the
growth of COVID-19 by using deep learning models and
cameras to discover people who are not wearing masks in
urban networks. Loey et al. [21] proposed a hybrid model
based on deep learning and classical machine learning,
including two parts: the first part uses ResNet50 for feature
extraction, and the second part uses SVM and ensemble
algorithms for classification. Ren and Liu [22] designed a
YOLOv3-based convolutional neural network named
Face_mask Net.

Attention mechanisms have achieved great success in
various computer vision tasks [23]. ,e purpose of intro-
ducing an attention mechanism is to select key information
from many redundant pieces of information to submit the
detection ability of the network. Attention-based models
include four stages in the field of computer vision: com-
bining deep neural networks with attention mechanisms,
representative methods include RAM [24]; in explicit pre-
diction of discriminative input features, representative
methods include STN [24, 25] and DCN [26]; to implicitly
and adaptively predict potential key features, representative
methods are SENet [27], CBAM [28], and CA [29]; attention

methods are related to the self-attentionmechanism, and the
representative methods are nonlocal [30] and ViT [31].
Attention mechanisms are also divided into channel at-
tention, spatial attention, temporal attention, branch at-
tention, and multiple class mixing methods.

Bounding box regression is a mainstream technique in
object detection that uses a rectangular bounding box to
predict the location of the target object in the image, aiming
to refine the predicted bounding box location. Bounding box
regression adopts the overlapping area between the pre-
dicted bounding box and the ground-truth bounding box as
the loss function, which is called the IoU-based loss function.
Deep learning optimization suffers when the predicted and
ground-truth bounding boxes do not intersect. GIoU [32] is
an improvement on IoU. While maintaining the advantages
of IoU, it also addresses other non-overlapping regions,
reflecting the degree of overlap between the two to a certain
extent. DIoU [33] considers the overlapping area and the
center point distance. When the target frame wraps the
prediction frame, it directly measures the distance between
the two frames, so the convergence is faster. Based on DIoU,
CIoU uses the aspect ratio of the prediction box and the
target box as an impact factor. Alpha-IoU [34] can signif-
icantly outperform existing IoU-based losses and is more
robust to small datasets and noise. Aiming at the problem of
dense targets inmask recognition, Zhang et al. [35] proposed
to learn the IoU-Aware classification score and design a new
loss function named Varfocal Loss to propose a new
bounding box feature representation method for prediction
and boundary refinement. At the same time, real-time mask-
wearing detection [36, 37] and transfer learning methods
[38–40] have been widely studied. For example, Mahmoud
et al. [36] proposed a real-time feature extraction module
based on deep convolutional neural network. Xu [37]
proposed a lightweight YOLOv5 model and used alpha-
CIoU as the loss function. Mercaldo and Santone [38]
proposed a transfer learning method that uses the Mobi-
leNetV2 model to identify illegal mask-wearing behaviors in
videos. Su et al. [39] proposed a mask-wearing recognition
method that integrates transfer learning and Efcient-Yolov3,
using EfcientNet as the backbone network and CIoU as the
loss function.

3. Methodology

3.1. Improved YOLOv5. YOLOv5 is a representative of a
single-stage detection model, which has the advantages of
fast speed and high accuracy. Compared with YOLOv4, the
model has fewer parameters, simple operation, and easier
transplantation to the mobile terminal. It was proposed by
Ultralytics in May, 2020. ,ere are four network models,
namely, YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x.
Among them, YOLOv5s has the smallest network depth and
feature map width, and the other three models are con-
tinuously deepened and widened based on YOLOv5s.

Based on YOLOv5s, this paper adds the CBAM attention
mechanism in the feature fusion process to improve feature
utilization and uses CIoU as the bounding loss function to
improve the positioning accuracy. ,e model structure is
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shown in Figure 1. ,e improved model is the same as the
traditional YOLOv5s, including four parts: input, backbone,
neck, and prediction:

(1) ,e input includes an adaptive anchor box and an
adaptive image scaling.

(2) ,e backbone includes the focus module and the
CSP module. ,e slicing operation in the focus
module reduces the number of computations and
improves the speed while realizing downsampling.
,e CSP module is beneficial for improving the
network learning ability and reducing the memory
cost. Two structures, CSP1 and CSP2, are designed in
YOLOv5s. ,e CSP1 structure and the CSP2
structure are applied to the backbone and neck
networks, respectively, to further speed up the in-
ference speed of the network model.

(3) ,e core of the neck adopts FPN and PAN struc-
tures.,e FPN and PAN structures realize the fusion
and complementation of high-level features and low-
level features. FPN is top-down and uses upsampling
process to transfer and fuse the new type to obtain
the predicted feature map. ,e PAN adopts a bot-
tom-up feature pyramid. In this paper, CBAM is
introduced into FPN, and the fused feature map is
sent to CBAM to reduce the influence of redundant
features after fusion.

(4) ,e prediction includes the bounding box loss
function and nonmaximum suppression (NMS). In
this paper, CIoU is used as the loss function to locate
the target box more accurately. In the target de-
tection prediction result processing stage, the opti-
mal target frame is obtained by using the weighted
NMS operation for screening numerous target
frames.

3.2. Attention Mechanism. ,e convolutional block attention
module (CBAM) is a lightweight convolutional attention
module that combines channel and spatial attention mecha-
nism modules. CBAM includes two submodules, the channel
attention module (CAM) and the partial attention module
(SAM), which perform channel and spatial attention, respec-
tively. ,is not only saves parameters and computing power
but also ensures that it can be integrated into the existing
network architecture as a plug-and-play module. CAM is an
adjustment to the structure of the SE module. Based on the SE
module, a global maximum pooling operation is added to the
CAM. CAM compresses the feature map into a one-dimen-
sional vector in the spatial dimension, uses global average
pooling and global maximum pooling to aggregate the feature
information of the spatial map, and performs an element-by-
element sum operation on the results by sharing the fully
connected layer. ,e structure setting of the double pooling
operation canmake the extracted high-level features richer and
provide more detailed information. SAM performs the con-
catenating operation on the result of the CAM operation based
on the channel and performs single-channel dimensionality
reduction through convolution. Similar to CAM, SAMadopts a

double pooling operation. CBAM is similar to the SE module.
,e module structure mostly uses a 1× 1 convolution to
operate and completes the information extraction of the feature
map through the entire channel dimension of the SAM, as
shown in Figure 2.

Since the CBAMmodel adds a global maximum pooling
operation to the CAM, it can make up for the information
lost by the global average pooling to a certain extent. In
addition, the generated 2D spatial attention map is encoded
using a convolutional layer with a kernel size of 7, and a
larger kernel is good for preserving important spatial re-
gions. ,e YOLOv5s network with CBAM added can not
only classify and identify the target more accurately but also
locate the target more accurately.

3.3. Complete-IoU. ,e loss function of the target detection
task consists of two parts: classification loss and bounding
box regression loss. ,e most commonly used bounding box
regression loss is IoU and its improved algorithm. ,e full
name of the IoU algorithm is the intersection and union
ratio, which is obtained by calculating the ratio of the in-
tersection and union of the predicted box and ground-truth
box, that is, IoU(A, B) � (A∩B)/(A ∩B), where A is the
predicted box and B is the ground-truth box. IoU can be
used as the distance; then, LossIoU � 1 − IoU. ,e advantage
of IoU is that it can reflect the detection effect between the
predicted box and the ground-truth box. IoU has two dis-
advantages: when the prediction bounding box and the
ground-truth bounding box do not intersect and IoU(A,B)�

0, the distance between A and B cannot be reflected. At this
time, the loss function is not steerable and IoU loss cannot
optimize the situation where the two bounding boxes do not
intersect. Assuming that the sizes of the prediction bounding
box and the ground-truth bounding box are determined, as
long as the intersection value of the two boxes is determined
and their IoU values are the same, the IoU value cannot
reflect how the two boxes intersect. To this end, the paper
adopts the CIoU loss function, and its formula is as follows:

IoU � IoU −
p
2

b, b
gt

 

c
2 + αv⎛⎝ ⎞⎠,

Loss � 1 − IoU +
p
2

b, b
gt

 

c
2 + αv⎛⎝ ⎞⎠,

v �
4
π2

arctan
w

gt

πgt − arctan
w

h

2
 ,

α �
v

(1 − IoU) + v
,

(1)

where b and bgt represent the center points of prediction box
B and ground-truth box Bgt, respectively, c represents the
square of the diagonal length of the minimum bounding box
C, p represents the calculation of the Euclidean distance
between the two center points, α is the weight parameter,
and v is used to measure the similarity of the aspect ratio. In
addition, it can be seen that the CIoU loss function not only
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considers the overlapping area of the predicted frame and
the real frame but also considers the distance between the
center points and the aspect ratio of the two. �erefore, in
the mask-wearing detection environment, the performance
is better than other loss functions.

4. Experimental Results

4.1. Experimental Data and Environment. �e paper collects
7,958 pictures of people wearing masks and not wearing
masks in the network and real scenes as a dataset, including
7,158 training sets and 800 test sets. �e ratio of the training
set and test set is 9 :1, and 0 and 1 are used to label the two
categories. �e sample images are shown in Figure 3.

�e experimental environment of this paper was com-
pleted on the Ubuntu18.04 operating system. �e GPU
model is an NVIDIA GeForce RTX3060 12G, and the
software environment is CUDA11 and PyTorch 1.7.

4.2. Evaluation Standard. In this paper, the precision rate,
recall rate, average precision (AP), and mean average pre-
cision (mAP@0.5) are used as model accuracy evaluation

indicators, where AP represents the area under the PR curve
and mAP@0.5 represents the average precision (AP) of all
categories when IoU is set to 0.5. �e speci�c formula is as
follows:

precision �
TP

(TP + FP)
,

recall �
TP

(TP + FN)
,

AP � ∫
1

0
PdR,

mAP �
∑Ni�1 APi
N

,

(2)

where TP is the number of correctly classi�ed bounding
boxes that are predicted and the bounding box coordinates
that are correct, FN is the number of all unpredicted
bounding boxes, and FP is the number of predicted
bounding boxes that are misclassi�ed or whose bounding
box coordinates that are not up to the standard.
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4.3. Experimental Results. In the training phase of the
YOLOv5s model, the initial parameter batchSize is set to 8
and 8 images are randomly selected for training each time.
,e epoch is set to 450 rounds, and the rect is true. By setting
the same parameters, different loss functions are used to
train the network. When the model is trained to 300 epochs,
the model begins to converge. After 450 epochs, each model
takes the optimal result.

4.3.1. Comparison of Attention Mechanisms. To verify the
performance of the CBAM, this paper uses SE, CBAM, and
CA to conduct comparative experiments. Among them, SE
attention is channel attention, to solve the loss problem
caused by the different weights occupied by different
channels of the feature map in the process of neural network
feature extraction. CBAM attention is additional spatial
attention based on SE attention.,e feature of CA is that the
channel attention is divided into two different directions,
horizontal and vertical, so that the information of the po-
sition and spatial direction of the input feature image can be
fused, which can make the model more accurately locate the
detection target.

By adding three attention mechanisms of SE, CBAM,
and CA to different positions of the YOLOv5 network model
(such as backbone network and neck network), the paper
found that the performance of the same attention in different
positions is different. Table 1 presents the optimal results of
different attention mechanisms, where CA is the worst and
CBAM performs the best, which can improve mAP by 0.52%
compared to the normal model without increasing the
network complexity. Figure 4 shows the comparison ex-
periment curves based on the CBAM and the traditional
network. It can be seen in the figure that adding the CBAM
has a certain improvement effect.

4.3.2. Comparison of Loss Functions. To verify the detection
performance of the CIoU loss function, the paper uses IoU,
GIoU, DIoU, alpha-IoU [34], and Varifocal [35] for com-
parative experiments. Among them, alpha-IoU (aIoU for

short) is a unified exponentiation of existing losses based on
IoU for accurate bbox regression and object detection. In
this paper, the alpha-IoU is improved based on CIoU and
the alpha is set to 2 and 3 for experimental comparison.
When alpha� 1, it corresponds to the original CIoU loss
function. Varifocal is a new loss function for training dense
object detectors.

Table 2 presents the detection results of different loss
functions. As can be seen from Table 2, CIoU is better than
DIoU, GIoU, and aIoU and slightly lower than Varifocal.
Figure 5 represents the precision, recall, and mAP curves for
different algorithms. When alpha� 3, the recall curve of
aIoU-3 has obvious advantages. In addition, Figure 6 shows
the detection result pictures based on Varifocal and CIoU.
Although Varifocal achieves slightly better mAP, there will
be obvious false positives in the case of the side face. Overall,
the CIoU loss function is better.

To further verify the effectiveness of the method pro-
posed in the paper, Table 3 also gives the traditional two-
stage algorithm Faster R-CNN and the one-stage algorithm
YOLOv3 as comparative experiments and uses mAP, pre-
cision, and recall to evaluate and compare each mainstream
algorithm. Table 3 shows that the comprehensive perfor-
mance of the network model proposed in the paper is the
best; its mAP is 1.18% higher than that of Faster R-CNN and
4.85% higher than that of the YOLOv3 network model
structure. After adding the CBAM to the backbone network,
the performance of the network model is further improved
and the final mAP reaches 90.96%.

Pictures of people wearing masks and pictures of people
without masks in real scenes are collected, and the
YOLOv5s +CIoU and YOLOv5s +CIoU+CBAM network
models are used to evaluate the collected pictures. ,e

Figure 3: Sample images from the dataset.

Table 1: ,e performance of different attention mechanisms.

Model Precision (%) Recall (%) mAP@0.5 (%)
YOLOv5s + SE 95.00 84.03 89.70
YOLOv5s +CBAM 94.78 85.56 90.95
YOLOv5s +CA 95.15 76.91 82.51
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Figure 4: Performance detection curves of di�erent attention mechanisms.

Table 2: �e performance of di�erent loss functions.

Loss function Precision (%) Recall (%) mAP@0.5 (%)
IoU 93.99 84.15 89.68
GIoU 93.87 85.24 90.17
DIoU 94.57 83.51 90.21
aIoU-2 95.13 85.06 89.87
aIoU-3 95.05 90.78 89.01
Varifocal 96.20 86.23 90.78
CIoU 93.69 84.90 90.43
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Figure 5: Continued.
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detection results in the real environment are shown in
Figure 7. As can be seen from the �gure, the two face targets
on the left are occluded. �e above picture does not use the
CBAM attention mechanism, resulting in missed detection,
while the following picture can be applied to face detection
under occlusion. From the above experimental results,
YOLOv5s has occlusion and missed detection in the real

environment. In contrast, the model proposed in this paper
performs relatively well, especially for small target detection,
which can achieve relatively accurate detection, but there is
still missing detection in the shadow area. With the addition
of the CBAM, the performance of the network model can be
enhanced, corresponding with the expected experimental
results.
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Figure 5: Performance curves of di�erent loss functions. (a) Precision. (b) Recall. (c) mAP@0.5.

(a) (b)

Figure 6: Detection results with di�erent loss function. (a) Varifocal. (b) CIoU.

Table 3: �e performance of di�erent models.

Model Precision (%) Recall (%) mAP@0.5 (%)
YOLOv3 95.73 78.01 86.11
Faster R-CNN 72.99 90.51 89.78
YOLOv5s +CIoU 93.69 84.90 90.43
YOLOv5s +CBAM+CIoU 94.68 85.63 90.96

Computational Intelligence and Neuroscience 7



5. Conclusion

Aiming at the occlusion and density problems of mask-
wearing detection, this paper proposes a mask-wearing
detection model based on an attention mechanism and loss
function and carries out experimental tests based on dif-
ferent attention mechanisms and loss functions. Taking
YOLOv5s as the basic framework, the experimental results
show that the CBAM is significantly better than the other
two attention mechanisms. Experimental tests on different
loss functions show that the CIoU loss function is slightly
better than the other three loss functions. ,e experimental
results tested in the real environment show that the pro-
posed model is robust to small targets and occlusion.
Future work will further study the new network model to
improve the accuracy of mask detection.
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,e development of art education and information technology has led to the importance of computer technology and multimedia
technology in the development of students’ independent inquiry and research skills. In the context of “Internet+,” new modes of
teaching phonics have emerged, reconfiguring the spatial and temporal relationship of phonics education. ,e use of Internet
resources is not only a simple collection and sharing of educational resources, but also a new way of teaching voice, which has the
magic charm of becoming one of the resources for the majority of voice enthusiasts. However, in practice, there are very few
assistive software suitable for music classroom teaching. It is important to research and implement teaching aids suitable for music
classroom teaching. Based on intelligent big data technology to optimize the phonetic training methods, the teaching methods are
more specific, scientific, and diverse, and improve the self-learning ability and learning interest of Chinese phonetic learners. ,e
experimental results show that the weight of the phonetic teaching optimization process is 0.154 higher than the weight before
processing, which is expressed as the value of the control reliability fuzzy quantifier in this test. In other words, the reliability is
“absolutely reliable.” ,erefore, this study is expected to promote the modernization and scientific process of Chinese vocal
education and propose a new way of thinking for Chinese vocal education.

1. Introduction

With the rapid development of the economy, music edu-
cation in the Internet era is gradually developing in the
direction of intelligence and networking [1]. Being in the
newmedia environment is like being in a “university without
walls.” New media has brought great convenience and de-
velopment to modern education [2]. ,e biggest difference
between vocal education and other education is that the
vocal teaching method is relatively abstract with the focus on
performance, and it is an art form that resonates directly
with the subject matter [3], which can be concretized, vi-
sualized, and informed if intelligent big data technology is
applied to the vocal teaching method [4]. A set of basic
information management, student music assignment
management, music practice management, online classroom
management, and information notification management is
built by making full use of web technology and combining

the characteristics of music majors [5]. ,e integrated ed-
ucational platform of student big data platform can develop
students’ potential more effectively, promote students to
acquire learning skills, and improve learning efficiency [6].

Computer technology is increasingly infiltrating the field
of education [7], thanks to its advantages of speed, efficiency,
convenience, and wide connectivity. ,e development of
society is dependent on “Internet+,” which allows us to in-
novate boldly [8]. It has enabled closer integration between
industries for the benefit of society, increased people’s con-
venience, and accelerated China’s economic development [9].
Existing teaching methods have a number of flaws, including
single teaching methods, a lack of teaching resources, and dull
content, all of which are undergoing qualitative changes as
computers are introduced [10]. In the future development of
education and teaching, digitalization and informatization
will become an unavoidable trend [11]. Vocal music is a
highly technical and practical professional field [12]. It is both
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a science and an art. Learning by relying solely on theoretical
knowledge and book materials is extremely difficult [13].
Correct vocal conditions, long and continuous hard training,
and the singer’s skills are all important factors in the vocal and
singing process of vocal singing.

,e use of intelligent big data technology to optimize
vocal songs is undeniably of practical significance when
traditional vocal music education is combined with infor-
mation technology. In the traditional teaching process, live
vocal music teaching solves the problems of uneven teacher
distribution, timely teacher-student interaction during the
teaching process, and passive student feedback after class
[14, 15]. ,e following are the paper’s unique features. (1)
Using intelligent big data technology, an in-depth study and
research on the teaching mode of vocal singing training are
conducted, highlighting the benefits and drawbacks of the
teaching mode and teaching form of vocal singing training.
It also gives more room for future training methods to be
improved. (2) ,is paper can analyze all of the students in a
group specified by the teacher, such as several classes or a
specific college, using a rule-based expert system, so that this
system can better serve for teaching. (3) ,e purpose of this
paper is to provide a systematic and comprehensive dis-
cussion and summary of vocal music teaching in the new
media environment, including its uncertainty reasoning and
optimization process.

2. Related Work

2.1. Vocal Music Training Method. In recent years, with the
education goal of cultivating well-rounded and high-quality
talents in the new era of China, music teaching, as an im-
portant part of quality education, has received the attention
and love of many students. Whether for the love of the
profession or for future employment, the number of stu-
dents choosing music majors is increasing year by year, so
colleges and universities have also taken this opportunity to
expand their professional enrollment. With the help of the
Internet platform and advantageous resources, a variety of
innovative models such as massive open online courses, cell
phone APPs, and WeChat have also emerged in vocal music
teaching, which has laid a certain foundation for the de-
velopment and research of vocal music teaching.

Medeiros et al. introduced the concept of e-learning
support systems, the idea of which has been used until today.
Under the influence of this idea, many similar e-learning
service systems have been developed by foreign educational
institutions and software manufacturers in the past two de-
cades [16]. E-Learning support systems were proposed by
Baker and Cohen et al., and their ideas have been used until
today. Under the influence of this idea, many similar
e-learning service systems have been developed by foreign
educational institutions and software manufacturers one after
another. ,e basic design model is to fully utilize computer
multimedia technology to deliver knowledge to learners
through video and audio [17]. Xiong et al. argue that the
creation and development of the online classroom are based
on the Internet. ,is Internet breaks the limitations of the
traditional time and space processes, allowing learners to

leave home and no longer be restricted by geography and time
[18]. Li proposed three centers that represent “progressive
education” in the traditional educational center of Herbart:
the center of the teacher, the center of the classroom, the
center of systematic book knowledge, the center of the child,
the center of activities, and the center of personal direct
marketing [19]. Chi argues that the emergence of online
classrooms means that the walls of traditional campuses will
be broken down and the traditional function of sharing
quality educational resources will become inevitable [20].

After the informationization of music teaching re-
sources, with the help of computer technology and the
Internet, teaching resources are rapidly spread in the net-
work, which will make it more convenient for students to
obtain music teaching resources and knowledge, and
learning will no longer be affected by geography and time.

2.2. Intelligent Big Data Technology. With the increasing
number of students in colleges and universities, the teacher-
student ratio has increased substantially compared to the
past. In the limited teaching time, teachers pay more at-
tention to the teaching of vocal expertise and some singing
skills, making vocal teaching more theoretical. Big data
technology is an emerging edge discipline developed on the
basis of the interpenetration of computer science, cyber-
netics, information theory, neurophysiology, psychology,
philosophy, linguistics, and other disciplines.

Yang proposed the Online Education Platform System, a
representative online education platform that actively uses
e-books and textbooks and has more than 100 million
registered users [21]. Rosenzweig et al. describe the
“Internet + education” model and propose that the “Inter-
net + education” model should evolve into the “Internet
education” model [22]. Simones and Lima concluded that
although online voice teaching has many advantages over
traditional voice teaching, it does not replace traditional
voice in terms of the specificity of vocal music. Voice in-
struction is a teaching method. Sun pointed out that the
education industry is facing the challenges of the “Internet+”
era and the responsibility system of education informati-
zation construction, and it is necessary to establish a “big
database” in colleges and universities [23]. Sun pointed out
that the education industry is facing the challenges of the
“Internet+” era and the accountability of education infor-
matization construction, and it is necessary to establish a
“big database” for team analysis in universities [24]. “,e
concept of educational system proposed by Sturtevant can
provide tools that allow even nontechnical general teachers
to easily create online courses and secure websites for
courses, homepages, student management, and learning
process tracking functions” [25].

,erefore, through intelligent big data technology,
learners can complete real-time playback of online learning
resources within limited bandwidth without having to
completely download courseware and learning materials.
Learners can independently select a certain segment of
learning content, and learning is more actionable and
convenient.
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3. Optimization of Vocal Singing Training
Method Based on Intelligent Big
Data Technology

3.1. Big Data Technology Optimizes Vocal Training and Es-
tablishes Expert System. ,e combination of big data tech-
nology and music has existed for quite a long time, the
development of digital sound processing and software pro-
grams for music has made great progress, and the combination
of big data technology and music education has produced
numerous research results [26]. Vocal teaching can be divided
into two parts: vocal practice and song singing, and vocal
practice is the basis of song singing, so it is very important to
practice vocal practice [27]. With the help of multimedia and
the development of emotional robots and deep learning, the
efficiency of learning and practicing is greatly improved and a
good training cycle will be formed, as shown in Figure 1.

To begin with, the teacher’s explanation of vocal exercises
in the traditional vocal teaching mode is very abstract. Only
the student’s own understanding and comprehension can
cause him or her to feel it. Students can intuitively feel the
application and changes of the diaphragm, throat, mouth,
tongue, teeth, and other organs and grasp their rules by
showing 3D animations of concepts such as “breathing” and
“resonance” in the process of introducing modern infor-
mation technology into vocal teaching. ,e content of vocal
teaching for acting training is usually chosen by the teacher,
who uses models to sing and explain the work, so catering to
the acceptance of all students will inevitably be difficult. ,e
best student in the current class is the teacher, because he or
she is the one who knows the most. ,e following formula
calculates the difference between the current average student
level and the corresponding teacher level for each subject:

Difference − Meanj,i � ri Xj,kbest,i − TF × Mj,i . (1)

Xj,kbest,i is teacher’s level in subject j.
ri is random number from 0 to 1.
TF is teaching factor.
TF is randomly determined as 2 or 3 by the following

formula:
TF � round[2 + rand(0, 1)]. (2)

,erefore, to build an expert system, the development
process follows the same steps and principles of software
engineering as any other large software development pro-
cess. ,e development toward emotional robotics and deep
learning [28] with the help of multimedia significantly in-
creases the efficiency of learning and practice. ,e process of
the student phase is to adjust the learning by analyzing the
differences between the two students. ,e stage process is
shown in the following equation:

Xj,Pi
′ �

Xj,Pi
′ + ri Xj,Pi

′ − Xj,Qi
′ , f Xj,Pi

′ <f Xj,Qi
′ ,

Xj,Pi
′ + ri Xj,Qi

′ − Xj,Pi
′ , f Xj,Qi

′ <f Xj,Pi
′ .

⎧⎪⎨

⎪⎩

(3)

,erefore, the learning phase is modified in conjunction
with realistic situations to enhance population diversity and

improve the development of algorithms. ,e modalities are
as follows:

Xnewi � Xi + Rand Tk − Ti( . (4)

k is k iteration.
Xi is individual.
Rand is random digit.
,e instruction is divided into beginner, intermediate,

and advanced levels, and students with vocal fundamentals
can choose intermediate and advanced levels for their
studies [29]. A detailed investigation and careful analysis of
user requirements are performed, followed by the devel-
opment of a unified design specification by designers, do-
main experts, and knowledge engineers based on the
application problem to be solved, specifying the design goals,
including the type and scope of the problem itself, and the
people involved in the development process. ,at is, the
value of TF decreases linearly as the iterations proceed. ,e
improved teaching factor TF is as follows.

TF � TFmax −
TFmax − TFmin

itermax
 iter (5)

TFmax,TFmin are maximum and minimum values of
teaching factors.

itermax is maximum iterative algebra.
iter is current iterative algebra.
As a general performing arts discipline, the online vocal

classroom is divided into a learner management module, a
course education module, and a learning activity module.,e
online collaborative learning process based on the cloud
course platform integrating social media is shown in Figure 2.

Second, by incorporating modern information tech-
nology into vocal learning, students can create their own
vocal accompaniment using fun software, making their vocal
practice more rich and interesting, and by creating their own
accompaniment, they can strengthen their inadequate
practice and comprehensively improve their vocal level.
Under current technical conditions, consult a variety
of domestic and international materials to collect, sum-
marize, and organize domain knowledge, select appropriate
knowledge acquisition methods, such as manual knowledge
acquisition, semi-automatic knowledge acquisition, and

Learner
model

Domain
model

Instructor
model

Knowledge
information

Adaptive
content

Data
procurement

Learner
interface

Online
teaching model Data analysis

Figure 1: Interactive learning loop diagram.
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automatic knowledge acquisition, and then conceptualize
them.

Finally, modern information technology can effectively
assist students in recording knowledge points and appro-
priate practice methods in the classroom, allowing them to
practice correctly outside of class time and increasing
learning continuity. To align with the characteristics of the
problem to be solved, knowledge engineers must collect and
reorganize formal knowledge, including the separation of
knowledge and fact bases, knowledge representation,
implementation of reasoning mechanisms, and human-
computer interaction. Based on a thorough understanding
of information users’ needs, organize digital and web-based
information and provide retrieval and relevant links. ,e
most cutting-edge knowledge is delivered to those who need
it most, ensuring that information resources are widely
disseminated and resources are shared quickly and effi-
ciently. Teachers can share their production results and
exchange teaching methods and means via the campus
network, which not only improves the quality of teaching
but also creates opportunities for new “blood” to enter the
teaching circle.

3.2. Optimizing Vocal Music Singing with Intelligent Big Data
Technology. In traditional vocal music teaching, heuristic
teaching mode is often used, which only abstractly intro-
duces the feelings of daily life into vocal singing and allows
students to imagine and comprehend the emotions and
singing techniques of the songs by themselves [30]. More-
over, with the adoption of digital technology, there is no
need to purchase expensive music equipment or to perform
routine maintenance tasks. Educators only need basic
computer operation skills and basic music knowledge to
perform the most basic teaching tasks. ,e flowchart of the
sight-singing and ear training is shown in Figure 3.

First, students can experience the songs directly through
multimedia. Music learners access the learning portfolio by
logging into the client, which is generally a learning plat-
form, and then present the learning results to the teacher
through human-computer interaction. For example, the
traditional teaching model of “Morning in Miaoling” with
flowery singing is just imagining the text.

,rough the means of information technology, the
content of the song can be produced, and the birds in the
picture can jump to the rhythm. Students can not only hear
the song, but also see the song directly and understand their
emotions so they can sing with more enthusiasm. ,e users
of the music teaching system include teachers, students, and
system administrators. User information management is the
basis of system management, including maintenance, query,
and statistics of user information. During the teaching
phase, individual students are updated by

Xnew � Xold + Difference − Meani. (6)

Xold is individual before update.
Xnew is updated individual.
Secondly, through the application of modern informa-

tion technology, students can use DV to film their singing
process, then watch it afterward to find out the deficiencies,
and then correct and improve their singing. ,e core al-
gorithm model of the interactive music intelligence system
uses big data technology algorithm. User queries are done by
entering user keywords or combining multiple conditions,
for any point x on the interval [a, b]; let its reverse point be
x∗, the general reverse point be x, the probability function of
any point on the interval to the optimal solution be P(·), and
the distance function be d(·), then the following conclusion
holds

P(d(x))< d(x)>
1
2
. (7)

Learner
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Figure 2: Design of teaching activities based on network collaborative learning.
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When the teacher sings the training, they can choose
from a number of templates for students with different voice
conditions or different singing problems, explaining the key
points and difficulties of the class in a variety of ways. ,e
students watching the training can then choose their own
optimal solution among these solutions to apply and im-
prove the effectiveness of the lesson. Suppose that in the k th
iteration, for some individual student Xi � (x1, x2, ..., xD),
such that Mk is the average score of all students and Tk is the
teacher, then

Mk �
1

NP


NP

i�1
Xi,1, 

NP

i�1
Xi,2, ..., 

NP

i�1
Xi,D

⎛⎝ ⎞⎠,

Tk � min f Xi( |i � 1, 2, ..., NP .

(8)

Finally, we can teach remotely by means of the Internet,
which not only saves teaching costs, but also teaches vocal
music to a wider range of students. In order to improve the
evaluation of the course itself, the review of the singing
training evaluation should be conducted by experts, in-
cluding educational experts, technologists, psychologists,
and vocal teaching experts, in addition to the source net-
work. A matrix of size max − iter × D and a vector of 1 ×

max − iter are to be created to store the optimal individual
and the optimal fitness values in each generation, respec-
tively. ,e final space complexity is obtained as

S(D) � O((max − iter + 2 × NP) × D). (9)

,at is, the basic maintenance of user information
includes user name, user number, user address, etc. ,is
basic information is the basis of the system, and the
details of users can be viewed at any time throughout the
system. ,e maintenance of user information includes
add, modify, and delete operations. When a new user
needs to be included in the charge, the user administrator
needs to enter the user’s details. ,is is a teaching method
that uses Internet technology to solve the space limitation
by teaching online instantly. When D takes a large
enough value, the effect of lower powers on the time
complexity is small and can be neglected, then the time
complexity of the basic TLBO can be obtained from the
above analysis as

T(D) � O(max − iter × 2 × NP × D). (10)

D is dimension.
max − iter is iterations.
NP is population size.
,e premise of this teaching method is to establish a

voice or video chat room through the Internet, and then
inform and advertise the chat room ID and the ar-
rangement of video vocal teaching, so that people can
learn and communicate online at the agreed time. By
inheriting the UserControl class, developers can develop
various controls according to their needs, and after cre-
ation, they can also be compiled into DLL files for other
WPF programs to use.

Traditional solfeggio

Piano and
professional skills

Piano Piano and
professional skills

Sense of
hearing Dictate

Seeing
and

hearing

Digitization
technology

Digitization
technology

Digitization
technology

Digital ear training

Figure 3: Flowchart of solfeggio.
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4. Application and Analysis of Big Data
Technology in the Optimization of Vocal
Singing Training

4.1. Uncertainty Reasoning Analysis. In the actual develop-
ment process of expert systems, the problem solving of
expert systems is generally not as rigorous and accurate as
that of mathematics and physics and other disciplines.
,erefore, the knowledge of domain experts and the in-
formation we have to deal with are often uncertain and
inaccurate.

First, uncertainty and ignorance are distinguished by
introducing a trust function, which satisfies the axiom that is
weaker than the probability function. ,us, the probability
function is a subset of the trust factor. We specify the travel
path and remove the average error and low-pass filter or low-
precision approximation of the encoded trajectory curve to
extract the smooth path curve. ,e results are shown in
Figure 4.

In the control mode of vocal performance or training,
students’ live participation is added to achieve the basic
interaction between computer and music training and
performer-human-computer interaction. ,rough digital
technology and multimedia means, animated effects of chest
breathing, abdominal breathing, and combined chest and
abdominal breathing are created to show the muscle groups
in eachmovement in the working section. It gives the learner
an immersive feeling from which he can see why chest and
abdominal breathing are not suitable for singing. ,e
multimedia depicts the fuzzy rule count. By learning sam-
ples, we try tomake the least number of rules to learn and the
most important. As the core of digital technology, the
computer can be controlled by the teacher. For example, the
vocal teacher can control the playing time of the computer
music through the pedal, so that the feedback can be used to
adjust the teaching at any time, so that the students are really
the main focus, using “digital technology” for students and
teaching. For the convenience of teachers, some fuzzy
quantifiers and quantitative expressions were chosen to
represent the confidence level, as shown in Table 1, taking
into account the experience of experts in the field.

Second, possibility theory represents uncertainty in
terms of likelihood, which is calculated by introducing an
affiliation function. Cubase 5 software, developed by
Steinberg, was used for the analysis and study. ,is software
not only performs the necessary recording and production
functions, but also allows editing the recordings. Another
device in this software is a spectrum analyzer, which allows
detailed analysis of the singer’s spectrum and derives pat-
terns.When targeting a series of larger data, the first m of the
music data are used as initial training, which leads to the
construction of an RBF model of students learning music
knowledge, which is continuously evaluated through the
designed software platform until a perfect model is finally
constructed. Allowing the possibilities of interaction in
computer music to be deeper, making this interaction more
organic and giving the computer more room to play, for
example, allowing the computer to “hear” the singer’s real-

time vocals or voice while deciding on its own what to feed
back. A comparison was made between the performance of
the vocal teaching system and the use of computer memory.
Figures 5 and 6 compare the CPU and memory usage of the
system before and after loading.

Finally, the adequacy and necessity measures are defined
as probability ratios, and domain experts are only required
to provide probability ratios rather than precise probability
estimates. Professional software, on the other hand, can split
the singer’s voice and accompaniment into two tracks.
Following the performance, the tutor can provide a detailed
breakdown of what went wrong and improve interactive
teaching. ,e algorithm concept is incorporated into the
platform’s design, and the algorithm is fully demonstrated
while writing the code and implemented in the platform’s
functions to effectively match the interactive learning mode.
By judging the accuracy of the singer’s pitch, tone quality,
volume, timbre, and vocal language during the singing or
vocalization process, the computer determines what, what,
how, and how to improve the feedback information.
Learners can edit a set of orchestral or band accompaniment
tapes to become familiar with the role of each instrument
and the combination of accompaniment and voice once they
are familiar with the song.

4.2. Analysis on the Process of Vocal Music Teaching
Optimization. For vocal music teaching, there are certain
differences from other teaching. Only very short classroom
teaching necessarily requires a strong instantaneous mem-
ory, and for some students with weak memories, classroom
teaching time becomes insufficient. Such a network means
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Figure 4: Results of editing motion path and removing average
error.

Table 1: Numerical representation of confidence fuzzy quantifiers.

Fuzzy
quantifier

Absolutely
credible

Strong
credibility

Weak
credibility Untrustworthy

Numerical
value 1 0.557 0.429 0.186
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can solve the spatial constraint of the heterogeneous location
of vocal learners and vocal teachers, and also allow learners
to independently choose their favorite or interested teachers
or teaching resources.,erefore, the optimization process of
vocal music teaching is as follows.

First, teachers organize exams according to their re-
spective teaching contents, teaching objectives, students’
levels and usual exams, log into the system, add exams, select
exam topics, receive exam papers, and take exams. ,e
database links between the expert application system and
other systems are relatively poor, resource sharing is not
fully reflected, unified management is not convenient, and
mutual access between users is restricted. All these factors
limit the information exchange between expert systems.
,erefore, with more and more users of the vocal teaching
system, some computer-related hardware indicators such as
CPU temperature, CPU package, CPU core difference, and
other variables are shown in Figure 7.

However, through intelligent big data technology de-
vices, such as MP4, MD, and some other classical teaching
can do “eternal.” On the one hand, after the class, students

can listen to what the teacher teaches. On the other hand,
teachers can listen to students’ classroom recordings to find
out some problems of students and develop some targeted
measures to solve these problems in the next teaching
activities.

Secondly, students choose an exercise mode to practice,
and after the diagnostic exercises are completed, the system
will analyze the students’ exercises according to the exer-
cises. Figure 8 shows accurately the average response time
when different users access the music education information
system.

MIDI and ZIPI are the main protocols used in devices to
accomplish computer music technology interaction.
,erefore, to make a qualitative change in the traditional
expert system, the application system of the expert system
must first of all have a strong network interconnection
function. To achieve network interconnection between ex-
pert systems, it is necessary to solve the technical problems
of the following kinds of interfaces: the interface between the
system and various relational databases, multimedia infor-
mation processing interfaces, full-text database interfaces,
etc. It is a new protocol standard for data exchange between
digital musical instruments proposed to overcome many
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transmission ofMIDI. Its transmission rate is nine times that
of MIDI, and there is no maximum bandwidth limit in order
to adapt to the rapid development of computer technology.
In addition, the network media has a huge amount of in-
formation, rich information content, and shorter informa-
tion metabolism cycle, which can enable people to grasp the
latest vocal theory knowledge in time and meet their
learning needs. ,e credibility vector is the credibility of the
rules in the knowledge base, and the weight vector is the
weight vector given by experts.,e comparison results of the
weight vectors before and after the vocal music teaching
optimization process are shown in Table 2.

According to the comparison of the ‘s weight vectors
before and after the optimal treatment of vocal music, the
weight of the optimal treatment of vocal music increased by
0.154 compared to that before the treatment. ,erefore, in
this test, the value of the fuzzy term of relative credibility was
used; i.e., the credibility was “absolute credibility.”

Finally, a basic evaluation was given after each exercise to
encourage students to practice on their own and to pique
their interest in learning. ,is can be done without a tutor at
home, at school, anywhere, and at any time. All that is
required is that you record the entire process of the tutor’s
singing using digital multimedia technology, and then re-
cord yourself singing and compare the two using the soft-
ware to see where you went too far in terms of amplitude.
,e focus on the humanistic aspects of computer music,
particularly the interaction of curriculum, vocal training,
vocal performance, or lesson production with computer
characteristics, can help to establish new computer music
aesthetic principles. After all, music intelligence systems are
closely linked to teachers, students, and teaching resources,
so the corresponding services are slightly different.

5. Conclusions

Informationization has already pervaded people’s lives, and
the information-based classroom will pervade future college
classrooms and the general public’s learning life. To further
improve the shortcomings of traditional vocal teaching
methods, existing vocal teaching methods should be com-
bined with digital vocal teachingmethods. If multimedia and
the Internet are solely used for informational purposes, they
will inevitably be phased out over time. Modern information
technology, in combination with multimedia and online
education, has the potential to significantly improve the
quality and efficiency of vocal education, as well as promote
vocal singing. Its technical advantages can provide voice
learners with a newmethod of learning vocal art, which has a
broad application space and application prospects in the

field of vocal education, by optimizing voice training
methods based on intelligent big data technology. It com-
pletes the basic evaluation of the knowledge points learned
by college music teachers and realizes the comprehensive
evaluation of a single lesson using a combination of gen-
erative and framing knowledge expressions and uncertain
reasoning techniques. Vocal music education should not
only keep up with the evolution of the information society,
but also provide a variety of information services to in-
formation users and continue to innovate. ,e advancement
of modern information technology is the general trend, and
vocal music must keep up with the times and develop and
progress more comprehensively. ,e combination of big
data technology and vocal music education has not only
accelerated the diversification of music education, but also
improved traditional vocal music education.
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In this paper, melody and harmony are regarded as the task of machine learning, and a piano arranger timbre recognition system
based on AI (Arti�cial Intelligence) is constructed by training a series of samples. �e short-time Fourier transform spectrum
analysis method is used to extract the piano timbre characteristic matrix, and the electronic synthesis of timbre recognition is
improved by extracting the envelope function. Using the traditional multilabel classi�cation method and KNN (K-nearest
neighbor) algorithm, a combined algorithm of these two algorithms is proposed.�e experimental results show that the detection
rate increases from 61.3% to 70.2% after using the combined classi�cation algorithm.�e correct rate also increased from 40.3% to
48.9%, and the detection rate increased to 74.6% when the K value was set to 6.�e experimental results show that, compared with
the traditional classi�cation algorithm, this algorithm has a certain improvement in recognition rate. Using this system to
recognize the timbre of piano arrangement has a high recognition accuracy, which is worthy of further popularization
and application.

1. Introduction

�e art of music is vast and profound; for a true pianist or
piano educator, touching the tip of the iceberg of piano
music works is insu�cient; they must also broaden their
horizons to include all aspects of music art. It is obvious that
you can hear the sounds of various instruments when
playing the digital recording of the piano concerto. People
may not be able to correctly identify the names of some
instruments, but they should be able to recognize their
general categories, such as stringed or wind instruments.�e
loss of information such as bells, melodies, and ringtones
will have a signi�cant impact on the accuracy of music
recovery results, resulting in low recovery e�ciency. �e
development of contemporary electronic music has been
aided by the rise of AI (Arti�cial Intelligence) technology [1],
and the technology’s application �elds are constantly

expanding. �e use of AI technology to solve problems like
timbre recognition and feature extraction in music arrangers
has gotten a lot of attention.

�e exploration and research in the �eld of music have
developed rapidly with the progress of computer science.
Nowadays, the digital music creation mode has completely
changed the traditional music industry and greatly improved
the quality and production e�ciency of music works. Patil
and Elhilali recognized music as a series of music fragments,
analyzed their music styles, and then established a statistical
model in the existing music database to predict the style
classi�cation of other music [2]. Aucouturier and Pachet
de�ned the emotional attribute value as an emotional plane
and proposed a fusion algorithm, considering that a piece of
music may havemultiple emotions with interval changes [3].
Kailash et al. introduced the recognition principle of ma-
chine auditory system and applied the heuristic processing
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method to the sound signal, which can preliminarily un-
derstand the sound signal [4]. Chen and Guo put forward a
timbre model based on piano pronunciation waveform,
which uses the spectrum characteristics and amplitude
envelope characteristics of timbre to construct piano timbre
model [5]. Wu et al. introduced a timbre model based on
trapezoidal wave. (e model is divided into two parts: vi-
bration submodel and inclusion submodel. Time, asym-
metry, trapezoidal degree, and three angles are defined as
timbre parameters for timbre synthesis [6]. A series of re-
search works have been made onmultipart piano music, and
a machine hearing system has been developed, which can
recognize multipart piano music. In the research process of
machine hearing, the frequency spectrum analysis of musical
instrument timbre signal has always been a research hotspot,
which requires the selection of frequency spectrum feature
extraction technology. Different technical application fields
and analysis results are different.

(e AI-based piano arranger timbre recognition system
separates harmonic signals at the edge of music, transmits
timbre, analyzes timbre signal continuity, and implements
the system design, but the system’s performance is poor. It is
demonstrated that timbre is a type of sound feature that
includes frequency spectrum and time based on psycho-
logical judgments of music timbre, analysis of physical
characteristics of sound, and research of machine learning
methods. To fully comprehend the true meaning of timbre, it
is necessary to fully comprehend the number and significance
of characteristic parameters that affect timbre. As a result, to
design a piano arrangement timbre recognition system based
on AI, this paper uses the Fourier analysis method.(e use of
computer technology in the field of music, as well as the use
of computer technology in the field of music, will provide
mankind with new musical experiences.

(e innovation of this paper is summarized as follows:

(1) In this paper, taking piano music signal recognition
and synthesis as an example, the characteristics of
piano music signals are recognized and analyzed by
mathematical methods, and the extracted charac-
teristics of piano music signals are digitized to realize
piano timbre recognition and simulation.

(2) Using the multilabel classification method [7, 8] and
KNN algorithm, a combined algorithm of these two
algorithms, namely, ML_KNN classification algo-
rithm, is proposed. (e experimental results show
that the recognition rate of the classification algo-
rithm based on ML_KNN is higher than that based
on multilabel decision tree.

(e following is a list of the sections of this article: (e
first section discusses the research’s background and sig-
nificance before moving on to the paper’s main work. (e
second section focuses on the related timbre recognition
techniques used in piano arrangements. (e third section
outlines the research’s specific methods and methods of
implementation. (e superiority and feasibility of this re-
search model are confirmed in the fourth section. (e
summary of the full text is found in the fifth section.

2. Related Work

2.1.TimbreFeatureRecognitionMethod. Musical instrument
timbre recognition is an important research trend of ma-
chine hearing. However, from the academic point of view of
machine hearing, the difficulty of musical instrument timbre
recognition is roughly equal to that of speech recognition.
However, scholars who study musical instrument recogni-
tion need to be proficient in bothmusic and computer, so the
research population is small, and the progress of musical
instrument timbre recognition is slower than that of speech
recognition, with few achievements and few references.

Mitrovic et al. adopted KNN (K-nearest neighbor)
method and Gaussian mixture model to realize automatic
classification of musical instrument features. (e experi-
mental results show that the highest recognition rate of 14
musical instruments is 90% [9]. Peretz et al. extracted a series
of musical sound features that can be perceived by human
auditory system from the musical sounds of 27 musical
instruments and applied these features to the classification of
musical instruments. Finally, the recognition rate of musical
instrument perception difference reached 71%, and the
system developed by them had good stability in dealing with
reverberation and noise syllables [10]. (e music compo-
sition system developed by Han et al. allows people without
music skills to intervene in its composition system to
create music, and the generated melody can reach 16 bars in
length [11].

Xing et al. pointed out that when using genetic algorithm
to solve melody harmony, we will encounter the problem of
harmony search space in irrelevant local optimal area [12].
Omar et al. put forward a graph [13] of arranging very
interesting harmony for a given melody based on the
training data. (is graph model may be better than the
hidden Markov model in obtaining the root sound move-
ment showing global correlation. Wang et al. think that the
timbre space of musical instruments includes five dimen-
sions, and besides the characteristic dimensions of time
domain and frequency domain, it also includes the di-
mension of time-frequency combination [14].

2.2. Research Status of Multilabel Classification. A natural
scene can contain multiple target objects. For example, the
scene can be described with multiple class labels. (ey
usually use multiple labels to train samples to solve prob-
lems. However, this method is not suitable for music da-
tabase, because each instrument can play different notes, and
some of them can express different timbres by using different
playing skills.

Xiang et al. discussed the emotion classification in music
clips, which involved six kinds of emotion classification
labels and a small number of timbre feature values. Emotion
is a higher level of information, which can be further ob-
tained from pitch, volume, rhythm, and timbre [15]. Mancia
and Janssen used the trained neural network to recognize
and classify 166 groups of music samples and achieved good
classification results [16]. Cerri et al. proposed a pitch-in-
dependent instrument recognition system [17]. Further
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extracting features including basic frequency, spectrum,
time domain, and modulation and solving their respective
multivariate normal distributions, the recognition rate of the
final instrument family reaches 90%, and the recognition
rate of a single instrument reaches 80%. Sering et al. pro-
posed several methods for high-order statistical modeling of
musical sound signals and evaluated them in the environ-
ment of multimedia sound retrieval [18]. Ju et al. made it
possible to separate two or more musical instruments by
using single channel speech separation method through
Gaussian modeling [19].

(e multilabel emotion classification method based on
dictionary is to extract the emotion keywords from the text
on the basis of emotion dictionary database, so as to classify
the text. Yong et al. designed a chat system based on text and
embedded conversation messenger emotion estimation.
(is system is based on an emotional content evaluation
module that evaluates text chat messages, extracts related
emotions from the text through keywords, and then eval-
uates the text emotions through syntactic features, speech
synthesis, and related emotional gestures [20]. Yan et al. put
forward an interdisciplinary approach to study the structure
of emotion and society, analyzed the influence of society on
cognition and emotional interaction, examined how emo-
tions are stimulated and expressed in society, and studied
how society affects the processing and regulation of emo-
tions [21].

3. Methodology

3.1. Piano Arrangement Timbre Recognition

3.1.1. Piano Spectrum Analysis. Timbre is the basis of
identifying musical instruments, and it is the characteristic
information that distinguishes musical instruments from
other musical instruments. (e sound of an instrument
consists of fundamental tone and overtone. It is the tone
with the lowest pitch frequency, and those that are not pitch
are collectively called overtones.(e human auditory system
can tell which musical instrument the sound comes from,
because the high-frequency harmonic components of mu-
sical instruments are different, and the harmonic propor-
tions of different musical instruments are also different. (e
definition of timbre is too subjective to lead to automatic
classification of music. (erefore, the main work of this
paper is to parameterize the timbre features in detail for
automatic recognition and classification.

Piano arrangers must play the parts of multiple people at
the same time, which necessitates exceptional performance
skills. (e piano arranger represents the combination of
conductor and orchestra, and the orchestra is made up of
multipart staff. It is necessary to use both hands to play the
condensed version of the previous parts. (e band’s concert
editing is moderately difficult and plays a major and minor
role in the overall work; the reduction of band accompa-
niment is relatively simple. Because the accompaniment part
usually does not have a lot of “scenes,” it is usually only used
to fill in the gaps in the solo and highlight the band’s
characteristics.

Even if the strength, position, and striking method are all
the same for piano strings, the volume is not always the
same. (rough simple music training, humans can tell the
difference between musical instrument timbres. Humans
can quickly distinguish piano tones from the sounds of a
variety of musical instruments as well as background noise.
To achieve musical instrument timbre recognition by lis-
tening machine, we must first understand the mathematical
principle of sound waves and then determine the differences
between musical instrument timbres in mathematical ex-
pression and then use these differences to quickly identify
and distinguish musical instrument timbres. (e projection
function is used to represent the low-dimensional features of
the spectrum after the rank reduction:

yt � rt, x
T
t v1, x

T
t v2, . . . , x

T
t vk , (1)

where rt, xT
t , v1, . . . , vk is calculated by the spectrum basis

function.
(e resonance frequency of different instrument

resonators is different, and the shape of resonance peak in
frequency spectrum is also different. Not only is resonance
peak the decisive factor of sound quality, but also it re-
flects the physical characteristics of the resonant cavity.
Cepstrum coefficient is a method to express resonance
peak.

(e cepstrum coefficient containing the signal quantity
y(n) is defined as F, and F represents discrete Fourier
transform.

c(n) � F
−1 log | F y(n)  . (2)

(e analysis of MFCC (Mel frequency cepstrum coef-
ficient) is based on human auditory mechanism; that is, the
spectrum of speech is analyzed according to the results of
human auditory experiments, in the hope of obtaining good
speech characteristics [17]. (e delineation of the frequency
domain of human subjective perception is not linear, and
there is the following formula:

Fmel � 1125 log 1 +
f

700
 

V

, (3)

where Fmel is the perceived frequency in Mel; f is the actual
frequency in Hz.

(e process of extracting MFCC features includes the
following steps:

(1) Input the audio signal to be processed.
(2) Select the window length N to preemphasize, frame,

and window the input audio signal.
(3) (e processed audio segments of each frame are

subjected to FFT (fast Fourier transform) to obtain
the corresponding frequency spectrum.

(4) Mel cepstrum is obtained according to formula (3).
(5) Take the logarithm of Mel frequency cepstrum and

do inverse Fourier transform (get Mel frequency
cepstrum coefficient MFCC), and the 2nd–13th
coefficients after discrete cosine transform are
MFCC coefficients.
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(e lowest frequency of the piano is 28.5Hz, so it can be
seen that all the sound bands of the piano remain in the
Fourier transform analysis area. Based on the auditory
nervous system, human ears can fully perceive the music
spectrum and feel the timbre of piano, so the choice of
spectrum structure analysis is actually a simulation of hu-
man auditory nervous system. Based on Matlab software,
according to the principle of Fourier transform, the FFT
function program is written, and the spectrum analysis
diagram of single tone is obtained. It shows that there are
multiple octave overtones and octave vibrations in the piano,
and the uniqueness of the piano and the rich characteristics
of piano timbre are expounded.

3.1.2. Extraction of Timbre Matrix. Strings are the piano’s
basic sound source. (e player presses the keys to cause the
hammer to strike the strings, causing the strings to vibrate
and producing the original sound, which then causes the
resonance system to resonate. Some researchers discovered
that some functional waveforms resemble those found on
the piano. Sinc, Gaussian, and Cauchy functions are ex-
amples of specific functions that can be selected. (e fre-
quency domain waveform of piano tones can also be
approximated using these specific functions, according to
the researchers. Choose a suitable piano accompaniment
type metastructure from the existing library, and configure
the piano accompaniment spectrum for the new melody
using the modes of melody segments, the root of chords, and
various permutation functions provided in the selected
piano accompaniment type metastructure.

In order to improve the high-frequency resolution of
music signal and analyze the whole spectrum of the whole
frequency band, a processing method is proposed, which
usually uses a first-order digital filter for preemphasis before
signal extraction. (e transfer function of this filter is
expressed as

H(z) � 1 − αz
−1

. (4)

In the above formula, α is the preemphasis factor, which
is generally taken as a decimal close to 1. In this paper, it is
taken as 0.95. Preemphasis process transforms the signal as
follows:

x(n) � x(n + 1) − αx(n). (5)

(e data obtained from the above formula is the pre-
emphasized data, where x(n) is the original audio signal.

In the calculation of short-time autocorrelation function
detection method, multiple multiplications lead to a large
amount of calculation, while the average amplitude differ-
ence method with long and short time uses a simpler dif-
ference form, which avoids multiple multiplications and
achieves a performance similar to autocorrelation function.

(e short-time average amplitude difference function
Fn(k) of the audio signal s(m) is defined as follows:

Fn(k) � 
N−k−1

m�0
Sn(m + k) − Sn(m)


. (6)

In the above formula, N represents the window length
added by the audio signal s(m); Sn(m) is defined as follows:

Sn(m) � s(m)w(n − m). (7)

(e process of estimating pitch frequency by short-time
average amplitude difference function detection method
includes the five following steps:

(1) Input the audio signal to be processed.
(2) (e input audio signal is preprocessed by window-

ing, framing, and endpoint detection, so that the
audio signal of each frame becomes a short-term
stable signal.

(3) Calculate the short-term average amplitude differ-
ence function of each frame signal, and get the valley
value of the pitch period position.

(4) (e obtained valley value estimates the pitch period
and calculates the inverse of the pitch period to
obtain the pitch frequency.

Because the weighted Cauchy function waveform is close
to the piano waveform and can describe the fundamental
frequency and frequency doubling analysis, and the simu-
lation effect is similar to the actual timbre, the fifth frequency
doubling method is selected to simulate and extract the
piano timbre. Assume that the discrete Fourier transform of
the discrete event signal x(m), namely, X(iλ), can be
expressed as

Xj(iλ) � Tj(iλ)∗Pj(iλ),

Tj(iλ) �

Bj

bj

b
2
j + λ − λj 

2, λj − bj ≤ λ≤ λj + bj,

Bj

2
λ − λj




, Other.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

In the above formula, λj represents the fundamental
frequency or frequency multiplication of j sound; Bj rep-
resents amplitude; bj stands for adjusting the waveform
width around λj; Pj stands for sine and cosine function,
which accurately simulates playing timbre, intensity, and
pitch to realize computer performance.

(e basic idea of KNN (K-Nearest Neighbor) is as
follows: according to the traditional vector space model, the
text content is formalized as a weighted feature vector in the
feature space. For a test text, calculate its similarity with each
text in the training sample set, find out K most similar texts,
and judge the category of the test text according to the
weighted distance. According to the feature words, a test text
vector is formed. Calculate the text similarity between the
test text and each text in the training set, and the calculation
formula is

Sim di, dj  �


M
k�1 Wik × Wjk

��������


M
k�1 W

2
ik

 ��������


M
k�1 W

2
jk

 , (9)
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where di is the feature vector of the test text and dj is the
center vector of class j; M is the dimension of the feature
vector; Wk is the k-th dimension of the vector.

In the k neighbors of the test text, calculate the weight of
each class in turn, and the calculation formula is as follows:

P X, Cj  �

1, 
di∈KNN

Sim x, di( y di, Cj  − b≥ 0,

0, Other,

⎧⎪⎪⎨

⎪⎪⎩
(10)

where x is the feature vector of the test text; Sim(x, di) is the
similarity calculation formula; b is the threshold,
which needs to be optimized; and the value of y(di, Cj) is 1
or 0. If di belongs to Cj, the function value is 1; otherwise, it
is 0.

In this chapter, KNN algorithm is improved. By intro-
ducing multilabel classification, an extended KNN algo-
rithm, namely, ML_KNN (multilabel k-nearest neighbor)
classification algorithm, is proposed to further improve the
efficiency of classification matching. ML_KNN algorithm is
the realization of this paper based on ML_KNN classifica-
tion. (e algorithm is as follows:

(1) Divide the audio file of chord music into divided
frames with index window of 1 s.

(2) 12 MPEG eigenvalues and 72 new time domain
eigenvalues are extracted.

(3) N tags with the highest confidence are selected as
candidate tags for the current frame, and other tags
with low confidence are discarded.

(4) After all the individual frames in the index window
are classified, the average confidence of each can-
didate instrument tag is calculated, and if the average
confidence is greater than the optimal threshold
parameter, the candidate tag is retained. Otherwise,
it will be discarded.

To sum up, the flow chart of piano arrangement timbre
recognition is shown in Figure 1.

Using self-developed amplitude feature extraction code,
the relationship between amplitude and time of sine wave,
piano, flute, and guitar music is analyzed, and the envelope
function of different instruments is determined to be dif-
ferent. With a good envelope function, we can simulate the
sound intensity and amplitude characteristics of wind in-
struments and stringed instruments and even the subtle
differences between percussion instruments and plucked
instruments.

3.2. System Implementation. (e sound library generation
module, which includes the piano arrangement sound
recognition system, is the system’s core module. (is
module generates the piano sound library in the audio
system using the audio synthesis model and recognizes the
timbre of the piano arrangement using the audio data
provided by the sound acquisition module and the timbre
parameters provided by the man-machine interaction
module. Different timbre parameters can be used to generate
different piano timbres. A computer-based sound library

generation module is used to realize the piano arrangement
timbre recognition system in the application experiment for
this document’s sound library generation. (e system is
modular in design and has a high degree of versatility, with
modules such as audio file reading and writing, audio in-
formation analysis, timbre parameter acquisition, and
timbre and simulation performance. (e general architec-
ture of piano arrangement pitch recognition system is shown
in Figure 2.

In piano simulation function module, piano can play
different types of music and opera scores, which is widely
used and can act as a band, so piano is the best choice for
playing musical instruments. Piano timbre editing function
module can record timbre editing in various ways in detail;
in particular, the music timbre editing with wide range is
difficult, but timbre editing is very critical. (e acquisition
module edits and acquires the timbre parameters through
the man-machine interface. (e timbre synthesis module is
used for synthesizing timbre files, supporting batch synthesis
of various timbres, and displaying the synthesis progress in
real time. (e simulation performance module is used to
assess the simulation performance of timbre or music.

(e unique piano timbre obtained from the recording is
determined by the vibration equation of the strings, and the
amplitude energy changes from strong to weak, so it cannot
be processed twice. On the other hand, the monophonic
amplitude of electronic synthetic piano is stable, and the
loudness does not change. In the postprocessing, envelope
function can be added to control the change of amplitude, so
as to reproduce the difference between hitting strength and
delaying pedal and make music more emotional. Here, the
pitch variable in the metastructure of the piano accompa-
niment sound mode can be determined. If some notes in the
metastructure are imitated, their pitch is related to the pitch
of the original melody being imitated.

4. Experiment and Results

We can build a data prediction model by machine learning
algorithm and automatically identify the emotional features
of music by computer. From the dataset of 400 pieces of
music, we selected the feature data of 300 pieces of music as
the training set (80% of the data as the training set and 20%
as the test set) and the feature data of the other 100 pieces of
music as the test set. When using ML_KNN, the training set
is cross-validated, so as to obtain the optimal values of the
parameters in the model. Finally, we tested the model, and
the specific results of model comparison are shown in
Figures 3 and 4.

(e average correlation coefficient (CC) for the test set is
45.36 percent. (e test set’s MSE (mean squared error) is
0.038. It can be seen that the ML_KNN algorithm performs
better in terms of musical emotional cognition. However,
recognition rates for three emotions, Modest, Dream, and
Graceful, are all very low in the test set, indicating that more
research is needed. Correlation is a general method that is
independent of the stream because it is done in the audio
domain. (is eliminates the tedious task of parsing the text’s
outline. (is function can clearly reflect the intensity change
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of sound at different times during the arrangement process.
It is possible to ensure that the pitch synthesis process of a
piano arrangement is essentially consistent with the
changing trend of tone using the envelope function ex-
traction. (is function is performed while removing some
unwanted noise. (is method can be used in practice

indefinitely. If the processing is done in a professional lab
with a well-configured computer cluster, it can achieve
extremely high efficiency while saving time and money.

(e frequency composition and proportion of synthetic
timbre and real timbre are different (the proportion of
harmonic amplitude coefficient is also different), so the two
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Figure 1: Flow chart of piano arrangement timbre recognition.
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timbres are different in theory, which is proved by listening
timbre. Compared with the positions surrounded by squares
in Figure 4, although the synthesized timbre is very smooth
in time domain, there are many burrs in frequency domain,
and the timbre shows great noise. (erefore, their frequency
domain characteristics are quite different. (e single-tone
datasets of musical instruments are classified, and the timbre
expression spectrum is compared and analyzed based on the
harmony structure proposed in this paper, so as to find the
characteristics that can best reflect the timbre of musical
instruments. Split the mono dataset of the instrument into
five different datasets. (e classification results based on
different timbre features in different musical instrument
monophonic datasets are shown in Table 1 and Figure 5. In
the experiment, KNN is used as the classifier, the training set
is 4/5 of the experimental data, and the test set is 1/5 of the
experimental data.

It can be seen that the recognition rate of dataset 1 is
generally high, because the timbre features of dataset 1 are all
within a certain range, and the recognition of a single in-
strument is to find the specific corresponding point within
this range. Regardless of the type of function set on which
MFCC is based, the timbre expression spectrum of this paper
performs well. According to the timbre expression spectrum
function, the recognition rate of dataset 1 reaches 91.5%.
According toMFCC function, the recognition rate of dataset
2 is 95.2%, that of dataset 3 is 78.4%, that of dataset 4 is
94.1%, and that of dataset 5 is 92.6%, which is the best result.

Extracting the same combination features of timbre and
based on four supervised pattern recognition algorithms,
KNN, Naive Bayes, Decision Tree, and ML_KNN, the
classification and recognition experiments of single tones of
musical instruments are carried out, respectively. (e results
are shown in Table 2 and Figure 6.

As can be seen, ML_KNN has the highest recognition
rate across all datasets, so ML_KNN is chosen as the clas-
sifier for musical instrument classification and recognition

in this paper. In addition, KNN is second only to ML_KNN
in terms of classification and recognition of musical in-
struments. (e performance of a detuned mode oscillator is
better than that of a critical mode oscillator in various
networks, which can be attributed to the clamping phe-
nomenon mentioned earlier. (e process of hijacking be-
tween local oscillator groups in the network to better track
the time can be thought of as the rhythm change of a piece of
music. (e oscillator will show similar frequencies in the
local area where strong resonance occurs. Average field
networks have higher evaluation indices than other net-
works, but they also have a higher standard deviation. (is
demonstrates that the results of each round in the cross-
validation process vary widely.

We conclude from our timbre analysis that all frequency
components in the frequency domain interact to form a rich
piano timbre and that synthesis of piano timbre cannot rely
solely on overtone frequency components. (e ratio of the
vibration frequencies of the two pitches that make up the
intervals determines the harmony of intervals, which is a
characteristic that reflects the basic properties of intervals.
Concordant intervals sound good and blend together,
whereas dissonant intervals sound rougher and do not blend
together. (e Fourier transform algorithm is used to cal-
culate the frequency, amplitude, and phase of various sine
wave signals by accumulation [18]. Different playing skills of
many musical instruments can produce different timbres.
MFCC is extracted from these single-frame musical in-
strument sounds by describing the standard equation. (e
frame size is 130ms, and the overlapping size of two adjacent
frames is 80ms, which reduces the information loss caused
by window function. (e hop count of the frame is 45ms.
(e classifier is trained on these feature databases. Figure 7
shows the comparison results of ring estimation based on
multilabel classifier.

It can be concluded that, after introducing ML_KNN
classification algorithm, the label Decision Tree classification
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algorithm with more prediction effects is obviously im-
proved. After using ML_KNN classification algorithm, the
detection rate is increased from 61.3% to 70.2%. (e correct
rate also increased from 40.3% to 48.9%. When the k value
was set to 6, the detection rate increased to 74.6%, but the
correct rate decreased to 41.2%. (e conclusion of this
experiment is that ML_KNN classification algorithm has
better recognition effect than Decision Tree classification
algorithm.

In the process of learning and studying music scores,
pianists will naturally find a lot of music knowledge to
supplement, such as musical instrument materials, pro-
nunciation principles, staff of various transposed musical
instruments, orchestration methods, and performance
methods. To shorten the spectrum of vocal music, we need to
know the pronunciation methods. No matter what note it is,
the same attenuation rate is used, but, through the judgment

of human ears, it can be found that the noise is reduced but
not eliminated, so the music played is not very effective, and
it is not musical with fluctuations. (e combination of piano
timbre characteristic matrix and sound intensity envelope
curve can effectively distinguish the timbre differences of

Table 1: Single-tone classification results of musical instruments based on different timbre features.

Dataset number Frequency domain characteristics Time domain characteristics MFCC Timbre expression spectrum
1 43.2 62.1 87.4 91.5
2 25.6 37.4 95.2 90.2
3 22.1 52.1 78.4 75.6
4 40.6 49.3 94.1 88.5
5 23.9 47.7 92.6 91.6
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Figure 5: Single-tone classification results of musical instruments.

Table 2: Classification and recognition results of musical instru-
ment tones based on different classifiers.

Dataset number KNN Naive Bayes Decision Tree ML_KNN
1 94.3 62.5 86.9 97.2
2 95.1 74.9 88.2 98.3
3 83.2 51.2 56.2 88.9
4 93.6 75.1 90.1 96.8
5 94.5 60.6 91.3 97.4
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Figure 6: Classification and recognition results of musical in-
strument tones.
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different songs, that is, identify the timbre of piano
arrangement.

5. Conclusions

To sum up, this paper designs an AI-based piano arranger
timbre recognition system based on Fourier analysis.
(rough short-time Fourier frequency shift spectrum
analysis, the ringing characteristic matrix can be extracted.
Get a tone shift envelope curve. (e piano timbre can be
clearly identified by the timbre characteristic matrix and
transposition envelope curve. ML_KNN classification al-
gorithm is applied to timbre recognition of chordmusic.(e
experimental results show that ML_KNN classification al-
gorithm can improve the accuracy of chord music timbre
recognition. After using ML_KNN classification algorithm,
the detection rate increased from 61.3% to 70.2%. (e
correct rate also increased from 40.3% to 48.9%, and the
detection rate increased to 74.6% when the k value was set to
6. (e experimental results show that the timbre recognition
system designed in this paper can synthesize clear piano
music and has good timbre recognition performance, which
is worthy of wide application.
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In order to improve the e�ect of e-sports training, this paper combines the intelligent gesture recognition technology to construct
an e-sports training system and judges the training e�ect of players through the recognition of players’ gestures. Moreover, this
paper studies the commonly used feature extraction algorithms and proposes an improved SLC-Harris feature extraction al-
gorithm, and the feasibility of this algorithm is veri�ed by the experimental results on the EUROC data set. In addition, this paper
uses the KLT optical �ow algorithm to track the extracted feature points and calculates the pure visual pose through epipolar
geometry, triangulation, and PnP algorithms.�e experimental research results show that the electronic economic training system
based on intelligent gesture recognition proposed in this paper has certain e�ects.

1. Introduction

�e reason why e-sports can become a sports competition is
that it is closely related to the progress of society, the de-
velopment of science and technology, and the spiritual and
cultural needs of the people. Although there are countless
people who enjoy this high-tech intellectual sports event, in
fact, public opinion instills the harmful opinion of e-sports
in people intentionally or unintentionally. Some media
reported extensively that some students were addicted to
games and could not extricate themselves, wasting their
youth and studies, which made e-sports become “electronic
heroin” that everyone shouted. �e huge pressure of public
opinion makes e-sports face severe survival pressure, and it
is di�cult for enterprises to enter this market justi�ably.
Moreover, athletes can only be called “players,” and their
treatment cannot be compared with that of ordinary ath-
letes. At the same time, the majority of fans can only engage
in e-sports secretly. In addition, in the face of huge pressure
from public opinion, it is di�cult for the government to
guide and supervise con�dently, and sometimes, it has to
prohibit escrow. �e ban on television broadcasting of
e-sports competitions can be described as a huge obstacle to

the normal development of the current social discrimination
against the e-sports sports industry.

Generally speaking, the development of e-sports is not
yet mature, and the development of e-sports is still in its
infancy [1], which is manifested in many aspects: the public
recognition is not enough, there are few related large-scale
events, there is no professional-scale operation, there is less
research in this area, and so on [2]. Especially on college
campuses, although students have more time for self-dis-
cipline than before, the school does not pay enough attention
to e-sports, and there is no relatively formal organization
and management of participants, which has led to many
human resources problems waste [3].

In order to cater to the trend of e-sports development,
vigorously develop e-sports business, improve the overall
level of e-sports, and enable e-sports activities to develop
well in colleges and universities, the current primary task is
to deepen the characteristics of students participating in
e-sports activities [4]. Among them, the analysis and re-
search on the current situation, development trend, and
participation signi�cance of e-sports in colleges and uni-
versities are particularly important in order to discover the
problems existing in the development of campus e-sports
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and put forward reasonable suggestions for the development
[5].

As emerging sports, e-sports are mainly participated by
the younger generation, which has the characteristics of
younger and younger age. E-sports can exercise people’s
thinking ability, psychological pressure resistance, unity and
cooperation, hand-eye coordination, and so on. It can also
make the younger generation have the awareness of abiding
by the rules in the process of participating in e-sports [6];
trained participants have a fair and open, never admit defeat,
pursue a stronger competitive spirit, and have a positive
impact on the lives of participants. Many colleges and
universities have successively opened related majors in
e-sports. Although e-sports is popular in the world, the
related research and guiding theories on how to cultivate
e-sports talents are rare [7].

Different scholars have different views on the attributes
and characteristics of e-sports. Literature [8] proposed that
“e-sports include three basic characteristics: one is elec-
tronics, the other is competitive sports, and the third is a
confrontation between people. At the same time, e-sports
sports are divided into virtualized e-sports sports and fic-
tionalized sports.” Literature [9] pointed out that “the most
fundamental characteristics of video games that distinguish
them from other artificial games are: virtual environment,
absence of the body and artificial intelligence,” emphasizing
the main position of electronic communication technology
in e-sports. Scholar Yang Fang believes that “e-sports should
return to the essence of games, and games to competitive
sports are based on the evolution trend of play-game-
competitive sports” and based on the development process
of traditional competitive sports, puts forward a plan for the
development of e-sports. Jia Peng and Yao Jiaxin believe that
e-sports has great characteristics: the diversity of functional
structure requirements, the full expansion of self-awareness,
the complexity of sports information pattern recognition,
the agility of information processing efficiency, and the
accuracy of intuitive thinking and decision-making. Sex
analyzes and clarifies the various attributes of e-sports from
many aspects [10].

*e discussion on the attributes of e-sports is still going
on. Based on the current research, it can be determined that
the two essential attributes of e-sports are electronic in-
teraction and confrontational competition. Without elec-
tronic interaction, it becomes traditional competitive sports;
it becomes a video game, so the two are interdependent and
indispensable. With the development of electronic inter-
action technology, various forms of e-sports have emerged
[11].

Event services are mainly engaged in e-sports referees,
coaches, club operation and management, game commen-
tary, data and tactical analysis, and so on. Practitioners need
to have data analysis capabilities, management capabilities,
and commentary capabilities. *e production and broadcast
of the event include content production and external dis-
semination, mainly involving the design of live content and
promotion plans, venue layout, equipment debugging, video
data collection, postprocessing, background data analysis,
and so on. *e practitioners should have journalism,

communication, broadcasting, TV technology, and other
related professional abilities [12].

Since the e-sports industry is an emerging industry, most
employees are not from e-sports majors and have not received
a complete and systematic e-sports theoretical education, but
nearly 90% of the employees believe that the e-sports industry
needs prejob training [13]. Judging from the current situation
of the development of the entire industry, it is undoubtedly the
most attractive option towork for gamemanufacturers, but it is
difficult for game manufacturers to absorb more human re-
sources without major business adjustments. *erefore, the
need to train practitioners in support organizations around
e-sports events becomes more obvious [14]. For example,
training content production capabilities (reporters, screen-
writers, copywriters, and anchors) requires a professional
background in journalism and communication; training event
support capabilities (coaches, data analysts, nutritionists, and
brokers) requires sports and information technology. Profes-
sional background: training public relations, marketing capa-
bilities (products, business, brand marketing, and media),
requires a professional background in marketing and man-
agement [15].

E-sports self-media is still a media, and you must have the
ability to report news, or you can dig deep into a vertical field,
such as specializing in video commentary of games, specializing
in game clearance strategies, specializing in sharing game skills,
and so on. After all, hot spots can bring traffic. WeMedia is a
personalizedmedia with social attributes; it communicates with
users; and it has its own distinct character orientation [16]. To
be a self-media, you should also have strong analytical skills and
be able to interpret a topic or special event from a unique or
professional perspective. Current e-sports professional ability
training pathways.

1.1. Current E-Sports Professional Ability Training Pathways.
Most training institutions in society position themselves as
training professional players but basically lack training re-
sources. Training institutions do not have coaches, data
analysts, or club managers, and it is difficult for the trained
people to find a suitable position in the e-sports circle.
Rather than cultivating professional skills, it is better tomake
money from e-sports hot spots. Money has no intention or
inability to contribute to the development of the e-sports
industry [17].

At present, the main e-sports talents are cultivated by
e-sports companies and e-sports clubs. *e club mainly
trains professional players, coaches, and data analysts in
order to achieve better results in the league. Game com-
panies train referees, game developers, commentators, and
other related talents to ensure the healthy development of
the e-sports industry [18]. An analysis of the revenue
structure of the e-sports industry can help us see the e-sports
industry more transparently.*e truly profitable institutions
are still game manufacturers, which continuously create
market value through development and operation. In the
context of the continuous development and popularization
of the video game industry, competition has become a
starting point for expanding influence and creating new
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commercial value. *e comprehensive development of
competitive value is inseparable from the promotion of
surrounding formats, and new jobs such as video, live
broadcast, and commentary emerge in an endless stream
[19].

*is paper combines the intelligent gesture recognition
technology to construct an e-sports training system and uses
the player’s gesture recognition to judge the player’s training
effect to improve the e-sports training effect.

2. Intelligent Gesture Recognition

2.1. Gesture Intelligent Positioning. *e structural frame-
work of the gesture autonomous localization algorithm is
shown in Figure 1.

Monocular visual-inertial odometry uses a pure camera in
the front end formotion estimation.*e algorithmfirstly extracts
the features of the image information collected by the camera,
then uses the optical flowmethod to track the feature points, and
finally uses PnP (Perspective-n-Point) to perform motion esti-
mation on the tracked feature points. *en, the algorithm
eliminates themismatched point pairs through random sampling
consistency (RANSAC) and uses nonlinear optimization to
optimize the pose. *e front-end process is shown in Figure 2.

2.2. SLC-Harris Feature Extraction. *e feature is the digital
expression of the object in the image, and the image can be
quantitatively analyzed by extracting the feature. Commonly
used feature extraction methods mainly include SIFT al-
gorithm, SURF algorithm, and ORB algorithm.

*e traditional Harris algorithm calculates the angular
responsivity as shown below. It is mainly based on the
weighted summation of the squared and multiplied gradi-
ents of all pixels in the window.

R � |C| − k ×(trace(C))
2
. (1)

Among them, there are

|C| � λ1 × λ2, (2)

trace(C) � λ1 + λ2. (3)

In formula (1), k is a constant ranging from 0.04 to 0.06,
and both λ1 and λ2 in formula (2) represent eigenvalues.

For a grayscale image, the value of any point (x, y) in the
integral image ii (x, y) refers to the sum of all grayscale values
from the upper left corner of the image to the area where this
point is located, as shown in Figure 3.

*e calculation formula of pixels in the rectangular
window is as follows:

ii(x, y) � 

x′≤x,y′≤y

I x′, y′( .
(4)

*e most complex calculation in the Harris algorithm is
the calculation of diagonal responsivity. *e original cal-
culation method causes the calculation overlap between each
pixel in the integration window, resulting in high compu-
tational complexity. For this, the gradient values in g2

x, g2
y

and gxgy are used to integrate the image to speed up the
calculation of the angular responsivity. *e calculation
formula is as follows:

iixx(x, y) � 

x′≤x,y′≤y

g
2
x x′, y′( ,

iiyy(x, y) � 

x′≤x,y′≤y

g
2
y x′, y′( ,

iixy(x, y) � 

x′≤x,y′≤y

gx x′, y′( gy x′, y′( .

(5)

Efficient nonmaximum suppression (E-NMS) is used to
efficiently extract unique feature locations for each corner
region, and the region thresholds are compared using image
patches instead of pixels. *e principle is shown in Figure 4.

2.3. KLT Optical Flow Tracking. After the key points are
extracted, the optical flow method is used to calculate the
minimum photometric error by establishing an error model.
*is method does not need to calculate descriptors or feature
point matching, which will greatly save the amount of
calculation.

*e basic idea of LK optical flow is to assume that the
optical flow in the local neighborhood of a pixel is invariant,
and based on this assumption, construct a least-squares
problem about the optical flow of the neighborhood pixels.

First, it is assumed that the light intensity of the pixel in
each frame of the image is constant. According to this, for
the pixel located at (x, y) at time t, moving to (x+ dx, y+ dy)
at time t+ dt, there are

Camera

IMU pre-integratedFeature extraction and
optical flow tracing

Initialise?

SFM

Visual-Inertial
navigation
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Add loop closure
detection

Feature
retrieval

Loop closure
detection?

Nonlinear
optimization

Key frame?

4.Degree off reedom
and pose optimization

Keyframe
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N

Y

...

Y

Y

IMU

Figure 1: Gesture positioning algorithm structural framework.
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I(x, y, t) � I(x + dx , y + dy , t + dt). (6)

*en, according to another basic assumption of LK
optical flow, the displacement of pixels in adjacent images is
small; the Taylor expansion of formula (6) is

I(x + dx , y + dy , t + dt) ≈ I(x, y, t) +
zI

zx
dx +

zI

zy
dy +

zI

zt
dt.

(7)

Combining the above formulas and dividing by dt into
both sides of the formula, we get:

zI

zx

dx

dt
+

zI

zy

dy

dt
� −

zI

zt
, (8)

where dx/dt represents themotion speed of the pixel on the x-
axis, dy/dt represents the motion speed of the pixel on the y-
axis, and the two speeds are recorded as u and v, respectively.
At the same time, zI/zx represents the gradient value of the
image in the x-axis direction at the pixel point; zI/zy rep-
resents the gradient value in the y-axis direction at the pixel
point; and zI/zt represents the derivative value of the image in
the t direction, which are denoted as Ix, Iy, and It, respec-
tively. *erefore, formula (8) can be written in matrix form as
follows:

Ix Iy 
u

v
  � −It. (9)

Finally, according to the third basic assumption of the
LK optical flow method, adjacent pixels in the same image
plane have similar motion; a w × w size window is de-
fined. According to the same motion of all pixels in the
window, w2 formulas can be listed; the overdetermined
formulas can be constructed; and the motion parameters
of the center point can be obtained by the least square
method. Accordingly, its formula can be expressed as
follows:

 IxIx  IxIy

 IxIy  IyIy

⎛⎝ ⎞⎠
u

v
  � −

 IxIt

 IyIt

⎛⎝ ⎞⎠. (10)

Each image frame is downsampled by pyramid layering,
and multilevel pyramids are established.

I
L
(x, y) �

1
4
I

L−1
(2x, 2y) +

1
8

I
L−1

(2x − 1, 2y) + I
L−1

(2x + 1, 2y)

+I
L− 1

(2x, 2y − 1) + I
L−1

(2x, 2y + 1)

⎛⎜⎝ ⎞⎟⎠

+
1
16

I
L−1

(2x + 1, 2y + 1) + I
L−1

(2x + 1, 2y + 1)+

I
L−1

(2x + 1, 2y + 1) + I
L−1

(2x + 1, 2y + 1)

⎛⎜⎝ ⎞⎟⎠,

(11)
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where L represents the Lth layer image.
*e algorithm calculates the value of the bottom layer

from top to bottom according to the Gaussian pyramid and
calculates the pixel value near the edge of the image based on
the following formulas:

I
L−1

(−1, y) ≈ I
L−1

(−1, y),

I
L−1

(x, −1) ≈ I
L−1

(x, 0),

I
L−1

n
L−1
x , y  ≈ I

L−1
n

L−1
x − 1, y ,

I
L−1

x, n
L−1
y  ≈ I

L−1
x, n

L−1
y − 1 ,

I
L−1

n
L−1
x , n

L−1
y  ≈ I

L−1
n

L−1
x − 1, n

L−1
y − 1 .

(12)

*e camera motion pose is estimated using SFM in the
vision front end. For a monocular camera, the camera pose
can be estimated by the geometric relationship between two
points in different locations in real space and their projected
points on their respective imaging planes. As shown in
Figure 5, P is any point in the three-dimensional space, and
its coordinates are [X, Y, Z]T; O1 and O2 are the optical
centers of the two camera positions. p1 and p2 are the
projection points of point P on the imaging plane I1 and the
imaging plane I2, respectively. According to the pixel po-
sitions of the two matched point pairs p1 and p2, the es-
sential matrix E and the fundamental matrix F can be
obtained.

According to the camera imaging model, we assume that
K is the camera internal parameter matrix, and R and t
represent the rotation matrix and translation vector from
plane I1 to plane I2, and the following formula can be
obtained:

s1p1 � KP, s2p2 � K(RP + t). (13)

Homogeneous coordinate transformation and normal-
ization between 2D and 3D, we can get

x1 � K
−1

p1, x2 � K
−1

p2, (14)

where x1 and x2 represent the coordinates of pixels p1 and
p2 in the normalized plane, respectively. *e algorithm
combines formuls (13) and (14) and multiplies by xT

2 t∧ to
obtain the essential matrix E and the fundamental matrix F,
which can be sorted out as follows:

p
T
2 K

− T
t
∧
RK

−1
p1 � 0,

E � t
∧
R, F � K

− T
EK

−1
,

(15)

where t∧ represents the antisymmetric matrix.
When there are more than eight sets of point pairs such

as p1 and p2, the eight-point method can be used to con-
struct a linear formula system for the simplified formula, and
then the unique solution of R and t can be obtained.

x
T
2 Ex1 � p

T
2 Fp1 � 0. (16)

When the monocular camera recovers the pose through
the epipolar geometric relationship, the obtained translation
is the normalized value, which has no practical significance.

In order to obtain the depth information on feature points,
triangulation needs to be introduced. We assume that s1 and
s2 represent the depth of the two feature points; we can get

s2x2 � s1Rx1 + t. (17)

*e feature point depth values x∧2 and x1∧ can be ob-
tained by left-multiplying formula (17) by s1 or s2, respec-
tively, as follows:

s1x
∧
2Rx1 + x

∧
2 t � 0,

s2x
∧
1Rx2 − x

∧
1 t � 0.

(18)

When the positions of multiple points in space are
known, the camera pose can be estimated by the PnP al-
gorithm. Common PnP algorithms include P3P, DLT, and
BA optimization. Among them, the P3P algorithm is the
most commonmethod.*e algorithm needs to know at least
three points and their projection points on the camera
imaging plane. *en, the camera pose can be estimated by
solving the relationship between point pairs according to the
similar triangle principle and the cosine theorem. A sche-
matic diagram of the P3P relationship is shown in Figure 6.

*e coordinate system convention is as follows: the
world coordinate system is represented by (·)w, and (·)b and
(·)c represent the IMU coordinate system and the camera
coordinate system, respectively. *e relationship between
the coordinate systems is shown in Figure 7. (.)v represents
the visual reference frame in the sliding window, which is
independent of the IMU measurement and can represent
any frame in the visual structure. (.)w

b represents the
transformation from the IMU coordinate system to the
world coordinate system; bk represents the IMU frame of the
kth image; (·)v

c represents the transformation from the
camera coordinate system to the visual reference system; and
ck represents the camera frame of the kth image. (·) rep-
resents the measured value and parameter estimation value
of the sensor; (·) represents the latest scale parameter of the
sliding window; and the rotation can be represented by the
rotation matrix R and the quaternion q. gw � [0, 0, g]T

represents the gravity vector in the world coordinate system,
and gv represents the gravity vector in the visual reference
coordinate system.

O1 O2

I1 I2
P2

P2

(R, t)

p

Figure 5: Epipolar geometric constraints.
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2.4. IMU Preintegration. *e sampling frequency of the
camera used in this paper is 20Hz, and the sampling fre-
quency of the IMU is 200Hz. It can be seen that the fre-
quency of the IMU is much higher than that of the image. In
order to avoid the repeated integration phenomenon caused
by the frequency change of the visual frame optimization
state caused by the high sampling rate of the IMU, a pre-
integration technique is used for all IMU sampling data
between two image key frames. Furthermore, inertial
measurements between adjacent image key frames are ag-
gregated into a relative motion constraint through a pre-
integration technique. *e principle of preintegration is
shown in Figure 8.

In Figure 8, from top to bottom are the time scale line,
the number of image frames generated, the number of image
key frames generated, the number of IMU samples, and the
IMU preintegration value.

*e measurement error of the system is mainly affected
by bias random walk b and white noise η, and other errors
such as the Markov process are ignored. *en, the mea-
surement model of the accelerometer and gyroscope in the
IMU can be expressed by the following formula:

ωb
� ωb

(t) + bω + ηω
1
2
,

a
b

� q
wT

b a
w

− gw
(  + ba + ηa,

(19)

where ωb, ab(t),ωb(t), and aw(t) represent the measured
value and real value of angular velocity and acceleration,
respectively; bω, ba, ηω, and ηa represent the random walk
noise and measurement white noise of angular velocity and
acceleration, respectively; and qwT

b is the rotation matrix
transformed from the world coordinate system to the IMU
coordinate system.

White noise obeys a Gaussian distribution, that is,
ηa ∼ N(0, σ2a), ηω ∼ N(0, σ2ω). *e derivative of random
walk noise also obeys the Gaussian distribution, that is,
ηba

∼ N(0, σ2ba
), ηbω

∼ N(0, σ2bω).
*e differential kinematic formulas for P, V, Q (repre-

senting the position, velocity, and rotation expressed in
quaternions, respectively) versus time can be written as
follows:

_p
w
bt

� v
w
t ,

_v
w
t � a

w
t ,

_q
w
bt

� q
w
bt
⊗

0

1
2
ωbt

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(20)

where ⊗ represents quaternion multiplication.
*rough the above derivative relationship, the position,

velocity, and rotation at time k+ 1 can be obtained from the
position, velocity, and rotation at time k and by integrating
the measured values of the IMU over time Δtk. *e con-
tinuous integration formula for PVQ is as follows:

p
w
bk+1

� p
w
bk

+ v
w
bk
Δtk +  

t∈[k,k+1]
R

w
t at − bat

  − g
w

 dt
2
,

v
w
bk+1

� v
w
bk

+ 
t∈[k,k+1]

R
w
t at − bat

  − g
w

 dt,

q
w
bk+1

� q
w
bk
⊗

t∈[k,k+1]1/2
Ω ωt − bwt

 q
bk

t dt,

(21)

where at and ωt represent the acceleration and angular
velocity measured in the IMU coordinate system, respec-
tively. Δtk represents the time difference from the kth frame
to the k+ 1 frame. Rw

t represents the rotation matrix from

t

Image frame

Image
keyframe

IMU frame

IMU pre-integration
frame

Figure 8: Principle of preintegration.
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the world coordinate system to the IMU coordinate system.
Because the measured at and ωt belong to the IMU coor-
dinate system, in order to transform the IMU measured
value to the world coordinate system, the rotation matrix
needs to be left-multiplied. Ω(ω) means quaternion right
multiplication; ωx means antisymmetric matrix in quater-
nion multiplication ω( means the imaginary part value of
quaternion). We assume that the quaternion is
q � x y z s  � ω s ; then we have

Ω(ω) �
−ω× ω

−ωT 0
 ,

ω× �

0 ωz ωy

ωz 0 −ωx

−ωy ωx 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(22)

By observing the continuous integral formula of PVQ, it
can be seen that the current state is recursively obtained
from the state of the previous time, and the estimated value is
constantly changing. *is will cause the IMU measurements
to be repropagated, causing the velocity and rotation to be
reintegrated after each nonlinear optimization iteration,
resulting in a higher computational cost. *erefore, the
optimization variables are separated from the IMU pre-
integration terms of the two key frames, and the rotation
matrix R

bk
w of the world coordinate system to the IMU

coordinate system can be obtained by simultaneously left-
multiplying the left and right sides of the continuous in-
tegration formula of PVQ:

R
bk

w p
w
bk+1

� R
bk

w p
w
bk

+ v
w
bk
Δtk −

1
2
g

wΔt2k  + αbk

bk+1
,

R
bk

w v
w
bk+1

� R
bk

w v
w
bk

− g
w

  + βbk

bk+1
,

q
bk

w ⊗ q
w
bk+1

� c
bk

bk+1
.

(23)

*e image frames bk and bk+1 of two consecutive mo-
ments are given, and the linear acceleration and angular
velocity are preintegrated in the local coordinate system bk

to obtain

αbk

bk+1
�  

t∈[k,k+1]
R

bk

t at − bat
 dt

2
,

βbk

bk+1
� 

t∈[k,k+1]
R

bk

t at − bat
  dt,

c
bk

bk+1
� 

t∈[k,k+1]2
(1/2)Ω ωt − bωt

 c
bk

t dt,

(24)

where αbk

bk+1
, βbk

bk+1
, c

bk

bk+1
represent the relative pose, velocity,

and rotation constraints, respectively, and are also the rel-
ative motion of bk+1 to bk. It can be seen that they are only
related to at and ωt in bk and bk+1, and they have nothing to
do with the initial position and velocity of coordinate system
bk.

*erefore, the preintegration formula is rediscussed, in
terms of αbk

bk+1
; it is related to at and ωt of the IMU; and at and

ωt are also variables that need to be optimized. When the

bias change is small, αbk

bk+1
, βbk

bk+1
, c

bk

bk+1
are adjusted according

to their first-order approximations to the bias.
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α
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δba + J

α
bω
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⊗
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2
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ba
δbω

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(25)

where Jαba
and Jαbω

are the block matrices in Jαbk+1
and J

β
ba
and

J
β
bω

are the block matrices in J
β
bk+1

.
*ere are errors in the integral values of the IMU at

different times, and the errors at time t are mainly related to
the measured values of αbk

t , βbk

t , θbk

t , bat
, and bwt

at time t. *e
following definition is given to represent the error vector:

δz
bk

t �

δαbk

t

δβbk

t

δθbk

t

δbat

δbωt

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (26)

*e derivation is based on the derivative of the error
term kinetic formula. First, two concepts are introduced:
true and nominal, where true represents the real mea-
surement value containing noise and nominal represents the
theoretical value without noise, and δ represents the mea-
surement error; there are

δ _α � _αtrue − _αnominal,

δ _β � _βtrue − _βnominal.
(27)

Among them, there are:
_βtrue � R

bk

t at − ηa − bat
− δbat

− at − bat×
δθ ,

_βnominal � R
bk

t at − bat
 .

(28)

Combining the above formulas, we can obtain

δ _β � −R
bk

t at − bat×
δθ − R

bk

t δbat
− R

bk

t ηa. (29)

*e derivation of δ _θ is as follows, and according to the
formula in the literature, it can be known that

qtrue � qnominal ⊗ δq. (30)

In this paper, according to the noise model and bias, we
can get

δ _θ ≈ − ωt − bωt×
δθ − ηω − δbωt

. (31)

In summary, the derivative of the IMU measurement
error term at time t can be as follows:
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δ _αbk

t

δ _β
bk

t

δ _θ
bk

t

δ _bat

δ _bωt

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

0 I 0 0 0

0 0 −R
bk

t at − bat×
−R

bk

t 0

0 0 −ωt − bωt×
0 −I

0 0 0 0 0

0 0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

δαbk

t

δβbk

t

δθbk

t

δbat

δbωt

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ c

ηa

ηω
ηba

ηbω

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(32)

We set Ft �

0 I 0 0 0
0 0 −R

bk

t at − bat×
−R

bk

t 0
0 0 −ωt − bωt×

0 −I

0 0 0 0 0
0 0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, Gt �

0 0 0 0
−R

bk

t 0 0 0
0 I 0 0
0 0 I 0
0 0 0 I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. *e above formula can be simplified to

δ _z
bk

t � Ftδz
bk

t + Gtnt. (33)

According to the definition of the derivative, the pre-
diction formula of the mean is as follows:

δ _z
bk

t � lim
δt⟶ 0

δz
bk

t+δt − δz
bk

t

δt

,

δz
bk

t+δt
� 1 + Ftδt( δz

bk

t + Gtδt( nt.

(34)

According to the error value at the current moment, the
mean and covariance at the next moment can be predicted.
*e prediction formula for covariance is as follows:

P
bk

t+δt � 1 + Ftδt( P
bk

t 1 + Ft( 
T

+ Gtδt( Q Gtδt( 
T

, (35)

where P
bk

t represents the initial value of the iteration and its
value is zero and Q represents the diagonal covariance
matrix of the noise term as follows:

According to formula (35), the iterative formula of the
error term Jacobian can be obtained as follows:

Jt+δt � 1 + Ft( Jt, (36)

where the iterative initial value of the Jacobian matrix Jt is I.

2.5. Sliding Window Initialization. When the camera
extrinsic parameter matrix (pv

bk
, pv

ck
) is known, the pose

obtained by the initialization of the monocular camera is
transformed from the visual coordinate system to the IMU
coordinate system to obtain the following formula:

q
v
bk

� q
v
ck
⊗ q

v
b,

sp
v
bk

+ q
v
ck

p
c
b � sp

v
ck

,
(37)

where s is the translation factor obtained by visual initial-
ization, which has no real information.

*e pure visual initialization method lacks absolute scale
information. *erefore, the value estimated by the visual
SFM is aligned with the IMU after preintegration to estimate
the true scale. Visual-inertial alignment initialization is
mainly to solve the following problems, including the ini-
tialization of gyroscope bias, the initialization of velocity,
gravitational acceleration, and scale.

*e first is to initialize the gyroscope. *e gyroscope bias
can be obtained from two consecutive key frames with
known orientations, considering two consecutive frames bk

and bk+1 in the sliding window, and qv
bk and qv

bk+1
represent

the rotations obtained from the pure visual sliding window
optimization, respectively. Linearize the IMU preintegration
term for the gyroscope bias and minimize the following
function:

minδbw


k∈B
q

v− 1
bk+1
⊗ q

v
bk
⊗ c

bk

bk+1

�����

�����
2
. (38)

Among them, there are:

c
bk

bk+1
≈ c

bk

bk+1
⊗ J

c

bw

1

δbw

 . (39)

In formula (42), B represents all the frames in the
window, and the product of the two quaternions indicates
that the camera rotates from the kth frame to the k+ 1th
frame, and the gyroscope rotates from the k+ 1th frame to
the kth frame, and the optimized objective function is

q
v−1
bk+1
⊗ q

v
bk
⊗ c

bk

bk+1
�

1

0
 . (40)

*e algorithm takes c into the formula andmultiplies the
inverse moment ordering of the relative constraints obtained
from the preintegration to the left on both sides of formula
(40) and obtains by Cholesky decomposition (multiplying
the transpose of J

c

bw
on both sides of the formula):

J
cT

bw
J

c

bw
δbw � 2J

cT

bw
2 c

bk−1
bk+1
⊗ q

v
bk
⊗ q

v−1
bk+1

 
vec

. (41)

In this way, the initial calibration value of the gyroscope
bias bw can be estimated, and then the IMU preintegration
terms αbk

bk+1
, β

bk

bk+1
, c

bk

bk+1
are corrected with the new gyroscope

bias.
*e second is the initialization of velocity, gravitational

acceleration, and scale. *e initialized state vector is as
follows:

χI � v
v
b0

, v
v
b1

, . . . v
v
bn

, gv
, s , (42)

where the state vector vv
bk

represents the speed of the
visual coordinate system of the kth frame image, gv repre-
sents the gravity vector in the visual coordinate system, and s
is the estimated scale parameter. To sum up, the dimension
of χI is 3(n+ 1) + 3 + 1. *e constraint relationship between
the scale parameter and the speed of the visual SFM is as
follows:
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z
bk

bk+1
�

αbk

bk+1

β
bk

bk+1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � Hbk

bk+1
χI + nbk

bk+1
≈ ,

−q
bk

v Δtk 0
1
2
q

bk

v Δt
2

q
bk

v p
v
bk+1

− p
v
bk

 

−q
bk

v q
bk

v q
bk

v Δtk 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

v
v
bk

v
gv

vk+1

g
v

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(43)

where qV
bk

, qV
bk

, qV
bk
are all obtained from visual SFM. q

bk

V and
qV

bk
are mutually inverse matrices. *e following linear least

squares problem is constructed to complete the initialization
of velocity, gravitational acceleration, and scale:

minχI


k∈B
z

bk

bk+1
− Hbk

bk+1
χI

�����

�����
2
. (44)

2.6. Monocular Visual Inertial Coupling Nonlinear
Optimization. When coupling the visual constraint value
and the IMU constraint value, the data of the inertial sensor
should be introduced first, and the constraint value of the
IMU on the state should be added to the optimized state
vector. *en, nonlinear optimization is performed within a
sliding window, and all state vectors of the sliding window
are as follows:

χ � x0, x1, . . . xn, xb
c , λ0, λ1, . . . λm ,

xk � pw
bk

, vw
bk

, qw
bk

, ba, bg , kϵ[0, n],

xb
c � pb

c , qb
c ,

(45)

where xk represents the state of the IMU when the kth image
is captured. *ere are n+ 1 states in the sliding window, and
each state contains the position, velocity, and rotation in the
world coordinate system, and the IMU offsets in the IMU
coordinate system. λm represents the inverse depth infor-
mation of the mth 3D point, and xb

c represents the external
parameter from the camera to the IMU. *e objective
function is

minχ rp − Hpχ
�����

�����
2

+ 
k∈B

rB zbk

bk+1
, χ 

������

������

2

pbk
bk+1

⎧⎨

⎩

+ 
(l,j)óC

ρ rC z
cj

l 
�����

�����
2

pl

cj 

⎫⎪⎬

⎪⎭
,

(46)

where Hp is the Huber norm, which is defined as follows:

ρ(s) �
1, s≥ 1,

2
�
s

√
− 1, s< 1.

 (47)

In formula (52), ‖ · ‖P represents the Mahalanobis dis-
tance weighted by the covariance matrix P, and
rp,Hp , rB(z

bk

bk+1
, X), and rC(zc

l , X) represent the margin-
alized prior information, the IMU measurement residual,
and the visual reprojection error, respectively.B is the set of
all IMU measurement frames, and C is the set of visual
features in the sliding window.

According to the Gauss–Newton method, the incre-
mental method can be used to calculate the minimum value
of the Gaussian objective function, as follows:

minδX rB zbk

bk+1
, χ + ΔX 

������

������

2

pbk
bk+1

� minδX rB zbk

bk+1
, χ  + J

bk

bk+1
ΔX

������

������

2

pbk
bk+1

,

(48)

where J
bk

bk+1
is the Jacobian matrix of the error term rB with

respect to all state vectors χ.
*e algorithm differentiates the above formula from ΔX

and then sets its derivative to 0, and the formula for the
increment ΔX can be calculated as follows:

J
bkT

bk+1
P

bk−1
bk+1

J
bk

bk+1
ΔX � −J

bkT

bk+1
P

bk−1
bk+1

J
bk

bk+1
rB. (49)

*e overall incremental equation of the objective
function is as follows:

Hp +  J
bkT

bk+1
P

bk−1
bk+1

J
bk

bk+1
+  J

cT
j

l P
cj−1
l J

cj

l ΔX

� bp +  J
bkT

bk+1
P

bk−1
bk+1

rB +  J
CT

j

l P
C−1

j

l rC,

(50)

where P
bk

bk+1
represents the covariance of the IMU preinte-

grated noise term and P
Cj

l represents the visually observed
noise covariance. When the noise covariance P

bk

bk+1
of the

IMU is larger, the inverse of P
bk

bk+1
, that is, its information

matrix is smaller, which means that the IMU observations
are not as reliable as the visual observations. Formula (50)
can be simplified to

Λp + ΛB + ΛC ΔX � bp + bB + bC, (51)

where Λp,ΛB, and ΛC represent the Hessian matrix. Using
the perturbation method to calculate, we can get

J �
zr

zX

� lim
δX⟶0

r(X⊕δX) − r(X)

δX
,

(52)

where δX represents the small disturbance of the state vector
instead of the incremental ΔX,⊕ represents the disturbance
of the state vector.

*e continuous preintegration formula is derived in the
IMU preintegration, and the IMU residuals are as follows:
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rB z
bk

bk+1
, χ  �

δαbk

bk+1

δβbk

bk+1

δθbk

bk+1

δba

δbg

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

R
bk

w p
w
bk+1

− p
w
bk

− v
w
bk
Δtk +

1
2
g

wΔt2k  − αbk

bk+1

R
bk

w v
w
bk+1
Δtk − v

w
bk
Δtk + g

wΔtk  − βbk

bk+1

2 c
bk

bk+1
⊗ q

w
bk
⊗ q

w
bk+1

 
xyz

babk+1
− babk

bωbk+1
− bωbk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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.

(53)

According to the above formula, it can be seen that the
optimization variables of the IMU residual mainly include
the position, rotation, speed, and inertia bias at the i and j

times:

p
w
bk

, q
w
bk

 , v
w
bk

, bak
, bωk

 ,

p
w
bk+1

, q
w
bk+1

 , v
w
bk+1

, bak+1
, bωk+1

 .
(54)

To calculate the Jacobian matrix, perturbation is added
to each optimization variable to obtain

δp
w
bk

, δθw
bk

 , δv
w
bk

, δbak
, δbωk

 ,

δp
w
bk+1

, δθw
bk+1

 , δv
w
bk+1

, δbak+1
, δbωk+1

 .
(55)

Taking the partial derivatives for the above disturbance
variables, respectively, we can get

J[0]
15×7

�
zrB

δp
w
bk

,
zrB

δθw
bk

⎡⎣ ⎤⎦,

J[1]
15×7

�
zrB

δv
w
bk

,
zrB

δbak

,
zrB

δbωk

⎡⎣ ⎤⎦,

J[2]
15×7

�
zrB

δp
w
bk+1

,
zrB

δθw
bk+1

⎡⎣ ⎤⎦,

J[3]
15×7

�
zrB

δv
W
bk+1

,
zrB

δbak+1

,
zrB

δbωk+1

⎡⎢⎢⎣ ⎤⎥⎥⎦.

(56)

*e visual residual is a reprojection error, which rep-
resents the difference between the estimated value and the
observed value of the feature point in the normalized camera

coordinate system. *e small receiver camera used in this
paper belongs to the fisheye camera model and belongs to
the fisheye with a large viewing angle, so its projection on the
unit sphere needs to be considered, as shown in Figure 9.

*rough the unit spherical projection model illustrated
in the figure above, the value of the visual residual is
decomposed into two directions. *e final visual residual
model looks like this:

rc z
cj

l , χ  � b1, b2 
T

· p
cj

l −
p

cj

l

p
cj

l

����
����

⎛⎝ ⎞⎠,

p
cj

l � π−1
c

u
cj

l

v
cj

l

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎛⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎠,

p
cj

l � R
b
c R

bj

w R
w
bi

R
b
c

1
λl

P
ci

l + p
b
c  + p

w
bi

− p
w
bj

  − p
b
c ,

(57)

where p
cj

l and p
cj

l represent the estimated and observed
coordinates of the landmark point 1 in the j-th frame image
under the normalized camera coordinate system,

Oc

rC

b1

b2Pi
cj

cjPi

/ / cjPi / /

Phase tangent

Unit sphere

Figure 9: Unit spherical projection model.
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IPP
MMP

RPP

PPP
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TPP

Figure 10: Demarcation boundaries of hand movements.
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respectively.*e optimization variables of the visual residual
are as follows:

p
w
bi

, q
w
bi

 , p
w
bj

, q
w
bj

 , p
b
c , q

b
c , λl, (58)

where λl represents the inverse depth value when the
landmark point 1 is first observed by the j-th image. *e
inverse depth is used as the optimization variable because
the inverse depth satisfies the Gaussian distribution, and it
can reduce the parameter variables in the actual
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Figure 11: Overall system framework.

Table 1: Gesture recognition effect of the system.

Number Gesture recognition Number Gesture recognition Number Gesture recognition
1 86.095 13 87.363 25 86.633
2 88.782 14 89.124 26 90.414
3 90.695 15 90.055 27 86.697
4 86.325 16 89.968 28 86.916
5 86.705 17 88.482 29 89.003
6 89.557 18 91.278 30 88.446
7 86.623 19 89.215 31 89.911
8 91.281 20 86.272 32 90.202
9 88.050 21 91.253 33 89.507
10 87.621 22 86.770 34 88.130
11 88.498 23 86.843 35 91.326
12 86.304 24 90.614 36 86.846

Table 2: *e application effect of the method proposed in this paper in the e-sports training system.

Number Training effect Number Training effect Number Training effect
1 82.685 13 82.234 25 79.365
2 80.315 14 78.537 26 81.356
3 79.700 15 81.913 27 78.790
4 78.179 16 82.938 28 79.700
5 82.942 17 78.167 29 78.194
6 80.821 18 78.250 30 78.253
7 81.176 19 81.512 31 80.133
8 78.183 20 80.076 32 82.668
9 82.636 21 81.925 33 83.747
10 81.613 22 82.857 34 82.354
11 80.514 23 82.951 35 78.416
12 80.913 24 79.066 36 83.128
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optimization process. According to the above formula, by
adding disturbance to each optimization variable, the fol-
lowing Jacobian is obtained:
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(59)

J[3]
3×1

�
zrC

zλl

. (60)

3. E-SportsTrainingSystemBasedonIntelligent
Gesture Recognition

*is paper combines the finger joints and the sensor in the
data glove to demarcate the movement of the finger joints.
*is paper mainly considers the distal phalanx of the thumb
(TDP) and the proximal joint proximal phalanx of the
thumb (TPP) of the thumb as shown in Figure 10 and the
changes in the intermediate joints middle phalanges (MP)
and proximal phalanges (PP) of the remaining four fingers.

*is paper combines the algorithm part of the second
part to construct the e-sports training system, and the overall
framework of the system is shown in Figure 11.

*e simulation of the system proposed in this paper is
carried out through the MATLAB platform, and the gesture
recognition effect of the system and the application effect in
the e-sports training system are evaluated, and the obtained
results are shown in Tables 1 and 2.

It can be seen from the above research that the electronic
economic training system based on intelligent gesture rec-
ognition proposed in this paper has certain effects.

4. Conclusion

As emerging sports, e-sports are mainly participated by the
younger generation, which has the characteristics of younger
and younger age. E-sports can exercise people’s thinking
ability, psychological pressure resistance, unity and coop-
eration, hand-eye coordination, and so on. Moreover, in the
process of participating in e-sports, it can also make the
younger generation have the awareness of abiding by the
rules, cultivate the participants to have a fair and open, never
admit defeat, pursue a stronger competitive spirit, and have a
positive impact on the participants’ lives. *is paper com-
bines the intelligent gesture recognition technology and the
construction of the performance e-sports training system
and judges the training effect of the players through the
player gesture recognition. *e research shows that the
electronic economic training system based on intelligent
gesture recognition proposed in this paper has certain
effects.
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In the daily inspection task of the expressway, accuracy and speed are the two most important indexes to re�ect the detection
e�ciency of nondeformation diseases of asphalt pavement. To achieve model compression, accelerated detection, and accurate
identi�cation under multiscale conditions, a lightweight algorithm (PDNet) based on improved YOLOv5 is proposed. �e
algorithm is improved based on the network structure of YOLOv5, and the improved network structure is called YOLO-W.
Firstly, a novel cross-layer weighted cascade aggregation network (W-PAN) is proposed to replace the original YOLOv5 network.
Secondly, more economical GhostC3 and Shu�eConv modules are designed to replace C3 and Conv modules in the original
network model. In terms of parameter setting, CIoU is selected as the loss function of the model, and the K-Means ++ algorithm is
used for anchor box clustering. Before the model training, the confrontation generation network (GAN) and Poisson migration
fusion algorithm (Poisson) are used for data enhancement and the negative sample training (NST) method is used to improve the
robustness of the model. Finally, Softer-NMS is used to remove the prediction box in the prediction stage. Seven common asphalt
pavement disease data sets (FAFU-PD) are constructed at the same time. Compared with the original YOLOv5 algorithm, PDNet
improves the scores of FAFU-PD data sets on F1-score by 10 percentage points and FPS by 77.5%.

1. Introduction

Asphalt pavements on expressways are damaged by natural
disasters, such as prolonged exposure to sunlight, rain
erosion, and natural weathering. And the durability of as-
phalt pavement will also be reduced due to factors such as
pavement materials, tra�c �ow, construction quality, and
postmaintenance levels. If these damaged roads cannot be
discovered and maintained in time, the service life of the
expressway will be shortened, which may induce tra�c
accidents [1].

At present, the detection of highway asphalt pavement
diseases is mainly based on manual methods. �is method
has some disadvantages. For example, the detection takes a
long time and requires more manpower and material re-
sources, and the detection will cause congestion on the
highway, and the safety of the detection personnel is di�cult
to be guaranteed. At the same time, some human factors

interfere with the test results. With the continuous increase
of highway mileage, manual detection methods are di�cult
to meet the detection requirements of large-scale highways
and cannot meet the needs of highway development [2].

To further improve the service life of highways and use
an accurate and e�cient detection method to replace the
traditional manual detection method, some researchers have
conducted research on the automatic detection of pavement
diseases based on visual technology, which includes image
processing, machine learning, and deep learning. Image
processing research includes threshold segmentation, edge
detection, and regional growth. �e threshold segmentation
method is mainly to set the appropriate pixel threshold in the
image and separate the disease from the background by
using the pixel di§erence between the crack and the sur-
rounding background. �e edge detection method mainly
realizes the edge detection through various edge detection
operators. �ese edge detection operators include Sobel
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operator [3], Prewitt operator [4], and Canny operator [5].
.e region growing method mainly displays the specific
information inside the disease through pixel integration.

Compared with the traditional manual detection
method, the image processing method has been greatly
improved, but this method is easily disturbed by external
factors such as road background and sunlight, the types of
road diseases are complex and diverse, and the image
processing method is difficult to detect various types of
complex diseases [6].

In recent years, machine learning and deep learning have
developed rapidly, especially in industrial applications. It has
become possible to use machine learning or deep learning to
build a model for pavement disease detection. Machine
learning methodsmainly include wavelet transform, support
vector machine, and random forest methods. Among the
deep learning methods, convolutional neural networks
(CNNs) have made great progress in semantic segmentation
and target detection tasks. From the current development
status of the target detection field, the target detection
methods based on deep learning are mainly divided into
one-stage method and two-stage method. .e two-stage
method mainly includes R-CNN [7], fast-RCNN [8], and
faster-RCNN [9]. .e advantages of these algorithms are
high recognition accuracy, but they also have the disad-
vantage of slow speed, so it is not suitable for engineering
applications. To solve this shortcoming of the two-stage
method, the researchers proposed the algorithm framework
of the one-stage method. .e representative works include
SSD [10], YOLO series, and anchor-based RetinaNet [11],
Adaptive Sample Selection (ATSS) [12], Fully Convolutional
One-Stage Object Detection (FCOS) [13], and Anchor-Free
Based RepPoints [14].

At present, whether it is based on traditional image
processing methods or methods based on machine learning
and deep learning, there are still some problems in the
detection of asphalt pavement diseases: (1) based on tra-
ditional image processing methods, in terms of recognition
speed, the effect is poor, and it is difficult to deal with
complex engineering tasks. (2) .e cost of network training
and prediction using machine learning and deep learning
methods is too high, and the use of feature extraction will
make the network lose real-time performance and cannot
meet industrial needs. (3) .e engineering application
scenarios are complex, and there are various types of dis-
eases, and it is difficult to guarantee the accuracy and recall
rate of disease identification. Figures 1(a) and 1(b) are
schematic diagrams of the redundancy of the target frame;
Figures 1(c) and 1(d) show that the model incorrectly
identifies negative samples as positive samples; Figures 1(e)
and 1(f) show a schematic diagram of inaccurate prediction
of anchor boxes; Figures 1(g) and 1(h) show the situation
that the model does not extract disease features in place. (4)
.ere is a lack of large data sets for various types of diseases.

To meet the real-time performance and improve the
accuracy and recall rate of target recognition, this study
proposes a real-time, lightweight, and higher-precision
target detection algorithm (PDNet) based on YOLOv5. In
Section 2, this article mainly introduces the domestic and

foreign research status of nondeformation disease detection
of asphalt pavement, and Section 3 introduces the research
methods used in this article. Section 3.1 introduces the
overall architecture of the YOLO-W network proposed in
this article; Section 3.2 introduces the cross-layer weighted
cascade aggregation network (W-PAN); Section 3.3 intro-
duces the improved GhostC3module; Section 3.4 introduces
the improved ShuffleConv module; Section 3.5 is mainly
about the settings of network model parameters, including
loss function and anchor frame settings, respectively; Section
3.6 introduces a data set of seven diseases including
transverse cracks, longitudinal cracks, and repair strips
collected from one province and four cities (FAFU-PD);
Section 3.7 introduces a negative sample algorithm (NST)
for the problem of model misidentification, which can ef-
fectively improve the recognition accuracy of the model;
Section 3.8 uses an adversarial generative network (GAN) to
generate a larger number of samples; Section 3.9 uses the
Poisson transfer fusion algorithm, which is transplanted
based on GAN to generate disease-free pictures to generate
new disease samples; Section 3.10 introduces the Softer-
NMS algorithm. It solves the problem that there are many
false detections of diseases in dense scenes and the posi-
tioning of the prediction frame with high default confidence
of NMS is not very accurate. Section 4 is the experimental
part, Section 4.1 introduces the data and experimental en-
vironment used in this experiment, and Section 4.2 is the
ablation experiment for each method proposed in Section 3.
Section 5 analyzes the methods proposed in this article and
describes the advantages of each method. Section 6 sum-
marizes this article.

.e main contributions of this article are as follows:

(1) It proposes an improved target detection network
YOLO-W. First, to prevent the loss of shallow target
features, a cross-layer cascaded weighted fusion
structure is added to the PANet structure to transfer
detailed information to the deep network, and a
cross-layer weighted cascaded path aggregation
network (W-PAN) is proposed to obtain richer se-
mantic information, deepen the depth of the pyra-
mid, correspondingly increase the detection layer of
the head part, and perform detection at four scales,
so that the laying interval of anchor boxes is more
reasonable; finally, it reduces the feature loss caused
by the upsampling process, which improves the
upsampling method.

(2) Lightweight network: the GhostC3 module is used to
replace the original C3 module, and the ShuffleConv
module is used to replace part of the Conv module,
which alleviates the problem of computational oc-
cupancy in the process of feature channel fusion and
enhances the expressiveness of features.

(3) uses the K-Means ++ algorithm to redesign the size
of the prior box and match it to the corresponding
feature layer.

(4) .e negative sample training method (NSTM) is
adopted to improve the detection accuracy without
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reducing the detection speed and reduce the false
detection rate.

(5) uses an adversarial generative network (GAN) to
generate diseases with a small number of samples.

(6) uses the Poisson transfer fusion algorithm to transfer
the color of the sample generation disease to make it
better match the sample and add the generated
sample to the training set and the validation set.

(7) constructs 7000 data sets (FAFU-PD) including one
province, four cities, and seven diseases.

2. Related Studies

2.1. Pavement Damage Detection Method Based on Image
Processing andMachine Learning. In the early days, most of
the pavement disease detection methods based on image
processing [15–17] were based on threshold segmentation,
because, in images with cracks and other diseases, the pixel
values of cracks and diseases are darker than the sur-
rounding background, and threshold segmentation is used.
.e contours of diseases such as cracks can be well extracted.
Early researchers proposed crack detection algorithms based

(a) (b)

(c) (d)

(e) (f )

(g) (h)

Figure 1: Misrecognition or inaccurate recognition of deep learning models in engineering application scenarios: (a, b) target detection
frame redundancy, (c, d) background is misidentified, (e, f ) the target frame recognition is inaccurate, and (g, h) the disease characteristics
are not obvious, and the detection is missed.
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on threshold segmentation from different perspectives.
Oliveira and Correia [18] proposed a new framework for
automatic crack detection and classification..is framework
preprocesses the generated images using morphological
filters to reduce pixel intensity variations. .en, dynamic
thresholding was applied to identify dark pixels in the image,
and a second dynamic threshold was applied to the resulting
matrix of entropy blocks, which was used as a basis for
identifying image blocks containing cracked pixels. Ayenu-
Prah and Attoh-Okine used BEMD and Sobel edge operators
for pavement crack detection. Multiple images were filtered
by BEMD to remove noise, and the residual image was
analyzed by Sobel edge operator [19]. Yan et al. introduced
morphology into crack detection of high-grade highway
pavement and proposed a new image processing method.
.is method reconstructs the median filter algorithm to
enhance the pavement grayscale image and combines the
morphological gradient operator and the morphological
closure operator to extract crack edges and fill crack gaps
[20]. Wei et al. proposed a pavement crack detection al-
gorithm based on Beamlet transform [21]. Wavelet trans-
form is also one of the commonmethods for pavement crack
detection [22–24]. However, the above methods are very
susceptible to noise interference, and it is difficult to obtain
accurate detection results. Nguyen et al. proposed a new
method that considers both brightness and connectivity in
the segmentation step for crack detection in road surface
images. Features computed along each free path can detect
cracks in any form and any direction [25]. Amhaz et al.
proposed a new algorithm for automatic crack detection
from 2D road surface images..is algorithm, which relies on
the localization of the smallest path in each image, has been
intensively validated on synthetic and real images, and it
provides very stable and accurate results in a variety of
situations in a completely unsupervised manner [26]. Ai
et al. proposed a new method to automatically detect pixel-
level pavement cracks using multiscale neighborhood in-
formation and pixel intensities. Using the pixel intensity
information, a probabilistic generative model (PGM) based
method was developed to calculate the crack presence
probability for each pixel [27]. Shi et al. introduced random
structure forests to generate high-performance crack de-
tectors that can identify arbitrarily complex cracks [28].

However, these traditional methods rely heavily on post-
processing and require a large amount of computation,
which is not conducive to engineering applications.

2.2. Pavement Damage Detection Method Based on Deep
Learning. In recent years, the application of deep learning
methods in the field of target detection has becomemore and
more extensive, including the identification of non-
deformable diseases of asphalt pavement. Neural networks
such as CNN and R-CNN have played an important role in
the field of target detection. Cha et al. proposed a vision-
based approach that uses a deep architecture of convolu-
tional neural networks (CNNs) to detect cracks without
computing defect features. Since CNN can learn image
features automatically, the proposed method can extract
features without IPT conjugation [29]. Zhang et al. used
CNN convolutional neural network for image pre-
classification [30]. Yang et al. implemented a novel deep
learning technique called a fully convolutional network
(FCN) to solve the pixel-level crack identification problem
[31]. Chen and Jahanshahi proposed a deep learning
framework based on convolutional neural network (CNN)
and a naive Bayesian data fusion scheme called NB-CNN for
analyzing a single video frame for crack detection and
proposed a new data fusion scheme is proposed to aggregate
information to improve the overall performance and ro-
bustness of the system [32]. Park et al. proposed a CNN-
based deep learning model, patch-CNN, which consists of
segmentation and classification modules for crack detection
[33]. Zou et al. proposed an end-to-end trainable deep
convolutional neural network (DeepCrack) for automatic
crack detection by learning high-level features represented
by cracks [34]. .ese deep learning-based methods can
improve the accuracy of disease identification to a certain
extent, but they cannot achieve both recognition speed and
accuracy and lose speed while improving the accuracy of
disease identification.

3. Methodology

Figure 2 shows the overall network structure of the algo-
rithm (PDNet) shown in this article. In the preprocessing

Focus

SPP

P4
P5

P6

P3
NST

P3 head

P4 head

P5 head

P6 head So�er-NMS

Concat

(c) (d) (e)(a) (b)

Disease image
generated by

network
Possion
blending

Fusion
result Color

transfer
�e

synthesized
picture

Figure 2: PDNet overall network framework. (a) Preprocessing side, (b) backbones, (c) necks, (d) heads, and (e) nondeformation disease
detection of asphalt pavement.
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stage, a generative adversarial network (GAN) is used to
generate a small number of disease types, and then the
Poisson color transfer algorithm is used to generate the
generated diseases. .e image is fused with the background
to obtain new disease samples. Secondly, all negative samples
that are prone to misidentification are labeled (NST). After
processing, all training and validation sets are sent to the
training network (YOLO-W). At the prediction end, the
Softer-NMS algorithm is used to remove redundant boxes to
obtain the final recognition result.

3.1. .e Overall Architecture of the YOLO-W Network.
YOLO-W is a high-performance target detection network
based on YOLOv5. It adopts a cross-layer weighted cascaded
path aggregation network (W-PAN) to improve the accu-
racy of model recognition and lightweight modules GhostC3
and ShuffleConv to reduce the complexity of the network.
.e network structure of YOLO-W is shown in Table 1. .e
changes in the backbone and neck parts of YOLO-W
compared with the original YOLOv5 network model are
shown in Figures 3 and 4.

Among them, “from” represents the output layer cor-
responding to this layer module, and “−1” represents the
previous layer. “Add” represents the cross-layer weighted
addition module in W-PAN, and “GhostC3” and “Shuf-
fleConv” represent the GhostC3 module and ShuffleConv
module used in YOLO-W, respectively.

3.2. Cross-Layer Weighted Cascade Aggregation Network
(W-PAN). .e shallow network of deep learning focuses on
detailed information, such as edge features. Based on
obtaining simple features, it can help the network return to
the target boundary more accurately; the deep network
focuses on extracting high-level semantic information and
can extract more complex features, which can help the
network detect the target accurately. .e FPN structure uses
shallow features to distinguish simple objects and deep
features to distinguish complex objects, aiming to obtain
more robust detection results. .e FPN structure of
YOLOv5 is based on PAN, which creates a bottom-up path
enhancement, accelerates the flow of underlying informa-
tion, and can well integrate semantic information at all
levels. To further enhance the model’s attention to shallow
semantics, fully integrate the semantic information extracted
by each layer of the FPN, and enhance the network’s ability
of returning to the target boundary, this study improves the
FPN of YOLOv5, called W-PAN, and the specific im-
provement points are as follows:

(1) Add cross-layer weighted connections between input
and output nodes of the same size [35]. .e cross-
layer cascade structure can effectively integrate the
shallow details, edges, contours, and other infor-
mation into the deep network and can fuse the
shallow details of the target with almost no increase
in the amount of calculation so that the network can
be more sensitive to the target boundary. .e re-
gression is more accurate, and the intersection ratio

Table 1: YOLO-W algorithm architecture diagram.

Number From Parameters Module
0 −1 3520 Focus
1 −1 10756 ShuffleConv
2 −1 10016 GhostC3
3 −1 40868 ShuffleConv
4 −1 41840 GhostC3
5 −1 159460 ShuffleConv
6 −1 173304 GhostC3
7 −1 466468 ShuffleConv
8 −1 325016 GhostC3
9 −1 925028 ShuffleConv
10 −1 656896 SPP
11 −1 575112 GhostC3
12 −1 103872 ShuffleConv
13 −1 0 Upsample
14 [−1, 8] 0 Concat
15 −1 466512 GhostC3
16 −1 52864 ShuffleConv
17 −1 0 Upsample
18 [−1, 6] 0 Concat
19 −1 208608 GhostC3
20 −1 18240 ShuffleConv
21 −1 0 Upsample
22 [−1, 4] 0 Concat
23 −1 53104 GhostC3
24 −1 75584 ShuffleConv
25 [−1, 20] 0 Concat
26 [−1, 6] 36482 Add
27 −1 143072 GhostC3
28 −1 298624 ShuffleConv
29 [−1, 6] 0 Concat
30 [−1, 8] 105730 Add
31 −1 368208 GhostC3
32 −1 669120 ShuffleConv
33 [−1, 12] 0 Concat
34 −1 695744 GhostC3
35 [23, 27, 31, 34] 96300 Detect
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Figure 3: .e improved backbone module.
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between the predicted frame and the real frame is
effectively improved. At the same time, considering
that the integration of shallow features will have a
certain impact on deep semantic information when
using cross-level concatenation, a learnable method
is adopted for fusion. .e two fusion methods used
in this study are given as follows: in the process of
feature fusion, since the information flow of the top
and bottom nodes is fast and the number of con-
volutions experienced is small, the loss of detailed
information is not much. .ere is complexity of the
small model, so the concat operation is directly used
to perform feature fusion by channel. .e process is
shown in Figure 5. F represents the feature map, w

represents the width of the feature map, h represents
the height of the feature map, and c represents the
number of channels of the feature map.
For nodes in other layers, the concat operation is
used for feature fusion on adjacent paths, and the
weighted add operation with learnable weights is
used for feature fusion on nonadjacent paths. .e
add operation can not only reduce the amount of
calculation but also reduce the amount of invalid
shallow information. Fusion calculation is shown in
the following formula:

OUT � 
i

μi · xi

ε + jμj

, (1)

where xi represents each feature map to be fused; ? is
the weight coefficient of the feature map, which can
be updated through learning. .e initial weight
coefficient is set to 1, indicating that the two layers of
feature maps are fused equally; ε is a very small
number (≤10−3) which can effectively prevent nu-
merical instability. Normalizing the weights between
0 and 1 increases the speed of training while

preventing unstable training. According to formula
(1), the feature fusion method for an intermediate
layer is shown in Figure 6.
In Figures 5 and 6, given the input feature map
F1 ∈ Rw×h×c1 of a certain layer, the top-down path
corresponds to the layer’s feature map F2 ∈ Rw×h×c2 ,
and the bottom-up path corresponds to the layer’s
feature map F3 ∈ Rw×h×c3 , “∗ ” indicates the concat
operation, “+” indicates the add operation, and
weight1 and weight2 are the weight values of the
feature map fusion on the two paths, respectively. It
can be seen from the two figures that the feature
fusion of the top and bottom output nodes adopts
the concat operation, while the feature fusion of the
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Figure 4: .e improved neck module.
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Figure 5: Schematic diagram of general feature fusion.
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Figure 6: Schematic diagram of the cross-layer connection.
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middle layer nodes first undergoes the concat op-
eration and then performs weighted add with the

channel-aligned input layer operation. .e final
feature map obtained at the output node is a com-
posite feature map containing details, edges, and
high-level semantic information. For ease of un-
derstanding, taking the middle layer P4 as an ex-
ample, the calculation of the output on each path is
shown in the following formulas:

P4td � Concat P4in,Resize Conv P5in   , (2)

P4out �
μ1 · Concat P4td,Resize Conv P3out    + μ2 · P3out

ε + μ1 + μ2
, (3)

where Pkin represents the input of the kth layer, Pktd

represents the output of the kth layer intermediate
node in the top-down path, and Pkout represents the
output of the kth layer output node in the bottom-up
path.

(2) Increase the depth of the feature pyramid upwards.
.e high-level perception field of FPN is large, and
the semantic information contained is more ad-
vanced, which can increase the learning ability of the
network and further improve the detection accuracy.
.e FPN of YOLOv5 is 3 layers. Based on im-
provement 1, this study deepens it to 4 layers, which
can make full use of the proposed cross-layer cascade
structure. In addition, to match the depth of FPN,
this study adds the detection layers of the detect part,
named tiny, small, medium, and large, respectively,
performs target detection on the feature maps output
by P3, P4, P5, and P6 in turn, and increases the
detection. .e laying interval of anchor boxes after
the layer becomes more reasonable, and the stability
of training and the convergence speed and accuracy
of the model will be effectively improved. Based on
the improvement points 1 and 2, the simplified
version of the FPN structure used in this article is
shown in Figure 7.
.e red dotted line in Figure 7 is the cross-layer
cascading. It can be seen from the figure that the
cross-layer weighted fusion is only used for the two
middle layers P4 and P5. For the top layer P6 and the
bottom layer P3, there is no much loss due to in-
formation flow. Considering the operating efficiency
of the model, this study directly splices the two
feature maps by channel. To objectively give the
impact of deepening the pyramid on the network,

Table 2 shows the comparison of the effect of
YOLOv5s before and after deepening the pyramid,
where W-PAN-Deep represents the PAN module
after deepening the pyramid.
.e comparison of the effect of YOLOv5s before and
after deepening the pyramid shows that, after
deepening the pyramid, although the F1-score of the
model has been greatly improved, the large increase
in the number of parameters makes loading the
network need more video memory, which not only
increases the hardware requirements for model
training but also affects the speed at which the model
runs. To solve such a problem, this study introduces
the Ghost series of modules to lighten the network, to
a certain extent, to make up for the negative impact
of the increased network complexity after deepening
the pyramid.

(3) Improve the YOLOv5 upsampling method. YOLOv5
uses the nearest neighbor interpolation method for
upsampling. .is method uses a single reference
point pixel value for estimation. Although the speed
is fast and the overhead is small, the upsampling
process will cause serious feature loss and reduce the
detection accuracy of small targets. .e bilinear
interpolationmethod uses four points to estimate the
interpolation, and the obtained feature map is more
delicate and the loss of details is less. .erefore, this
study changed the upsampling method to the bi-
linear interpolation method, and the complexity of
the two is only a constant level gap, relatively to the
improvement in accuracy; the computational over-
head is acceptable. Table 3 shows the experimental
accuracy comparison of YOLOv5s using PAN
structure and two W-PAN structures; W-PAN

P4

P5

P6

P3

Figure 7: FPN structure used in this article (W-FPN).

Table 2: Comparison of YOLOv5s effects before and after deep-
ening the pyramid.

Module Parameters GFLOPs F1-score (%)
PAN 7114785 16.5 81.34
W-PAN-Deep 12395500 16.7 84.39
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indicates that the FPN structure proposed in this
study is completely used.

It can be seen from the table that the F1-score index of
using W-PAN is improved by 5.16% compared with that of
PAN and the F1-score index of W-PAN-Deep, which
deepens the pyramid, is improved by 1.6%, which proves
that the cross-level cascade structure can further improve the
regression accuracy of the network to the boundary. In
general, the W-PAN structure makes the fusion of semantic
information at all levels of the network more reasonable and
sufficient. .e introduction of W-PAN has greatly improved
the accuracy of the network, especially the accuracy of high
intersection and is higher than the required accuracy, which
proves that the network from .e W-PAN structure in-
corporates more effective feature information, which can
better return the bounding box of the target and fit the
industrial target detection task of high cross-comparison.

3.3. Improved GhostBottleneckCSP. GhostNet proposes an
innovative module Ghost, which generates more feature
maps with fewer parameters and computations [36]. .e
implementation of Ghost is divided into 2 parts, one is
ordinary convolution, and the other is a linear operation
with fewer parameters and computations. First, a part of the
feature map is obtained through limited ordinary convo-
lution, and then the obtained feature map is linearly op-
erated to generate more featuremaps, and finally the two sets
of feature maps are spliced in the specified dimension. .e
operating principle of Ghost is shown in Figure 8.

.e operation of the ordinary convolution layer is shown
in

Y � X∗f + b. (4)

.e Ghost module containing block contains a small
number of convolutions, a population identity map, and m ×

(s − 1) linear operations. First, generate a small number of
feature maps through general convolution; then perform
cheap linear operations on the feature maps obtained in the
first step to generate Ghost featuremaps. Finally, the two sets
of feature maps are spliced by channel to generate enough
feature maps to match the given number of output channels.

For an input X ∈ RW×H×C, the output Y ∈ RW′×H′×n of a
general convolution can be denoted by Y � X · f + b, the
f ∈ Rk×k×C×n represents C × n convolution operations with a
kernel size of k × k, and b represents the bias term. W and H

represent the width and height of the input feature map,
respectively. W′ and H′ represent the width and height of
the output feature map, respectively. C refers to the number
of input channels. .e FLOPs of a general convolution can

be denoted by W′ · H′ · n · k · k · C. Ghost convolution
adopts the step-by-step strategy, and the calculation method
is shown in

Y′ � X · f′, (5)

Yij � Φij · Yi
′, i ∈ [1, m], j ∈ [1, s]. (6)

In a small number of convolution results, Y ∈ RW′×H′×m

represent the m feature maps (m≪ n) generated by the
general convolution f′ ∈ Rk×k×C×m on the input X; then the
m feature maps are linearly operated one by one, and each
feature map generates s feature maps, and a total of n �

m × s feature maps are generated. Feature map Φij rep-
resents the ith linear operation on the jth feature map Yi

′
generated in the first step of convolution; Φi,s represents a
direct feature identity map. To ensure the efficiency and
practicability of CPU or GPU, set the size of the convo-
lution kernel of each linear operation to be d × d; then the
speed ratio of general convolution and Ghost convolution
can be calculated by

RATEs �
W′ · H′ · n · k · k · C

W′ · H′ · m · k · k · C + W′ · H′ · (n − m) · d · d · C

�
W′ · H′ · n · k · k · C

W′ · H′ · (n/s) · k · k · C + W′ · H′ · (s − 1) · (n/s) · d · d·

�
k · k · C

(1/s) · k · k · C +((s − 1)/s) · d · d

≈
s · C

s + C − 1

≈ s.

(7)

Here, k × k and d × d have the same size, and s≪C.
From the simplification results, the calculation amount of
general convolution is roughly s times that of Ghost con-
volution. Similarly, the number of parameters can be cal-
culated as s times. Ghost convolution is a lighter and faster
module. Based on this, this study designs GhostBottleneck

Ordinary convolution

Direct splicing

ϕ1

ϕ2
ϕ3

Figure 8: Comparison of Ghost convolution and general
convolution.

Table 3: Comparison of the effects of W-PAN-Deep and PAN
under YOLOv5s.

Module F1-score (%)
PAN 81.34
W-PAN-Deep 84.39
W-PAN 85.77
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and GhostBottleneckCSP modules based on the Ghost
module. .e specific structure is shown in Figure 9.

C1 and C2 in Figure 9 refer to the number of channels of
input and output characteristic graphs, respectively. In this
article, the 1× 1 ordinary convolution shown in Figure 9(a)
is used to reduce the number of channels to 1/2 of the
number of output channels, and then a depthwise convo-
lution with a size of 5× 5 is performed according to the
obtained feature map. Finally, the two sets of features are
spliced together. .e first Ghost module in Figure 9(b) first
reduces the number of output channels to 1/2 of the number
of target output channels, and then the second Ghost
module restores the number of channels to the number of
target output channels and transmits the number of chan-
nels together with the residual. .e incoming input feature
maps are added point by point for feature fusion. As shown
in Figure 9(c), use GhostBottleneck to replace all bottleneck
modules in YOLOv5 and form a new GhostBottleneckCSP
with the C3 module. .e original bottleneck consists of 1× 1
and 3× 3 standard convolutions. .e new structure replaces
the original bottleneck. .ere are more 3× 3 standard
convolutions in the model, which reduces the amount of
computation and compresses the model.

3.4. ShuffleConv. Most of the current excellent lightweight
networks use group convolution or deep separable convo-
lution to reduce the amount of computation generated by
convolution operations. However, to achieve feature fusion
between channels, the 1× 1 convolution used in these

networks takes up more computation throughout the pro-
cess. To alleviate this problem, ShuffleNet [37] proposed the
concept of channel mixing. After group convolution, the use
of channel blending can realize the flow of information
between groups and enhance the expression ability of fea-
tures in a more economical way. Channel mixing can be
achieved by conventional tensor operations, as shown in
Figure 10.

.e number in Figure 10 is the number of the input
channels..e channel is extended to twodimensions using the
reshape operation, and the extended two dimensions are
replaced by transpose. .rough this operation, the informa-
tion between the group convolution channels can be fused
without increasing the amount of computation. Finally, the
flatten operation restores the two dimensions to the original
initial dimension and completes the channel washing. Based
on the above principle, it can be considered that a point-by-
point convolutioncanbe replacedbya1× 1groupconvolution

Add
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Figure 9: (a) Ghost module, (b) GhostBottleneck, and (c) GhostBottleneckCSP.
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and a channel mixing operation combination. Compared
with the standard convolution, the parameter number and
calculation amount of the group convolution are greatly re-
duced, and the group convolution has a similar regular effect,
which can reduce the probability of overfitting. For these
advantages, this article improves the ordinary convolution
operation in 6 Conv modules of 3× 3 and 2 Conv modules of
1× 1 in YOLOv5. .e original ordinary convolution is
replaced by group convolution and channel mixing module,
which can theoretically realize further compression of the
model.

3.5. Parameter Setting

3.5.1. Loss Function. In the prediction of YOLOv5, Gen-
eralized IoU (GIoU) [38] is used as the loss function of BBox,
and weighted nonmaximum suppression (NMS) is used..e
loss function is shown in

LGIoU � 1 − IoU +
C − B∪B

gt
 

C
, (8)

IoU �
A∩B

A∪B
. (9)

However, when the prediction box is in the ground-truth
box and the size of the prediction box is the same, the relative
position of the prediction box and the ground-truth box
cannot be distinguished.

.erefore, this article uses Complete IoU (CIoU) [39] to
replace GIoU. Based on considering GIoU loss, CIoU loss
considers the consistency of BBox overlapping area, center
distance, and BBox aspect ratio. It can better predict the
target..e definition of the loss function of GIoU is shown in

RCIoU �
ρ2 b, b

gt
 

c
2 + α], (10)

] �
4
π2 arctan

wgt

hgt
− arctan

w

h
 

2

, (11)

LCIoU � 1 − IoU + RCIoU, (12)

where ρ2(b, bgt) represents the Euclidean distance between
the prediction box and the target box and c2 represents the
diagonal distance of the minimum enclosing rectangle.
wgt/hgt and w/h represent the width-to-height ratios of the
target box and the prediction box, respectively. .e trade-off
parameter is defined as α, which is a parameter greater than
0. .e definition of trade-off parameters is shown in

α �
v

(1 − IoU) + v
. (13)

3.5.2. K-Means ++ Clustering Anchor Frame. YOLOv5
conducts K-Means clustering on the COCO data set of
general target detection and obtains the initial prior anchor
frame. However, there are many types of targets in the

COCO data set, which can reach more than 80 categories,
and the types of pavement diseases in this article are 6
categories, which cannot meet the needs of actual disease
detection..erefore, it is necessary to redesign the size of the
prior anchor frame. In this article, the K-Means ++ clus-
tering algorithm is used to cluster the annotated target
boundary anchor frames in the disease data many times, and
different numbers and sizes of prior frames are generated as
much as possible to increase the matching degree between
the prior box and the actual target box, to further improve
the detection accuracy. In the clustering process, the average
intersection corresponding to the number of centers of
different clusters is shown in Figure 11.

It can be seen from Figure 11 that when the number of
prior frames is from 0 to 9, IoU shows a rapid upward trend,
but when the number of prior frames is from 9 to 12, the
growth rate of IoU slows down. In order to balance the
detection accuracy and rate, nine prior anchor frames are
finally selected, and the sizes of the anchor frames after
clustering are, respectively, [54.2 99.2], [32.7 634.1], [604.1
354.2], [194.9 300.1], [251.2 95.9], [39.4 258.0], [47.1 427.7],
[239.2 611.0], and [574.1 109.9]. .e clustering center effect
is shown in Figure 12.

3.6. FAFU-PDDataSet. Training a deep learning model with
high accuracy and strong generalization ability needs to rely
on large-scale and high-quality data sets, but many specific
problems do not have a rich variety of public data sets, so it is
particularly important to obtain high-definition pavement
disease images. At present, the existing pavement disease
data sets are collected by cameras installed in the cab or on
the roof. In the actual highway inspection task, the image
data collected in this way cannot well determine the pile
number of the collection sites. .ere are two sources of road
disease image data in this article: one is the road disease data
provided by Fujian Highway Datong Detection Co., Ltd.,

121086420
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Figure 11: Number of centers of different clusters and average
intersection-sum ratio.
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and the other is the road disease data collected by the Digital
Highway Data Vehicle (DHDV). As shown in Figure 13, the
DHDV multifunction detection vehicle is jointly developed
by Oklahoma State University, Arkansas University, and
WAYLINK Company..e detection vehicle can collect road
data at the speed of 100 km/h, and the acquisition range can
cover a 4m lane width. .e accuracy of surface texture data
collected in the vertical direction can reach 0.3mm, and the
accuracy of data in the longitudinal direction can reach
1mm..e PaveVision3D sensor equipped on DHDV carries
the latest imaging technology, which can obtain 2D and 3D
laser imaging data from the road through two separate left
and right sensors. Customized optical filters and high-power
line laser projection systems enable DHDV to maintain
consistency in image quality both during the day and night.
DHDV collected part of the two-dimensional laser asphalt
pavement nondeformation disease images as shown in
Figure 14.

3.7.NSTAlgorithm. When detecting targets according to the
characteristics of the object, the objects with similar char-
acteristics are often classified as a class. Asphalt pavement

disease is the target that we need to detect. In the actual
detection process, it often conflicts with some other back-
ground targets. For example, the detection of crack diseases
is often affected by the induction coil under the road, the
lane scratch, and the pavement spray. .e disease detection
of patch type is often affected by pavement construction
expansion joints, road markings, and indicator arrows.
When the disease of patch type is detected, it is often affected
by water stain, oil stain, and rutting. Particularly, when
continuous water stain and oil stain occur on the pavement,
the probability of false detection will be greatly improved.
Figure 15 shows the partial misdetection of the model.

To solve the hidden dangers brought by negative samples
to road inspection, this article proposes a new negative
sample training method. When training and labeling the
target object, it is used as data for a series of backgrounds
such as induction coils, water stains, and oil stains. .e
centralized negative sample labels, that is, the negative
samples such as induction coils, water stains, and oil stains,
are labeled. During the training process of the data set, the
model will simultaneously label the positive samples (hor-
izontal seam, vertical seam, patch, patch, etc.) and negative
sample labels (induction coils, water and oil stains, etc.) for
detection, and these negative sample labels can be excluded
from the final detection results.

.e advantages of this negative sample training method
can be analyzed from the theory of information entropy.
Information entropy is often used as a quantitative index of
the information content of a system, which can be further
used as the objective of system equation optimization or the
criterion of parameter selection. .e definition of infor-
mation entropy is shown in

H(X) � − 
n

i�1
pilogpi, (14)

wherepi represents the probability that the ith symbol ap-
pears in the information source. H stands for information
entropy.

After applying the NST method, positive sample (dis-
ease) tags and negative sample (background) tags may ap-
pear in the XML file generated by the detection. According
to the principle of YOLOv5 and formula (14), the infor-
mation entropy of the data set with and without negative
sample labels can be obtained. From the principle of the
neural network, it can be known that when the size of the
image sent to the detection is different, it will affect the final
recognition effect. We found that when the size of the image
is 896, the number of false detections is converted into
probability, before and after adding negative samples. .e
information entropy is 0.07405 and 0.07809, respectively;
obviously, the gain is increased by 5.17%.

.e negative samples and their labels of the NSTmethod
are shown in Figure 16.

3.8. Generative Adversarial Network Data Augmentation
Algorithms. A generative adversarial network (GAN) is a
game model based on adversarial generation proposed by

Figure 13: DHDV multifunctional detection vehicle.
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Figure 12: Cluster center effect diagram.
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Creswell et al. [40]. .e GAN framework includes a gen-
erator network (G) and discriminator network (D). G and D
confront each other through their respective strategies and
reuse each other’s strategies to adjust their strategies in time
[41].

In our collected highway asphalt pavement disease data,
the number of cracks, loose, and other diseases is small. To
reduce the impact of unbalanced data types, we choose the
GAN data enhancement algorithm to expand the amount of
data on cracks, loose, and other diseases.

.e basic framework of the GAN network used in this
article is shown in Figure 17. .e noise is fused into the
original image to generate data..e generated data are input
to G and the feature information of the pit is extracted. .e
fitting data are generated to deceive D, and D is used to
identify the authenticity of the output data and feedback to
the generated network to train the model.

Ratliff et al. [42] proposed Wasserstein distance to re-
place JS divergence (Jensen-Shannon divergence, JS), that is,
Wasserstein generated adversarial network (WGAN) to
improve the mode collapse problem of GAN. WGAN still
has the problem of gradient explosion and gradient disap-
pearance caused by gradient clipping. .erefore, Hsu et al.
[43] proposed WGAN-GP with gradient penalty term. In

this study, WGAN-GP with better data generation perfor-
mance was used to generate pit data. .e G and D of
WGAN-GP were set to five layers of convolutional neural
networks, and the number of layers was 1∼5. G is composed
of transposed convolution (ConvTrans2d), batch norm
(BN), and ReLu and Tanh activation functions. D is com-
posed of convolution (Conv2d), instance norm (IN), and
LeakyRelu activation functions. .e detailed parameter
settings of the network are shown in Table 4. In the table, K
(kernel size, K) represents the size of the convolution kernel,
N_out (number of out, N_out) represents the number of
convolution kernels, and S (stride, S) represents the step size.

3.9. Poisson Migration Fusion Algorithm. In this study, the
groove image generated by WGAN-GP is inserted into the
disease-free road image to generate new training data.
Firstly, the Poisson algorithm is used to output the fused
image [44], and then the synthesized image is output by the
color migration algorithm [45]. When integrating the image,
the image should be integrated as real as possible. When
synthesizing the image, the natural effect of the original data
set should be maintained. .erefore, the color migration is
added based on the Poisson fusion, which is called the

(a) (b)

(c) (d)

(e) (f )

Figure 14: Two-dimensional laser asphalt pavement nondeformation disease image. (a) Repair-strip, (b) patch, (c) longitudinal crack, (d)
crack, (e) transverse crack, and (f) loose.
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Poisson migration fusion. As an image fusion method, the
Poisson algorithm can better integrate the source image into
the target image. In this study, the reference code of Poisson
fusion implementation is shown in the literature. .e color
transfer algorithm can ensure that the target image and the
reference image have the same pixel mean and variance in the
color space. In this study, the color transfer implementation
code is shown in the literature. In the Poisson algorithm, the
pixel value of the unknown region is calculated by the Poisson
equation, and the calculation method is shown in

min
f

B
ω
|∇f − v|

2

f zω � f
∗
zω.

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
. (15)

Type:ω for the target image;∇ is a gradient operator; ] is the
gradient region in the image; f is the unknown function of the
target image;f∗ is the known function of the source image; zω is
the boundary between the source image and the target image.

In the color transfer algorithm, the best matching pixel of
the target image is found according to the color component of
the reference image. .e calculation method is shown in

Ti,j � di − dj



 + σi − σj



 + fi − fj



, (16)

where i and j are pixels of two images, respectively; di and dj

are the distance between pixels and clustering points; σi and
σj are spatial dynamic selection coefficients of images; fi and
fj are the average brightness of two images. .e schematic
diagram of the Poisson migration fusion algorithm is shown
in Figure 18.

3.10. Softer-NMS. Softer-NMS for final result processing
nonmaximum suppression (NMS) is mainly used for
postprocessing of target detection model output based on
deep learning, to remove redundant detection boxes and
obtain correct detection results. But through the analysis we
can find that NMS has the following defects:

(a) .ere are more missed detections in dense scenarios:
when there is partial overlap between two targets
nearer, there is a greater likelihood of missed de-
tections for targets with less confidence.

(b) .e NMS default box with higher confidence scores
is more accurate, and this condition is not always
valid because classification and regression tasks are
not directly related. High confidence border boxes
are not always more reliable than low confidence
border boxes.

(a) (b) (c)

(d) (e) (f )

(g) (h) (i)

Figure 15: Misdetection. (a) Misidentification of joints as a patch, (b) misidentification of lane markings as a patch, (c) misidentification of
induction coils as transverse cracks, (d) misidentification of pavement scratches as longitudinal cracks, (e) misidentification of lane indicator
arrows as patch, (f ) misidentification of rut imprints as a patch, (g) misidentification of deceleration belts as patch, (h) misidentification of
pavement splits as longitudinal cracks, and (i) misidentification of water stains as a patch.
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(c) .e labeling of ground truth may not be reliable.

Aiming at the first problem of NMS, Soft-NMS designs
the degree function of confidence score decline according to
the size of IoU and has achieved certain results. But for the
other two problems the classification confidence score is not
strongly correlated with the IoU of the box, so a newmethod
is needed to measure the location confidence of the box.
Based on this, Softer-NMS puts forward two ideas, re-
spectively, to build the confidence of IoU to model how
much grasp that the current frame and GT are coincident; a
method is proposed to combine multiple frames according

(a) (b) (c)

(d) (e) (f )

(g) (h) (i)

Figure 16: Negative sample labels. (a) Expansion joints (joint), (b) roadmarkings (laneMarking), (c) induction coils (coil), (d) lane scratches
(scratches), (e) lane indication arrows (indicatesArrow), (f ) rut, (g) speedBumps, (h) thrownObjects, and (i) waterStains.

C

D

(a) Noise (b) Original image

(c) Generate data

(e) Fit data

(d) Feature data

Feedback

Figure 17: Generating the basic framework of an adversarial network (GAN).

Table 4: WGAN-GP network detailed parameter table.

Layers Net Parameters
G1 ConvTrans2d +BN+ReLu K: 4, N_out : 512, S: 1
G2 ConvTrans2d +BN+ReLu K: 3, N_out : 256, S : 2
G3 ConvTrans2d +BN+ReLu K: 3, N_out :128, S: 3
G4 ConvTrans2d +BN+ReLu K: 4, N_out : 64, S: 4
G5 ConvTrans2d +Tanh K: 6, N_out : 64, S: 4
D1 Conv2d + IN+LeakyReLu K: 6,N_out : 64,S: 4
D2 Conv2d + IN+LeakyReLu K: 4, N_out : 64, S: 4
D3 Conv2d + IN+LeakyReLu K: 3, N_out :128, S: 3
D4 Conv2d + IN+LeakyReLu K: 3, N_out : 256, S: 2
D5 Conv2d K: 4, N_out : 512, S 1
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to the IoU confidence to optimize the final generated frame.
For IoU confidence, Softer-NMS uses Gaussian functions to
model the prediction box. .e calculation method is shown
in

Pθ(x) �
1

2πσ2
e

− x− xe( )
2/2σ2

. (17)

Using delta distribution to model GT frame, the cal-
culation method is shown in

PD(x) � δ x − xg . (18)

In formulas (17) and (18), Pθ(x) represents the Gaussian
probability distribution of the predicted bounding box,
PD(x) represents the delta probability distribution of the
predicted bounding box, x represents the value of the actual
bounding box, σ represents the standard deviation, xe

represents the prediction box after offset, and the output xg

represents the GT box.
Softer-NMS method can effectively avoid missed de-

tection in complex asphalt pavement disease processing
scenarios, to improve the recall rate and meet the needs of
engineering tasks.

4. Experiments

4.1.Data andExperimental Environment. .e experiment in
this article requires good hardware configuration and GPU
acceleration. .e running environment of the experiment is
shown in Table 5. .e data set used in this article is from the
subgrade and pavement safety detection platform of the
Digital Fujian Intelligent Transportation Technology In-
ternet of .ings Laboratory of Fujian Agriculture and
Forestry University and Fujian Expressway Datong Detec-
tion Company. .is data set selects 7,000 training set images
and 1750 test set images, respectively. To increase the ro-
bustness of the training model, the data set adds background
images that do not contain diseases and adds background

labels such as road markings, indicator arrows, and bridge
joints. All label categories are shown in Table 6.

4.2. Ablation Experiment

4.2.1. Evaluating Indicator. .e automatic identification of
highway asphalt pavement diseases belongs to the category
of target detection. At present, the commonly used indexes
to evaluate the training performance and robustness of the
model are precision (P), recall (R), and mean average
precision (mAP).

.e target detection and evaluation index is applied to
the test of highway asphalt pavement diseases, and two kinds
of results images can be obtained, including images with
diseases and images without diseases. True-positive (TP),
false-positive (FP), true-negative (TN), and false-negative
(FN) are important indicators to describe the accuracy of the
model. .e specific formulas of the above metrics are shown
in

Precision �
TP

TP + FP
�

TP
all detections

, (19)

Recall �
TP

TP + FN
�

TP
all ground truths

, (20)

AP � 
1

0
PdR, (21)

mAP �


N
i�1 APi

N
. (22)

TP, FP, and FN refer to correct check box, wrong check
box, andmissing check box, respectively. AP value is the area
of the P-R curve, and N represents the total number of de-
tection categories; this article is 10. mAP @ 0.5 refers to the
averageAPof all categorieswhen IoU is set to 0.5.mAP@0.5 :

Disease image
generated by

network

Original
image

Possion
blending

Color
transfer

Fusion result
�e synthesized

picture

Figure 18: Schema of Poisson migration fusion algorithm.

Table 5: Experimental operational environment.

Category Entry Version
Hardware configuration System Windows 10

Software configuration

Graphics card CPU GeForce RTX 3080 Intel(R) core(TM) i7-6700 CPU
Python version 3.8

Deep learning framework PyTorch
CUDA 10.0
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0.95 refers to the average mAP on different IoU thresholds.
.e IoU value ranges from 0.5 to 0.95, and the step length is
0.05..e average detection processing time includes network
self-inference time and NMS processing time.

F1-score is a measure of classification problems. Some
machine learning competitions for multiclassification
problems often use F1-score as the final evaluation method.
It is the harmonic average of precision rate and recall rate,
with a maximum of 1 and a minimum of 0. Based on this,
this article selects F1-score as the final model evaluation
criteria. .e calculation method of the F1-score is shown in

F1 � 2 ×
precision × recall
precision + recall

. (23)

4.2.2. Selection of Detection Image Size. In the process of
image recognition, the larger the size of the image, the higher
the clarity, the higher the recognition accuracy, and the
slower the speed. .e image with a small size is exactly the
opposite..erefore, how to balance the relationship between
speed and accuracy is a very critical factor for us to select the
image size. .e variation trend of F1-score and FPS with the
size of the detected image is shown in Figure 19. .e black
curve in the figure represents the change of the F1-score with
the size of the detected image. .e red curve represents the
change of FPS with image size. It can be seen from the figure
that the F1-score increases rapidly with the increase in image
size.When the detection size exceeds 896, the curve becomes
smooth. At the same time, the detection speed decreases
with the increase of detection size. Considering this com-
prehensively, 896 is selected as the size of image detection,
and 1024 is selected as the reference standard.

4.2.3. Network Structure Ablation Experiment. In this sec-
tion, the performance change caused by the change in
network structure is gradually verified by ablation experi-
ments. Four experiments are conducted for the target de-
tection model of YOLOv5. Four networks, YOLOv5,
YOLOv5-WPAN, YOLOv5-WPAN-Ghost, and YOLOv5-
WPAN-Ghost-Shuffle (YOLO-W), are trained, respectively,
in the four experiments. .e network name can correspond
to the structure described above one by one. Figure 20 shows
the precision curve of the four networks when the input
image size is 896, and Figure 21 shows the recall curve of the
four networks when the input image size is 896. .e

brightness of the curve increases in turn, respectively, rep-
resenting YOLOv5, YOLOv5-W-PAN, YOLOv5-WPAN-
Ghost, and YOLOv5-WPAN-Ghost-Shuffle (YOLO-W). In
Figure 20, the accuracy of YOLOv5-WPAN-Ghost-Shuffle
has an obvious loss, and the fluctuation is more intense.
Fortunately, in the late trainingperiod, thedifferencebetween
the accuracy of the model and YOLOv5 is lower than that in
the early stage. .e cause of fluctuations found during later
debugging is related to batch-size settings.

As can be seen from Table 7, when the image size is 896,
the calculation amount and parameters of the YOLOv5
network model withW-PAN structure are increased by 1.2%
and 27.9%, respectively, and the F1-score is increased by
5.2%. After adding GhostBottleneck, the computation and
parameters of the model are reduced to 53.3% and 65.3% of
the original YOLOv5 network, respectively. .e F1-score is
increased by 7.5%, the model size is reduced by 37.8%, and
the speed is increased by 5.9% with GPU.

After the standard convolution is replaced by Shuf-
fleConv, the number of model parameters and the amount of
calculation are further reduced to 29.5% and 29.3%, the F1-
score is increased by 0.6%, and the model size is reduced by
29.9%. .e result that the speed is not improved in the case
of GPU is also expected. On the GPU platform with suffi-
cient computing power, although the group convolution
reduces the amount of computation and parameters, due to
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Figure 19: F1-score and FPS versus image size.

Table 6: All label categories in the data set.

Disease Label Nondisease Label
Transverse crack TransverseCrack Deck expansion joint Joint
Longitudinal crack LongitudinalCrack Road marking LaneMarking
Alligator crack AlligatorCrack Induction coil Coil
Repair-strips Sealing Scratch Scratches
Repair block Patch Guide finger IndicatesArrow
Loose Loose Rut Rut
Repair seam SealingCrack Deceleration strip SpeedBumps

Sprinkler .rownObjects
Water stain WaterStains
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the limitation of memory exchange speed, the bottleneck of
ShuffleConv is not the computational strength, so this
module has little effect on the GPU environment. In ad-
dition, YOLOv5-WPAN-Ghost-Shuffle improves F1-score
compared with YOLOv5-WPAN-Ghost, which proves the
regularization effect of group convolution to some extent.

To further verify the efficiency of the proposed modules
and networks, it is compared with similar lightweight net-
works YOLOv3-tiny and YOLOv4-tiny. It can be seen from
Table 7 that the proposed network model has absolute
advantages over YOLOv3-tiny and YOLOv4-tiny. .e

model size was only 59.0% and 44.7% of the above models,
but the F1-score exceeded YOLOv3-tiny and YOLOv4-tiny
by 13.6% and 10.6%. .erefore, the proposed model is
reasonable and economical in engineering applications.

Secondly, by adding YOLOv3-tiny-Ghost-Shuffle,
YOLOv3-tiny, YOLOv4-tiny-Ghost-Shuffle, and YOLOv4-
tiny into two groups of comparative experiments, the op-
timization versatility of GhostBottleneck and ShuffleConv
modules on other networks is proved. Compared with
YOLOv3-tiny, YOLOv3-tiny-Ghost-Shuffle reduces the
computation and parameter by 81.4% and 92.8%, respec-
tively. .e model size was compressed by 91.6% and the F1-
score was increased by 1.4%. Compared with YOLOv4-tiny,
YOLOv4-tiny-Ghost-Shuffle reduced the calculation
amount and the number of parameters by 58.5% and 64.4%,
respectively, reduced the model size by 58.5%, and increased
the F1-score by 1.2%.

4.2.4. GAN Ablation Experiment. In this section, we verify
the performance change of the network model caused by the
confrontational generation network (GAN) through abla-
tion experiments. .ree experiments are carried out for the
YOLOv5 network model. .e three experiments train
YOLOv5, YOLOv5+GAN+Poisson, and YOLO-
W+GAN+Poisson networks, respectively. .e experi-
mental results are shown in Table 8. Taking the input image
size of 896 as an example, YOLOv5+GAN+Poisson is
2.54% higher than YOLOv5 in F1-score, and YOLO-
W+GAN+Poisson is 9.13% higher than YOLOv5. Exper-
iments show that the performance of the model can be
effectively improved by adding a small number of diseases
generated by the confrontation generation network (GAN)
in the data set.

4.2.5. NST Ablation Experiment. In this section, the data sets
with and without nondisease labels are used for training, and
the performance of each model in the NST ablation ex-
periment is shown in Table 9. Taking the input image size of
896 as an example, YOLOv5+NST is 3.55% higher than
YOLOv5 in F1-score, YOLOv5+GAN+Poisson+NST is 2.32%
higher than YOLOv5+GAN+Poisson, and YOLO-W+GAN+-
Poisson+NST is 2% higher than YOLO-W+GAN+Poisson.
Experiments show that the NST algorithm can effectively im-
prove the performance of the model.

5. Analysis

To further verify the efficiency of the PDNet network
architecture proposed in this article, the MMDetection
tool is used to compare it with other classical networks on
the FAFU-PD data set (including negative samples and
generating disease data). .ese classical networks include
a single-stage target detection network and a two-stage
target detection network. .e comparison results of dif-
ferent network performances are shown in Table 10.

.e results show that this article improves the detection
accuracy and speed of nondeformation diseases of asphalt
pavement by improving the model network architecture
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Figure 20: Schematic diagram of the precision change curve.
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design, parameter setting, and preprocessing algorithm.
Combining our model with different processing tech-
niques and using this as a comparison, our PDNet is
essentially a YOLOv5-based nondeformable disease de-
tection algorithm for asphalt pavements with additions
such as Generative Adversarial Networks (GAN), Poisson
transfer fusion algorithm, and negative sample algorithm
(NST). .e performance of the model is inseparable from
the technology it adds. In the following, we will analyze
the advantages of various processing techniques and how
they work.

.e W-PAN structure makes the fusion of semantic
information at al levels of the network more reasonable and
sufficient. .e introduction of W-PAN has greatly improved

the accuracy of the network, especially the accuracy of high-
intersection which is higher than required. However, during
its introduction also the parameter amount and calculation
amount of the model are increased.

.e addition of the Ghost module and Shuffle module
reduces the computational complexity and parameter vol-
ume of the model and compresses the model.

Adversarial generative network (GAN) and Poisson
transfer fusion algorithm generate disease types with a small
number of samples, which solves the imbalance of training
samples to a certain extent and improves the performance of
the model without reducing the speed of the model.

.e NST algorithm also improves the score without
reducing the speed, because in the nondisease samples we

Table 8: Performance comparison of GAN ablation models.

Size Model F1-score (%)

896
YOLOv5 81.34

YOLOv5 +GAN+Poisson 83.46
YOLO-W+GAN+Poisson 89.51

1024
YOLOv5 84.13

YOLOv5 +GAN+Poisson 84.55
YOLO-W+GAN+Poisson 90.74

Table 7: Performance comparison of models in network structure ablation experiment.

Size Model Parameters GFLOPS Speed-GPU Weight F1-score (%)

896

YOLOv5 7114785 16.5 1.7 14.2 81.34
YOLOv5-WPAN 9874167 16.7 1.9 15.6 85.77

YOLOv5-WPAN-Ghost 3419817 7.8 1.6 9.7 87.97
YOLOv5-WPAN-Ghost-Shuffle 2419191 5.5 1.6 6.8 88.49

YOLOv3-tiny 8669002 12.9 1.7 16.6 76.44
YOLOv3-tiny-Ghost-Shuffle 620344 2.4 2.3 1.4 77.56

YOLOv4-tiny 6399178 21.8 1.9 12.3 79.13
YOLOv4-tiny-Ghost-Shuffle 2278010 8.4 1.9 5.1 80.11

1024

YOLOv5 9347865 16.7 1.6 17.8 84.13
YOLOv5-WPAN 11934134 16.9 1.8 19.1 86.14

YOLOv5-WPAN-Ghost 4321786 8.4 1.8 7.4 88.03
YOLOv5-WPAN-Ghost-Shuffle 3376145 6.3 1.2 5.4 89.32

YOLOv3-tiny 9478945 13.1 1.5 18.7 77.44
YOLOv3-tiny-Ghost-Shuffle 6945879 3.7 2.1 2.9 79.56

YOLOv4-tiny 7456849 22.3 1.7 6.8 80.99
YOLOv4-tiny-Ghost-Shuffle 3415684 10.4 1.7 7.5 81.46

Table 9: Performance comparison of NST ablation models.

Detection size Model Training set classes F1-score (%)

896

YOLOv5 Disease 81.34
YOLOv5 +NST Disease + nondisease 84.33

YOLOv5 +GAN+Poisson Disease 83.46
YOLOv5 +GAN+Poisson +NST Disease + nondisease 85.44

YOLO-W+GAN+Poisson Disease 89.51
YOLO-W+GAN+Poisson +NST Disease + nondisease 91.34

1024

YOLOv5 Disease 84.13
YOLOv5 +NST Disease + nondisease 84.33

YOLOv5 +GAN+Poisson Disease 84.55
YOLOv5 +GAN+Poisson +NST Disease + nondisease 86.74

YOLO-W+GAN+Poisson Disease 90.74
YOLO-W+GAN+Poisson +NST Disease + nondisease 92.38
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increase the information entropy and increase the amount of
useful information for disease detection.

In addition, the performance of the model is also affected
by some parameter settings. For some parameters, some
minor adjustments may cause the performance of the model
to oscillate, such as the setting of the anchor box, the size of
the detection image, and the number of detection layers.

Table 11 visually shows some performance differences of
different types of models in the actual road test. From the
YOLOv5 model to PDNet, the F1-score with detection sizes
of 896 and 1024 is increased by 10.0% and 8.25% respec-
tively; the speed of the model is increased by 15.5% FPS and
11.5 FPS to meet the needs of industrial applications.

6. Conclusion

In this study, based on the YOLOv5 target detectionmodel, a
real-time and high robustness detection network-PDNet for
nondeformable diseases of asphalt pavement was realized. It
realized the rapid and accurate detection of nondeformable
diseases of asphalt pavement in the actual road detection
process. When the image detection size was 896, the F1-
score of 91.34 and the speed of 35.5 FPS were obtained on the
Jetson nanoplatform. .is algorithm will provide data
support for the realization of highway daily maintenance. At

the same time, the proposed W-PAN, GAN, Poisson, NST,
and other technologies provide a reference for the specific
application of artificial neural network optimization
methods in edge computing equipment.

Data Availability

.e data used to support the findings of this study are in-
cluded within the article.

Conflicts of Interest

.e authors declare that there are no conflicts of interest
regarding the publication of this article.

Acknowledgments

.e research was supported and funded by the National Key
Research and Development Program of China (Grant no.
2021YFB3202901), Major Project of Industry-University
Cooperation Science and Technology in Universities in
Fujian Province (Grant no. 2020H6009), and the State Key
Laboratory of Rail Traffic Control and Safety (Contract no.
RCS2020K004), Beijing Jiaotong University.

Table 11: Performance parameters of each model in the actual test section.

Model
896 1024

Speed (FPS) F1-score (%) Speed (FPS) F1-score (%)
YOLOv5 20.0 81.34 5.2 84.13
YOLO-W 33.5 88.49 16.0 89.32
YOLO-W+GAN+Poisson 35.5 89.51 16.1 90.74
YOLO-W+GAN+Poisson +NST(PDNet) 35.5 91.34 16.7 92.38

Table 10: Performance comparison table of different network models.

Methods Backbone F1-score (%)
Two-stage
Faster R-CNN Resnext101 75.14
Cascade R-CNN Resnext101 75.17
Libra R-CNN Resnext101 76.33
Grid R-CNN Resnext101 76.22
Mask R-CNN Resnext101 76.22
Dynamic R-CNN Resnet50 76.23
One-stage
FCOS Resnext101 76.13
FreeAnchor Resnext101 76.13
RepPoints Resnext101 76.12
PAA Resnext101 76.32
ATSS Resnet101 75.11
FoveaBox Resnet101 74.36
FSAF Resnext101 76.12
VFNet Resnext101 76.11
SSD512 Vgg16 75.33
RetinaNet Resnext101 76.46
YOLOv3 CSPdarknet 76.47
YOLOv4 CSPdarknet 79.33
YOLOv5s CSPdarknet 81.34
Ours Ours 91.34
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Each Chinese region has its own ancient opera, which is a treasure of folk culture and a living fossil for studying the historical
origins of a local culture. It has signi�cant academic value and historical signi�cance at the national and local levels, whether from
the perspective of promoting and disseminating national culture or from the perspective of protecting the world’s intangible
cultural heritage. Based on this practical signi�cance, this paper conducts a study using the particle swarm algorithm to manage
the marketing archives of drama intangible cultural heritage.  e article employs the PSO algorithm to test the particle swarm
optimization algorithm’s convergence and conditions.  e e�ectiveness of the algorithm is analysed in the Sphere function,
Rosenbrock function, Griewanks function, and Rastrigin noncont function, and then the algorithm is compared, including the
calculation speed comparison between the algorithm in this paper and the three optimal �tness functions.  e experimental
results show that the PSO algorithm has the highest four items in the statistics of the Schwefel function experimental results. About
45.0379 is the best value and 70.5878 is the maximum precision.  e optimal average value is 6.1524, while the average value is
56.15245. In comparison to the QPSO and PSO algorithms, the algorithm in this paper has a faster convergence speed and better
search accuracy.  e topic of the intersection of the disciplines of drama, intangible cultural heritage marketing, and archive
management using the particle swarm algorithm is well-developed.

1. Introduction

Intangible cultural heritage is the precious cultural wealth of
mankind. It is the embodiment and memory of national
cultural traditions. It can promote the inheritance of tra-
ditional culture and the protection of cultural diversity.
Nowadays, more and more people organically combine the
protection of intangible cultural heritage with tourism de-
velopment, attracting the emerging elements of intangible
cultural heritage into tourism activities, which has become
an important way for intangible cultural heritage to meet the
needs and development of modern society. Various forms of
folk performances, including folk activities and performing
arts, are constantly being updated and gradually integrated
into this cultural heritage with great potential for devel-
opment. As intangible cultural heritage, its scope has a

de�nition, including poetry, mythology, etc. However, it is
not limited to this category. In addition, there are many
kinds of folk performing arts, such as epics and stories. Even
rituals passed down from generation to generation by or-
dinary people and practices related to traditional folk
knowledge and cultural sites are included. For example, the
electronic �le information management module includes
four business modules of �le maintenance, review, query,
and statistics.

In recent years, China is committed to the protection of
intangible cultural heritage, and many experts and scholars
have carried out research on this aspect. Hammou I con-
sidered that intangible heritage is increasingly featured in the
planning of several agencies that aim to raise awareness
among countries about safeguarding their cultural diversity
and to help them develop programmes so as to protect and
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preserve this type of heritage. However, there was a lack of
information when he solved this problem [1]. Zhang and Lee
explored the dialectical relationship between authenticity
and alienation in intangible cultural heritage (ICH) tourism
research based on assessing the role of cultural values in
Chinese tourism. His research has certain implications for
tourismmarketing, aiming to understand the authenticity of
the supply side of intangible cultural heritage tourism.
However, his research data is not processed by mixed
methods, and there may be data errors [2]. Zhang et al.
proposed a tourist-based authenticity model to address this
problem, where the authenticity of heritage sporting events
contains both “cool” and “hot” factors. Using Naadam as an
example, the model examined these factors and their impact
on tourist satisfaction and loyalty. About 700 questionnaires
were distributed in six locations from eastern to western
Inner Mongolia, China. His research showed that there are
two separate factors for coldness and heatness. Both factors
of cold authenticity directly affect thermal authenticity and
satisfaction [3]. Veghe explored the links between cultural
heritage, marketing and local community sustainability
based on secondary data on engagement, perceived im-
portance, access and stewardship. He argued that despite the
increasing recognition and expansion of capitalization, the
use of tangible and intangible cultural heritage as assets that
may benefit local communities remains limited. However,
his research did not involve the different geographical
conditions at home and abroad, and has geographical
limitations [4]. Although the research content is sufficient,
the research on intangible cultural heritage is still limited by
geographical and human resources, which makes people in
the era of big data and algorithms cannot help considering:
Is it possible to manage the intangible cultural heritage
archives using the ideas of the intersection of disciplines?

Particle swarm optimization is a hot research topic re-
cently, and people have tried to use this algorithm to study
many aspects. Jain et al. reviewed the research progress of
particle swarm optimization algorithm (PSO) from 1995 to
2017. He discussed the progress, improvement, and appli-
cation of particle swarm optimization algorithm. He divided
PSOs into nine categories according to different aspects.
However, his research did not hybridize PSO technology
with other evolutionary technologies, which did not have
theoretical breadth [5]. Tang and Guan took time delay as an
additional parameter and gave parameter estimates for
chaotic systems with time delays. ,e parameter estimation
problem is transformed into an optimization problem,
which finds an optimal parameter combination, that is,
minimizes the objective function [6]. Chen proposed a
multiple attribute decision-making (MADM) method based
on interval-valued intuitionistic fuzzy-weighted geometric
mean (IIFWGA) operator, interval-valued intuitionistic
fuzzy-valued precision function (IVIFV), and particle swarm
optimization (PSO) techniques. Among them, the attribute
weight and the evaluation value of the alternatives relative to
the attribute are denoted by IVIFV. But his research did not
generate optimal weights for attributes, which has limita-
tions [7]. Gong Y J first developed a new framework to
organically combine PSO with another “learning”

optimization technique, leading to the generalized paradigm
of “PSO learning”. He also proposed a new ∗L-PSO algo-
rithm, called genetic learning PSO (GL-PSO), using genetic
evolution techniques to generate promising samples for
particle swarm optimization (PSO) algorithms. But his study
did not perform mechanical parallel stacking [8]. In the
research of these scholars, it is inevitable to encounter the
limitations of particle swarm optimization. ,e algorithm is
very easy to “premature,” and the population diversity is
lacking in the late iteration, which makes it easy to fall into
the local optimum situation. ,is is very unfavorable for the
analysis of the problem.

Since its inception, the PSO algorithm has attracted the
attention of many researchers due to its few parameters,
simple operation, and easy implementation. In a very short
period of time, a large number of research findings have
emerged. Due to some flaws in the PSO algorithm, relevant
scholars have made a number of enhancements, which are
primarily focused on the following three aspects: (1) im-
provements to the PSO algorithm, such as inertia factor and
parameter selection; (2) integrating PSO with other opti-
mization algorithms to improve; and (3) optimising the PSO
algorithm’s network topology. ,e PSO algorithm has been
improved in recent years. Adding the weight w, for example,
can achieve the goal of balancing particle local search and
overall search ability, which can improve the PSO algo-
rithm’s performance. Another example is the dynamic in-
ertia weight change strategy, which uses two attractor and
repulsion processes to optimise particle evolution and speed
up the algorithm’s convergence. It accelerates population
convergence and effectively prevents particles from settling
in local best-fit solutions.,e goal of the article is to improve
the algorithm’s shortcomings and apply it to the creation of
drama intangible cultural heritage archives.

2. Particle Swarm Optimization and Intangible
Cultural Heritage Deconstruction Methods

2.1. Swarm Intelligence Overview. In recent years, team in-
telligence has received extensive attention in many fields
[9, 10]. In nature, although many biological individuals are
simple and without intelligence, the behavior of groups is
often very complex [11]. ,is natural phenomenon has
aroused great interest of biologists and computer scientists at
home and abroad [12]. In recent years, with the rise of
biomimicry and research, scientists have begun to study
social organisms, such as ants, schools of fish, and flocks of
birds, so as to solve practical problems, and swarm intel-
ligence algorithms were born. ,e swarm intelligence al-
gorithm is a stochastic optimization algorithm that solves
practical problems by simulating the intelligent character-
istics of certain swarm behaviors in nature [13]. ,e main
characteristics of swarm intelligence include the followings:
1. simplicity; 2. distribution; 3. robustness; 4. wide appli-
cability. Adaptability means that the algorithm proposed in
this paper can not only solve the problem of numerical
optimization, but also solve the problem of the distribution
of discrete variables. It can be a single set of data or a
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combination of many discrete variables.,e initial flowchart
is shown in Figure 1:

2.2. Explanation of Correlation between the Coordinated
Development of Intangible Cultural Heritage and Ecotourism.
Since the end of the last century, China’s intangible cultural
heritage has been dying. ,e main reasons include two
aspects: (1) Many traditional intangible cultural heritage
heirs are getting old, and young people are reluctant to learn,
resulting in the inheritance of intangible cultural heritage
culture. (2) With economic construction and development,
many intangible cultural heritage sites have been demol-
ished, resulting in fewer places for cultural heritage. Dif-
ferent from nature tourism, ecotourism is characterized in
that it has certain functions of ecological environment ed-
ucation and protection of local characteristic culture [14],
which can help tourists and local communities to establish
awareness of natural and humanistic environmental pro-
tection. It makes tourists have a certain sense of responsi-
bility for the environment and reduce the adverse impact on
the environment of ecotourism areas [15], making tourists
consciously maintain the stable state of the ecosystem and
local culture. ,e employees of the scenic spot need to take
the sustainable development of the scenic spot as the
working principle, strengthen the awareness and habits of
saving and protection in their work, and infect tourists with
practical actions [16], as well as use the cultural heritage of
intangible cultural heritage to attract tourists. Intangible
culture is closely related and inseparable from traditional
Confucianism in the inheritance of thousands of years. It can
be said that intangible cultural heritage is a carrier of
Confucianism.

Coordination refers to the phenomenon in which two
(or more) systems or system factors influence each other
through different interactions [17]. ,is is a benign rela-
tionship between multiple systems or elements. “Develop-
ment” refers to the process in which the system itself or
system elements change from small to large, from simple to
complex, from low to high, and from disorder to order [18].
“Coordinated development” seems to be based on a virtuous
circle, in which the system or system factors develop from
low to high, from simple to complex, and from disorder to
order. It emphasizes the comprehensive integrated devel-
opment of multiple systems or systemic factors under the
constraints and regulations of “coordination,” seeking global
optimization, structural optimization, and joint develop-
ment based on overall improvement [19]. ,e degree of
coordinated development includes the system or element
coordination system (that is, collaborative planning) and the
level of development of both [20].

Initiative refers to the principle that the initiative stip-
ulates that collectors of intangible cultural heritage archives
must have or cultivate a high sense of responsibility to
improve their own enthusiasm and initiative, and have a
spirit of loyalty.

2.3. Particle SwarmOptimization Algorithm. Particle swarm
optimization is a random search algorithm. Its evolution

equation is a discrete dynamic system equation. By analyzing
the state change of the dynamic system, the necessary and
sufficient conditions for the algorithm to converge are de-
termined, which provides a theoretical basis for the
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Figure 1: Initial PSO flowchart.

Figure 2: PSO algorithm principle and ER network structure
diagram.
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improvement of the algorithm. ,e PSO optimization al-
gorithm was originally inspired by the life patterns of flocks
of birds and fish. In nature, in the process of foraging, birds
sometimes need to forage in groups. Sometimes they also
need to forage in groups. In each search, there is always a
bird with a strong ability to detect the location of the food, so
it will transmit information between the flocks and then
guide the flock to the food source. ,e principle of the PSO
algorithm and the structure of the ER network are shown in
Figure 2:

Information fusion is an information processing process
that automatically analyzes and integrates multisource in-
formation through certain rules to achieve prediction,
reasoning, and decision-making tasks. ,rough the above
research, the operation process of the standard particle
swarm algorithm can be given, as shown in Figure 3.

In order to verify the convergence and conditions of the
particle swarm optimization algorithm, the evolution
equation of the standard particle swarm optimization al-
gorithm is used for analysis, as shown in the following
formulas:

Vid(t + 1) � ωVid(t) + c1r1 pbestid − xid(t)( 

+ c2r2 gbestd − xid(t)( ,
(1)

xid(t + 1) � xid(t) + vid(t + 1). (2)

First, the d in the evolution equation is removed, and the
particle swarm optimization problem is formulated as a one-
dimensional optimization problem, namely as formulas (3)
and (4):

Vi(t + 1) � ωVi(t) + c1r1 pbesti − xi(t)( 

+ c2r2 gbest − xi(t)( ,
(3)

xi(t + 1) � xi(t) + vi(t + 1). (4)

In the form of a matrix vector, formula (5) can be ob-
tained as follows:

Vi(t + 1)

xi(t + 1)
  � P

Vi(t)

xi(t)
  + Q

pi

ps

 . (5)

Among them, there is formula (6) as follows:

P �
ω − ω

ω 1 − ϕ
 ,

Q �
ϕ1 ϕ2
ϕ1 ϕ2

 .

(6)

Formula (5) is a discrete-time linear system of equations.
,erefore, a sufficient and necessary condition for the al-
gorithm to converge is that themodulus of the eigenvalues of
P is less than 1 as follows:

f(λ) � λE − P �
λ − ω − ω

ω λ − (1 − ϕ)
 . (7)

It can be simplified as follows:

λ2 +(φ − 1 − ω)λ − ω � 0. (8)

,e eigenvalues of P can be obtained as follows:

λ �
φ − 1 − ω ±(φ − 1 − ω)

2

2
� 0. (9)

For the convenience of discussion, if the modulus of the
eigenvalue is less than 1, formula (10) can be obtained as
follows:

− 2<ω + 1 − ϕ +(φ − 1 − ω)
2

− 4ω< 2. (10)

In order to test the effectiveness of the algorithm, several
functions are selected for comparison.

(1) Sphere function

f(x) � 

n

i�1
x
2
i . (11)

(2) Rosenbrock function

f(x) � 
n− 1

i�1
100 x

2
i − x

2
i+1 

2
+ xi − 1( 

2
 . (12)

(3) Griewanks function

f(x) � 
n

i�1

x
2
i

4000
− cos

xi

i
+ 1. (13)

(4) Rastrigin_noncont function
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Figure 3: Running process of the standard particle swarm algorithm.
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f(x) � 
n

i�1
z
2
i − 10 cos 2πz1(  + 10 ,

z1 �

x1 x1 < 1/2,

round 2xi( , x1 ≥ 1/2

2,

⎧⎪⎪⎨

⎪⎪⎩

(14)

In order to change such limitations, generalized tran-
sition distributions and acceptance criteria can be used,
which can greatly reduce the problem of lack of diversity. In
summary, the speed update formula proposed in this paper
is as follows:

Vid(t + 1) � ωVid(t) + c1r1 Pbestid − xid(t)( 

+ c2r20.7 × pb − Xid(t)( 0.2 × pm − xid(t)( 

+ 0.1 × pw − xid(t)( ,

(15)

xid(t + 1) � xid(t) + Vid(t + 1). (16)

3. Experiment on the Archives’ Management
System of Drama Intangible
Cultural Heritage

3.1. Data of Intangible Cultural Heritage Archives. At pres-
ent, the full-text electronic journals provided by Springer
link include a total of 439 academic journals. ,e journals
published by Science Direct are recognized as high-quality
academic journals in the world, such as the well-known
Science journals. Most of them are core journals and are
included in many famous secondary literature databases in
the world. A data survey was carried out on the research
results of foreign cultural heritage archives. ICP stands for
“intangible cultural heitage protection.” ICP+A means
“intangible cultural heitage protection + archives,” and
ICP+A+C represents “intangible cultural heitage
protection + archives + classification.” ,e result is shown in
Figure 4.

As can be seen from Figure 4, there are more documents
on intangible cultural heritage archives in Springer Link, but
there are no documents on intangible cultural heritage
protection + archives + classification in the two libraries.

,e CNKI journal database was used to search the full-
text database of master and doctoral dissertations in China.
,e results are shown in Table 1.

3.2. Distribution Characteristics of Drama Intangible Cultural
Heritage in a Province. When studying the distribution of
intangible cultural heritage in a province, statistics were
made on the regional distribution of national and provincial
intangible cultural heritage in the province, which are
expressed from A to U according to the ranking of pre-
fecture-level cities in the province, as shown in Figure 5.

It can be seen from Figure 5 that the total amount of
intangible cultural heritage in the province is relatively large,
but the regional distribution is uneven. ,ere is a positive
correlation between the number of national intangible
cultural heritage and the regional distribution.

Since the culture of theprovince is the cultural basis for the
survival of traditional drama, the intangible cultural heritage
of the province mainly focuses on drama. From 2015 to 2021,
the development of tourism to the province due to intangible
cultural heritage such as drama is shown in Figure 6.

As can be seen from Figure 6, the province’s year-on-
year growth rate of intangible cultural heritage tourism
revenue has changed from 27.4% to 29.8%, and the pro-
portion of its contribution to the country’s tourism has also
increased from 9.38% in 2015 to 10.88% in 2021. It shows
that the protection of intangible cultural heritage can pro-
mote the development of tourism in this area.

A survey was conducted on tourists and ordinary citizens
on the intangible cultural heritage of drama. ,e results are
shown in Figure 7.

Forplaysunique to theprovince, 17had seen some, 146had
heardof itbuthadnotseenit, and19hadnotheardof it. It shows
that thepopularityof thedrama is average.About94%ofpeople
havenot seen it,while only 6%ofpeople have seen it.,erefore,
the drama should be brought into the life of themasses, so that
more people have the opportunity to enjoy the drama.
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3.3. SimulationTest Results of the Intangible CulturalHeritage
Archives’ Management System. In order to show the per-
formance of different algorithms more intuitively, PSO,
DRWS-PSO, and ST-PSO were compared and the three al-
gorithmswere run independently for 50 times.,emaximum,

minimum, average, and average time for each algorithmwere
derived, as shown in Table 2.

According to Table 2, it can be seen that for the four
functions used for testing, the improved ST-PSO algorithm
takes less time, which is more efficient than the traditional

Table 1: Results of domestic literature search.

File
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protection

Intangible cultural heritage + archives
protection

Intangible cultural heritage + archives
classification

Journal full text 6 21 88 167
Master’s thesis 4 2 6 13
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PSO and DRSW-PSO. In addition, since the ST-PSO al-
gorithm refers to the scale-free network as the domain
structure of particles, the experimental results confirm that
its algorithm performance is significantly better than that of
PSO and DRSW-PSO.

,e best solution and worst value of each algorithm and
the average and standard deviation of the optimal fitness
function are listed below.

Rosenbrock functions are generally nonconvex func-
tions for testing optimal algorithms, which is also called the
banana function. ,e statistics of the experimental results of
the Rosenbrock function are shown in Table 3.

In the experimental results of Rosenbrock function, the
optimal value of the PSO algorithm is the highest. ,e worst
value is the lowest. ,e optimal fitness is moderate, which
are 44.7568, 237.248, and 26.4578, respectively.

,e statistics of the experimental results of the Griewank
function are shown in Table 4.

In the statistics of the experimental results of the
Griewank function, the average value of the PSO algorithm
is the highest, and the optimal fitness is extremely high. ,e
results are 1.3215 and 1.0145, respectively.

,e statistics of the experimental results of the Schwefel
function are shown in Table 5.

In the statistics of the experimental results of the
Schwefel function, the four items of the PSO algorithm are
the highest. ,e optimal value is 45.0379. ,e maximum
accuracy is 70.5878. ,e average value is 56.15245, and the
optimal average value is 6.1524. ,erefore, in general, APSO
algorithm has faster convergence speed and better search
accuracy than QPSO algorithm and PSO algorithm.

In order to test the scheduling performance of the im-
proved particle swarm algorithm, the following compares
the completion time of the Chebyshev dynamic chaotic
perturbation particle swarm optimization algorithm with
adaptive inertia weight and traditional particle swarm op-
timization algorithm, round-robin scheduling algorithm
(RR), and Max-Min algorithm. When the tasks are 20 and
50, the comparison results are shown in Figure 8.

Compared with the traditional particle swarm optimi-
zation algorithm, the traditional chaotic perturbation par-
ticle swarm optimization algorithm, and the chaotic
perturbation particle swarm optimization algorithm, the
improved particle swarm optimization algorithm converges
faster in the repeated initial stage. However, in the later stage
of algorithm repetition, the improved algorithm has better
convergence effect, which is more stable. It has a shorter total
completion time, which obviously meets the needs of users.

In order to expand the task volume, the algorithms are
compared when the tasks are 200 and 500. ,e comparison
results are shown in Figure 9.

It can be seen from Figure 9 that the Chebyshev chaos
perturbation particle swarm optimization (Chevbyshev-
FAPSO) with adaptive inertia weight has better scheduling
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Figure 7: Results of the investigation on the intangible cultural
heritage of drama.

Table 2: Function test results.

Test
function Algorithm Max Min Average Average

time

F1

PSO 18.6564 21.1245 43.0168 0.98
DRSW-
PSO 17.1547 14.6653 20.1518 0.99

ST-PSO 16.4155 12.1544 13.2201 0.88
PSO 14.1524 11.1545 10.1576 1.15

F2

DRSW-
PSO 24.4587 21.2545 22.1547 1.04

ST-PSO 34.4154 29.2584 32.4557 1.00
PSO 18.9694 8.7015 8.4852 1.29

F3

DRSW-
PSO 19.6673 4.8814 4.3343 1.21

ST-PSO 18.8685 1.0015 1.1205 1.05
PSO 615.5458 598.5245 606.2218 1.13

F4
DRSW-
PSO 374.2545 361.5245 368.7541 1.33

ST-PSO 330.1545 298.5247 311.2435 0.85

Table 3: Statistics of experimental results of the Rosenbrock
function.

Best Worst Average Stdev
PSO 44.7568 237.2487 62.4154 26.4578
DRSW-PSO 44.5247 111.4154 48.4558 9.3457
ST-PSO 32.1547 148.1545 56.4789 36.5847

Table 4: Statistics of experimental results of Griewank function.

Best Worst Average Stdev
PSO 0.0916 4.9451 1.3215 1.0145
DRSW-PSO 0.0223 -1.1147 0.2558 0.1685
ST-PSO 0.0578 0.4935 0.1998 0.05457

Table 5: Statistics of experimental results of Schwefel function.

Best Worst Average Stdev
PSO 45.0379 70.5878 56.15245 6.1524
DRSW-PSO 16.2457 39.2458 24.2415 4.2459
ST-PSO 23.2458 39.2456 30.5487 4.1558
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results, and the improved particle swarm optimization takes
the shortest time to complete the same tasks.

4. Particle Swarm Algorithm and
File Management

4.1. Agent Modeling and Chaos Mapping. Agent often refers
to a person who has the ability to recognize and practice in
the objective world. For machines, it is an intelligent body
with autonomous perception, judgment, reasoning, and
decision-making. From the perspective of knowledge, the
Agent is defined as an agent who has experience knowledge
and can use knowledge to solve problems. ,e character-
istics of Agent determine that the system it builds is non-
deterministic, because the autonomy of Agent will make the
system also have autonomy. Such a system is difficult to
accurately predict, evaluate, and make decisions. Similarly,
the behavior and state of the Agent system are random in
design, and it is difficult to determine. Although the behavior
of each Agent can be standardized, the system will only show
the randomness of the state when it is running. ,erefore,

the unpredictability of the behavior of the traditional Agent
model is a problem that needs to be solved.

Although the Agent method has inherent defects, it is
necessary to expand and enhance the interactive semantic
representation ability of Agent. ,e cyber-physical system
(CPS) can provide this function to make up for the defect of
the Agent system. CPS includes system engineering such as
environment perception, embedded computing, network
communication, and network control, so that the Agent
system has the functions of autonomous perception, com-
munication interaction, judgment, reasoning and decision-
making, remote cooperation, and autonomy. Such a CPS-
Agent system can accurately predict, evaluate, and make
decisions based on the perception of itself, the environment
and other agents, which can also solve the real-time dynamic
randomness problem of the system.

Chaos covers almost every branch of the natural and
social sciences. It has its own unique characteristics. ,e
phenomenon of chaos seems to be random, but it has its
inherent delicate structure, instead of intricate and disor-
ganized chaos, which is a variable that fluctuates in the
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interval [0, 1]. In recent decades, gratifying results have been
achieved in the study of chaos theory. Approximation
methods and numerical integration methods of nonlinear
differential equations have enabled people to fully and
thoroughly understand, understand and apply the chaos.

,e chaotic variable is ergodic, that is, it can search every
state of the space without repetition. ,e randomness of a
chaotic variable means that the turbid variable is as cluttered
as a random variable. Chaotic variable is very sensitive to the
initial conditions, and a small change in the initial value will
cause a huge change in the later movement, which may lead
to a large discrepancy. Due to these characteristics, the
turbidity-based search technology is more advantageous.

4.2.FileManagement. In recent years, networkmanagement
and automated document management have quietly become
research directions in related fields. Meanwhile, good
progress has been made in management level and innova-
tion in theory and practice. For example, developed coun-
tries in Europe and the United States, Australia, and other
advanced regions have integrated the research methods of
network information document management into the na-
tional development planning process, and management
tools have also changed. ,at is, they have their own
management plans for the company in the country, from
loose management to complex unified centralized man-
agement. ,ese changes fully demonstrate that network
information management has become an inevitable trend in
the development of document management. ,e develop-
ment of these documents also affects the management of our
country.

Because in the original database table, it is often nec-
essary to input file information, and the file information
statistics need to generate monthly loan information.
,erefore, multiple queries are required to statistic file in-
formation. Eventually monthly files are created and stored in
statistic view. In countries such as Europe and the United
States, it has been proposed to manage documents and
documents through a network management framework. At
the same time, it will also combine e-government for ef-
fective document and archive management. More than 90%
of important official documents will no longer be stored on
printed materials and computers. In other words, the in-
formation management of network file records has become
an effective means of government management. Australia
also put forward the strategic idea of network file man-
agement, aiming to transform traditional management into
a more effective network management tool.

4.3. RFID Technology. With the rapid development of
electronic technology, electronic file management system
came into being. It not only improves the efficiency of work,
but also backs up the original paper archives to ensure the
safety of the archives. However, electronic files are not
suitable for storing all data, and large enterprises and
companies have a large number of files, so it is impossible to
completely convert all files into electronic storage in a short
period of time. ,erefore, the management method of

physical archives is still irreplaceable. It is very urgent to
develop a set of archives management system that can meet
the current needs.

RFID (Radio Frequency Identification) technology is a
new technology that was born at the end of the last century
and has developed rapidly in recent years, which is one of the
key technologies of the Internet of ,ings. RFID technology
uses radio-frequency antennas to communicate to achieve
the purpose of exchanging data and identifying targets, and
integrates signal transmission, automatic identification,
radar, and other technologies. It has the characteristics of
strong storage capacity, high security, and outstanding
antipollution ability, and has been maturely used in various
fields of society. RFID systems can be classified according to
energy supply mode, operating frequency, and working
mode.

China’s RFID technology started relatively late, with a
lack of core technology, especially in RFID UHF is still in its
infancy. In addition, China’s RFID technology standards are
not unified. ,e products produced by various manufac-
turers are quite different, and they are not compatible with
each other, which greatly limits the development of RFID
technology. But in recent years, China’s RFID technology
has also made great progress. Among them, the automatic
identification system of railway vehicle number (ATIS) is the
earliest system using RFID technology in China. Using ATIS
can accurately collect the running status data of locomotives
and vehicles, such as vehicle number, vehicle number, status,
location, and departure time, and can track vehicle move-
ments in real time. At present, China has issued a total of 1.4
billion second-generation ID cards, realizing the large-scale
application of RFID technology, and it has also been widely
used in mobile payment, public transportation, commodity
tracking and anticounterfeiting, and medical and health
fields.

4.4. Backup and Storage of Intangible Cultural Heritage
Archives. Sudden and highly destructive events such as fires,
earthquakes, and environmental hazards often seriously
threaten the security of archives and affect the order of
archives work. ,e daily management of intangible cultural
heritage archives includes the formulation of emergency
plans. ,rough drills and training, the staff’s emergency
rescue ability can be improved in multiple ways. When
emergencies occur, emergency protection techniques can be
widely used and effective rescue work can be carried out in
time, which can not only prevent the slow response, in-
sufficient rescue, and ineffective response caused by insuf-
ficient preparation, but also reduce or even avoid the damage
of intangible cultural heritage archives. ,ese emergency
measures cannot guarantee that the precious intangible
cultural heritage will be avoided from the danger of ex-
tinction, so the backup and preservation of the intangible
cultural heritage archives should also be implemented. ,e
backup storage of intangible cultural heritage archives
mainly includes the implementation of off-site backup
storage, and heterogeneous backup storage. ,e off-site
backup strategy of archives refers to making real-time
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available safe copies of intangible cultural heritage archives
in another place. Off-site backup storage can minimize the
losses caused by unexpected events, but the disadvantage is
that the capital demand is too large. ,erefore, off-site
backup storage is mainly aimed at particularly important
intangible cultural heritage files, for example, microforms of
precious paper intangible cultural heritage files, files of
traditional skills that are on the verge of being lost, etc.

In addition to off-site backup files, intangible cultural
heritage files should also implement heterogeneous backup
of intangible cultural heritage files. Heterogeneous backup is
to realize the backup of different file forms, and use materials
of different textures to store the intangible cultural heritage
information, for example, the use of optical discs, magnetic
disks, or other materials of different textures for backup, in
order to achieve the purpose of backup. Compared with the
disadvantage of large demand for storage funds for off-site
backup, the cost of heterogeneous backup is low and the
difficulty of storage is small. After the heterogeneous backup,
the intangible cultural heritage archives have multiple
copies, which is helpful for the long-term preservation of the
intangible cultural heritage archives.

In addition, there is a cloud backup of intangible cultural
heritage files. Cloud backup has the advantages of high
storage capacity, high utilization rate, high security per-
formance, and low cost. Cloud backup is mainly suitable for
intangible cultural heritage electronic files with high fre-
quency of use and large access volume. It can not only ensure
the security of archive data, but also realize automatic
management and backup for users of intangible cultural
heritage archives, which can be fully used in the utilization of
intangible cultural heritage archives.

5. Conclusions

,e treasure of human society is intangible cultural heritage.
It carries a nation’s history and culture, as well as the nation’s
cohesion and centrifugal force, which is vital. Intangible
cultural heritage has become increasingly marginalised in
modern society as our country’s economy has developed
rapidly. When the feedback algorithm interacts with a hu-
man, the process becomes more complicated, and the ac-
curacy of the feedback algorithm is severely limited. ,e
optimization of particle swarm optimization is critical in
order to achieve breakthroughs in both retrieval efficiency
and accuracy. ,e topic of using algorithms to manage the
archives of the intangible cultural heritage of drama is
relatively new at a time when ideas about the intersection of
disciplines are gaining traction. It has been tried by a small
number of people, and research on it is scarce. ,e particle
swarm algorithm and file management are examined from
this practical perspective in this article. Backup storage,
intangible cultural heritage file management, RFID, and
other contents are among the features introduced. ,e
particle swarm algorithm has been integrated into the
marketing archives management of drama intangible cul-
tural heritage, and the research has been completed to a high
standard. When the task volume is 20, 50, or 200, 500, the
article compares adaptive inertia weight algorithms, and the

experimental results are excellent. For future research and
development of this academic hotspot, researchers can try to
generalise more intangible cultural heritage archives. ,e
protection of intangible cultural heritage can also be done by
individuals.
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,e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

,e authors do not have any possible conflicts of interest.

References

[1] I. Hammou, S. Aboudou, and Y. Makloul, “Social media and
intangible cultural heritage for digital marketing communi-
cation: case of marrakech crafts,”Marketing and Management
of Innovations, vol. 7, no. 1, pp. 121–127, 2020.

[2] Y. Zhang and T. J. Lee, “Alienation and authenticity in in-
tangible cultural heritage tourism production,” International
Journal of Tourism Research, vol. 1, no. 9, pp. 77–89, 2021.

[3] T. Zhang, H. Wen, and X. Li, “A tourist-based model of
authenticity of heritage sporting events: the case of naadam,”
Sustainability, vol. 11, no. 1, pp. 99–121, 2018.

[4] C. Veghe, “Cultural heritage: the forgotten resource for
marketing and sustainable development of the local com-
munities,” European Journal of Sustainable Development,
vol. 8, no. 3, p. 41, 2019.

[5] N. K. Jain, U. Nangia, and J. Jain, “Economic load dispatch
using adaptive social acceleration constant based particle
swarm optimization,” Journal of the Institution of Engineers:
Serie Bibliographique, vol. 99, no. 5, pp. 431–439, 2018.

[6] Y. Tang and X. Guan, “Parameter estimation for time-delay
chaotic system by particle swarm optimization,” Chaos, Sol-
itons & Fractals, vol. 40, no. 3, pp. 1391–1398, 2009.

[7] S. M. Chen and Z. C. Huang, “Multiattribute decision making
based on interval-valued intuitionistic fuzzy values and
particle swarm optimization techniques,” Information Sci-
ences, vol. 397-398, no. 1, pp. 206–218, 2017.

[8] Y. J. Gong, J. J. Li, Y. Zhou et al., “Genetic learning particle
swarm optimization,” IEEE Transactions on Cybernetics,
vol. 46, no. 10, pp. 2277–2290, 2016.

[9] M. Zhao, A. Jha, Q. Liu et al., “Faster Mean-shift: GPU-
accelerated clustering for cosine embedding-based cell seg-
mentation and tracking,” Medical Image Analysis, vol. 71,
Article ID 102048, 2021.

[10] J. Zhang, J. Sun, J. Wang, Z. Li, and X. Chen, “An object
tracking framework with recapture based on correlation filters
and Siamese networks,” Computers & Electrical Engineering,
vol. 98, Article ID 107730, 2022.

[11] Y. Zhang, K. Xia, Y. Jiang et al., “Multi-modality Fusion &
Inductive Knowledge Transfer Underlying Non-sparse Multi-
Kernel Learning and Distribution adaption,” IEEE/ACM
Transactions on Computational Biology and Bioinformatics,
2022.

[12] K. F. Tehrani, Y. Zhang, P. Shen, and P. Kner, “Adaptive
optics stochastic optical reconstruction microscopy (AO-
STORM) by particle swarm optimization,” Biomedical Optics
Express, vol. 8, no. 11, p. 5087, 2017.

10 Computational Intelligence and Neuroscience



[13] Y. Hong, B. Choi, G. Oh, K. Lee, and Y. Kim, “Nonlinear
conflict resolution and flow management using particle
swarm optimization,” IEEE Transactions on Intelligent
Transportation Systems, vol. 18, no. 12, pp. 3378–3387, 2017.

[14] S. Sarathambekai and K. Umamaheswari, “Task scheduling in
distributed systems using heap intelligent discrete particle
swarm optimization,” Computational Intelligence, vol. 33,
no. 4, pp. 737–770, 2017.

[15] L. Peng, D. Xu, and Z. Zhou, “Stochastic optimal operation of
microgrid based on chaotic binary particle swarm optimi-
zation,” IEEE Transactions on Smart Grid, vol. 7, no. 1,
pp. 66–73, 2017.

[16] Y. Li, X. Bai, L. Jiao, and Y. Xue, “Partitioned-cooperative
quantum-behaved particle swarm optimization based on
multilevel thresholding applied to medical image segmenta-
tion,” Applied Soft Computing, vol. 56, pp. 345–356, 2017.

[17] J. J. Kim and J. J. Lee, “Trajectory optimization with particle
swarm optimization for manipulator motion planning,” IEEE
Transactions on Industrial Informatics, vol. 11, no. 3,
pp. 620–631, 2015.

[18] R. E. Gamil, “Storytelling as a tool for safeguarding and
marketing the intangibl cultural heritage (ich): the case of
nubia city, Egypt,” Tourism Research Institute, vol. 18, no. 7,
pp. 410–467, 2017.

[19] Q. Qiu, T. Zheng, and Z. Xiang, “Visiting intangible cultural
heritage tourism sites: from value cognition to attitude and
intention,” Sustainability, vol. 12, no. 6, pp. 412–501, 2019.

[20] B. Merrilees, D. Miller, G. L. Ge, and C. C. C. Tam, “Asian city
brand meaning: a Hong Kong perspective,” Journal of Brand
Management, vol. 25, no. 1, pp. 14–26, 2018.

Computational Intelligence and Neuroscience 11



Research Article
An Evaluation Model of English Normal Students’
Informatization Teaching Ability Based on Technical
Pedagogical Content Knowledge and Few-Shot Learning

Honghong Zeng and Ronghua Tan

Yuzhang Normal University, Nanchang 330103, China

Correspondence should be addressed to Honghong Zeng; 6180206054@stu.jiangnan.edu.cn

Received 5 April 2022; Revised 26 April 2022; Accepted 27 April 2022; Published 5 July 2022

Academic Editor: Xin Ning

Copyright © 2022 Honghong Zeng and Ronghua Tan. �is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

Information-based instruction is the most important and recently altered sort of instruction. Numerous changes in educational
techniques have emerged from the ongoing growth of science and technology. Teachers must also grasp and enhance their
capacity to educate with information on a regular basis. �e goal of this research is to look at how to use the TPACK model and
computational intelligence to build and explain a model for evaluating English normal students’ informatization teaching skills.
To measure information-based teaching competence, this research recommends using the Technical Pedagogical Content
Knowledge model and Few-Shot Learning technology. As a result, this paper covers the principles and related algorithms of both,
as well as constructing and assessing the case design and analysis of the information-based teaching ability evaluation model.
According to the experimental data, the average CK of normal students’ subject material knowledge is 3.522, which is the highest
among the seven dimensions. �e subject content is well-understood by ordinary students. When compared with teaching
abilities, the competence level is low, and the performance of the integration of technology and teaching content needs to
be improved.

1. Introduction

�e rapid advancement of information technology has al-
tered the way we work, learn, and play, and this is true in
education as well. Education faces signi�cant hurdles in
today’s quickly evolving digital culture. To raise the level of
teacher education, a scienti�c and e�ective evaluation plan
for teachers’ information teaching competence is required.
�e TPACK framework is a knowledge system that com-
bines technology into topic teaching in the classroom.
Teachers actively select appropriate technical tools based on
the actual teaching situation. It is the process of bringing
individual topic expertise to teaching practice, with a focus
on the importance of incorporating technology into the
classroom.

It examines concerns linked to the cultivation of ordi-
nary students’ information teaching capacity using the

TPACK model. �is can provide a speci�c theory for
nurturing ordinary students’ information teaching ability, as
well as a deeper understanding of teachers’ information
teaching ability from the theoretical standpoint of TPACK.
TPACK opens up a new study �eld for the e�ective inte-
gration of information technology and curriculum, as well as
theoretical direction for teachers on how to teach in a
technological context more e�ectively. It is a novel idea to
improve teacher professional development, and it is the
knowledge base for teachers to e�ectively carry out in-
struction when the technology of the information age has
invaded education.

�e innovation of this paper is (1) through the combi-
nation of the TPACK model and information teaching, this
paper introduces the theory and related methods of TPACK
and computational intelligence in detail, as well as arti�cial
neural network and genetic algorithm. (2) Based on a
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comprehensive review of the importance of information
technology teaching ability, this paper proposes an index
system for evaluating teachers’ information technology
teaching skills. And this paper uses the TPACK theoretical
model to determine the structural relationship between the
index system and teaching ability. +rough weight calcu-
lation, it is concluded that the teaching ability level of normal
students is relatively high, but the ability related to tech-
nology is relatively low, and the ability to integrate tech-
nology and subject content is not strong.

2. Related Work

With the development of information technology and the
continuous advancement of educational informatization,
TPACK has become an important standard for measuring
teachers’ teaching ability in the information age. +e main
purpose of Gomez-Trigueros I M is to evaluate the reali-
zation of spatial and digital competence through the in-
tervention of the TPACK teaching model in the classrooms
of primary school teachers at the University of Alicante.
However, he did not take into account the influence of
other factors [1]. Salas-Rueda RA analyzed the impact of
the TPACK model in the design of predicate logic in-
structional units, taking into account the use of Raptor
software, YouTube videos, and the social network Face-
book. However, the number of samples in his experiments
is small [2]. Almenara J C aimed to assess knowledge based
on the TPACK (Technical, Pedagogical, and Content
Knowledge) model and he used quantitative, descriptive,
and relational methods. +e conclusions he drew under-
score the need for a kind of teacher training that is based
not only on the technical aspects but also on the peda-
gogical and content aspects in an integrated approach.
However, his views are not supported by a large amount of
objective evidence [3]. D Mourlam used a mixed methods
approach to attempt to describe teacher development ex-
periences based on TPACK and adult learning theories
directed by teacher developers. +e findings suggest that
teachers find the ongoing nature of the development ex-
perience valuable and value the support of teacher devel-
opers in achieving their goals. +e survey results also
showed an increase in TPACK for both teachers and
teacher education candidates participating in the program.
However, his experiments are one-sided [4]. Miguel-
Revilla D analyzed the practical utility of the TPACKmodel
and the effectiveness of a pedagogical intervention for
social studies secondary education prospective teachers in a
university setting over a two-year period. Finally, his ex-
perimental results can lead to the conclusion that the
pedagogical and conceptual orientation of the teaching
program has shown positive effects, demonstrating that the
effectiveness of an integrated approach that can adapt to the
specificities and challenges of social studies education.
However, he ignored the interference of realistic factors [5].
Eutsler L explored how the use of TPACK’s pedagogical
knowledge structure and steps to release responsibility
framework can help senior teachers design instruction to
read and write using the iPad. His analysis revealed that

teacher-controlled teaching methods attract the attention
of experienced teachers to lesson plans. +e pedagogical
approach “teacher as facilitator” increases user confidence
and exploration. Problem-based teaching methods help
target individualized students. However, his analysis is not
universal [6]. Stefani S aimed to describe the use of a
Problem-Based Learning (PBL) model based on +eology,
Teaching and Content Knowledge (TPACK) to improve the
integrated topic learning process in V SDN 07 Pandam
Gadang. +e findings suggest that a Problem-Based
Learning (PBL) model based on Technology, Pedagogical,
and Content Knowledge (TPACK) can improve the inte-
grated topic learning process in the elementary classroom.
However, his model is not very feasible [7]. Starting from a
theoretical framework, Bustamante C described the de-
velopment of joint displays in mixed methods research case
studies. However, the method he describes is somewhat
monolithic [8].

3. TPACK and Computational
Intelligence Methods

3.1. TPACK

3.1.1. Connotation of TPACK. TPACK is a new concept
emerging in the process of teacher specialization, and it is a
comprehensive science and technology of knowledge
teaching. It was originally called PACK but was changed to
TPACK for ease of memory and pronunciation. TPACK
provides a new way of thinking. Once it is proposed, it has
attracted great attention of educational scientists at home
and abroad. TPACK is a new requirement for teachers’
computer skills.

If teachers can effectively integrate technology into their
professional knowledge structure in a modern educational
environment and complete teaching efficiently, it will also
become an important criterion for measuring teachers’
teaching ability in the information age.

3.1.2. TPACK Structure. +e use of instructional technology
in educational contexts has become synonymous with
technology integration. To help measure and guide teachers’
use of educational technology, a variety of educational
technology models and frameworks have been established.
Many educational technology specialists believe that topic
knowledge has an impact on how technology is used in the
classroom. +ere are substantial contrasts, for example,
between technology in science curriculum, successful cur-
riculum integration, and effective technology and curricu-
lum integration in social sciences. A new theory integrating
pedagogical knowledge, subject knowledge, and technical
knowledge (PK, CK, and TK) is shown in Figure 1.

+is theoretical framework is called Technical Educa-
tional Content Knowledge (TPCK or TPACK) and expands
its definition on the basis of the PCK knowledge structure,
adding an element of technical support. +e structural
framework of TPACK consists of seven components,
namely, TK, CK, PK, TPK, PCK, TCK, and TPACK.
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(1) TK (Technological Knowledge). Technical knowledge
such as the use of blogs and various mobile devices,
computers, projectors, and laboratory equipment is
used in teaching. Office software such as PPT and
word in teaching design is the necessary technical
knowledge for teachers.

(2) PK (Pedagogical Knowledge). It is general pedagog-
ical knowledge. General teaching strategies include
teaching of theorems, concepts, definitions, and
arrangement of teaching links such as the design of
lesson plans. It is the basic teaching method that
teachers must master.

(3) CK (Content Knowledge).It is subject knowledge
required to be taught to students in various disci-
plines, such as laws, definitions, concepts, and for-
mula theorems in science teaching. Students
mastering these subject knowledge is the main goal
of teaching but also the knowledge background that
teachers must have.

(4) TCK (Technological Content Knowledge). It is dis-
ciplinary knowledge that integrates technology.
Technical knowledge is used to help present a par-
ticular subject knowledge, but this composite
knowledge is independent of pedagogical knowl-
edge. For example, in the teaching of functions in
mathematics courses, using technology to show the
changing trend of functions can be considered as
TCK.

(5) TPK (Technological Pedagogical Knowledge). It is
pedagogical knowledge that integrates technology.
+e process of using technology to help teaching in
the teaching of various disciplines is a combination
of technology and pedagogical knowledge. +is in-
tegrated pedagogical knowledge is not so much
specific to the teaching of a specific subject as it is

applicable to all subject pedagogical knowledge. +e
classroom discussion teaching is used in the Internet
environment, that is, the learning environment
supported by the computer (CSCL teaching
environment).

(6) PCK (Pedagogical Content Knowledge). It is subject
teaching method knowledge. +is knowledge is
intended to enable students to experience a complete
teaching experience so that they can understand and
master the knowledge of the subject.

(7) TPACK (Technological Pedagogical Content Knowl-
edge). +ere is a debate on the definition of TPACK.
One is that TPACK is an extension of PCK; that is,
the element of technology is added to Schulman’s
PCK theory. +e other is that it is a cross combi-
nation of three basic elements (TK, CK, and PK),
TPACK is to strengthen students in learning a
certain subject, such as using Google Earth in ge-
ography teaching to help students explore and learn
El Niño phenomenon. It is a fusion of technology
and pedagogical knowledge of subject knowledge,
designed to allow students to experience a certain
learning process and better understand the content
that needs to be mastered.

3.2. Computational Intelligence Technology.
Computational intelligence methods [9, 10] are inspired by
biological evolutionary mechanisms and some natural
phenomena, and many new solutions to complex optimi-
zation problems are widely used in various fields of prob-
lems, concerns, and applications due to their high
optimization performance and less requirement for specific
information. Computational intelligence methods include
neural network [11, 12], fuzzy control, genetic algorithm,
immune computing, and swarm intelligence.

3.2.1. Artificial Neural Network. +e artificial neural net-
work [13, 14] is based on the physiological research results of
brain tissue, simulates some mechanisms and mechanisms
of the brain, starts from the basic functions of neurons, and
gradually forms a network from simple to complex. Its
organization simulates the interaction of biological nervous
systems with real-world objects. It simulates parallel pro-
cessing on a large scale, has strong robustness and fault
tolerance, and has strong self-learning ability.+e first one is
about the most basic and primitive model in the neuron
synapse model: the binary threshold unit (Binarythre-
sholdunit), the famous M-P model, as shown in Figure 2.

In Figure 2, θ represents the threshold when neurons are
excited, and the M-P model reflects the structural and
functional characteristics of biological neurons to a certain
extent. Its mathematical description is as follows:


a

i�1
Ei − θ≥ 0, and

b

j�0
Ii � 0, Y � 1,

other, Y � 0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)
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Figure 1: TPACK framework.
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With proper setting of neuron thresholds and combi-
nation weights, the model can approximate any binary
function and can complete any finite logical function. +e
basic idea is that when two neurons are excited or inhibited
at the same time, the connection strength between them
increases. It is mathematically expressed as follows:


a

k�1
x

(k)
i x

(k)
j , i≠ j,

0, i � j.

⎧⎪⎪⎨

⎪⎪⎩
(2)

+e meaning of this learning rule is that the adjustment
of the connection weight is proportional to the product of
the activity states of the two neurons, and the connection
weight is symmetric. +e connection weight of a neuron to
itself is zero, which is still used in various neural network
models.

A typical single artificial neuron model is shown in
Figure 3.

+e neuron input-output relationship is as follows:

yj � f 
a

i�1
wjixi − θj

⎛⎝ ⎞⎠

� f 
a

a�1
wjixi

⎛⎝ ⎞⎠,

inx0 � θj,

w0 � −1.

(3)

In the formula, the threshold is θj, the link weight co-
efficient is wji, and f(·) is the output transformation function,
also known as the excitation function and the transfer
function.

+e more commonly used transfer functions are as
follows:

(1) Symbol Function. As shown in Figure 4(a),

y � f(φ) �
1, φ≥ 0,

0, φ< 0.
 (4)

(2) Piecewise Linear Function. As shown in Figure 4(b),

y � f(φ) �

1, φ≥ α,

ϑ, 0≤φ< α,

0, φ< 0.

⎧⎪⎪⎨

⎪⎪⎩
(5)

(3) Sigmoid Function. As shown in Figure 4(c),

f(φ) �
1

1 + e
− φ. (6)

(4) Hyperbolic Tangent Function. As shown in
Figure 4(d),

f(φ) �
1 − e

− φ

1 + e
−φ . (7)

Commonly used neural network learning algorithms are
as follows:

(1) Error Correction Learning. yk(t) is the actual output of
neuron k at time t when xk(t) is input, and yk d(t) is the
expected output, and then the error signal is as follows:

ek(t) � yk d(t) − yk(t). (8)

+e ultimate goal of error correction learning is to
minimize a specific objective function ek(t), so that the
actual output of each output unit on the network approx-
imates the expected output in a statistical sense. +e most
commonly used objective functions are as follows:

λ(t) �
1
2


k

e
2
k(t). (9)

Calculate the minimum value of λ(t) for the weight w as
follows:

Δwkj � σek(t)xj(t). (10)

In the formula, the learning step size is σ.

(2) Hebb Learning. “When neurons at both ends of a synapse
are activated (activated and inhibited) at the same time, the
strength of the connection should be strengthened, other-
wise it should be weakened” is a summary of Hebb’s learning
rule. +e mathematical expression is as follows:

Δwkj(t) � F yk(t), xj(t) . (11)

θ
Y (0, 1)

Output
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input

Inhibitory
input

Ea

I1

Ib

…
…

Figure 2: M-P model.
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Figure 3: Neuron structure model.
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Among them, the states of neurons at both ends of wkj

are yk(t) and xk(t), and the most common cases are as
follows:

Δwkj � σyk(t)xj(t). (12)

Since Δwkj is proportional to the correlation between
yk(t) and xj(t), it is sometimes called the correlation
learning rule.

(3) Competitive Learning. In the competitive learning pro-
cess, each network output unit competes with each other and
finally only one strongest unit is activated, as shown in
Figure 5. +e most common case is inhibitory lateral phase
connections between output neurons. So, in the initial
output unit, if one unit is stronger, it will win and overwhelm
the others, and in the end, only this stronger unit will be
active.

+e most commonly used competitive learning rules can
be written as follows:

Δwkj �
σ xi − wji , Ifneuronjcompetestowin,

0, Ifneuronjfailstocompete.

⎧⎨

⎩ (13)

3.2.2. Genetic Algorithm. Genetic algorithm is an optimi-
zation method that simulates natural selection and genetic
mechanisms, simulating the phenomena of reproduction,
hybridization, and mutation in natural selection and natural
genetic processes. When solving a problem using a genetic
algorithm, each possible solution to the problem is encoded
as a “chromosome,” that is, an individual and thousands of
individuals form a group (all possible solutions). At the

beginning of a genetic algorithm, some individuals (i.e.,
initial solutions) are always randomly generated. Each in-
dividual is evaluated against a predetermined objective
function, which gives a fitness value. Based on this fitness
value, it selects individuals to replicate in the next genera-
tion. +e selection operation embodies the principle of

f (Φ)
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1
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f (Φ)

Φ0

1

(b)

f (Φ)

Φ0

1

(c)

f (Φ)

Φ0

-1

1

(d)

Figure 4: Neuron state transition function.
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Figure 5: Competitive learning network with lateral inhibitory
connections.
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“survival of the fittest,” where “good” individuals are selected
for replication and “bad” individuals are eliminated. +en,
the selected individuals are recombined through crossover
and mutation operators to generate a new generation. Be-
cause this group of new individuals inherits some excellent
characters of the previous generation, their performance is
better than that of the previous generation, which gradually
evolves towards a better solution. +erefore, the genetic
algorithm can be regarded as a process of gradual evolution
of a group composed of feasible solutions. +e basic process
of the genetic algorithm is shown in Figure 6.

+e execution process of the genetic algorithm contains
many random operations, so it is necessary to analyze its
mathematical mechanism. A schema is a collection of strings
that take the same characters at certain positions. Extract the
following symbols as follows:

P: a certain mode
fi: fitness of the i-th string (solution)
f(t): the average fitness of the t-th generation
population
f(P, t): the average fitness of pattern P in the t-th
generation population
ni(P, t + 1): the expected value of the number of off-
spring produced by the solution i of the P mode of the t
generation in the t+ 1 generation
n(P, t): the number of solutions belonging to pattern P
in the t-th generation
φ(P): the definition distance of P
O(P): the order of P

Consider first the outcome of the selection. In the
standard genetic algorithm, the selection criteria are based
on the principle of proportionality; therefore, through the
action of the ith selector, the expected value of the number of
people who will continue to exist in the next generation is
n(fi/ f) and then

f(P, t) �
1

n(P, t)
 fi. (14)

+en,

n(P, t + 1) � n(P, t) · f
(P, t)

f(t)
. (15)

+e formula shows that the role of the selection operator
will increase (decrease) the ability of a pattern that is above
(below) average in its applicability across generations, im-
proving quality.

+is plan can obviously be maintained in the next
generation if there is no intersection or if the intersection
point is beyond the character positions specified on the left
and right ends of Figure 6. +erefore, the probability Rs that
the P mode will continue to exist in the next generation
should satisfy

Rs ≥ 1 − Rc ·
φ(P)

(L − 1)
. (16)

Taking into account the effects of selection and cross-
over, there are

n(P, t + 1)≥ n(P, t) · f(P, t) · 1 − Rc ·
φ(P)

(L − 1)/f(t)
. (17)

Finally, because Rm represents the probability of the
mutation operator acting, the constant probability is 1 − Rm.

1 − Rm( 
O(P) ≈ 1 − Rm · O(P). (18)

+e probability of unreserved is about O(P) · Rm.
+erefore, considering the functions of selection, crossover,
and mutation operators, we end up with

n(P, t + 1)≥ n(P, t) · f(P, t) ·
1 − Rc · φ(P)/L − 1 · Rm 

f(t)
.

(19)

+is result is the so-called model theorem. If only the
influence of the selection operator is considered, the amount
of solution contained in the standard solution increases or
decreases with the passage of generations, which is related to
the average suitability of the standard solution. Specifically,
if f(P, t) � f(t)(1 + c), c> 0 is a constant and then

n(P, t) � n(P, t − 1)(1 + c) � n(P, O)(1 + c)
t
. (20)

Problem to be optimized

Determine the objective function
and the solution to the problem

Generate initial population

Calculate the fitness value of an
individual

Satisfy Convergence Condition or
Evolutionary Algebra

Genetic operator operations to
generate new populations

Output optimal solution

Yes

Figure 6: Basic flow chart of the simple genetic algorithm.
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+at is, functions with high average fitness grow ex-
ponentially in their ability to compete with other functions.
However, high average conditions alone are not enough to
guarantee high growth rates. When considering other im-
pacts in detail, the definition of an operating model that
requires good quality should be smaller in length and shorter
in scope. High average suitability modes, low resolutions,
and low order distances enable exponential growth in the
number of solutions contained in generation after genera-
tion of group transmissions, which is the essence of the
model theorem [15].

3.3. Information-Based Teaching Ability. “Competence” is
the subjective condition that people need to solve problems,
complete specific tasks, and be competent. Informatization
teaching ability refers to the ability of teachers to rationalize
and optimize the teaching process under the condition of
providing sufficient information to use information tech-
nology and information resources. It is a reflection of the
comprehensive quality of teachers combining various
technologies and resources to carry out practical teaching. It
is a composite of various abilities that teachers have in the
integration of information technology and curriculum, and
it points to the level of teaching practice, the application of
technology, and the ability to integrate [16, 17].

In this study, the training object of information-based
teaching ability is normal students. In view of the fact that
normal students are in the survival stage of teachers’ pro-
fessional development, they mainly focus on whether they
can stand on the podium and how to complete a class but do
not really pay attention to students. In addition, the main
task of normal students is to learn the theoretical knowledge
related to the professional development of teachers and to
imitate the theoretical knowledge learned into practice; in
this process, there are fewer opportunities to actually contact
students. During the four-year study process, the normal
students in most normal colleges and universities in China
are limited by various conditions, and the contact time with
students ranges from 2 to 4 months.

+e research on information-based teaching ability
emerges along with the research on teachers’ ability, which is
the product of the information age. Awareness of technology
integration, subject teaching methods, and knowledge are
important ways to improve teachers’ information teaching
ability and teaching ability. Teachers’ computer skills are the
ability to implement TPACK. In other words, teachers’
informatization teaching ability is their ability to integrate
technology, classroom pedagogy, and subject content
knowledge. Figure 7 shows the content related to the first-
level indicators of information-based teaching ability.

Informatization teaching ability and educational tech-
nology ability are included, and the relationship between
information literacy and information technology ability is a
cross relationship, with the same part and different parts
[18]. +e relationship between the four is shown in Figure 8.

4. Experiment and Analysis on the Evaluation
Model of Normal Students’ Informatization
Teaching Ability

4.1. Investigation and Analysis of TPACK Level of English
Normal Students. +e scale is a common tool for measuring
the level of TPACK. In order to ensure the scientificity and
validity of the scale, the accuracy of the data, and the
objectivity of the results, the questionnaire was tested in this
study. +e test subjects were English normal students from
normal universities, a total of 100 people, and 100 ques-
tionnaires were distributed, all of which were valid
questionnaires.

+e questionnaire is divided into two parts, one part is
the TPACK level survey scale for normal students and the
other part includes 7 basic information questions and 2
open-ended questions. In order to test the scientificity and
accuracy of the questionnaire design, the author uses SPSS19
software to test the reliability and validity of the scale, so as to
make the questionnaire more reasonable and effective.
Reliability refers to the stability, reliability, and consistency
of the results presented by the measurement tools. +e
higher the reliability is, the more stable and reliable the
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Figure 7: +eoretical framework of the first-level index of informatization teaching ability.
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measurement results are. If the a coefficient of the ques-
tionnaire is between [0.7, 0.8], it means that the reliability of
the questionnaire is high, and the a coefficient between
[0.8∼0.9) means that the reliability of the questionnaire is
very high. A coefficient above 0.9 indicates that the reliability
of the entire questionnaire is very high.

+e internal consistency of each part of the TPACK scale
was tested by Cronbach’s alpha using SPSS19 software, and
the results are shown in Table 1.

It can be seen from the reliability analysis of the ques-
tionnaire in Table 1 that, in each dimension of the scale,
except for the PCK dimension, the reliability of the
remaining dimensions is above 0.8. It can be seen that the
internal consistency of the scale is relatively satisfactory, and
the overall reliability is high, which can be used for research.

Validity testing usually includes two parts, content
validity and construct validity, which are tested after many
discussions and revisions. +erefore, it ensures the scientific
nature of the questionnaire content validity test to a certain
extent. In the structural validity test of the scale, factor
analysis is usually used to verify it according to the KMO
decision criteria. +e value of KMO is between 0 and 1. +e

larger the KMO value, the more common factors among the
variables in the questionnaire and the more suitable for
factor analysis. When the KMO is less than 0.5, it means that
it is not suitable for factor analysis, and when the KMO is
greater than 0.8, it means that the quantity is expressed to a
good degree [19].

+e construct validity of the TPACK scale was tested
using SPSS19 software, and the results are shown in Tables 2
and 3.

It can be seen from the reliability analysis of the ques-
tionnaire in Table 2 that the KMO values of each category of
the scale are all above 0.70. +e overall KMO was 0.819,
which was greater than 0.8 in the Kaiser decision criterion,
the chi-square value of Bartlett’s sphericity test was 1633.041,
the degree of freedom P was 528, and the Sig. was 0.000,
reaching a significant level (P< 0.05). Based on the data
analysis [20], the scale has common factors in the overall
correlation table. According to its construct validity analysis,
the correlation factors among different dimensions of the
questionnaire and the correlation between dimensions, the
coefficients reached a significant level, indicating that the
scale has high construct validity. Overall, the TPACK

Information
Literacy

Educational
Technology
Capabilities

Information
Technology
Capability

Information
teaching

ability

Figure 8: +e relationship between information teaching ability and related concepts.

Table 1: Questionnaire reliability analysis table.

Dimension Number of items Cronbach’s alpha coefficient Cronbach’s alpha coefficients based on standardized terms
PK 7 0.89 0.89
CK 4 0.81 0.81
TK 8 0.81 0.81
TPK 6 0.88 0.88
PCK 5 0.72 0.72
TCK 4 0.81 0.82
TPACK 6 0.88 0.88
Overall 40 0.95 0.95

Table 2: KMO and Bartlett sphericity test.

Kaiser–Meyer–Olkin measure of sampling adequacy 0.819

Bartlett’s sphericity test
Sig. 0.000

Approximate chi-square 1633.041
df 526
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Normal Student Research Scale has high reliability and
validity.

In order to investigate the overall level of TPACK of
normal students, English normal students from normal
universities were selected as the research objects. In order to
reflect the overall situation of TPACK, this paper selects a
total of 100 normal students in different stages from
freshman to junior year and distributes 100 questionnaires,
all of which are valid questionnaires. In order to understand
the overall level of TPACK of normal students, this paper
uses SPSS19 software to analyze the mean and standard
deviation of the survey results by dimension, as shown in
Figure 9.

It can be seen from Figure 9 that the average value of each
TPACK dimension of normal students is M� 3.420, which is
between “average” and “good,” which is a medium level.
Second, there are differences between the dimensions of
TPACK for normal students. +e seven dimensions present
different levels, and they are sorted to obtain
TK<TPACK<TCK<TPK<PCK<PK<CK. +e highest
among the seven dimensions is knowledge of course content,
with an average CK of 3.522, indicating that normal students
have higher knowledge of subject content than other dimen-
sions. +e average values of the three dimensions of PCK’s
subject pedagogy knowledge, PK’s pedagogical knowledge, and
CK’s subject content knowledge are also higher. It shows that
normal students have high self-confidence in subject content
knowledge and pedagogical knowledge.

4.2. Scenario Application Ability of Informatization Teaching.
According to the research results of the TPACK structure
model and the specific meaning of the indicators for eval-
uating information teaching ability, Figure 10 shows the
structure model of the evaluation index of normal students’
informatization teaching ability.

In terms of the quantitative relationship between the
evaluation indicators of informatization teaching ability, the
path coefficients in the model are ρ1∼ρ6. +ey represent the
influence weights of the three second-level indicators of the
basic ability of informatization teaching on the three second-
level indicators of the integration and application ability of
informatization teaching. Among them, ρ1 and ρ2 are the
influence weights of technology-related capabilities on the
ability to integrate technology and teaching and the ability to
integrate technology and subject content, respectively. ρ3
and ρ4 are the influence weights of teaching-related ability
on integration of technology and teaching ability and subject
teaching ability, respectively. ρ5 and ρ6 are the influence
weights of subject-related ability on subject teaching ability
and ability to integrate technology and subject content,
respectively. +e path coefficients ρ7∼ρ9, respectively, rep-
resent the influence weights of the three secondary indi-
cators of the integrated application ability of informatization
teaching on the situational application ability of informa-
tization teaching. Among them, ρ7 is the influence weight of
integrating technology and teaching ability on the subject
teaching ability integrating technology. ρ8 is the influence

Table 3: Questionnaire construct validity analysis.

Dimension PK CK TK TPK PCK TCK TPACK Overall
PK 1
CK 0.615∗∗ 1
TK 0.396∗∗ 0.614∗∗ 1
TPK 0.574∗∗ 0.659∗∗ 0.598∗∗ 1
PCK 0.666∗∗ 0.580∗∗ 0.463∗∗ 0.608∗∗ 1
TCK 0.409∗∗ 0.573∗∗ 0.530∗∗ 0.676∗∗ 0.608∗∗ 1
TPACK 0.678 0.539∗∗ 0.534∗∗ 0.789∗∗ 0.677∗∗ 0.721∗∗ 1
Overall 0.720∗∗ 0.768∗∗ 0.732∗∗ 0.880∗∗ 0.824∗∗ 0.821∗∗ 0.884∗∗ 1
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Figure 9: Descriptive analysis of each dimension of TPACK.
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weight of subject teaching ability on subject teaching ability
integrating technology. ρ9 is the influence weight of inte-
grating technology and subject content ability on the subject
teaching ability integrating technology.

Regarding the calculation of the weight, the ability to
apply the IT teaching status has the most important influ-
ence on the teacher’s informatization teaching ability. +e
weight of the secondary indicator integrated technology
subject teaching ability is defined in 1.00. +e weight should
be calculated according to the index influence path coeffi-
cient reflected in the teaching ability rating index structure
model. Based on this information, the influence path co-
efficient of this paper on the subject teaching ability of
integrated technology is shown in Table 4.

4.3. Evaluation Model of Informatization Teaching Ability.
In order to verify the validity of the teacher’s structured
information evaluation model and calculate the weight
evaluation of each index, this study carried out an empirical
research on the evaluation of information-based teaching
ability. +e seven subindicators should be measured pro-
portionally, and the measurement data should be modeled
through a path analysis model to determine the weight of

each indicator. +e empirical research results show that the
actual measurement data are in good agreement with the
structural model of the evaluation index of information
teaching ability. +is also shows that the model can more
accurately evaluate the informatization teaching ability of
normal students. According to the weight model of indi-
cators at all levels, among the three first-level indicators, the
ability to apply educational information context is crucial.
+e ability to integrate and apply information teaching is
secondary, and the basic skills of informatics teaching are the
least important. Among all secondary indicators, the target
teaching ability index of integrated technology has the
largest weight, the integrated technology and teaching ability
index has the second weight, and the ability index related to
subject teaching has the lowest weight. Figures 11 and 12 are
the descriptive statistical analysis results of each index level
and the overall level of informatization teaching ability.

After completing the three-year teacher training course,
the general level of information teaching ability of normal
students is relatively high. Among the three first-level in-
dicators, the ability to implement the state of informatization
teaching is the highest, the completion and application index
of computer teaching is at the middle level, and the basic
skills index of computer teaching [21] is at the middle level.

TA PA CA

TPA PCA TCA

PCA

ρ1

ρ2 ρ3
ρ4

ρ5

ρ6

ρ7 ρ8
ρ9

Figure 10: +e structure model of the evaluation index of information teaching ability.

Table 4: Weights of evaluation indicators of information-based teaching ability.

First-level indicator Index weight Secondary indicators Index weight

Basic ability of informatization teaching ρTA + ρPA + ρCA/ρSUM
TA ρTA � ρ1 × ρ7 + ρ2 × ρ9
PA ρPA � ρ3 × ρ7 + ρ4 × ρ8
CA ρCA � ρ5 × ρ8 + ρ6 × ρ9

Informatization teaching integration application ability ρTCA + ρPCA + ρTCA/ρSUM
TPA ρTPA � ρ7
PCA ρPCA � ρ8
TCA ρTCA � ρ9

Informatization teaching situation application ability ρTPCA/ρSUM TPACK ρTPCA/ρSUM � 1.00
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Among the seven secondary evaluation indicators, the skill
index related to technology is the lowest, and the skill index
of teaching objects related to technology is the highest [22].
Among the three secondary indicators of ability to complete
and implement computer-based instruction, the level of
ability to integrate technology and subject content was lower
than the other two indicators. Among the three secondary
indexes of basic computer teaching ability, the level of
technology-related ability indexes is lower than the other
two indexes.

To sum up, normal students have high information
teaching ability, which to a certain extent reflects that
general education has achieved remarkable results in cul-
tivating teachers’ information teaching ability. +e mea-
surement results show that normal students have high
teaching ability and can well integrate technology, teaching
methods, and content to form good teaching decisions.

Compared with teaching ability, normal students have
relatively low technology-related abilities, and their ability to
integrate technology and disciplinary content is poor. In the
future, the proportion of courses related to technology in-
tegration in different subject courses should be increased to
promote the comprehensive development of normal stu-
dents’ information teaching ability, thereby improving the
level of educational development.

5. Discussion

First of all, through the study of relevant knowledge points of
literature works, this paper initially masters the relevant
basic knowledge and analyzes how to conduct research on
the evaluation of the information-based teaching ability of
medical-oriented English normal students based on the
TPACK model and computational intelligence. +is paper
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Figure 11: +e minimum value and maximum value of the evaluation index of information teaching ability.
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Figure 12: Mean and standard deviation of the evaluation indicators of information-based teaching ability.
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expounds TPACK and informatization teaching ability,
focuses on the method of computational intelligence, and
analyzes the evaluation of informatization teaching ability
based on TPACK and computational intelligence through
experiments. And this paper constructs the evaluation
model of information teaching ability. +is paper also fo-
cuses on artificial neural network and genetic algorithm, and
artificial neural network is an artificial neural network
created according to the physiological structure and infor-
mation processing process of the brain, imitating human
intelligence. +e genetic algorithm is more suitable for large
scale, large population, complex environment, and unclear
problem structure [23, 24].

+rough experimental analysis, this paper shows that
normal students have high informatization information
teaching ability and teaching ability and can well integrate
technology, teaching methods, and content to form good
teaching decisions. Compared with teaching ability, normal
students have lower skill levels and lower performance in
integrating technology and teaching content.

6. Conclusion

Computer science is an inevitable trend of future devel-
opment, and computer science teaching is an important part
of future education development. +e final foothold of the
evaluation index system of teachers’ informatization
teaching ability is still practice. +is research also hopes to
update the teaching concept ideologically and improve
teachers’ understanding of the development of information-
based teaching. Teachers should actively use multimedia
technology to assist teaching, optimize the teaching process,
fundamentally change the traditional teaching structure and
teaching methods, and achieve the goal of quality education
in the new era. Although the traditional exam-oriented
education is strong, the development of science and tech-
nology is rapid. With the popularization of computer
teaching methods, teachers’ computer teaching ability has
been continuously improved. With the implementation of
the quality education policy, the overall quality of national
education will surely rise to a higher level.
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is study discovers a certain complementary relationship between di�erent algorithms after conducting a comprehensive and in-
depth analysis of proposal algorithms. is study proposes a big data music individualization proposal method based on big data
analysis, which integrates user behaviour, behaviour context, user information, and music work information, based on traditional
music proposal methods; improves the collaborative �ltering proposal algorithm based on user behaviour; and calculates the
semantic similarity between lyrics, as well as the song co-occurrence similarity based on the user’s music download history.
Because the lyrics represent the thoughts and feelings that the song wishes to convey to the listeners, the proposal module is
completed, and the music proposal system is realized, by combining the two di�erent similar information, using the improved
algorithm and the Hadoop distributed framework.e music similarity and label similarity are combined to alleviate the problem
of cold start and data sparseness, and a mixed similarity calculation formula is proposed to calculate the similarity between music.
e accuracy similarity of the big data music proposal model proposed in this study is improved by about 20% through ex-
perimental comparison when compared with the collaborative �ltering model and the hybrid model. It re�ects the e�ciency,
scalability, and stability of the music proposal system as well as the ability to meet users’ individual music needs.

1. Introduction

With the development of network technology, the music
recommendation system has also developed rapidly, and
online music platforms have become the �rst choice for
people to listen to music. However, the music recom-
mendation system also faces some problems, such as data
storage confusion, low computational e�ciency, cold start,
and data sparsity caused by the large scale of data [1].
Aiming at the above problems, this study designs and
implements a music recommendation system. Firstly, two
channels of o�ine data transmission and real-time data
transmission are designed to collect and transmit data. A
music data warehouse is built to process and store the data
in layers. en the data are preprocessed to facilitate the
calculation of the recommendation model [2]. Secondly,
based on the improved algorithm, combined with the
Hadoop distributed framework, the proposal module is

completed, and the music proposal system is realized.
Finally, after the functional test and nonfunctional test, it
re�ects the e�ciency, scalability, and stability of the music
recommendation system, which can meet the individual-
ization music needs of users.

e core algorithm of the personalized music recom-
mendation system developed in this article is the semantic-
enhanced big data technology. Experiments show that when
recommending unpopular music, the big data recommen-
dation algorithm proposed in this article is more e�ective
than pure content-based and collaboration-based recom-
mendation methods. In order to meet the needs of the
current huge user group to recommend massive music, the
current mainstream big data distributed computing plat-
form is used in the development of this system. rough a
comprehensive and in-depth analysis of the two types of
recommendation algorithms, it is found that there is a
certain complementary relationship between the two
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types of algorithms. +erefore, this study proposes a se-
mantic-enhanced big data technology [3] that combines
content-based recommendation algorithms and collabora-
tive filtering recommendation algorithms. +e algorithm
first analyzes the semantic information implied in the lyrics
and calculates the semantic similarity between song lyrics,
and then calculates the co-occurrence similarity of songs
based on the user’s music download history. Because the
lyrics represent the thoughts and feelings that a song wants
to convey to the listeners, this recommendation algorithm
can improve the shortcomings of big data technology by
combining these two different similar information [4]. +e
research object of this study is lyric songs. In the following,
music and song refer to a song with lyrics.

+rough the mapping relationship between interest
degree and time, the algorithm introduces the influence of
time decay factor when calculating the item rating matrix
through historical behaviour, so as to obtain a more accurate
recommendation result [5]. In the face of the cold start
problem, a hybrid recommendation mode based on tags and
collaborative filtering is adopted. When the system is first
deployed and the number of users and rating items is less
than a certain threshold, the songs are matched by the initial
preference tag when the user registers, whereas when the
number of users is sufficient, the improved collaborative
filtering algorithm is used for music recommendation. +e
user’s operations are monitored and recorded in real time,
and the user’s personalized recommendation list will be
updated accordingly. +e system should be developed by
investigating the needs of users, referring to the current
excellent music recommendation system, designing each
functional module of the system, developing a good user
interface, and aiming to design an accurate and easy-to-use
system of personalized music recommendation [6].

+e innovation of this study are as follows: the proposal
algorithm combined with user behaviour analysis realizes
the proposal according to a series of user behaviour records.
+emodel, according to the complexity and diversity of user
interests, learns the influence of different attributes on user
interests.

+e rest of the article is organized as follows: Section 2
introduces related big data technology concepts. Section 3
applies big data technology to the individualization music
model. Section 4 applies big data technology [7] to the
individualization music model. Based on the proposed big
data proposal model, collaborative filtering model, and
hybrid model, the section makes recommendations. Section
5 summarizes the entire article.

2. Related Works

Common recommendation methods have a number of
flaws, including the inability to improve recommendation
effects, migrate with changes in users’ hobbies, mine users’
potential hobbies, and make accurate recommendations
based on users’ hobbies. However, with the rapid devel-
opment of big data and artificial intelligence [7, 8], tradi-
tional recommendation methods can now be improved. To

meet users’ daily needs, we can combine the benefits and
drawbacks of traditional recommendation methods with
new elements, as well as learn from each other. As a result of
the new circumstance, the music recommendation system
should also keep up with the pace of change. It is critical at
this time to design and implement a comprehensive music
recommendation system that is both accurate and easy to
use. It is critical to create a music recommendation system
that provides a better user experience.

Wang et al. implemented a user-based collaborative
filtering algorithm on the cloud computing platform
Hadoop, which solved the scalability problem of the col-
laborative filtering algorithm [9]. Yuqiao et al. used a col-
laborative filtering proposal algorithm to use user preference
data to predict products that new users may like [10]. Hu
et al. introduced matrix factorization techniques applied in
recommendation systems and analyzed the impact of each
matrix factorization technique on recommendation systems
[11]. Tong et al. studied a hybrid proposal algorithm based
on collaborative filtering and used the dimensionality re-
duction method of singular value decomposition to find the
most similar items and users in item clusters and user
clusters, which effectively improved collaboration [12].
Zhang et al. proposed a collaborative filtering proposal al-
gorithm based on the social network. Based on the tradi-
tional matrix factorization model, the user preferences of
social networks were integrated to obtain a trust feature
matrix, which reduced the impact of data sparsity [13]. Liang
et al. proposed a new deep learning model to utilize image
content for content proposal in social networks. W. Cai et al.
[7] applied the k-means clustering algorithm to a traditional
content-based proposal and proposed a new proposal al-
gorithm [14]. Chen et al. proposed the field of music pro-
posal. +e previous collaborative proposal can no longer
meet the requirements of the audience.+e essence of music
proposal has become the proposal of listening experience.
+e article describes the solutions to the current music
proposal problem in academia and industry: playlist gen-
eration, contextual proposal, andmusic production proposal
[15]. Huang et al. proposed research on the robustness of
recommender systems, including classifying the types of
proposal model attacks, computing the impact of research
attacks, and recommending replacement plans [16]. Jiang
et al. reviewed and summarized the principles and challenges
of recommender systems used in online music and looked
forward to some future techniques that might be used to
improve music proposal results [17]. Zhang et al. believed
that traditional proposal systems try to help users find re-
lated items, but this is not enough. Proposals need to give
more appropriate results based on the time and location of
the user at that time, that is, considering the scene rec-
ommended [18]. Bauer and Schedl first extracted acoustic
features from the audio inquiries and used the content-based
collaborative filtering proposal method to complete music
proposal. Domestic scholars’ research on music individu-
alization proposal has also formed a series of scientific re-
search results [19]. Su et al. used spectrogram analysis to
obtain the characteristic data matrix of musical works and
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calculated the similarity between stored music and query
data to achieve Top-N proposal [20]. Zhang et al. studied the
multi-domain recommender systems, because traditional
recommender systems only consider items in the same field,
while cross-field recommender systems support operations
on items in different fields, making the recommender system
more accurate [21]. Feng used the method of bibliographical
analysis to complete the proposal algorithm from different
perspectives by using differential strategies and analyzed
various descriptions of music-related documents to obtain
its regularity to complete the proposal [22].

In this era of excess data, there are various connections
between data, and it is obviously unrealistic to rely on
humans to distinguish. However, with the rise of big data
technology, various tools for data processing have made it
possible for us to discover the internal connection of data.
+is is a significant breakthrough by mining potential
connections between data and serving recommender sys-
tems. Data can be analyzed from multiple perspectives, such
as user behaviour context, scene atmosphere, time percep-
tion, etc., to improve the accuracy of the proposal system
from multiple perspectives.

3. Concepts Related to Individualization
Proposal Technology Based on Big Data
Analysis Technology

Data acquisition is the basic premise of processing. With the
rapid development of the Internet, Internet of +ings, and
cloud computing, they have become important channels for
obtaining data. Especially with the rapid development of
smart mobile terminals, a large amount of data is generated
every day, among which mobile phones and mobile ter-
minals are representative.

+e main functions of data integration are data ex-
traction, cleaning, and storage. +e data collected during
the data acquisition stage are typically large in scale and
diverse in nature. Data extraction’s main goal is to convert
complex data types into unified or easy-to-understand data
structures.+e amount of data collected is usually large, but
the amount of valid data is not. Many of the data may be of
little or no use in specific application scenarios, and even
more data may contain incorrect information. Data
cleaning ensures data quality, while data storage serves as a
platform for data processing. +e core of the processing
process and the process of extracting useful information
from big data is data analysis. +e only way to get useful
information is to use the right method. After the user’s
historical data, such as search terms, have been used, it is
saved in the database and never used again. Big data
typically contain some basic data, and valuable information
can be mined by expanding these data. Parts of the data
have less value than the overall value, so different data sets
are reorganized for analysis to achieve a relatively high total
value. Sometimes useful information can be found in error
data, such as spell-checking during searches. +e Internet
can be used to obtain very public data, and the majority of
them are obtained by advanced enterprises and research

institutions both at home and abroad. +ese open data can
be used by researchers to conduct research and create more
value. +e user is presented with the processed results
during data interpretation. In contrast to data analysis,
which requires professional knowledge, the results of data
processing are displayed to ordinary users who do not
necessarily understand the technology of data analysis. As a
result, how to clearly display the results to ordinary users is
a critical issue, which is usually accomplished through the
use of graphics, charts, or tabular methods.

As shown in Figure 1, user 1 purchases three items A, B,
and D, and user 3 purchases items B and D. By analyzing the
purchase behaviour of users, it can be found that the sim-
ilarity between user 1 and user 3 is relatively high. Among
them, user 1 has purchased item A, so it can be inferred that
user 3 is very inclined to purchase item A, so it is recom-
mended to user 3.

+e concept of big data technology has been deeply
influenced at the interaction level. +is chapter will combine
the theory of interaction to expound the interaction in
music. Audience research has become an increasingly im-
portant part of social media research. When the real in-
terpersonal communication is more and more carried out in
the virtual network, the social activities between people will
also change more or less, which are shown in Figure 2.

+e algorithm is divided into three steps: the first is item
representation, in which we must extract the item’s content
features to represent the item; the second is song recom-
mendation, in which we can use the song’s tags as well as the
singer’s tag and other features; and the third is item rec-
ommendation, in which we must extract the item’s content
features to represent the item. We can use the user’s his-
torical behaviour to describe the user’s item feature pref-
erence for feature learning. +is type of preference can be
expressed in music recommendations based on the user’s
song behaviour data. Finally, a recommendation sequence is
generated, and through similarity comparison, a set of items
with the highest similarity is generated for the user. Data on
the user’s online behaviour are collected and stored. User
online behaviour refers to a user’s new behaviour, such as
listening to new songs, dancing to new songs, collecting
albums, saving the data in the appropriate database, and
classifying the information in the database. Users can sort
their preferences, and they can check their listening records
at any time. When a user contacts the system and registers as
a new user, the user can display the music he likes and hide
the music he does not like based on his personal preferences,
and the user can change the information set by himself at any
time. +e music recommendation system can recommend
songs that the user is interested in and prevent songs that the
user does not like from appearing in his music playlist based
on the user’s music preference information.

4. Design ofMusic ProposalModel Based onBig
Data Analysis

4.1. User Preferences Similarity Calculation Based on Big
Data Analysis. +e similarity formula is used at the heart of
massive data technology to calculate project similarity, and
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the similarity that can be selected for different projects is also
different. Massive data technology, in comparison to col-
laborative filtering and mixed model algorithms, can learn
the influence weights of different attributes and the inter-
action between attributes on user interests. Big data tech-
nology, for example, can learn not only the impact of a single
attribute on user interest, but also the impact of any com-
bination of attributes. Using the example of user age, gender,
and time, big data technology can determine the impact of
these three attributes alone on user interest as well as the
impact of any two or even three attributes combined on user
interest. +is is classic modelling. Algorithms are incapable
of accomplishing this. +is study takes into account the
impact of modelling and the amount of computation, but
only considers the impact of a single attribute and any two
attributes on user interest.

+e user information is represented as X(x) � x1,{

x2, ..., xz, y} after processing, where y is the user’s prefer-
ence value for the item expressed by this behaviour, and xi is
the value of the i feature of the user’s current behaviour. +e
method of big data technology is to use user data to pass
learning to obtain a prediction function f(x). It represents
different interest models of users, and the calculation for-
mula is as follows:

f(X) � w0 + 

n

i�1
wixi + 

n

i�1


n

j�i+1
vijxixj, (1)

where w0 is the global parameter deviation, xi is the value of
the i attribute of the user’s current behaviour, the meaning of
the wixi part is the contribution of the attribute xi to the
user’s interest, and vijwixj represents the effect of the at-
tributes xi and xj on the user’s interest.

+e data set is to learn the function f(x) by using big
data technology on the data in the data set. +e purpose of
the test set is to test the learning effect of the function f(x).
+e following formula defines the loss function L of the big
data technology:

L � 
N

i�1
loss(f(X), Y) � 

N

i�1
y xi(  − yi( 

2
. (2)

In the pursuit of minimizing the loss function, it is
necessary to prevent the occurrence of overfitting. +e
regularization term in this article introduces the parameter
vector formula (3), which is the calculation of the optimi-
zation problem of big data technology.

L � argmin
N

i�1
y xi(  − yi( 

2
. (3)

+e above formula represents all the model parameters
of big data technology, that is, the specific influence weights
of attributes on user interests. +ere are two related func-
tions g(x) and h(x) for any parameter of f(x), as shown in
the following formula:

y(x) � g(x) + h(x). (4)

When w0 � 0,

y(X) � 
n

i�1
wixi + 

n−1

i�1


n

j�i+1
v

T
i vj xixj + w0. (5)

When w0 � 1, 2, ..., n, as shown in (5),

y(x) � w0 + 
n

i�1
wixi + 

n−1

i�1


n

j�i+1
 vlsvjs xixj. (6)

Only one parameter is optimized in each calculation
process, and the iterations are performed round by round.
Music can usually have a variety of tag information, which
can be analyzed and described from different dimensions.
+e more tags, the better the representation of items. Each
piece of music has a different label, and the more common
labels between two pieces of music, the more similar they
are. +e calculation formula for defining the similarity of
labels is as follows:

simtah(u,v) �
Iu ∩ Iv

Iu ∪ Iv

. (7)

+e tag-based proposal algorithm can still recommend
music in the absence of user ratings and alleviate the
problem of cold start to a certain extent. Although the tag-

User 1

User 2

User 3

A

B

C

D

Resemblance

Reco
mmend

Figure 1: Proposal process based on big data technology.
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based proposal algorithm does not require the user’s score
record, only the tag of the music itself is needed. Combining
the tag-based proposal algorithm with other proposal al-
gorithms can improve the proposal effect.

4.2.Music ScoreClusteringAlgorithm. Each user has his own
scale when scoring the music. For a very favorite item,
conservative-type users rate lower than positive-type users.
From a mathematical point of view, different users have
different mean and variance of ratings.+erefore, in order to
have a unified standard for user preferences, it is necessary to
normalize user ratings. In the method based on the clus-
tering algorithm, the principle is to subtract the average of
the user’s score from the user’s score on the music, which is
shown in the following formula:

h rui(  � rui − ru. (8)

Bringing formula (8) into formula (9), we can get the
predicted user u score for the new music i as

rui � ru +
v∈Ni(u)wuv rvi − rv( 

v∈Ni(u) wuv


  (9)

+e special feature of big data technology is that nor-
malization takes into account the variance of user ratings.
For user-based methods, the definitions are shown in the
following expression:

h rui(  �
rui − ru

σu

. (10)

Bringing this formula into formula (9), the user’s rating
of the new music can be predicted, which is shown in the
following formula:

r
⌢

ui � ru + σi

j∈Ni(i) wij rvj − rj /σj 

j∈Ni(u) wuv




. (11)

4.3. Individualization Proposal Model Based on Big Data
Technology. +e main component of the recommendation
module is the recommendation model, which is the heart of
the recommendation system. As a result, the user experience
is directly related to a good recommendation model. After
analyzing and summarizing a variety of common recom-
mendation models, it was discovered that each model has
distinct advantages and disadvantages in terms of generating
an accurate user recommendation list. +is system uses a
hybrid recommendation system that relies heavily on the use
of tags and collaborative filtering. When the number of users
or the number of user-rated items is insufficient, a tag-based
recommendation model is used. +is is primarily used to
address the collaborative filtering recommendation prob-
lem—problem with cold start. +e improved collaborative
filtering algorithm is enabled when the number of users and
user rating items is sufficient. Time considerations are in-
troduced into traditional collaborative filtering because
users’ interests may change over time. Figure 3 depicts the
recommendation process for accurate recommendations.

+e core idea behind the big data-based recommenda-
tion algorithm is to use audio features to describe a piece of
audio data, and then use those features to calculate similarity
with other audios. It analyses the feature information of the
tracks, traverses the music database, and recommends tracks
based on a user’s listening time, number of clicks, collection,
and download behaviour. +e music recommendation sys-
tem’s data content primarily consists of user data, music
data, and user-system interaction behaviour data. Basic in-
formation about the user is contained in user data. Music
data contain various details about music and can be used to
extract interesting features, making it an important data
source for recommender systems.+e user’s interaction with
music is included in user behaviour data, and the recom-
mendation system can be used to mine the user’s potential
information.+e purpose of data processing technology is to
clean, process, and transform the system’s data so that the
algorithm layer can obtain clean and effective data, thereby
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Figure 2: +e interactive ritual chain linked to emotion in music.
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improving the recommendation system’s performance. +e
validity of the behaviour data directly affects whether the
recommendation result can meet the user’s needs because
the user’s historical behaviour information reflects the user’s
preferences at different times. +e background log infor-
mation will record each user’s behaviour, such as clicking on
music, commenting on music, and sharing music, and the
stored content format will be in the form of a dictionary.
Finally, a data format that is beneficial to the calculation of
the recommendation algorithm can be obtained after sys-
tematic processing. +e information gathered will be pro-
cessed. Missing data, data noise, and data duplication may
occur during the data collection and transmission process,

affecting subsequent model training and resulting in low
model robustness. As a result, the information must be
processed. +ere may be many data attributes when ana-
lyzing and processing data, but some are irrelevant and some
are relevant, so it is necessary to select the most relevant
features for processing to improve the model’s robustness.
+e accuracy of a recommendation is insufficient. +e di-
versity of recommendation results is critical with the growing
number of Internet services and changing user needs. If users
listen to ancient songs for a long time, for example, our
recommendation list should include some variety based on
personalization and precision, such as sad songs that are not
very similar to ancient styles. +e recommendation is
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by the effect of user clustering 

factors
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Figure 3: Big data music individualization proposal process.
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successful if the user clicks. +e recommendation results
differ depending on each user’s unique historical behaviour
data. +e system can update the recommendation in real
time based on short-term data and long-term data, allowing
the user to experience the system’s personalization. +e
recommender system learns from the user’s past behaviour
and improves its personalization and accuracy over time.

+e higher the big data recommendation model’s
evaluation value, the more interested in music the user is; the
big data recommendation model is generated into the
nearest neighbour set, which is the user’s big data recom-
mendation model set that is similar to the user’s interest.

Two user big data recommendation models are regarded as
two vectors in the vector space using the method of vector
space similarity calculation, and the similarity between them
is measured by calculating the cosine value of the angle
between the two vectors in the big data recommendation
model. Finally, the big data recommendation model’s rec-
ommendation set is generated.+e user’s evaluation value of
the song is predicted based on the similarity between
neighbour users and the user as well as the neighbour users’
evaluation value of the song. +en, using the big data rec-
ommendation model, the first few songs with the highest
ratings are measured, and the recommendation results are
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fed to the model’s first few users. To begin, their features are
extracted to generate the user interest model of the big data
recommendation model based on the music resources
downloaded, searched, and rated within a certain period of
time according to the big data recommendation model, and
then different big data recommendation models are gen-
erated from the ringtone resources in the ringtone library.
+e content recommendation set is made up of music and
user interest models with similar attribute values; second,
the big data recommendation model predicts the user’s
predicted score for some songs and finds the nearest
neighbour based on the users with similar interests. +e big
data recommendation model’s recommendation set is

recommended; third, the content recommendation set in the
recommendation set and the music sorted by the nearest
neighbour big data recommendation model are scored
according to the weight, and the big data recommendation
model with the highest score is chosen as the final rec-
ommendation item to be recommended to the user.

5. Experiments on Proposal Models Based on
Big Data

+e individualization music proposal model of big data
technology proposed in this study introduces the GRU
network after the XCNN network, which has long-term
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memory ability and can extract the feature relationship
between pre- and post-sequence images. In order to verify
the music classification effect of the CURNN model in this
study, the experimental results are compared with music
classification methods such as HCRNN, FCN6, and Diel-
emanCNN, and the accuracy, AUC, and mean average
accuracy mAP of each method are calculated. +e results are
shown in Figure 4.

It can be seen from the experimental data that CURNN
has higher accuracy, AUC, and mean average accuracy rate
mAP than the other three models due to the addition of a big
data proposal model. +e closer the accuracy, AUC, and

mAP values are to 1, the better the classification effect is, so
the classification effect of the model CURNN proposed in
this study is much higher than that of DielemanCNN and
FCN6 that only use their own data. Compared with the
HCRNN model that also uses the RNN network, CURNN is
still ahead. For the three music proposal models proposed in
this article, the user’s score is predicted on the collection of
songs; the predicted scores of 10 to 100 songs are randomly
selected; and the L, R, and G values are calculated. +e
experimental results are shown in Figures 5–7.

As the number of predicted scores increases, the pa-
rameter scores decrease continuously. According to the
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Figure 9: Improved collaborative filtering proposal model.
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experimental results, the prediction scores of the prediction
results of the big data proposal model are higher than those
of the other two models, and it has a better proposal effect.
+e user’s behaviour is temporal, so time weights should be
introduced into the user prediction scoring formula. Dif-
ferent time weights have different effects, thus affecting the
final proposal result. +is study sets the time weight value of
0.1 to 0.9 for comparative experiments. In this section, the
experimental results will be displayed and analyzed, and the
evaluation indicators will be precision rate, recall rate, and
F1 score. +e specific experimental results are shown in
Figures 8–10.

+e relationship between the time weight coefficient,
precision rate, recall rate, and F1 is neither positive nor
negative, as can be seen. Precision, recall, and F1 scores
increase steadily as the time weight increases, and when the
time weight reaches 0.4, the three indicators’ scores tend to
be flat. To summarize, the proposed big data music proposal
model is about 20% more accurate than the collaborative
filtering model and the hybrid model when the time weight
is 0.4. And the big data-based proposal algorithm is clearly
superior to the single similarity proposal algorithm.

6. Conclusions

Traditional proposal methods frequently limit themselves to
user behaviour data while ignoring background data and
other issues.+is study investigates a data collection method
that combines system logs, system databases, network in-
terfaces, and sensors; collects data from multiple sources;
and prepares a complete data set for individualization
proposals, in conjunction with the big data collection
method. Following the completion of data collection, this
study uses the appropriate standardization processing
methods to perform data standardization work in the pre-
processing according to the various types of data collected.
We start with two aspects in the proposal candidate set
screening stage. On the one hand, it seeks out similar users’
favorite music, and on the other, it uses clustering to find
music that is similar to the user’s favorite music. Starting
with two aspects, it ensures that the candidate set is per-
sonalized, as well as fully covering the user’s interests and
improving the quality of the final proposal results. Massive
music works and users cause a slew of issues for recom-
mender systems. +is study solves the problem of cold start
and hot item processing by increasing proposal probability
and decreasing item weight, which not only improves the
coverage of the proposal system but also ensures the ac-
curacy of the proposal, thus alleviating these issues. +e
ability of the system to process data is also important in the
big data environment. Using the Hadoop big data processing
framework, this study improves the system’s processing
ability. To begin, the recommender system’s functional and
nonfunctional requirements are analyzed, and various de-
signs required for system implementation are completed. A
working environment is created in which a music indi-
vidualization proposal system can be implemented. Finally,
testing is used to confirm the system’s feasibility and ef-
fectiveness. To mine user preferences and complete the

recommendation process, this study primarily uses user
data, music work data, user behaviour data, and behaviour
context data. However, there is a lot of data that can be added
to the recommendation process calculation. Tag data are
typically used by users to mark their feelings and experiences
with musical works, allowing tags to link users to musical
works. +ese data should be the focus of future research.
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In recent years, with the rapid development of emerging Internet of �ings technology and short-range wireless communication
technology, smart healthcare monitoring network technology has become a research hotspot. It provides convenience for people
and enhances the development of people’s own healthcare awareness. �is paper aims to study how to make its application in the
�eld of smart healthcare education more applicable through the use of related technologies in the Internet of �ings era and few-
shot learning. For this reason, this paper proposes to optimize and improve the new sensor technology and the algorithm of few-
shot learning, and to adjust some parameters as a whole. At the same time, related experiments and analysis are designed for the
improved algorithm to study and understand its performance. �e experimental results in this paper show that the improved
algorithm improves its application e�ect by 36.9% and is relatively more applicable than the unimproved algorithm.

1. Introduction

Intelligent medical care is a new medical service sharing
system that combines computer technology, communication
network technology, andmodernmedical technology. Smart
healthcare is designed to serve as a link between patients and
hospital specialists, allowing patients to seek advice from
specialists in distant hospitals at any time and from any
location, and to receive e�ective treatment and healthcare, as
well as other medical services, based on recommendations. It
achieves “zero distance” consultation between speci�c
medical costs and time, and patients and hospital experts
and medical personnel, and improves medical resource
e�ciency and distribution rationality.

Intelligent medical monitoring can continuously send
human physiological parameter information to a medical
monitoring center in a remote hospital for analysis and
diagnosis by experts or medical personnel using medical
sensors and communication networks. As a result, hos-
pital experts and medical personnel can quickly obtain the
patient’s testing results, record historical data, and de-
scribe reasonable and correct diagnoses and treatment
options. In the hospital’s database center, the function of

long-term tracking of the patient’s physical condition can
also be realized. �e demand for remote medical moni-
toring is increasing, and the market prospect is broad,
thanks to the rise of network applications of medical
supplies and the gradual improvement of people’s own
health awareness.

�e novelty of this paper is that it adjusts the classi-
�cation of the algorithm and other related parameters
based on research and understanding of new sensor
technology in the emerging Internet of �ings era,
combined with algorithm optimization for few-shot
learning. It makes the improved algorithm’s application
e�ect in the actual �eld of education more applicable, and
it can play its role more e�ectively.

2. Related Work

With the rapid development of Internet-related technol-
ogies, people have a wide range of applications for
decorrelation. As one of the main extensions of the Internet
of �ings technology, sensor technology has never been
interrupted. Mokhtari et al. proposed a new body recog-
nition sensor that can e�ectively distinguish multiple
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residents in a home environment to detect their height as a
unique biometric. )e sensor includes three sensing/
communication modules: a pyroelectric infrared (PIR)
occupancy, an ultrasonic array, and a Bluetooth Low En-
ergy (BLE) communication module. )e PIR occupancy
module is used to detect the moving direction, while the
ultrasonic array module is used to detect the height of the
moving residents [1]. Shimada proposes that, with the
application of magnetic fields and magnetically responsive
fluids such as magnetic composite fluids (MCFs) as fillers,
the effect of electrolytic polymerization on NR-latex such as
plastic-type polymer solutions is enhanced. )e current
new MCF rubber vulcanization method is efficient enough
to be widely used in tactile sensors in robotics and engi-
neering applications [2]. Miao et al. believe that new sensor
technologies such as near-infrared spectroscopy, chemical
imaging, electronic nose, and electronic tongue play an
important role in the quality evaluation of traditional
Chinese medicine and have prospects and opportunities for
future research [3]. Ebrahimi and Mardani propose a new,
simple, and inexpensive sensor to detect multipoint contact
of a typical robotic wheel. )e new sensor enables wheeled
robots to scan surfaces and find stability margins during
real-time motion without the need for cameras or laser
sensors. In addition, it enhances the real-time solution
capability of dynamic equations [4]. Chaiendoo et al.
proposed a selective colorimetric method for the detection
of formaldehyde (FA) based on polymethacrylic acid-
(PMAA-) templated silver nanoclusters (AgNCs). In the
presence of AgNCs (AgNCs@Tollens), chemical dosimeters
are easily fabricated by forming Tollens reagents. Com-
pared with other aldehyde-containing compounds, the
proposed method exhibits excellent selectivity for FA [5].
Kuchlyan et al. proposed that Mercury ions pose a great
threat to humans due to their high toxicity in living sys-
tems. )erefore, its detection at the nanometer level is of
current interest. Rhodamine derivatives are one of the
rarest examples of Hg2+ fluorescent chemosensors, in
which the phthalic acid moiety showing antibacterial ac-
tivity is responsible for specific binding [6]. Wu and Yan
believe that adaptive immune cells are usually not equipped
with pattern recognition receptors. In immunity, they
revealed an “innate-like” cytosolic DNA sensing mecha-
nism of KU complexes in senescent CD4+ T cells, which
exacerbates senescence-related autoimmunity [7]. )e new
sensor-based wearable technology proposed by Monje et al.
is gradually revolutionizing PD care by objectively mea-
suring these manifestations and improving PD diagnosis
and treatment monitoring. However, their use in clinical
practice remains limited, probably due to the lack of ex-
ternal validation and standards for their continued use at
home [8]. )e abovementioned articles are very compre-
hensive for the introduction of related new sensors, and the
structure of the sensor and its specific design principles are
clearly expressed. However, there is no experimental
verification for the application of the sensor in related
fields, and there is a lack of research on the reliability of the
sensor.

3. Application Method of Few-Shot Learning in
Smart Health

3.1. Smart Healthcare System. )e smart healthcare system
[9] is to monitor the basic parameters of the human body’s
important physiological parameters such as human body
temperature, pulse, and blood pressure. )ese parameters
can reflect a basic health condition of the human body, so the
system chooses to monitor the parameters of the human
body’s body temperature, pulse, blood pressure, and blood
oxygen.)e most important part of the system is to transmit
the collected data. Data transmission is generally divided
into two forms: wired transmission and wireless transmis-
sion. )e cost of wired transmission is high, the wiring is
cumbersome, and the scalability is not very good. When new
equipment is added, rewiring may be required, and the
disturbed lines may cause psychological pressure on the
ward [10]. )e wireless transmission method is relatively
simple in terms of placement, because it does not require
cables, so the cost is relatively low, and the adaptability and
scalability are good. It does not require rewiring, and be-
cause there are no complicated wires, the instrument is easy
to carry and move. )is system is designed to be able to
monitor their own health at home, requiring the instrument
to be portable, simple to operate, simple and easy to install,
and easy to expand [11]. According to the above comparison
of wired transmission and wireless transmission, the wireless
transmission mode is selected. It replaces the cables used in
the traditional monitoring system, which not only facilitates
the movement of the ward but also reduces the trouble and
psychological pressure caused by the disturbed wires.

)e system is mainly composed of three parts: parameter
acquisition and transmission system, client monitoring
software system, database management system. )e pa-
rameter acquisition and transmission system is composed of
parameter acquisition sensors, Zigbee acquisition nodes, and
coordinators, which are responsible for acquiring the health
parameters of the monitored person, such as pulse, blood
pressure, body temperature, and other parameter data [12].
Each acquisition node transmits the collected data to the
coordinator through the wireless network, and the coor-
dinator processes the data and sends it to the PC serial port
through RS232. )e client monitoring software system
displays and stores the data received by the serial port. At the
same time, the client also has the functions of video con-
sultation and health parameter historical data and abnormal
data query, which constitute the diagnosis and treatment
subsystem. )e client also provides doctor data and elec-
tronic medical records, which constitute the data query
subsystem. )e database management system mainly stores
and performs simple data processing, deletion, addition, and
query of user information and parameter data [13]. )e
block diagram of the system structure is shown in Figure 1.

3.1.1. Selection of Wireless Transmission Methods. In recent
years, with the rapid development of technology and net-
work, especially the rapid development of the Internet in-
dustry, the popularity of portable electronic products such as
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mobile phones and laptop computers has been quite high.
People’s requirements for network communication are
gradually increasing, and wired communication can no
longer meet people’s mobile needs. )ey hope to obtain
mobile, convenient, and short-distance wireless networks to
provide services for these mobile electronic products [14].
)e current more common centralized short-range wireless
communication technology is shown in Figure 2.

3.1.2. Selection of Network Topology. At present, Zigbee
mainly supports star, tree, and mesh network topologies,
which constitute three network structures of star network,
tree network, and mesh network [15]. )e schematic dia-
gram of the star network topology is shown in Figure 3.

)e star network belongs to the slave-master-slave
structure, and each wireless network node realizes the
network connection through the coordinator. Communi-
cation between nodes can only be done through the coor-
dinator. )ere is no direct communication between nodes,
only through the coordinator, which belongs to the point-to-
point communication mode [16]. When an FFD is activated,
it will automatically form a network and become the main
coordinator of the entire Zigbee network. Only one master
coordinator is allowed in each Zigbee star network structure,
which means that each star network is independent. )e
uniqueness of the network is ensured by selecting a PAN
identifier. After selecting the PAN identifier, the master
coordinator will allow the FFD or RFD to join the network.
In addition, when multiple wireless nodes transmit data
messages to the coordinator at the same time, it is easy to
cause network congestion, resulting in data loss or trans-
mission failure. However, it is still widely used due to its
advantages of simple structure, flexible layout, and conve-
nient management. )e star network structure is suitable for
occasions with a small range and few terminal devices [17].
)e tree network topology is different. )e schematic dia-
gram of the tree network topology is shown in Figure 4.

In a tree-shaped network topology, the communication
between nodes can only be carried out along the path of the
tree; that is, each node can only communicate with its parent
and child nodes. If two nodes have the same parent node, the
data will be transmitted from one node to the parent node
during data transmission, and then from the parent node to

ward

sensor

sensor

sensor

Coordinator

doctor client

doctor client community server database server
ward

sensor

sensor

sensor

Coordinator

doctor client

doctor client community server database server

Figure 1: System structure block diagram.

short-range
communication

Figure 2: Common centralized short-distance communication
methods.

Coordinator

router

ZigBee Terminal

Figure 3: Star network topology.
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another node [18]. If two nodes have different parents, the
information will be passed up the tree path. When it is
passed to the nearest ancestor node, it finds the parent node
of the target node along the path and then continues to pass
down to the final target node.

A mesh network is more flexible than a tree network.
Similar to the tree network structure, it also includes a
coordinator, multiple routers, and multiple terminal nodes,
but the connection method is different [19]. )e schematic
diagram of the mesh network topology is shown in Figure 5.

Most of the nodes in the mesh structure are FFDs with
complete functional characteristics. Each FFD node can
communicate directly; it can not only send and receive
information but also automatically forward the information
to other nodes in the network. FFD has the function of
rerouting. When a node in the network fails, the nearby
nodes will automatically replace the faulty node and con-
tinue to transmit information according to the principle of
optimal path. )e “multihop” mechanism is adopted when
the mesh network transmits data, which greatly increases the
reliability of the system, increases the security in the process
of data transmission, and reduces the delay of data trans-
mission. )e mesh network structure is relatively complex,
has self-organization and self-healing ability, and can adapt
to extremely complex environments [20]. It is suitable for a
wide range of applications with complex environments.

3.2. Few-Shot ImprovedAlgorithm. Since the introduction of
linear discriminant analysis, a lot of supervised learning has

been developed in the past few decades to improve the few-
shot problem. Representative ones include subspace selec-
tion based on geometric mean, local sensitive discriminant
analysis, and edge analysis [21]. GMSS uses the general mean
definition to replace the arithmetic mean in LDA, so it can
get more robust results than LDA. LSDA and MFA are
classical manifold learning algorithms, and both have their
own solutions to the SSS problem. )e PAF framework can
better sort out the essential differences of this kind of
manifold learning. Although the local geometric informa-
tion preservation and how to extract discriminative infor-
mation are fully discussed in current algorithms, the
hyperparameter selection problem that exists in most
manifold supervised dimensionality reduction is rarely
addressed.

Based on the findings, this paper proposes a new es-
sential manifold estimation method based on the RPDA
algorithm and ensemble learning that preserves the en-
semble manifold’s ordering information. )is method in-
vestigates the problem of supervised learning from two
perspectives. To begin, the objective function is optimized on
the block based on the RPDA algorithm; that is, the pres-
ervation of the ordering information of the same samples is
emphasized on the local block formed by the sample, in
order to achieve the goal of obtaining the sample’s original
distribution information, while maximizing sample edge
distance between classes in order to retain discriminative
information. Second, a new objective function with essential
manifold estimation is defined based on the previous step,
and the essential manifold of the data is approximated by
finding the optimal linear combination of registration
matrices, avoiding the hyperparameter selection problem in
the traditional manifold supervised learning algorithm.

)e ranking information of the samples within the class
is available for classification. Inspired by the LE algorithm,
we define the intraclass ordering information on a local
block as

R yi(  � 
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j�1
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����
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According to the PAF framework, we can deduce the
formula as follows:
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LR(i) �
−e

T
k1

Ik1

⎡⎢⎣ ⎤⎥⎦diag wi(  −ek1
Ik1 . (4)

For popular supervised learning, discriminative infor-
mation plays a crucial role. As far as the EMRP algorithm is
concerned, we consider the purpose of extracting discrim-
inative information by maximizing the distance sum of yi

and its k2 interclass samples, namely,

D yi(  � 

k2
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yi − yip

�����

�����
2

vi( j. (5)

)e definition of the weight factor (vi)j here considers
the factor of removing the interclass ranking information,
namely,

vi( j �
1, if xij ∈ Nk1

xi( ;

0, otherwisel.
 (6)

Under the framework of PAF, we can further derive (5):
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Here,
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)erefore, we can get the optimization objective function
on the local block:

argmin
yi
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Here, c ∈ [0, 1] is the balance parameter used to syn-
thesize the contributions of intraclass samples and interclass
samples on the local patch. By defining an indexed
collection,

Fi � i, i
1
, i
2
, . . . , i

k1 , i1, i2, . . . , ik2 . (10)

And we derive (9):
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Here, tr( ) is the matrix trace operator:

ek1+k2
� [1, . . . , 1]

T ∈ R
k1+k2 . (12)

According to the PAF framework, we further define the
registration matrix:

Li �
−e

T
k1+k2

Ik1+k2

⎡⎢⎣ ⎤⎥⎦diag wi(  −ek1+k2
Ik1+k2 . (13)

Formula (11) can be simplified to

argmin
Yi

tr YiLiY
T
i . (14)

We define the selection matrix:

Si( pq �
1, If p � Fi q ;

0, else.
 (15)

Here,

where Si ∈ R
N× k1+k2+1( ). (16)

Subsequently, we can unify all local blocks on a con-
sistent coordinate system. )e specific operation method is
as follows: first, coordinate Yi comes from the global co-
ordinate system, and its coordinate expression can be given
by the following formula:

Y � U
T
X � y1, y2, . . . yN  ∈ R

d×N
. (17)

)at is,

Yi � YSi. (18)

)erefore, the optimization objective function 14 on the
local block can be written as

argmin
Y

tr YSiLiS
T
i Y

T
 . (19)

Secondly, by accumulating the optimization objective
function 19 defined on the local block formed by N samples,
we can obtain the global registration objective function,
which has the following form:

argmin
Y



N

i�1
tr YSiLiS

T
i Y

T
 ,

� argmin
Y

tr YLY
T

 .

(20)

However, different hyperparameters correspond to
manifolds with different geometric information, which will
seriously affect the final recognition accuracy. )erefore, an
automatic manifold estimation method is valuable for
solving this problem.

3.3.Wireless SensorNetworks. WSN is a network application
system composed of multiple intelligent nodes centrally
arranged in a monitoring area, and a multihop self-orga-
nized network system formed by wireless communication. It
is widely used in facility security, environmental monitoring,
industrial applications, traffic control, etc. )erefore, WSN
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can be said to combine the world of logical information with
the world of objective physics, changing the interaction
between humans and nature. )e wireless sensor network
structure is shown in Figure 6.

A sensor network system usually includes sensor nodes,
sink nodes, and management nodes. A large number of
sensor nodes are randomly deployed in the detection area to
form a network in a self-organizing manner. It transmits the
detected data to the sink node through multihop relay and
finally reaches the management node through the Internet
or satellite. )e measured data is sent to the sink node and
finally reaches the management node through the Internet
or satellite. )e user configures and manages the sensor
network through the management node, publishes detection
tasks, and collects detection data.

4. Algorithm Module
Implementation Experiment

4.1. Heart Sound Signal Recognition Experiment

Production Mechanism. )e vibrations of the heart valves
and great vessels under the impact of blood flow pass
through the cardiothoracic conduction system to the chest
wall to form heart sounds that can be received by a
stethoscope. )e wavelet transform method is used for
denoising, and then the envelope algorithm is used to extract
the peaks. It defines the feature vector and then uses the
multiclass support vector machine decision tree (SVM-DT)
for pattern recognition to distinguish the type of signal; in
order to measure the predictive performance of the classifier
for unknown samples, it needs to be tested, and the number
in the test set is increased to 50, and p � 2 is also set. )e test
results are shown in Table 1.

It can be seen from the above table that the algorithm has
good prediction ability for unknown samples while main-
taining high training accuracy. )rough this method, we
have established a correct and relatively complete heart
sound recognition algorithm, which can reduce the un-
certainty of signal recognition and identify the type of signal
accurately and effectively.

4.2. Breath Sound Signal Recognition Experiment. )ere are
usually two types of breath sounds: normal breath sounds
and additional sounds. )e breath sound energy of normal
and bronchitis patients are mainly concentrated in the in-
spiratory phase and less in the expiratory phase; the opposite
was true in asthmatic patients. )erefore, we need to study
the expiratory phase and the inspiratory phase separately, so
that the characteristics of the breath sound signal are more
obvious.

Input the sample feature vector group of unknown
breath sound type after feature extraction to the learned
network, and the output is the classification result as shown
in Table 2.

4.3. Pulse Signal Recognition Experiment. Firstly, the most
primitive sampling sequence is used to discretize the pulse
signal, and the signal is decomposed twice by the wavelet
transform of the discrete sequence; thresholding and sec-
ondary reconstruction of the high-frequency coefficients of
the signal to obtain the signal after noise removal; nor-
malizing the denoised signal, extracting the signal envelope,
and then defining the eigenvectors; finally using the cluster
analysis method for pattern recognition.

)e pulse data obtained by the final screening were
analyzed by using the classical statistical dynamic K-means

Coordinator

router

ZigBee Terminal

Figure 5: Network structure.
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cluster analysis function. When K� 3, the class centers of the
cluster analysis results are shown in Table 3.

Passing N groups of test samples through the test of the
training network, the error we get has reached the expected
result. )is algorithm has a concise idea and fast clustering
speed. However, there are still some problems, such as the
inappropriate selection of initial agglomeration points,
which has a great influence on the clustering results and still
needs to be improved.

4.4. Fusion Algorithm Experiment. )rough the above al-
gorithms, we identify and classify the signals collected by
each sensor. In this section, we can obtain the final

probability distribution value by calculating each classifi-
cation result of each sensor and the correlation coefficient in
each sensor. Fusion Idea. )e probability distribution value
of each sensor target type obtained by the weighted average
method (or template method) is fused through the DS ev-
idence theory, which can reduce the uncertainty of the signal
and obtain the user’s physical condition more accurately, as
shown in Table 4.

After getting the probability distribution values cor-
responding to the sensors, we need to fuse these proba-
bility distribution values. When the intersection
proposition is an empty set, the decision result can be
obtained through evidence fusion. )e fusion process is
shown in Table 5.

Internet and Satellite sink node

task management node

user

Monitoring area sensor node

Figure 6: Wireless sensor network architecture.

Table 1: Calculation results of the classifier during testing.

Heart sound type
Training set Test set

Number of misclassified samples Accurate % Number of misclassified samples Accurate %
X 0 100 0 100
Y 2 95.2 1 96.7%
Z 1 96.4 0 100
Total 3 97.4 1 96.5%

Table 2: Classification results.

Type Number of test samples Normal Asthma Tracheitis Recognition rate Average value
Normal 25 23 1 1 92%

92%Asthma 25 0 22 3 88%
Tracheitis 25 1 0 24 96%
Total 75 24 23 28

Table 3: Class centers.

Cluster
center

Vascular compliance
coefficient

Peripheral resistance
coefficient

Aortic valve function
coefficient

Cardiac ejection
function

Heart
rate

First kind 1.61 1.4 0.07 4.6 0.5
Second kind 1.4 1.25 0.05 4.3 0.8
)ird kind 1.22 1.01 0.03 3.8 1.2
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Table 4: Probability assignment values.

O 1 O 2 O 3 O 4

m 1 0.321 0.1928 0.0913 0.3949
m 2 0.4101 0.234 0.2465 0.1094
m 3 0.51 0.1143 0.0056 0.3701

Table 5: Fusion process.

m1(u) � 0.3949 m(o1) � 0.1619 m(o2) 0.0924 m(o3) 0.0973 m(u) 0.0432
m1(o3) 0.0913 m(ϕ) 0.0374 m(ϕ) 0.0021 m(o3) 0.0225 m(o3) 0.01
m1(o2) 0.1928 m(ϕ) 0.0791 m(o2) 0.0451 m(ϕ) 0.0475 m(o2) 0.021
m1(o1) 0.321 m(o1) 0.1316 m(ϕ) 0.0751 m(ϕ) 0.0791 m(o1) 0.0351

m2(o1) 0.4101 m2(o1) 0.2340 m2(o3) 0.2465 m2(u) 0.1094
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Figure 7:)e relationship between the number of target nodes and the amount of raw data, transmission energy consumption, and network
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It can be seen from the above experimental data that the
fusion algorithm can significantly reduce the uncertainty
and obtain a more accurate physical condition of the patient.

5. Multisensor Model Analysis

5.1. Model Analysis. )is section will quantitatively analyze
the difference between mobile agent-based wireless sensor
network applications and traditional Client/Server model
sensor network applications, focusing on the data trans-
mission model and network energy consumption.

)e modules that consume energy in the sensor node
include sensor module, processor module and

communication module. Since most of the energy con-
sumption of sensor nodes is in the wireless communication
module, the energy consumption of the wireless commu-
nication module is approximately 30 times the total energy
consumption of the sensor module and the processor
module. )erefore, the energy consumption of the sensor
module and the processor module can be ignored in the
energy analysis of the sensor node, and only the energy
consumption of the communication module can be con-
sidered. In the Client/Server mode and the mobile agent
mode, respectively, Figure 7 shows the comparison of the
number of target nodes and network energy consumption, as
well as the comparison of the original data volume and
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Figure 9: )e subset of data selected by the SE algorithm during the iterative process.
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network energy consumption.)e number of target nodes in
the network has little effect on the energy consumption of
the sensor network using the mobile agent mode, as can be
seen on the left side of the figure; however, when the number
of target nodes is small, the mobile agent mode may con-
sumemore energy.)e right side of the figure shows that the
mobile agent mode saves more energy than the traditional
Client/Server mode as the amount of raw network data
grows; however, when the amount of raw data grows small,
the mobile proxy mode consumes more energy.

At the same time, OMNet is used to simulate the re-
lationship between energy consumption in Client/Server
mode and mobile agent mode. Suppose there are 600 nodes
irregularly distributed in an area of 300 meters× 300 meters,
and the code length of the mobile agent itself is 50 bytes. kr is
related to the original data volume, the default value is 2
bytes, and the default original data volume of the node is 10
bytes. )e specific results are shown in Figure 8: the left side
of Figure 8 is the change diagram of network energy con-
sumption during the process of increasing the number of
target nodes from 2 to 18.

It can be seen from Figure 8 that the network energy
consumption of Client/Server mode and mobile agent mode
increases with the increase of the number of target nodes,
but the mobile agent mode consumes less energy. Moreover,
the growth rate of energy consumption in Client/Server
mode is higher than that in mobile agent mode, which is
consistent with the above theoretical analysis. )e right side
of Figure 8 is a simulation diagram of data transmission
volume and network energy consumption. )e right side of
Figure 8 shows that as the amount of raw data increases, the
energy consumption of both modes increases. With the
increase of the amount of raw data, the energy consumption
based on the Client/Server mode increases significantly and

exceeds that of the proxy mode, which is also consistent with
the above theoretical analysis. When the length of the
original data itself is very small compared to the length of the
mobile agent code, the Client/Server model has less energy
consumption.

5.2. Parameter Analysis. In this experiment, a set of two-
dimensional datasets is artificially generated, which consists
of 1500 instances and contains 3 categories. )e dataset
shown in Figure 9 shows the instance selection results of the
SE algorithm under different reduction rate conditions,
which is helpful to observe the SE algorithm process.

In order to further understand the influence of pa-
rameters on the performance (accuracy and speed) of SE
algorithm, this experiment conducted an in-depth analysis
of SE on artificial datasets and Newsgroup datasets.

)e SVM classification surface is obviously shifted be-
cause a large number of support vectors are accidently
deleted. When dealing with multiclassification problems,
this type of geometric algorithm must be transformed into
multiple binary classification problems for processing: posi-
tive classes are considered positive, while negative classes are
considered negative. As a result, edge instances in the positive
class must be identified with the help of the negative class. It
will be very difficult to identify edge instances if the distri-
bution of negative classes surrounds the distribution of
positive classes. Furthermore, CNN and KMSVM only retain
a small portion of the support vectors, whereas NNSVM only
eliminates a few samples that overlap each other.

5.3. Application Effect Analysis. In order to better under-
stand the effect of the improved few-shot learning algorithm
on the promotion of the new sensor technology in the
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Figure 10: Effect evaluation of few-shot learning algorithm before and after improvement.
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current Internet of )ings era before and after the im-
provement, this paper designs 10 different experiments,
numbered 1–10. )e first five experiments are to improve
the application effect of the previous algorithm on the new
sensor technology on smart healthcare, and the last five
experiments are the application effect of the improved
algorithm on the new sensor technology on smart
healthcare. To ensure that the five experiments are the
same except for the sample learning algorithm, other
irrelevant variables are the same, and other irrelevant
variables are controlled. Statistical experimental data are
shown in Figure 10.

From Figure 10 above, we can see that the ratios of good
and bad applications considered before the improvement are
0.43, 0.25, 0.81, 0.54, and 0.54, respectively, and the overall
ratio is low; after the improvement, the ratios of good and
bad applications were considered to be 5.67, 4, 4, 9, and 2.33.
)e overall ratio is much higher than that before the im-
provement, and the effect is increased by 36.9%, which can
be better applied to the field of smart healthcare education.

6. Conclusions

)is paper mainly uses the new wireless sensor technology
and few-shot learning in the Internet of)ings era to explore
its application in the field of education. First of all, this paper
proposes to improve the algorithm of few-shot learning. By
redefining the classification method of the algorithm, the
algorithm is optimized. At the same time, it designs relevant
experiments to adjust some parameters and conducts data
analysis and comparison in the analysis part. From the
conclusions of the analysis part, it is not difficult to see that
the optimized algorithm has been greatly improved in
performance and practical application effect and can be
better applied to the application of new sensors in the field of
education.
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China is a large rare earth country that has pushed for related rare earth research, development, and application in the global
development and progress of rare earths. e rare earth resource reserve strategy must be implemented by China due to the
situation of rare earth resources at home and abroad, national security, and the need to strengthen the right to speak in the
international market. is article builds the rare earth mineral resources reserve system and model from the perspective of
regional development and uses the improved SURF algorithm to solve the problems of inaccurate mine location, mine location
deviation, dislocation, overlap, and other issues, resulting in more accurate mineral resources reserve management data. e
results show that the maximum relative error between the parallel pro�le method and the traditional method is 2.6%, which meets
the requirement for mineral reserve calculation accuracy and can be used to calculate reserves. China’s peak ionic rare earth
output will be 46,797.06 tonnes in 2024, and then, it will decline at a 4% annual rate thereafter. is demonstrates how a graded
reserve and orderly promotion can improve the work�ow and e�ciency of the rare earth mineral resources reserve.

1. Introduction

China has the world’s richest proven rare earth reserves, and
the variety, quality, output, and export of rare earths fre-
quently rank �rst in the world [1, 2], making it critical to the
global rare earth supply. China is a large rare earth country
that has pushed for related rare earth research, development,
and use in the global development and progress of rare
earths. However, environmental damage, backward tech-
nology, low technological content of products, excessive
export, low price, indiscriminate mining and excavation,
and other serious issues plague China’s development and
utilization of rare earth resources.

Modeling of reserves: A steady supply of resources is
critical whether it is for national economic security or na-
tional defence security. To begin with, a country’s economic
development is heavily reliant on resources, particularly
strategic resources, and the economy’s long-term viability
cannot be separated from a reliable supply of resources. In
modern industry [3], high-tech, and national defence

technology, rare earth is an essential strategic mineral re-
source. Pan et al. believed that there have been many studies
on the catalytic and surface performance of alkali metal,
alkaline earth metal, and other metal oxides, but rare earth
oxides have received relatively little attention [4]. Krish-
namurthy presented and explained the geochemical char-
acteristics, classi�cation, and distribution of rare earth
elements in sedimentary rocks [5]. Xiao investigated the
e¢ect of rare earth elements on the compressive ductility of
ferromagnetic shape memory alloys and found that rare
Earth elements can signi�cantly improve the material’s
compressive ductility [6]. According to Ilyas et al., the
output of foreign rare earths will increase signi�cantly due to
the restart of rare earth projects in countries other than
China and the expansion of related rare earth enterprises [7].
Rare earth is a crucial component of modern weapons and
equipment. To ensure national sovereignty and protect
against foreign invasion, rare earth must be preserved. As a
result, we can only ensure domestic demand for a sustainable
supply of rare earth and national defence security by
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reserving rare earth and other strategic resources and in-
creasing the degree of protection of rare earth resources.

+e research on the optimal allocation of rare earth
resources is conducive to solving the problems existing in
the development and utilization of rare earth resources,
improving the economic and social benefits of rare earth
resources development, contributing to the healthy and
sustainable development of rare earth industry, and having
important practical significance for the optimization of
regional development economic layout structure and the
implementation of national rare earth strategy [8]. At the
same time, the research on this topic also has reference
significance for the research of other important mineral
resources optimal allocation.

+e main innovations of this article are as follows:

(1) +e reserve system of rare earth mineral resources
oriented to regional development has been con-
structed, and the quantitative evaluation standards of
some indexes have been established, which not only
helps to improve the scientificity and accuracy of
index evaluation but also provides a reference for the
research of other resources’ optimal allocation.

(2) Aiming at the characteristics of a large matching area
and high precision of mine spatial location, the SURF
algorithm is improved in the order of feature point
extraction, pixel optimization in the feature ex-
traction stage, and image segmentation in the feature
extraction process.

(3) +e clustering results of geochemical sampling
points by K-means have a corresponding relation-
ship with the stratigraphic lithology distribution in
the corresponding sampling areas, and clustering can
achieve good geological results. Graded reserve and
sequential advance can clarify the workflow and
improve the work efficiency of rare earth mineral
resources reserve.

+e section structure of this study is as follows: Section 1
introduces the research background and significance and
then introduces the main work of this article. Section 2
mainly introduces the related research status of rare earth
mineral resources. Section 3 puts forward the specific
methods and implementation of this research. Section 4
verifies the superiority and feasibility of this research model.
Section 5 is the summary and prospect of the full text.

2. Related Work

2.1. Research on Rare Earth Resources. Rare earth is of great
strategic value. With its abundant rare earth resources and
cheap production cost, China has achieved the first output, the
first application, and the first export in the world rare earth
resources. Nassani et al. pointed out that the current supply
cost of rare earths is too low, and the supply of rare earths far
exceeds the demand, which is an important reason for the low
price of rare earths [9]. Li and Peng pointed out that there are
some problems in China’s rare earth industry, such as waste of
resources, environmental pollution, unreasonable product

structure, lagging development of end products, and imperfect
quota management. +ey put forward some measures to
promote the development of China’s rare earth industry, such
as strengthening the source control of rare earth, strength-
ening the research of rare earth application theory, and
perfecting quota management [10].

Raharjo et al. think that the government should
strengthen the management and protection of rare earth
resources, actively guide enterprises to develop into high-
end application industries, and increase the economic added
value of industries, so as to promote the sustainable de-
velopment of rare earth industry and improve its compet-
itiveness in the international market [11]. Gromov et al.
focused on the storage and exploitation status of rare earth
resources. On the basis of the research on the whole rare
earth resources, they found that there were some problems
in the rare earth industry, such as serious resource waste,
severe environmental pollution, and chaotic industry su-
pervision, and put forward some measures to improve the
utilization efficiency of rare earth resources and turn the
advantages of rare earth resources into economic advantages
[12]. Diether et al. thought that the upstream and down-
stream enterprises of rare earth industry are all self-inter-
ested, and the main bodies in the industry chain are in their
own way, and there is no sufficient information commu-
nication between them, ignoring the government’s policy
guidance, which leads to the low comprehensive perfor-
mance of the rare earth industry chain [13]. Zhai et al.
studied the important role of rare earth in iron and steel
production and pointed out that rare earth elements can
improve the shape and distribution of inclusions, refine
grains, and then significantly improve the impact toughness,
tensile strength, and oxidation resistance of products [14].

2.2. Research on Optimal Allocation of Resources. Optimal
allocation of resources is the core topic of economic research,
which can be summarized as static allocation and dynamic
allocation of resources in terms of methodology. Norregaard
et al. studied theoptimalutilizationof exhaustible resourcesby
a mathematical model and pointed out that if the social value
of nonrenewable resources is to be maximized, the price
growth rate of the resources should be equal to the discount
rate [15]. Chen et al. have made a long-term and in-depth
study on the optimal depletion path and capital accumulation
of nonrenewable resources [16]. Fu et al. thought that the
mining industry is facing many severe sustainability chal-
lenges and studied and constructed the indicator system
framework of sustainable development of the mining in-
dustry, which includes economic, environmental, social, and
comprehensive indicators [17]. Liu et al. deeply studied the
physical and chemical properties of rare earth elements and
discussed the related applications of rare earth elements in
catalytic materials, permanent magnet materials, hydrogen
storagematerials, luminescentmaterials, and agriculture [18].

Wang et al. systematically summarized the utilization
status and broad prospects of rare earth elements in tricolor
fluorescent lamps, electroluminescent materials, and fluo-
rescent materials for medical devices. At the same time, they
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also pointed out that there was still a big gap between the
application level of rare earth elements in China and some
foreign countries [19]. Shibuya et al. elaborated the process
andpolishingmechanismof polishing powder, focused on the
application fields of polishing powder, and looked forward to
the future application of products [20]. Liu et al. thought that
the total amount of nonrenewable mineral resources in the
crust is afixedvalue, but the economically recoverable reserves
change dynamically with time. Liu et al. discussed how to use
the market mechanism to optimize the allocation of mineral
resources under the market economy [21].

3. Research Method

3.1. Rare Earth Mineral Resources Reserve System. +e crust
is rich in rare earth elements, but they are scattered. As a
result, although rare earth elements have vast absolute re-
serves, there are currently few rare earth minerals that can be
used in industrial production, and they are also unevenly
distributed around the globe. Whether it is Japan, the Eu-
ropean Union, or other major rare earth consumer coun-
tries, or the United States, Russia, India, Australia, and other
major rare earth producers and consumers, they have rec-
ognized the strategic position and importance of rare earth
mines, formulated relevant laws and regulations, established
a rare earth resource strategy that is appropriate for their
own economic development, and made arrangements and
arrangements for the production and consumption of rare
earths. Many countries’ practises in this area have significant
reference significance for China’s rare earth development
and are worthy of in-depth study and enlightenment by
relevant Chinese departments and experts in order to im-
prove China’s rare earth resource strategy.

Because a large portion of the areas where rare earth
resources are reserved are rare earth mining provinces, these
areas with rare earth industry as the pillar and local rare
earth resources as the main source of fiscal revenue, once the
reserve of rare earth resources is implemented, it will reduce
the income from resource development in rare earth re-
sources reserve areas, causing local economic backwardness.
As a result, it is important to understand how central in-
terests and local interests can be reconciled, taking into
account the stark contradiction between rare earth resources
and mineral reserves and local development, and ensuring
that local economic interests are not jeopardized and social
development is stable, which is also a major impediment to
China’s implementation of strategic rare earth resource
reserves.

+e research results of optimal allocation and protection
zoning of rare earth resources serve the practice of mineral
resources planning, which determines the practicability of
the research method. It is the working principle of this study
to adopt the principle research method that the optimal
allocation of empirical rare earth resources should strictly
implement the access conditions of technology and envi-
ronmental protection. China is rich in rare earth resources,
and there are great differences in rare earth ore reserves,
types, grades, and industrial basic conditions for regional
development in different regions. +ese differences

determine the differences in the initial conditions for de-
veloping rare earth resources and developing economy in
different regions. +e analysis and research of these dif-
ferences can make a scientific evaluation of the resource
elements for developing different regions.

+e development and utilization of rare earth resources,
as well as their optimal allocation and other activities, must
be carried out not only in accordance with the characteristics
of the resources, the level of regional industrial development,
and other factors but also in accordance with a number of
constraints. +e resource development and utilization con-
straint index is a negative factor. +e greater the impact on
resource development, utilization, and allocation, the
stronger the constraint. +e smooth development of rare
earth resources is directly linked to the degree of water se-
curity and water cost. +e cost of land use in the early stages
of resource development, which primarily affects mining
areas that have not yet begun construction or large-scale
expansion, is known as land resource constraint. +e cost of
developing rare earth resources or destroying other resources
is known as other resource constraints. +e cost constraint
becomes more severe as the cost rises. +e index hierarchy of
the evaluation index system is shown in Figure 1.

+e geographic location, geometric shape, and reserve
information of mineral resources are the key points of
mineral resources management [4]. +ree-dimensional
geological models established by mining software are mainly
divided into three categories: exploration engineering da-
tabase, geological entity model, and reserve block model.
+en, based on the standards, the coordination of modeling
and design of geological survey and mining is realized, and a
unified process and standardized model data are formed.
+rough the execution management of geological survey
production, the sequential and real-time geological survey
data can be realized so as to realize the three-dimensional
dynamic management of mineral resources reserves. +e
construction framework is shown in Figure 2.

+e digital standard provides the foundation for man-
aging rare earth mineral resources digitally. Mine geological
survey digital standards include technological standards,
production and operation standards, data standards, and
geological survey knowledge base, which involve geological
modeling and model updating, reserves estimation and
statistics, and actual measurement modeling and statistics.
+e fine management of the entire process of mineral re-
sources by mines and mining groups can be realized, and the
dynamic integrated management of geological exploration
reserves, production reserve, mineral production con-
sumption, and resource reserve can be realized by system-
atically guiding the planning management of mine
geological exploration and mining production.

+e digitized and informationized technological process
of geology, survey, and mining underpins the collaborative
platform for geological survey and mining. It can streamline
and standardize 3D digital modeling and design by allowing
real-time data sharing and collaborative operation on the
same platform and environment. Change the traditional
technical mode, lowering labour intensity and production
costs while increasing technician productivity and quality.
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3.2. Classi�cation of Reserve Levels. ere are basically two
forms of mineral resources reserves in the world: mineral
products reserves andmineral resources strategicbase reserves.
Comparatively speaking, the reserve cost of mineral resources
strategic base is low, and the reserve is safe.edisadvantage is

that it takes a long period to use, and it has a weak ability to
re�ect short-term supply interruption and price changes. e
reserve cost of mineral products is high and the operation and
management are complicated, but its advantage is that it canbe
put into the market quickly to ensure timely supply.
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Mineral resources are strategic base reserves, the object
of reserves is the areas that contain or may contain im-
portant strategic minerals, and in fact, the reserves are
proved reserves or unexplored resources. +e operation of
other metal mineral resources reserves and the management
of mineral resources can also refer to the practice of oil to
establish product reserves. It should be noted that it is
necessary to select the reserve of mineral resources strategic
base, raw material type or product type reserve, or both in
combination with specific minerals.

A strategic reserve is the reserve of mineral land to
prevent the shortage of resources caused by unexpected
events or uncertain factors and ensure the sustainable supply
of the mineral resources in China. In order to improve the
reliability of T value, the average value of historical survey
data of several discovered resource sites is used to express it.

T � tgeneralsurvey + tsiftthrough + texplore. (1)

+en the reserve scale model of strategic reserve can be
established as shown in the following formula:

R1 � 
n

i�1

C
1
i

α
, (2)

where R1 is the scale of strategic reserve; C1
i is the domestic

consumption in i year after the reserve starts; α is the com-
prehensive utilization rate of resources, which is the product of
mining recovery rate and mineral processing recovery rate.

Advantage reserve is to prevent the worldwide resource
shortage caused by unexpected events or uncertain factors
and to ensure the sustainability of the advantage of mineral
resources in advantage strategy. It must be emphasized that
the reserve can meet the consumption of this mineral in
foreign T time, which is not the same as having to meet
foreign demand but only as a strategic bargaining chip of the
country when resources are in short supply. +erefore, the
scale model of the advantageous reserve can be established,
as shown in the following formula:

R2 � 
n

i�1

C
2
i

α
, (3)

where R2 is the advantageous reserve scale; C2
i is the con-

sumption of this mineral product in the world except China
in i year after the reserve starts; α is the comprehensive
utilization rate of resources.

When calculating the volume of ore bodies in blocks, a
reasonable calculation formula should be selected according to
the geometric shape and relative area ratio of ore bodies in two
adjacent sections, and there are usually the following situations.

When the shapes of two adjacent sections are similar and
the relative area difference between them is less than 40%,
the block volume is calculated by the trapezoidal formula:

V �
1
2

l S1 + S2( . (4)

When the shapes of two adjacent sections are similar, but
the relative difference of their areas is greater than or equal to
40%, the section cone formula is used to calculate the block
volume:

V �
1
3

l S1 + S2 +
����
S1S2


( . (5)

In the above formulas, V is the ore body volume of the
block, m3; l is the distance between two sections, m; S1S2 is
the area of the ore body on the block in two adjacent sec-
tions, m2.

+e ore reserves of ore blocks are equal to the volume of
ore blocks multiplied by the average weight of ore, which is
calculated by the following formula:

Q � VD, (6)

where Q is the ore reserve of ore block, t; V is the ore body
volume of ore block, m3; D is the average ore weight of the
ore block, and t/m3. D is replaced with the arithmetic av-
erage of the weights of two sections.

3.3. Establishment of theMathematicalModel of Reserve Scale.
Rare earth resource reserves cannot be sustained without
significant reserve fund investment. +e reserve fund is a
hybrid of a national reserve fund and a private reserve fund,
comprising both the government-backed reserve fund and a
large number of privately raised funds. Despite the fact that
the gap between China’s economic development and that of
developed countries around the world is gradually closing,
the conditions for rare earth resource reserves are currently
met. +e author believes that adopting independent legis-
lation for rare earth resource reserves is more appropriate
and that China’s reserve legislation system will continue to
improve as the reserve system is implemented and the
economy develops.

SURF(Speeded-UpRobustFeatures) is a “highrobustness”
and “high stability” local image feature point detection and
matching algorithm, which has few requirements and con-
ditions for image matching. SURF algorithm has been widely
used in military reconnaissance, traffic management, face
recognition, target detection and tracking, image matching,
and many other fields [10].

Assuming a point p(i, j) of an image f(x, y), on the
scale σ, the Hessian matrix H(x, σ) of this image is defined
as follows:

H(x, σ) �
LXX(X, σ) LXY(X, σ)

LXY(X, σ) LYY(X, σ)
 . (7)

Among them, LXX is the convolution of the second
derivative of the Gaussian template and image f(x, y) at
point p(i, j). When the local value of the Hessian deter-
minant is the largest, we think that the value we seek is the
feature point of the image, and its LXX, LYY is the same.

When SURF calculates the feature point information of
the image, a 3D template is used. According to the preset
Hessian matrix threshold H, when h>H, the points that are
larger than the response values of 26 adjacent points are
selected as the interest points [12]. Finally, the position of the
feature points is accurately determined by interpolation.
Figure 3 shows the interpolation diagram.
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However, the traditional SURF algorithm still has its
shortcomings, especially when the algorithm calculates the
maindirectionof feature vectors, it has certain limitations. For
example, some images have higher exposure, while others
have lower exposure. erefore, in view of the characteristics
and shortcomings of the traditional SURF algorithm in the
geoscience �eld, this article optimizes and improves the
matching of mine DEM (digital elevation model).

In this matching work, the edge of the image is protected
by using the advantages of the bilateral �lter. At the same time,
the�lter�ltersout a largeamountof imagenoise,whichavoids
the result of matching failure caused by multisource and
multitemporal imaging methods. e following is the
mathematical expression of the bilateral �ltering method:

HBL Ix( ) �
1
WX

∑
y∈s
Gσd(‖x − y‖)Gσc Ix − Iy( )Iy. (8)

Among them,

WX �∑
y∈s
Gσd(‖x − y‖)Gσc Ix − Iy( ). (9)

K-means is a commonly used partition-based clustering
method [22], which is used to group samples according to
the similarity between sample attribute values. K-means is
regarded as an unsupervised classi�cation method.e basic
idea is to divide the data set intoK classes, and the samples in
each class are very similar, but the samples in di¢erent
classes are very di¢erent.

In each iteration of the algorithm, each sample is
assigned to the class represented by the nearest centroid.e
distance is expressed by the square of Euclidean distance, so
the distance from sample i to centroid j is as follows:

dij � Xi − Cj
�����

�����
2
� ∑

Q

q�1
Xqi − Cqi( )

2
, (10)

where Xi is the vector composed of attribute values of
sample i, Cj is the centroid vector of class j, Q is the number
of attributes, Xqi is the q attribute value of the i th sample,
and Cqi is the q attribute value of the centroid of class j.

For each sample, calculate its distance from each cen-
troid. e record is assigned to the class whose centroid is

closest to the record. In this process, a sample may be
transferred from one class to another.

Taking geochemical sampling points as data objects,
geochemical elements of sampling points as attributes, and
element analysis results as attribute values, K-means is used
for clustering analysis. Get the category characteristics of
each sample and the average value and standard deviation of
each category. e purpose of cluster analysis is to study the
distribution characteristics and laws of regional geochemical
elements and �nd meaningful resource targets.

When K � 7, the correlation analysis is carried out on the
data of one area, and the correlation coe�cients among 25
groups of element samples are obtained. After r< 0.3, the el-
ements are connected with each other, and no research is done.
Generate the correlation analysis linear graph, as shown in
Figure 4.

ere is a certain gap in the correlation results due to the
di¢erence in the �ve correlation data of k as 7,8,9,10, and 11.
We take the correlation analysis results that have the same
majority; that is, La is related to Pr, Nd is related to Pm, Eu is
related to Gd, Tb, and Er is related to Y.

4. Result Analysis

Taking a rare earth mine as an example, this article intro-
duces how to use the parallel section method to estimate
resource reserves in DIMINE software. DIMINE software
can calculate the mine reserves and then calculate the mine
metal quantity according to the average grade of each block.
In this article, the calculation data of four blocks are selected
and calculated by the traditional reserve estimation method
and the parallel sectionmethod, respectively.e calculation
results are given in Table 1.e calculation results of the two
methods are analyzed and compared, and the comparison
results are given in Table 2.

e results of the calculations show that the maximum
relative error between the parallel section method and the
traditional method is 2.6 percent, which meets the re-
quirements for mineral reserve calculation accuracy and can
be used to calculate reserves. is demonstrates that the
parallel section method can be used to estimate mine re-
serves. is method improves not only the working e�-
ciency of reserves estimation but also the visual analysis
degree of reserves estimation to some extent.

Based on the output data of ionic rare earths, we choose
the annual data with a good linear relationship and use the
linear trial and error method to calculate and predict the
future output of mixed rare earths. e forecast results show
that the peak output of ionic rare earths in China will appear
in 2024, with a peak output of 46,797.06 tons, and then it will
decrease at an average annual rate of 4% (Figure 5).

Rare earth is the general name of a group of elements,
including La, Ce, Pr, and Nd, whichmostly occur in the form
of rare earth oxides. Due to the di¢erences in the electronic
layer structure and physical and chemical properties of each
element atom, the application �elds of di¢erent elements are
also di¢erent. From the forecast results, the oxides of each
element show di¢erent growth trends and peak output
(Figure 6).
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Figure 3: Construct scale space map.
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Table 1: Block reserves calculation.

Method Block
name

Segment volume
(m3)

Volumetric weight of ore
(tm−3)

Mineral resources
(t)

Block grade
(%)

Rare earth
quantity (t)

Traditional method

A1-21 8736.21 2.88 2213.71 0.55 141.21
A2-22 5886.01 2.88 1628.93 0.63 102.37
A3-23 996.27 2.88 2849.72 0.87 22.17
A4-24 7896.62 2.88 2214.66 0.66 140.61

Parallel section
method

A1-21 8512.71 2.88 2336.89 0.56 142.47
A2-22 6003.87 2.88 19632.25 0.81 147.25
A3-23 1022.41 2.88 2886.91 0.89 116.85
A4-24 8201.93 2.88 20124.76 0.64 66.89

Table 2: Comparative analysis of block reserves calculation.

Block Traditional method Parallel section method Contrast (%)
A1-21 8736.21 8512.71 2.6
A2-22 5886.01 6003.87 2
A3-23 996.27 1022.41 2.6
A4-24 7896.62 8201.93 3.9
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Figure 4: Data correlation analysis linear graph.
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Mixed rare earth and bastnaesite output has reached or
will soon reach a peak, owing to the fact that the minerals
containing light rare earth are primarily mixed rare earth
and bastnaesite, whereas ionic rare earth output is steadily
increasing. It is because only ion adsorption minerals and
xenotime contain heavy rare earths, and they are mostly
concentrated in southern China. As a result, the world’s
heavy rare earths (such as terbium, erbium, dysprosium, and
yttrium) are primarily supplied by ion adsorption rare earth
mines in southern China, and this pattern cannot be sig-
ni�cantly improved in a short period of time, and China
retains its monopoly advantage.

In order to verify the practicability of the SURF algo-
rithm in mine spatial location determination, this article
designed a veri�cation test to verify the robustness of the
algorithm. We used several rare earth mines as experimental
objects and carried out matching experiments from di¢erent
angles. e veri�cation results of the mine positioning e¢ect
are shown in Figure 7.

As can be seen from Figure 7, only one of the seven
di¢erent types of mines selected from the database under
di¢erent geological conditions failed to identify their spatial
positions, and the other six mines could identify the feature
points to be matched with high accuracy. We began to study
when k took 3, and the research value below 3 was not
signi�cant. e value of K determines how many sampling
points (data objects) we classify. e purpose of choosing
di¢erent K values is to analyze the stability and reliability of
clustering results. e quality report generated by
K � 4 ∼ 10 is shown in Figures 8–10.

e red background area in the class similarity report
indicates that the similarities between classes are very close,
the yellow background area indicates that the similarities
between classes are not far or near, and the green background

area indicates that the similarities between classes are far.e
clustering segmentation is considered strict when most or all
of the background colours are green, and the clustering e¢ect
is excellent because there is su�cient separation between
classes. e absence of a red background indicates that the
clustering result is satisfactory. When K is greater than 10,
although the intraclass deviation is small, the interclass de-
viation is large. However, the red and yellow background
increased, while the green background decreased. It shows
that the clustering e¢ect begins to decline. erefore, in this
topic, we only study the K-means clustering analysis with K
from 4 to 9. e clustering e¢ect is better according to the
summary of the quality report generated by clustering. It
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conforms to the basic idea of clustering: make the similarity
of samples within the class as large as possible and the
similarity of samples between classes as small as possible.

5. Conclusion

Due to their unique physical and chemical properties, rare
earths are widely used in national economic development,
national defence, and military construction. is article
analyzes the current situation and existing problems of rare
earth resources development and utilization in China and
constructs a rare earth mineral resources reserve system
based on research on the construction of rare earth mineral
resources reserve system and model based on regional de-
velopment. e reserves of rare earth mineral resources are
divided into di¢erent levels of mineral reserves, including
strategic reserves, dominant reserves, and controlled

reserves, according to di¢erent levels of strategic objectives,
and corresponding mathematical models of reserves scale
are established for strategic reserves and dominant reserves.
e maximum relative error between the parallel pro�le
method and the traditional method is 2.6 percent, which
meets the precision requirement of mineral reserve calcu-
lations and can be used to calculate reserves. China’s peak
ionic rare earth output will be 46,797.06 tonnes in 2024, and
then, it will decline at a 4% annual rate thereafter. e
stratigraphic lithology distribution in the corresponding
sampling areas has a corresponding relationship with the
K-means clustering results of geochemical sampling points.
Clustering has the potential to improve geological e¢ect and
geochemical exploration e�ciency.
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Multisource information mining systems and related business intelligence technology are currently a hot topic of research.
However, the current commercial applications and applications are not ideal in terms of application. Because there is still much
work to be done before decision support, it is best to transition to them only �nancially. �is paper examines the multisource part
of the information used in mining and introduces research hotspots in the �elds of accounting informatization, the development
status of intelligent �nancial analysis software, the research and application status of data warehouse, data mining, and decision
support systems. �is paper examines the speci�c composition and content of a �nancial information system using information
mining to lay a solid foundation. Financial intelligent analysis, �nancial intelligent monitoring, �nancial intelligent decision-
making, and �nancial intelligent early warning are the four parts of the �nancial intelligent system. It then examined the structure
and processing of the �nancial intelligence system and proposed a �nancial intelligence system operation strategy. Financial
intelligence low-risk integrated implementation strategies and ideal �nancial intelligence models, according to the current state of
research and practical applications. According to the �ndings, the overall discrimination accuracy of the �nancial information
system based on mining multisource information features is up to 95%, which is 42% higher than the traditional model. �e
development and use of �nancial information bene�t from the realization and exploration of the �nancial intelligence
system model.

1. Introduction

Industrialization, processization, and decision-making are
the three stages of the development of an information
system. Financial records can neither fully re�ect the work
level and needs of modern network technology and enter-
prise records nor they fully cover their important content,
due to the rapid development of network information
technology. Communication will consider not only the use
of information technology but also its �nancial impact on
the company. It di�ers from traditional records and com-
puter people who are only interested in technology or
dealing with a speci�c machine component. A �nancial
decision support system (FDSS) is a computer-assisted
decision-making process that assists industry –decision
makers in obtaining relevant data. Small-scale processing
and �nancial management models, for example, have a

relatively poor �nancial status in terms of economic man-
agement. Intelligent �nancial systems are popularizing
China’s accounting information system at the same time.
�e system’s bene�t is that it can display and provide in-
formation about business e�ciency. ERP business man-
agement software also has a business intelligence
application. From a di�cult decision to a scienti�c one, the
decision-making process has evolved. Financial information,
sales information, purchasing information, and production
information are all covered by business intelligence, which
brings �nancial business information to the world of �-
nancial software. Financial information includes the ability
to identify short-term solutions to complex problems, the
ability to test the impact of various strategies, the ability to
test new ideas and insights, good management skills, low
costs, and the ability to make objective and important de-
cisions.�e audit and execution of �nancial information will
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become the focus of financial statement auditing and exe-
cution under the guidance of this system.

As an important branch of data analysis in the computer
field, machine learning mainly analyzes data, mines po-
tential laws, and uses laws to predict unknown samples, that
is, to discover and count useful information, knowledge, and
even wisdom from data. As an interdisciplinary field, ma-
chine learning mainly includes ensemble learning, semi-
supervised learning, transfer learning, and rule learning.
Among them, rule learning, as a research method of
knowledge discovery in the field of machine learning, mines
hidden patterns or rules with practical significance from
data. For classification problems, rule learning is often used
to make judgments about the class labels of unknown
samples. Classification-oriented rule learning methods have
been widely used in various practical application fields. For
example, in the structural information prediction of bio-
logical proteins, the function of protein structure can be
predicted by using rule learning. In judging the type of
mechanical failure, it is possible to determine what kind of
failure the machine has by learning the rules. )is paper uses
the method of multisource information mining features to
design and implement the construction of financial function
system.

First, research the inevitable development process re-
quired to support future computing, financial intelligence,
with specific and long-term goals in mind, such as creating a
platform for account computing and business intelligence, as
well as ample space for follow-up. Second, it is through the
promotion and implementation of intelligent financial
analysis systems, such as cabin management, electronic
reporting, and clear tables, which is exactly what is required
for statistics and is also a key factor for accountants that
education will gradually transform. )ird, from the stand-
point of businesses, research ideas guide the employment
transformation of financial practitioners while also using
computers to collaborate, so that financial practitioners can
lead financial practitioners into the information age.

2. Related Work

In the construction and realization of the financial intel-
ligence system, many experts at home and abroad have
done the research. Zhang W believed that the intelligent
financial system can improve the utilization rate of data,
improve the work efficiency of financial personnel, and
increase the security of financial processing services. )e
system can help managers make important financial de-
cisions, financial budgets, etc. [1].D Aikman et al. provided
a framework for assessing the accumulation of vulnera-
bilities in the financial system. )ey collected 46 indicators
of financial and balance sheet health, covering valuation
pressures, nonfinancial borrowing, and measures of fi-
nancial sector health [2]. Prochniak M et al.’s study aimed
to analyze the impact of the development and stabilization
of the financial sector on economic growth based on
quantitative methods that yield robust results. It is tested
that the relationship between the development of the fi-
nancial sector and economic growth is nonlinear [3]. Polzin

F et al. believed that diversification makes financial systems
more resilient. Furthermore, the transition to a more
sustainable energy system presents diverse financial in-
vestment needs [4].

However, the traditional financial system construction is
not perfect, and there are many shortcomings, so in the
experiment, the paper uses the method of multisource in-
formation feature mining to construct the functional fi-
nancial system. Han Z et al. proposed a method to identify
key assembly structures in assembly models from the per-
spective of assembly topology and multisource properties.
)e assembly model is based on complex network repre-
sentation, and a two-level evaluation model is proposed to
evaluate the importance of assembly parts [5]. X Gao et al.
believed that the Dempster–Shafer theory has inestimable
value in dealing with uncertainties in the field of multisource
information fusion, but how to fuse highly conflicting in-
formation is still an open question [6]. Wu B et al.’s research
proposed a multisource information fusion method com-
bining cloud model, support vector machine, and evidence-
based reasoning. In the data processing stage, various
information sources are trained through different models to
analyze financial value at risk [7]. Wu Y et al. believed that
the multisource information fusion model consists of three
heterogeneous meta-learning machines, namely, neural
network, support vector machine, and random forest, and
the final metaspectrum can be obtained by executing the
final decision method [8]. However, the above data have not
been recognized by the public because the experimental
process is not rigorous enough.

3. Multisource Data Mining Source Ensemble
Learning Method

In reality, many application fields [9, 10] are faced with
multisource data sources, and the structure information of
data sources is inconsistent; that is, data sources are divided
into two categories: labeled data sources and unlabeled data
sources. )erefore, it is difficult to traditionally integrate
multiple data sources directly into a single data source for
learning. Based on this, the research makes full use of the
label information of the labeled data source and the internal
structure information of the unlabeled data source, proposes
two label propagation methods to make the unlabeled data
source have class labels, and then constructs an ensemble
learning method of multiple data sources. )e experimental
results showed that compared with the two traditional
classification algorithms [11], the multiheterogeneous data
source ensemble learning method based on label propaga-
tion has higher classification accuracy, better robustness,
and stronger scalability. In addition, when the number of
unlabeled data sources is large, the local consistent label
propagation method is better than the global consistent label
propagation method.

Multisource data source ensemble learning is essentially
a multiclassifier system in which subclassifiers are trained by
local data sources. Figure 1 shows the integrated learning
framework of multisource data sources. )e main ideas are
given as multiple data sources; based on label propagation to
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make unlabeled data sources have labels, a base classifier is
obtained by training each local data source, and the result
pair distribution of the multibase classifier is fused, which
tests the classification results of samples in different data
sources as the final prediction results. Based on the ensemble
learning framework for obtaining multisource data sources,
the following will introduce the two label propagation
methods of global consistency and local consistency in detail
and point out that these two label propagation methods are
mutually replaceable.

)e research provides a multisource information system
composed of multiple data sources. First, the sampling range
is computed at each local data source to obtain a set of local
decision rules [12]. Second, the rules are constrained by
certain local decision-making standards; local decision-
making standards that do not meet the minimum coverage
are removed, and selection is made according to the min-
imum coverage. )ird, the votes for each rule are counted in
all local decision documents, and some rules for candidate
decision voting include the global coverage and global av-
erage coverage of candidate decision rules [13]. Finally, the
decision rules that do not meet the world average are ex-
cluded from the decision-making rules set by the high-voted
candidates, and all the decision-making rules that get high
votes are combined. )e specific algorithm flow is shown in
Figure 2.

3.1. Using Weights to Synthesize Decision Rules. Given a
multisource decision information system, neighborhood
granulation is used to extract decision rules from each local
data source, and these decision rules are, respectively, for-
warded to the corresponding knowledge base. Meanwhile,
the decision rules in the knowledge base are called local
decision rules. Finally, all local decision rules are synthesized
to solve the global decision rules [14]. In order to synthesize

global decision rules from multiple knowledge bases, the
weight of each data source is obtained by learning, and the
weight is used to infer the neighborhood size of each global
decision rule. Figure 3 presents the framework of a multi-
source decision rule synthesis model [15]. )e traditional
multidata source learning algorithm concentrates the data
from all data sources into a unified data source for pro-
cessing, which will lead to problems such as large data
volume, data privacy leakage, and high transmission cost.
Compared with traditional methods, the method using the
weight synthesis model can effectively avoid these problems,
thus providing a new feasible technique for multi-infor-
mation source knowledge discovery [16].

3.2. Integration Model. Different data sources can provide
descriptive information from different perspectives of the
sample set, so the integrated learning model can be built
directly on the multisource information system. To build an
ensemble model on multiple heterogeneous data sources, on
the basis of label propagation through global consistency or
local consistency, all data sources describing the training
sample set have class labels [17]. Among them, Figure 4
shows the label propagation algorithm based on global
consensus.

3.3.Dataset and Its Statistics. )is study introduces two real-
world datasets used to evaluate recommendation perfor-
mance, including their preprocessing and simple statistics
on the datasets. )en, the evaluation metrics and evaluation
protocol of recommendation performance are given. It is
evaluated on two datasets: Epinions and Ciao [18]. Users can
rate items, trust relationships can be established between
users, and users can express their opinions on products and
write review texts. First, it needs to eliminate stop words, and
then, select the first L� 8000 words by word frequency as
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vocabulary. To reduce noise and errors, it keeps only users
who clicked on at least 4 items and deletes those users with
only 1 or 2 points [19]. )e item index in the rating matrix
corresponds to the document index of the document matrix
in the review repository, that is, combining all user reviews
of an item into the total reviews of an item [20]. )e final
statistics are shown in Table 1.

It can be found that the scores on both datasets are very
sparse, and the average length of documents on the Epinions
dataset is very short.)e average number of comment words
contained in each item on the Ciao dataset is 42 times that of
Epinions, and Ciao’s social relationship density is 12 times
that of Epinions. )erefore, the additional data sources are
included in the Ciao dataset; information reviews and social
information are richer and of higher quality, and they can be
expected to have a greater impact on the final recommen-
dation performance. )is observation is consistent with
previously obtained quantitative assessments. A more
compact use of scoring information and social information,
that is, capturing social influence with a neighbor graph
structure through trust values, can improve the RMSE
prediction performance on both datasets. For example,
compared to the LOCABAL model, the eSMF model has a
relative RMSE performance improvement of 1.18%, 0.89%,
and 0.72% when the Epinions training set accounts for 20%,
50%, and 70%, respectively, as shown in Figure 5.

3.4. Evaluating the Multisource Information Fusion Model.
Mean: this method uses the mean of the scores in the entire
training set to predict, which is the term μ in the formula.
)is method is the best constant prediction under the RMSE
metric [21]:

R
⌢

u,i � μ + bu + bi + P
T
u Qi. (1)

In this method, PMF decomposes the scoring matrix to
learn user and item feature vectors, as shown in the formula.
It is a representative method of hidden factor collaborative
filtering, which only utilizes the scoring data source:

min
P,Q


Ru,i≠0

Ru,i − Ru,i 
2

+ λ ‖P‖
2
F +‖Q‖

2
F . (2)

)e LOCABAL method is based on matrix factorization,
exploiting both social local and global context, as shown in
Equations 3–6. It is a representative method of the social
matrix decomposition method, which only utilizes the
scoring data source and social information:

min
P,Q,H


Ru,i�0

Ru,i − Ru,i , (3)

λrel 
Tu,u≠0

Su,v − P
T
u HPv 

2
+ λnormΩ(Θ). (4)

HFT hidden topics are learned from reviews, as shown in
the formula. It is a representative method of the topic matrix
factorization method, which only utilizes the scoring data
source and comment text information. )e RMSE com-
parison results are shown in Table 2.

min
P,Q,Φ


Ru,i≠0

Ru,i − Ru,i 
2
, (5)

λrev 

N

d−1


n∈Nd

log θzd,n + log φzd, n, wd, n . (6)

)e data have shown that eliminating all auxiliary data
sources MR3/content/social from the fusion model MR3
results in a 7.99% decrease in the overall relative RMSE,
and the study wanted to know how the additional data
sources helped the MR3 model improve its predictive
performance. )e problem can be examined from the
richness of review data and social information. Figure 6
shows the prediction performance of MR3 and its S
components.

For the first time, this paper proposes the MR3 fusion
model, which can use multiple recommendation data
sources at the same time. Unlike other fusion models, both
components used are tried and true techniques. Simulta-
neously, an efficient extended social recommendation
model, eSMR, is obtained, and the efficiency of the two
proposed models has been verified on two large-scale
datasets, indicating that recommendation performance can
be improved further by using the neighbor graph structure
and adding additional data sources. We will discuss how to
extend the fusion model MR3, which mines implicit feed-
back information from scoring data sources, in order to
delve deeper into the limited recommendation data sources.
)e fusion model and the extended fusion model both mine
implicit feedback, and their model parameter learning
processes are similar. Figure 7 shows the multisource in-
formation mining performance prediction.

3.5. Evaluation and Selection Methods of Information Source
Quality. Multi-information sources refer to providing de-
scription information from multiple perspectives for the
same sample set. First of all, it is pointed out that importance
and redundancy are two important factors for evaluating the
quality of information sources. Among them, the degree of
importance represents the contribution of one information
source to the classification, and the degree of redundancy
represents the degree of overlap of the available information
in different information sources. Second, a metric is devised
using mutual-neighborhood information to assess quality
and select information sources with the highest importance
and least redundancy. Experimental results show that the
metric is useful for finding a range of task-relevant infor-
mation sources and outperforms many commonly used
methods. Given a random variable, the entropy of A is
defined as follows:

H(A) � − 
n

i�1
p ai( log ai( , (7)

H(A, B) � − 

n

i�1


m

j�1
p ai, bj log p ai, bj , (8)

Computational Intelligence and Neuroscience 5



H(A|B) � H(A, B) − H(B) � − 
n

i�1


m

i�1
p ai,bj log p ai | bj .

(9)

Given A and B, the mutual information between A and B
is

MI(A; B) � − 
n

i�1


m

j�1
p ai, bj log

p ai | bj 

p bj 
. (10)

To describe the numerical or discrete feature set F, the
neighborhood of sample x on f is defined as f(x), so the
uncertainty of the example in this field is defined as follows:

NH
δ
xi � −log

δf xi( 
�����

�����

n
, (11)

NH
δ
(f) � −

1
n



n

i�1
log

δf xi( 
�����

�����

n
. (12)

Suppose r and f are two self-feature sets. )e conditional
neighborhood entropy of rwith respect to f can be defined as
follows:

Table 1: Dataset statistics.

Statistics Epinions Ciao Notes
User number 49454 7340 56794
Number of items 74154 22472 96626
Ratings/comments 790940 183947 974914
Social relationship 434680 112942 547622
Word count 2246837 288740000 31120837
Scoring density 0.00022 0.0011 N/A
Social density 0.00018 0.0021 N/A
Average number of words per item 30.3 1284.9 N/A
Average number of relationships per user 8.78 15.38 N/A
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Figure 5: Comparison of the eSMF model with a standard social matrix decomposition model LOCABAL.

Table 2: RMSE comparison of fusion model MR3 and different methods.

Datasets Training (%)
Methods

Mean PMF HFT LOCABAL MR3

Epinions

20 1.2265 1.2001 1.1857 1.1222 1.1051
50 1.2239 1.1604 1.1323 1.1055 1.0809
80 1.2225 1.1502 1.0960 1.0892 1.0648
90 1.2187 1.1484 1.0867 1.0840 1.0634

Ciao

20 1.1095 1.0877 1.0439 1.0287 1.0142
50 1.0964 1.0536 1.0379 0.9930 0.9740
80 1.0899 1.0418 0.9958 0.9709 0.9521
90 1.0841 1.0391 0.9644 0.9587 0.9451

Average
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NH
δ
(r, f) � −

1
n



n

i�1
log

δf∪r xi( 
�����

�����

n
, (13)

NH
δ
(r, c) � −

1
n



n

i�1
log

δr∪c xi( 
����

����

n
, (14)

NH
δ
(r | f) � −

1
n



n

i�1
log

δr∪f xi( 
�����

�����

δf xi( 
�����

�����
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NMI
δ
(r; f) � −

1
n



n

i�1
log

δr xi( 
����

����• δf xi( 
�����

�����

n δr∪f xi( 
�����

�����
. (16)

In the process of information source selection in a
multisource environment, a set of information sources with
the greatest contribution to the classification is selected first.
Usually, the selection process of information sources is based
on the magnitude of importance. )erefore, the formula for
selecting according to the importance of the information
source is

SU f1; f2(  � 2
MI f1; f2( 

H f1(  + H f2( 
 , (17)

NSU
δ

f1; f2(  � 2
NMI

δ
f1; f2( 

H
δ

f1(  + H
δ

f2( 
⎡⎣ ⎤⎦, (18)

TSU
δ
(F; c) �

nNSU
δ
cf

����������������

n + n(n − 1)NSU
δ
ff

 , (19)

max D(S, c), D �
1

|S|


si,∉S
TSU

δ
si; c( . (20)

In addition, ten-fold cross-validation method and en-
semble learning based on majority voting are used to verify
the classification ability of the proposed algorithm; that is,
for each dataset, one hundred information sources are
generated ten times, and ensemble learning is performed
based on multiple information sources each time to obtain
classification accuracy. )en, the average of the ten running
results is used as the final classification accuracy. In addition,
the threshold of the neighborhood is set to 0.01 and the class
label of each information source is consistent with the class
label of the original dataset, as shown in Table 3.
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Figure 6: Prediction performance of fusion model MR3 and its S components.
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4. Financial Intelligence System Architecture
and Implementation Strategy

)e overall architecture of the financial intelligence system is
divided into three layers, the data acquisition layer, the data
organization storage organization layer, and the data anal-
ysis display layer, as shown in Figure 8.

Data are extracted from the original business processing
system by the data acquisition layer. Internal financial
system, internal accounting management system, local

external financial system, remote external financial system,
and so on are all included. )e financial data are loaded into
the data warehouse, and the material data are prepared for
the construction of the next analysis model, thanks to data
extraction, cleaning, conversion processing, and compre-
hensive improvement. )e data organization and storage
layer, which includes the data warehouse, is a platform for
organizing and storing data retrieved from the data source
after ETL. ETL tools are used to extract, clean, update,
process, and synthesize source data to create a

Web

server

multidimensional reporting Multidimensional Analysis
Tools

data mining tools

method library model library knowledge base

multidimensional model data

database

warehouse management

internal financial system

Internal Accounting Management System

Local external financial system

Remote external financial management system

Other related systems

Data extraction, cleaning, transformation, processing, synthesis

Figure 8: Financial intelligence system.

Table 3: Descriptive information for the dataset [22].

Datasets Samples Features Classes
COLON 62 2000 2
SRBCT 63 2308 4
TOX-171 171 5748 4
PIE10P 210 2420 10
AR10P 130 2400 10
YALE 165 1024 15
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comprehensive statistical element library. )e data layer of
each granularity is an enterprise-level global data repository
established according to the needs of subject analysis, and it
includes detailed level, light integration level, medium level,
and high level integration. Because the data warehouse is
different from a traditional database, its management is also
different. )e data warehouse serves as the foundation for
the method base, model base, knowledge base, and multi-
dimensional analysis model base. )e method library pro-
vides data mining and data analysis method guidance.
Concrete models are available in the model library. )e
knowledge base converts data and information into
knowledge by processing the results of data mining and data
analysis. )e purpose of the multidimensional analysis
model library is to keep a hierarchical analysis model of
commonly used dimensions and to answer complex analysis
questions quickly. Multidimensional reporting, multidi-
mensional analysis, and data mining tools, as well as in-
teractive imaging and data drilling technology, are used in
the data analysis display layer. All tasks such as reporting,
analysis, and charting can be done quickly and easily in a
relaxed environment, enhancing the data volume and
providing truly informative data.

4.1. Advantages of Low-Risk Financial Intelligence Imple-
mentation Strategies. ERP is a “top-level project,” and the
financial intelligence mainly used for decision support for
senior managers is data engineering. )e support of senior
managers is directly related to the success or failure of
implementation. )e traditional financial intelligence
implementation strategy has long battle lines, and the es-
tablishment of data warehouses is difficult. )e main reason
is that data warehouses are subject-oriented, and managers
have an insufficient understanding of requirements. In
addition, today’s social environment changes very fast, so
the themes often change, which makes it very difficult to
implement and extend the front line, and a lot of resources
are invested but no effect can be seen. If the data cannot see
the effect, it will not support the implementation of the
project, and the lack of data to support the project will make
it more difficult to implement and even directly lead to the
failure of the project implementation. )e adoption of low-
risk financial intelligence strategies can allow managers to
see the visual display and analysis of data for decision
support through some simplified processes from time to
time and constantly communicate with managers to un-
derstand their needs in the process. )rough the continuous
promotion of the low-risk implementation strategy, the
managers’ understanding of the entire system has been
continuously improved, and the requirements put forward
on this basis are more targeted and reasonable. In this way,
the confidence in the implementation of financial intelli-
gence will be enhanced, the support of data will be obtained,
and the probability of successful project implementation will
be greatly improved.

In the implementation of the financial intelligence
system, the business personnel should be the protagonists
compared with the technical personnel. )e business

personnel should make detailed analysis on the macro
demands put forward by the decision makers, and the
technical personnel should provide the platform and
technical support for the business personnel. In the low-
risk financial intelligence implementation strategy,
through simple training of business personnel, they can
turn data into information, visualize and interactively
display it, improve business insight, and discover
knowledge from information. Table 4 is the data structure
of the voucher and detailed table.

4.2. Low-Risk Financial Intelligence Implementation Strategy
Practice. From the above analysis, it can be seen that using
ExcelCrystal and EasyTable tools, we can realize data
warehouse, data mining, OLAP, interactive data, visuali-
zation data analysis, and other functions. From the per-
spective of business personnel, these two programs do not
require programming or coding. After self-study or simple
training, they can create excellent interactive visualizations
according to their own business. Excel is a common data
analysis software used by any enterprise. As long as you have
a little understanding of the business, it is a boon for those
who simplify the business. )e training bit can master the
skills of data mining and analysis. )erefore, at this stage,
management decisions can be fully supported by imple-
menting a low-risk financial intelligence strategy. Here is an
example of data drilling in a sales report, showing how to
achieve low-risk financial intelligence through the combi-
nation of Excel and Crystal Xcelsius. Sales data are generally
the basis for the analysis and evaluation of business per-
formance, but sales data are generally very large, with many
dimensions, and there are many levels under each dimen-
sion. Faced with a large amount of complex data, in the past,
when managers needed data, they needed to filter and
summarize these large amounts of data to obtain the re-
quired data of the corresponding dimensions and levels.
However, when the demand changes and other information
is needed, these large and complex data must be filtered and
summarized to obtain data of other dimensions and levels.
)ese tasks will be repeated every time the requirements
change, and different reports will be provided. )e timeli-
ness and accuracy of the reports are very low, which seri-
ously affects the decision-making. And EXCEL’s pivot table
summarizes all the data into a pivot table and then sets
multiple page fields such as year, region, product category,
price, and channel to realize the multidimensional display of
data, as shown in Table 5.

Due to the flexibility of the pivot table, each field can be
dragged and placed at the desired position, and many data
can be constructed into multidimensional tables to display
all the data, and then filter out the required data. It can be
seen that the more page fields are set, the more data can be
stored. Not only page fields but also row fields and column
fields can be added to increase the dimension of data. And it
is also very flexible in the processing of time, which can be
aggregated by month, quarter, year, and even by hour,
minute, and second. In this way, when the management
requirements change, the required data can be found by

Computational Intelligence and Neuroscience 9



simply dragging and dropping, and the information needed
for decision-making can be obtained quickly and accurately.
In addition, a chart analysis model with analysis and graphic
display functions can also be drawn, as shown in Figure 9.

Product sales revenue is the key monitoring of enter-
prises. In this model, the line chart on the right can easily
monitor the actual sales and planned sales amount of each
product each month and the forecasted sales for future
months based on that. )e difference between actual and
planned is visualized by the scale on the left. )e scale at the
bottom left shows the sales contribution of each product in
the form of a pointer. In the upper right bar area, you can
monitor the cumulative actual sales, planned cumulative
sales, and corresponding variances for each product. Fig-
ure 10 is a comparison of financial system performance
between traditional financial statistics and multisource in-
formation feature mining.

5. Discussion

In this model, there are not only two variables of sales
volume and adjustment volume but also intuitive un-
derstanding of the value of income. )e model uses a
structure diagram to illustrate the relationship between
several factors that affect profitability. For example, by
setting the variable cost sliders, change the different
factors that affect changes in value, total cost, and final
revenue. )e revenue growth model uses a transition line
with advance notice. If the profit is positive, the growth
line will appear green, and if the profit is negative, the loss
line will appear red, creating a red flag and attracting the
attention of decision makers. In the transaction progress
process, there is an initial alert table that visually deter-
mines the gap between current transaction volume and
downtime and provides a way to adjust the gap. Also, for

Table 4: Data for the voucher schedule.

Serial
number Field name Illustrate Type Length

1 I-id Unique ID when entering Int 4

2 I period
0 refers to the initial transaction detailed account, 21 refers to the preliminary bank account
to be checked, 20 refers to the balance before adjustment of the bank account, and 1 refers to

the voucher and details
Tinyint 1

3 Csign Varchar 8
4 I signseq According to the assignment by the system, it can be null at the beginning of the period Int 4
5 Ino-id )e voucher number is assigned by the system and can be null at the beginning of the period Smalint 2
6 Inid Assigned by the system, it is 1 at the beginning of the period Smalint 2
7 Dbill-date Amendments to a limited range of dates available Datetime 8
8 Idoc Smalint 2
9 Cbill Varchar 20
10 Ccheck Varchar 20
11 Cbook Tinyint 20
12 IBook Varchar 1
13 Ccashier Varchar 20
14 Iflag Tinyint 1
15 Ctex1 Varchar 10
16 Ctex2 Varchar 10
17 Cdigest Varchar 60
18 Ccode Varchar 15

19 Cexch-
name Varchar 8

Table 5: Pivot table analysis model for sales data.

Year Date Children’s products Clothing Food Sporting goods Artwork Bike

2019

Season 1 68 336 805 685
Season 2 63 5372 1166 1969 1204
Season 3 182 2825 2734 341 1752 1294
Season 4 8232 2215 855 1533

2020

Season 1 194 304 375 1134
Season 2 3458 1192 229 800 1285
Season 3 203 6756 2680 961 1350 1670
Season 4 103

2021

Season 1 5555 940 2824
Season 2 255 4076 3100 279
Season 3 7945 551 2192 2557
Season 4 235
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breakeven, you can change unit prices, fixed or variable
prices, change breakeven sales, etc.

Furthermore, the model includes an operational risk
dashboard that allows decision makers to see the impact of
various factors on profits in their current state. When the
selected factors move in an unfavorable direction in the
current state, operational risk is defined as the percentage
impact on profits. To select the influencing factors, click the

“factor selection” button and then choose the single most
important influencing factor. Check “unit price” to see the
impact of unit price changes on profit; if the sales volume is
unstable, check “sales” to see the impact of sales volume
changes on profit, etc., that is, single factor analysis. It can
also be chosen multiple important factors, such as unstable
product prices and unstable raw material supply prices;
simply check “unit price” and “material” to see how these
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Figure 9: Graphical presentation model of sales data.
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two factors interact to affect profits, which is known as
multifactor analysis. )e business subinsurance is displayed
as a dashboard, and an early warning system is used to
visually see the impact of the selected factors on profit in the
current state.)ere are also scheme buttons in this model for
saving, loading, and deleting schemes, allowing users to save
their results after adjusting all of the variables, as well as view
and delete them after loading.

6. Conclusion

Financial data are primarily used for business manage-
ment decision-making, and Chinese SMEs are limited in
their use and promotion of financial data due to a variety
of factors including capital and technology. Financial
intelligence solutions that are both cost-effective and
simple to use are in high demand. On the basis of research
on some of the financial intelligence products currently
used by large domestic enterprises, this paper examines the
basic theories of business intelligence and financial in-
telligence, as well as the construction of financial intelli-
gence in small- and medium-sized enterprises. )e
following are the main aspects of this paper’s research
findings: propose a low-risk enterprise financial intelli-
gence strategy and locate the enterprise financial infor-
mation system model construction. )is is the conclusion
reached after examining existing technical abilities and
previous knowledge, as well as the characteristics of EX-
CEL and Xcelsius. An example of financial intelligence
analysis, an example of financial intelligence monitoring,
an example of financial intelligence decision-making, and
an example of financial intelligence early warning are all
established on the basis of the actual combat financial
system. )ese examples enable businesses to assess the
feasibility of the proposed financial intelligence applica-
tion scheme. )e use of multisource information feature
mining and VBA technology in EXCEL in the technical
realization is the most notable feature of this paper’s re-
search results. )eir use among Chinese financial per-
sonnel is rapidly spreading due to their outstanding
performance. Because the design and construction of a
financial intelligence system is a very complex project,
only a few parts that are closely related to the research of
this topic are included in this paper, as well as some issues
that have not been discussed, due to time, materials, and
the author’s own ability. )is paper only provides a broad
classification of financial intelligence systems and attempts
to implement some common models. It is also necessary to
conduct extensive research on the specific models of each
component, which is a continuous improvement process.
In the realization of financial intelligence, this paper
mainly not only considers adopting low-risk financial
intelligence implementation strategies but also needs to do
in-depth research on ideal and comprehensive imple-
mentation strategies. )is research focuses on financial
intelligence, but after the research and application of fi-
nancial intelligence are fully mature, it is necessary to
study the transition to business intelligence and even
decision support on this basis.
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is paper proposes corresponding teaching methods and instructional modes based on predecessors’ research on mathematics
instructional mode and the current state of mathematics teaching. In addition, this paper constructs a teaching evaluation model
based on DL algorithm based on an in-depth study of DL-related theories in order to accurately and scienti�cally analyze the
problems that exist in mathematics teaching. is paper constructs an instructional quality evaluation index system based on
rationality and fairness, and uses the BPNN evaluation model to train and study a set of instructional quality data. Finally, the
experimental results show that this system has a high level of stability, with a 96.37 percent stability rate and a 95.42 percent
evaluation accuracy rate. e results of this paper’s evaluation of the mathematical instructional quality model are objective and
reasonable. It can accurately assess instructional quality while also assessing problems in the teaching process based on the
instructional quality scores and making reasonable recommendations for teaching improvement based on the weak links in the
teaching process. It has the potential to provide a workable system for assessing instructional quality.

1. Introduction

e modernization of education necessitates the improve-
ment of instructional quality [1]. Many teachers use the
boring lecturing classroom mode in the traditional math-
ematics classroom, resulting in a serious and boring class-
room atmosphere. Students are e�ectively shackled as a
result of this, and their ability to learn in class su�ers as a
result. We can optimize the mathematics instructional mode
to change the above teaching phenomenon. Mathematics
instructional mode optimization can e�ectively deepen
students’ understanding of mathematics. Teachers should
constantly optimize the mathematical model based on
students’ learning situations and cognitive characteristics in
order for students to comprehend and master the theoretical
knowledge and content of mathematics frommultiple angles
and dimensions during actual teaching. e new curriculum
reform emphasizes establishing students’ dominance in
classroom instruction. is necessitates teachers completely
altering the traditional model and establishing a new
teacher-student relationship. In general, the optimization of

a mathematical model entails the following components:
language category optimization, language syntax optimi-
zation, and language logic optimization.e optimization of
classroom instructional mode and the construction of ef-
fective mathematics classrooms are of great teaching and
practical importance in today’s environment.

e scienti�city, rationality, and timeliness of instruc-
tional quality evaluation play a key role in the optimization
of instructional mode. However, the limitations of the
traditional instructional quality evaluation method itself
make it controversial.erefore, it is of practical signi�cance
to establish a scienti�c and reasonable instructional quality
evaluation model to evaluate mathematics instructional
quality. Deep learning (DL) [2–4] is an extension of the
research �eld of machine learning [5–7] and an e�ective way
to realize arti�cial intelligence. Due to the rapid develop-
ment of DL, NN (neural network) [2, 8] in DL has also been
well developed, and its e�ect has been well veri�ed in many
network models. NN is a complex calculation method to
simulate the neuron and neuron connection structure of
human brain. NN technology is mainly based on the
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workflow of human nerves and uses human nerves to
process related contents for calculation. BPNN (back-
propagation neural network) is a three-layer feedforward
hierarchical network composed of input layer, hidden layer,
and output layer. Its learning process consists of two pro-
cesses: forward propagation of information and backward
propagation of errors. BPNN has the advantages of strong
generalization and fault tolerance, but it also has some
shortcomings. Genetic algorithm is an algorithm that refers
to and simulates biological genetic mechanism and natural
selection. Its basic idea is to simulate the evolution process of
population. After three genetic operations, selection,
crossover, and mutation, the population is constantly
updated, and the excellent degree of the population is
constantly enhanced, approaching the global optimal so-
lution. Aiming at the shortcomings of BPNN, genetic al-
gorithm can be used to improve it. +is paper mainly studies
the optimization model of mathematics instructional mode
based on DL algorithm, and its innovation lies in: (1) this
paper improves the existing evaluation index system and
constructs a new instructional quality evaluation index
system based on rationality and fairness. To train and study
the instructional quality data, the BPNN evaluation model is
used. After demonstration, the instructional quality evalu-
ation index system in this paper is scientific, objective, and
reasonable. (2) +is paper improves the problem that
extracting principal components from the correlation co-
efficient matrix of indexes cannot reflect the difference in-
formation of the variation degree of each index by
introducing the basic principle of principal component
analysis. Because BPNN is highly dependent on its initial
weights and thresholds, a genetic algorithm is used to op-
timize BPNN’s initial weights and thresholds in order to
improve the prediction accuracy and convergence speed of
instructional quality evaluation results. +e experiment
shows that this system can be used as a benchmark for
evaluating instructional quality and making decisions.

2. Related Work

Based on the content of the instructional quality evaluation
index system, Sergis et al. constructed a convolutional neural
network instructional quality evaluation model based on the
convolutional neural network learning expert instructional
quality evaluation samples [9]. Maulana et al. mainly con-
sidered different disciplines and majors, set up different
evaluation index projects, and established different evalua-
tion index systems. And we use the powerful functions of the
MATLAB toolbox to establish a BP neural network, train the
network, test the network, and finally analyze the experi-
mental results [10]. Choi and Kim et al. pointed out that
under the current background, more and more emphasis is
placed on strengthening the interaction between teachers
and students, and the main form of interaction is the “di-
alogue” in the classroom. And we summarize the effective
instructional mode of mathematics around “dialogue”
[11, 12]. Starting from a brief analysis of the optimization of
classroom instructional mode, Petraki E analyzed the main
points of constructing an effective mathematics classroom

after expounding the problems existing in today’s mathe-
matics classroom [13]. Onozawa M uses a deep learning
algorithm to design an instructional quality evaluation
system, which intelligently evaluates the instructional
quality and puts forward rationalization suggestions [14].
Aiming at the problems existing in the quality evaluation of
NC bilingual teaching courses, Liu et al. tried to use the
analytic hierarchy process to carry out exploratory analysis,
thus providing a scientific case basis for the evaluation of
bilingual course instructional quality [15]. Northrup et al.
believed that improving the pertinence of homework is one
of the core contents of constructing an effective mathematics
classroom. While intensifying in-class training in mathe-
matics and improving the effectiveness of feedback cor-
rection, we must pay attention to the efficiency of
mathematics after-school homework training [16, 17].
Ottmar et al. expounded the design idea and implementation
method of neural network for instructional quality evalu-
ation, introduced and analyzed the traditional instructional
quality evaluation method, and trained and tested the
designed neural network for instructional quality evaluation
[18].

+is paper proposes corresponding teaching methods
and instructional modes based on predecessors’ research on
mathematics instructional mode and the current state of
mathematics teaching. Furthermore, this paper constructs a
teaching evaluation model based on DL algorithm based on
an in-depth study of DL-related theories. +e optimization
of the mathematics instructional mode is carried out based
on the evaluation of the teaching evaluation model. In this
paper, a rich basic dataset of teaching evaluation has been
formed through the evaluation of teaching experts, teachers’
peers, and students. +e normalization formula is used to
process the input samples. Furthermore, because BPNN is so
reliant on its initial weights and thresholds, this paper
employs a genetic algorithm to optimize BPNN’s initial
weights and thresholds and reduce the time it takes for
BPNN to find the weights and thresholds that satisfy the
training termination conditions, in order to improve NN’s
instructional quality evaluation results’ prediction accuracy
and convergence speed.

3. Methodology

3.1. Optimizing Classroom Instructional Mode and Con-
structing Efficient Mathematics Classroom. Math textbooks
for each stage are also designed according to students’
knowledge base, cognitive level, and thinking ability, as there
are high expectations for mathematics students’ thinking
ability. However, many teachers adopt the tedious lecture-
based classroom mode during the actual teaching process,
resulting in a serious and monotonous classroom envi-
ronment [19]. We can improve the mathematics instruc-
tional mode to change the above-mentioned teaching
phenomenon. Students’ understanding of mathematics can
be effectively deepened by optimizing mathematics in-
structional mode [20].+e term “dialogue” is used in class to
describe how teachers and students communicate. +e
amount of “dialogue” and its effect on the classroom
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atmosphere and instructional quality are both directly de-
termined by the amount of “dialogue.” An effective dialogue
instructional mode can help students break free from the
constraints of their thinking, causing them to think and
express more actively, and thus promoting the development
of independent thinking abilities. Because mathematical
models are all expressed in mathematical languages, they
must be transformed using different mathematical lan-
guages. In order to successfully transform mathematical
languages, students must master a variety of mathematical
languages, including geometric language, algebraic lan-
guage, and symbolic language. +erefore, in mathematics
teaching, teachers should pay attention to the training of
students’ mutual conversion between different languages
when changing “numbers” into “shapes” through the
equivalent exchange of mathematical model languages.
Besides, the guiding ideology of optimizing classroom in-
structional mode also includes the corresponding concept of
“efficient classroom.” +e main contents of this concept
include teaching preparation, teaching process, training and
testing, after-class counseling, teaching evaluation, and other
aspects of different courses. +erefore, on this basis, the
optimization of classroom instructional mode can be better
applied.

First of all, in order to realize the correct and efficient
conversion between mathematical languages, teachers must
help students establish a correct mathematical language
structure. Usually, mathematical models are based on
mathematical concepts, which are connected by verbs. +e
main reasons for their complexity are the order relationship,
hierarchical relationship, and logical relationship in the
structure of mathematical models. +erefore, in order to
correctly grasp the mathematical model, it is necessary to
correctly sort out the structural relationship between
mathematical concepts to ensure the correct transformation
of mathematical model. Furthermore, teachers must teach
students how to ask questions in class; that is, the questions
posed must be of sufficient inquiry value, conform to
classroom teaching content, and have a clear purpose.
Students will have a better understanding of the meaning of
asking questions as a result of the increased teaching time,
and they will be able to grasp the points that are appropriate
for asking questions more accurately and master effective
questioning methods, resulting in a better awareness of
questions. +is not only is beneficial for creating a pro-
ductive classroom but also allows students to improve their
mathematical inquiry learning abilities. At the same time,
the most important thing is to cultivate students’ interest in
mathematics. Students’ interest in mathematics learning is
influenced not only by the number of mathematical concepts
and formulas taught in class by mathematics teachers but
also by the number of classic questions explained and an-
alyzed in exercise classes, as well as other factors. Mathe-
matics teachers must not only have good mathematics
knowledge, teaching skills, and teaching process to improve
students’ interest in mathematics learning; they must also
have better mathematics teaching methods, mathematics
teaching emotions, mathematics teaching attitudes, and
mathematics teaching values.

Teachers should master the effective teaching method of
question situation and avoid the traditional acceptance
method of asking questions. We should not only attach
importance to the results but also to the whole process of
students’ participation in classroom interaction. +e effec-
tive construction of mathematics classroom needs the ef-
fective support of corresponding points. +is is mainly
reflected in the effective preparation before class, the rea-
sonable improvement of classroom teaching efficiency, the
emphasis on promoting students’ cooperative learning, and
the pertinence of homework after class. In classroom
teaching, teachers can realize the simplification of mathe-
matical problems by flexibly changing mathematical
thinking patterns. +rough the rational application of the
above strategies, students can successfully realize the
transformation between mathematical models. +is method
can get better results in the application of trigonometric
function, geometry, and complex number knowledge. In the
process of inquiry learning, teachers do not instill knowledge
stiffly, but let students actively participate in knowledge
exploration, and naturally digest and absorb knowledge in
the process of exploration. +erefore, it can promote the
effective improvement of mathematics classroom instruc-
tional quality and cultivate students’ interest in mathematics
invisibly. At the same time, the effective cooperative learning
among students can play a very good role in promoting the
creation and optimization of teaching links. +e exploration
of effective mathematics instructional mode cannot be
separated from the joint efforts of students and teachers.
Finally, in order to promote the continuous improvement of
classroom instructional quality, teachers should also orga-
nize students to carry out classroom teaching and evaluation
of learning situation, so as to better find problems and put
forward improvement measures. For some good places, it is
necessary to keep them.

3.2. Application of DL Algorithm in Instructional Quality
Evaluation. It is an extension of the research field of ma-
chine learning and an effective way to realize artificial in-
telligence [21]. As a new technology, DL has opened up a
new way for pattern recognition [22], nonlinear classifica-
tion [23], artificial intelligence, and other research with its
basic characteristics such as nonlinear mapping, learning
classification, and real-time optimization. It involves biol-
ogy, electronics, computer, mathematics, physics, and other
disciplines, and has a wide application prospect. Due to the
rapid development of DL, NN in the field of DL has also been
well developed, and its effect has been well verified in many
network models. NN is a complex calculation method to
simulate the neuron and neuron connection structure of
human brain. NN technology is mainly based on the
workflow of human nerves and uses human nerves to
process related contents for calculation. Because of the
parallelism of NN, it is very effective for solving combina-
torial optimization problems. From the point of view of
automatic control, NN can be regarded as a high-dimen-
sional nonlinear dynamic system. Neurons are the pro-
cessing units in this system.+is system hasmany inputs and
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many outputs, and we regard its input-output relationship as
a mapping from input to output. +erefore, it is reasonable
to apply NN to the design of instructional quality model.+e
three-layer BPNN model is shown in Figure 1.

BPNN is an iterative algorithm consisting of two pro-
cesses: forward propagation of input vector and backward
propagation of error. +e algorithm is divided into two
stages: ① forward propagation of input vector. ② Back-
propagation of error. BPNN has the following advantages:
① BPNN is suitable for solving problems with complex
internal mechanisms. ② It can process information in
parallel. ③ It can abstract the relevant laws from the
samples.④ It has a strong self-learning function.⑤ For the
input samples in BPNN, there may be errors with large
errors. But BPNN still has some limitations. For example, it
is easy to fall into the local optimum, the recognition ac-
curacy is easily affected, there is no fixed basis for setting
network parameters, there is a tendency to forget the old
samples when learning new ones during training, and the
generalization ability is poor. Based on DL algorithm, this
paper constructs an instructional quality evaluation model.
For an instructional quality evaluation system, it can be
regarded as a mapping from input to output. NN’s self-
learning ability, that is, the plasticity of mapping, enables it
to simulate the required mapping relationship through
training, thus replacing domain experts to automatically
evaluate the evaluation object.

3.3. Construction of the Teaching Evaluation Model Based on
DL. Instructional quality evaluation system is an evaluation
of teachers’ phased teaching effect, which provides favorable
analysis basis for mastering teachers’ teaching ability and
improving instructional quality. When evaluating the in-
structional quality, we should adhere to an objective, fair,
and rational attitude. We should not speculate subjectively
or mix personal feelings, and we should be ideological,
scientific, and feasible. +e establishment of a reasonable
model of teacher’s teaching evaluation system can not only
enable teachers to revise and improve the teaching plan
according to the teaching effect in time but also help the
school to understand the implementation of teachers’
teaching tasks andmakemacro-control. More importantly, a
perfect evaluation system is of great significance to the es-
tablishment of a teaching evaluation model for teachers in
colleges and universities. +e instructional quality evalua-
tion system based on DL algorithm is designed based on B/S
mode. +e advantages of designing the instructional quality
evaluation system based on B/S mode are as follows: it is
convenient for different types of users to operate, the online
evaluation can be completed in a short time, and the system
maintenance is convenient. Client, application unit, and
database are three important components of the system.
According to the experience of this article, we try to use an
implicit layer first. +e DL-based instructional quality
evaluation model and algorithm flow are shown in Figure 2.

+e samples used in data analysis frequently contain a
large number of variables, and adding more variables in-
creases the complexity of the analysis problem. +e

information contained in these principal components
should be required to be independent of one another in
order for them to not overlap. +e main goal of principal
component analysis (PCA) is to reduce the dimensions of
variables and simplify problems by retaining the most im-
portant information from the original variables, making it
easier to understand the main contradictions when studying
complex problems. +e function of DL is to learn the in-
herent law and representation level of sample data. +e
BPNN model in the DL algorithm is used to evaluate in-
structional quality when designing the instructional quality
evaluation system. +e evaluation method is a nonlinear
problem because there are many uncertain and complex
factors in the evaluation process. BPNN has demonstrated
its unique advantages in solving such problems by having a
strong adaptive learning ability that can approximate any
function.+e steps of BPNN learning rules are as follows: the
output of the i neuron in the hidden layer is as follows:

a1i � f1 
r

j�1
wlijpj + b1i

⎛⎝ ⎞⎠, i � 1, 2, 3, . . . , s1. (1)

+e output of the kth neuron in the output layer is as
follows:

a2k � f2 
s1

i�1
w2kia1i + b2i), k � 1, 2, 3, . . . , s2.⎛⎝ (2)

We define the error function as follows:

E(W, B) �
1
2



s2

k�1
tk − a2k( 

2
. (3)

We assume that the evaluation indicators of the eval-
uation system are N, the result grades are M, and the
classification of the total indicators is divided into L cate-
gories; the evaluation scores of each indicator can be used as
the input of the scoring comprehensive network, which is
expressed as follows:

X � x11 <x1j <x1m <xi1 <xij < xim <xn1 < xnj <xnm 
T
.

(4)

+e rating coefficient of the evaluation result is taken as
the output of the scoring comprehensive network, which is
expressed as follows:

K � k1k2 < kj < km 
T
. (5)

+e importance coefficient of each index is connected by
the synaptic weight matrix, which is expressed as follows:

W � W1W2 <Wj <Wm 
T

. (6)

In this paper, roulette is adopted. First, the fitness value
of a certain generation of individuals, namely, BPNN weight
and threshold, is calculated. +en, we calculate the pro-
portion of the fitness value in the total fitness value, that is,
the probability of the individual being selected in the
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selection process. +e calculation of the selection probability
is shown in the following formula:

z aj  �
f aj 


d
j�1 f aj 

. (7)

Among them, aj represents an individual in the group,
z(aj) is the probability that aj is selected, f(aj) is the fitness
value of individual aj, and d is the population size. After

calculating the probability of each individual being selected,
it is necessary to determine whether the selected individual
can continue to be inherited to the next generation of in-
dividuals according to the size of the cumulative probability.
+e calculation formula is as shown below.

q ak(  � 
k

j�1
z aj . (8)

Start

Constructing evaluation
index system

Upload teaching quality
evaluation data

Data preprocessing

Training sample

BP neural network

Constructing teaching quality
evaluation model

Teaching quality
evaluation results

Output evaluation results

End

Start

Weight and threshold
initialization

Read in network weights
and thresholds

Given input data and
output data

Forward calculation of unit output
of hidden layer and output layer

Calculate output unit error

Whether the
accuracy is met

Adjust the hidden layer to the output layer
and the input layer to the hidden layer

Satisfy iteration times 

End

Y

N

Enter test samples

N
Y
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Among them, q(ak) is the cumulative probability of
individual ak, and then, a new population of the next
generation is obtained through genetic manipulation, the
fitness value is judged, and the above steps are repeated until
the population is stable. +e action function of each neuron
is taken as a linear function:

F Sj  � Sj. (9)

+e output of the node at this point is as follows:

Kj � Sj � W
T
j X. (10)

In this paper, the average method is used for dimen-
sionless processing, which can extract more original in-
formation with less principal components, thus reducing the
workload and making the solution to the problem more
perfect, more accurate, and more comprehensive. Valuable
data such as instructional quality evaluation index data,
evaluation subject, and object data are stored in the database.
+e evaluation is divided into two aspects: index scoring and
grading and classification. +erefore, two networks can be
used for processing, and one network can store and
memorize the importance coefficients of each index and
synthesize the scores, which is called comprehensive net-
work. +e other one classifies the index scores linearly or
nonlinearly, so as to obtain the final evaluation result of the
total index, which is called classification network. In the
process of evaluating the instructional quality, certain
principles should be followed. Evaluation principle plays a
key role in ensuring the validity and reliability of evaluation
results, and is the basic requirement of evaluation work. +e
evaluation index system of instructional quality designed in
this paper follows the following basic principles: ① the
principle of comprehensiveness, ② principle of direction-
ality.③ scientific principle,④ principle of measurability,⑤
principle of encouragement and improvement,⑥ principle
of objectivity,⑦ principle of subjectivity, and⑧ principle of
consistency. In this paper, the teaching process, teaching
environment, teaching teachers, and instructional quality
monitoring are the first-level indicators of the instructional
quality evaluation index system. +ere are several secondary
indicators under the primary indicators. +e evaluation
index system of instructional quality constructed in this
paper is shown in Table 1.

After the establishment of the evaluation index system, it
is more scientific to set the corresponding weights of the
index system. In the process of setting weights, we can first
establish the weights set by experts’ evaluation indicators
and build a BPNN model learning network through the
powerful function of MATLAB toolbox according to the
weights of experts’ indicators. +en, we input the weights set
by experts and adjust the weights of indicators set by experts
through network training according to the functions of
BPNNmodel. +e final error is minimized, and the weight is
relatively more reasonable. +e user management unit of the
system is divided into two aspects: system login and security
management. Different types of users log in to the in-
structional quality evaluation system according to different
unit entrances, and users perform operations in their

respective permission pages. Considering the security of user
information, users are divided into five types: teaching
supervisor, audit administrator, administrator, teacher, and
student.

4. Result Analysis and Discussion

+e instructional quality evaluation system designed based
on DL algorithm in this paper contains a large amount of
data, so there are certain requirements for the running
hardware and software environment. In order to ensure the
efficient operation of the system, the test environment in this
paper is set as follows: the CPU is 2.4GHz, the memory size
is 8GB, the computer hard disk is 1 T, and the system is
Windows. In this paper, the number of nodes in the input
layer, hidden layer, and output layer is 16× 4×1, respec-
tively; the learning rate is 0.8; and the function of each node
adopts the Sigmoid function. After testing, the convergence
curve of the algorithm is obtained as shown in Figure 3.

+e commonly used mean square error and accuracy
rate are selected as the indexes to test the performance of this
algorithm. +ese two indexes are used in different algo-
rithms for testing and comparison.+emean square error of
different algorithms is shown in Figure 4. +e accuracy of
different algorithms is shown in Figure 5.

+e results show that this algorithm can not only speed
up the convergence of the network but also improve the
evaluation accuracy of the model. Its performance is better
than that of the comparison model. Taking ten math classes
in the second grade of a school as examples, the quality of
math teaching was evaluated, respectively. +e evaluation
results of mathematics instructional quality are shown in
Table 2.

+e above statistics of mathematics instructional quality
evaluation in different classes show that this system can
identify the highest score, lowest score, and average score of
instructional quality evaluation in different classes. It pro-
vides different types of data for comprehensive analysis of
mathematics instructional quality. Figure 6 shows the sta-
bility test results of different systems.

It can be seen from Figure 6 that the stability of this
system is high. Moreover, the analysis and suggestion
function of the instructional quality evaluation system
designed in this paper reflects the degree of intelligence of
the system, shares the workload of manually evaluating
teachers’ teaching effect, and improves the operational ef-
ficiency of instructional quality evaluation. +rough train-
ing, quantifiable classification criteria or experts’ experience
information that is not easy to quantify is stored in the
nonlinear network, and the instructional quality evaluation
NN is measured with new experimental data. Comparison
between different system evaluation results and expert
evaluation results is shown in Figure 7.

It can be seen from Figure 7 that, compared with other
systems, the evaluation network constructed in this paper
can give results consistent with expert evaluation.+is shows
that this method has certain accuracy and reliability. +e
experimental results show that the stability of this system is
high, reaching 96.37%, and the evaluation accuracy rate can
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reach 95.42%. +is system has certain reliability. Compared
with the general instructional quality evaluation system, the
instructional quality evaluation system based on DL
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Figure 3: Convergence curve of the algorithm.
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Table 2: Evaluation results of mathematics instructional quality of
ten classes.

Classes Lowest score Highest score Average score
1 89.6 92.7 91.2
2 91.5 94.5 93.1
3 88.3 92.6 90.5
4 92.1 95.8 94.2
5 89.3 94.5 92.5
6 88.9 93.1 90.8
7 89.6 93.5 91.7
8 84.7 89.8 86.6
9 86.1 90.5 88.2
10 89.4 92.7 90.9

Table 1: Instructional quality evaluation index system.

Instructional quality
evaluation index

Primary index Secondary index Index sequence

Teaching process

Degree of interaction X1
Assess rationality X2

Organizational science X3
Cultivation of innovative ability X4
Cultivation of practical ability X5
Cultivating students’ interest X6

Students’ final grades X7

Teaching teachers

Scientific teaching X8
Teaching attitude X9
Teaching ability X10

Teach students in accordance
with their aptitude X11

Teaching environment Supporting facilities X12
Practice frequency X13

Instructional
quality monitoring

Teacher self-evaluation X14
Student evaluation X15

Teachers’ mutual evaluation X16
Leadership evaluation X17
Teaching supervision X18

Computational Intelligence and Neuroscience 7



algorithm has the advantage of being able to analyze the
existing problems in teaching and put forward suggestions
for improving instructional quality.

5. Conclusions

With the continuous improvement of teaching levels and the
rapid development of classroom instructional mode, the
optimization of mathematics classroom instructional mode
has become increasingly important in the process of in-
structional mode innovation. Mathematical instructional
mode optimization has a distinct value and function.
Teachers must update their teaching concepts, adopt various
teaching strategies to promote the development of students’
mathematical thinking, and develop students’ thinking
flexibility and creativity through the training of various
mathematical exercises in order to continually optimize
mathematics instructional mode and construct more effi-
cient classroom teaching. Simultaneously, mathematics
teachers should have a thorough understanding of how to
optimize classroom teaching content in order to effectively

improve the overall level of mathematics teaching through
practice. +e current state of mathematics instructional
mode is examined in this paper, as well as the imple-
mentation strategy for mathematics classroom teaching
optimization. Furthermore, the instructional quality eval-
uation system is based on the DL algorithm. +is paper’s
system has a high level of intelligence. It can accurately assess
instructional quality while also assessing problems in the
teaching process based on the instructional quality scores
and making reasonable suggestions for teaching improve-
ment based on the weak links in the teaching process. +e
experimental results show that the system’s stability is high,
with a 96.37 percent stability rate and a 95.42 percent
evaluation accuracy rate. +is system has a high level of
reliability and practical utility, and it can be used to develop a
feasible scheme for evaluating instructional quality. +e
analysis and suggestion function of the instructional quality
evaluation system proposed in this paper reflects the sys-
tem’s intelligence, reduces the workload of manually eval-
uating teachers’ teaching effectiveness, and improves the
operational efficiency of instructional quality evaluation.
However, due to my limited knowledge and time, there are
still some flaws in this paper’s instructional quality evalu-
ation system.+e next step will be to discuss how to improve
the system’s efficiency without sacrificing accuracy.
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available from the author upon request.
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�e establishment of enterprise target inventory is directly related to the forecast of drug sales volume. Accurate sales forecasting
can help businesses not only set accurate target inventory but also avoid inventory backlogs and shortages. In this paper, NN
technology is used to forecast sales and is optimized using the PSO algorithm, resulting in the creation of a drug sale forecast
model. �e model optimizes the weights and thresholds of NN using the improved PSO optimization algorithm and predicts the
periodic components based on time correlation characteristics, e�ectively describing the trend growth and seasonal �uctuations of
sales forecast data. Furthermore, the model in this paper has been creatively improved according to the needs of practical
application, which has improved the shortcomings of traditional NN, such as long training time, slow convergence speed, and ease
to fall into local minima, to improve performance and quality, and has received positive results in application. �e experimental
results show that this model has a prediction accuracy of 96.14 percent, which is 12.78 percent higher than the traditional BP
model. �e optimized model can be used to forecast drug sales in a practical and feasible way.

1. Introduction

With the intensi�cation of market competition, users of
information systems are no longer satis�ed with the fact that
computers are only used for daily a�airs, and they urgently
need information that supports the decision-making process
[1]. At the same time, in today’s market, the market envi-
ronment that enterprises face is so complicated and
changeable as understanding the course, carrying out work
actively and e�ectively, and making decisions are problems
that an enterprise must solve [2]. �e sales link, which
connects suppliers, sellers, and consumers, is an important
link in enterprise planning. �e most important part of the
sales process is sales forecasting, and most commodity
circulation industries’ supply chains have inventory and
sales problems due to a lack of appropriate sales forecasting
methods. �e sales forecast is modeled using a set of highly
complicated nonlinear systems that are manually de�ned
[3]. One of the most important aspects of a company’s sales
plan, as we all know, is sales forecasting. It is inseparable
from the planning of the future development direction,

regardless of how large the company is or how complicated
the sales sta� is. However, because the future sales situation
will inevitably and to a large extent in�uence the develop-
ment direction, the sales forecast is almost an important
pending event for enterprise managers and decision-makers
related to the survival of enterprises. At present, many
enterprises are still using traditional sales forecasting
methods. Although the traditional sales forecasting method
is widely used and the e�ect is good, it is di�cult to deal with
the complicated nonlinear relationship and various com-
plicated in�uencing factors. �erefore, we need a new
method [4]. Based on this, this paper will forecast and
analyze the historical sales data of the sales department of the
pharmaceutical group through PSONN (particle swarm
optimization neural network) and provide some references
for decision-makers in purchasing, selling, and storing
drugs.

With the development of computer science, more and
more researchers began to explore the use of arti�cial in-
telligence forecasting methods for medium and long-term
load forecasting. At present, the most commonly used
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forecasting methods mainly include time series analysis,
linear regression, nonlinear regression, grey forecasting,
input-output forecasting, Markov forecasting, and ANN
(Artificial neural network) [5–7] forecasting. Among several
commonly used forecasting methods, the ANN forecasting
method has attracted much attention in recent years. BPNN
(backpropagation neural network) is a kind of commonly
used ANN, which is used to train multilayer forward NN
(neural network). BPNN contains the best part of NN
theory, with a simple structure and strong plasticity. It
adopts a Sigmoid type transfer function, and its learning
mode is a multilayer feedforward network with minimum
mean square error. )ere have been a lot of research studies
on NN prediction [8, 9], but simply using NN to predict can
no longer meet the real-time needs, and in the increasingly
complex environment, more and more methods are needed
to improve NN research. In this paper, the learning theory of
PSOBPNN (particle swarm optimization backpropagation
neural network) is used to establish an algorithm to predict
the drug sales in the next year, and an optimization method
is proposed for drug production, thus forming an effective
drug production decision model. )e innovations of this
paper are as follows:

①)is paper analyzes the difficulties in forecasting the
sales volume of multivariety drugs in enterprises, the
difficulties in the application of existing forecasting
methods, and the advantages of the model in dealing
with the problems and difficulties. To solve these
problems, a BPNN learning algorithm is put forward.
On this basis, PSOBPNN is used to forecast the sales
data.
② In this paper, the PSO optimization algorithm is
used to globally search the weights and thresholds of
BPNN, and the optimized BPNN is used to establish a
prediction model to predict the drug sales index. )is
model improves the shortcomings of traditional NN,
such as long training time, slow convergence speed,
ease to fall into a local minimum, and makes it have
superior performance quality, and it has received good
results in application.

2. Related Work

Prediction analysis is the process of speculating and pre-
dicting unknown future events based on known past and
present events, as well as providing qualitative and quan-
titative descriptions of some uncertain factors and unknown
events that may occur during the course of the predicted
events. In general, an enterprise’s sales forecast is the process
of using past sales volume, sales amount, profit, and other
indicators in the system to calculate future demand indi-
cators using an algorithm mining model. Currently, a large
number of academics are researching enterprise sales
forecasting. )e related literature of sales forecasting theory
at home and abroad is discussed in this chapter, as are the
benefits and drawbacks of various methods, as well as the
research methods and ideas of this paper.

Arinaminpathy et al. proposed a method to build a data
warehouse based on historical drug sales data and established
a drug sales forecast model [10]. )e improved NN by
Yucesan et al. made self-calibration with reference to the
prediction of synchronous time series and used a genetic
algorithm to achieve self-optimization through calibration,
simplifying the network structure [11]. Lian et al. took the
preliminary prediction results as the input of the improved
BPNN, then trained and predicted on this basis, and con-
structed a combined prediction model based on the im-
proved BPNN [12]. Aiming at the characteristics of a
company’s drug sales, inventory, and the main problems in
the sales process, Duan et al. proposed a hierarchical clus-
tering model for multivariety drug sales forecast to predict
the company’s drug sales [13]. Russo et al. proposed a
combinatorial optimization grey ANN model for seasonal
load forecasting. )e trend is predicted with a grey model;
the seasonality is predicted with NN; finally, the optimal
combination is carried out [14]. Aiming at some of the
problems of BPNN, Curtis et al. added a momentum term to
improve learning efficiency and avoid local minima [15].
Shibata et al. proposed a model for time series forecasting
based on the discounted least-squares idea, and the discount
is reflected in the constructed error function [16]. )e dis-
counted least squares error function biases the NN learning
towards more recent observations and contemporaneous
observations, while also taking into account long-term trends
in the time series. Urquhart proposed an improved extreme
learningmachine algorithm combining batch processing and
successive iterations and applied it in medium and long-term
forecasting [17]. )is method can improve the recognition
performance of ANN in extension ability by continuously
updating the training sample set. Ali and Pinar proposed two
prediction models based on information fusion: one is a
fusion model based on the weighted average of multiple
models; the other is a fusion model that uses the advantages
of various algorithms to complement each other [18].
Hassani et al. proposed an improved sales forecasting al-
gorithm based on NN [19]. Stormi et al. studied the research
on sales forecasting of the model combining NN, genetic
algorithm, and PSO (particle swarm optimization) algorithm
in intelligent algorithms [20].

Based on the previous research results on drug sales
forecast, this paper puts forward a new research perspective
and method. Because NN can approximate a nonlinear
function with arbitrary precision, it can well establish the
functional mapping relationship between sales volume and
its various influencing factors. In this paper, using PSONN, a
prediction model is constructed. A drug sales forecasting
algorithm based on chaotic PSONN is proposed to improve
the PSO algorithm. Inert particles tend to appear in the later
stage of optimization and converge to the local optimal point
prematurely.)e simulation results show that the prediction
effect of this model is better than that of the traditional NN
model. )e model and research method established in this
paper are practical and effective, which not only simplifies
the network structure and improves the convergence speed
but also improves the prediction accuracy.
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3. Methodology

3.1. NN Algorithm and Sales Forecast. ANN processor has
the natural characteristics of storing and applying empirical
knowledge, which is similar to that of the human brain.
ANN is mainly trained by two learning algorithms, namely,
the guided learning algorithm and nonguided learning al-
gorithm. Among them, the representative BPNN is a
multilayer feedforward network with hidden layers, which is
a kind of error back propagation [21]. BPNN is a very ef-
fective intelligent forecasting method. Generally, BPNN is a
multilayer feedforward NN, and its transfer function usually
adopts the Sigmoid function. )is algorithm consists of the
forward transmission of information and the backward
propagation of error. Its basic principle is to constantly
revise the weights and thresholds of nodes at all levels in the
network until the output of the network reaches the target
output value, and it has good generalization ability. BPNN
uses the error between the output response of the network to
the learning signal and the expectation as the tutor signal
and adjusts the network connection strength. )rough re-
peated adjustments, the error is minimized, thus completing
the learning process.

)e learning process of BPNN is divided into two stages:
① input the known learning samples and calculate the
output of each neuron backward from the first layer of the
network through the set network structure and the weights
and thresholds of the previous iteration; ② modify the
weights and thresholds, calculate the influence of each
weight and threshold on the total error from the last layer
forward, andmodify the weights and thresholds accordingly.
Each neuron of NN can calculate and process independently
according to the received information and then transmit the
output results to other neurons for parallel processing. In the
training process, as long as the input patterns are provided to
NN, NN can automatically adapt to the connection weights,
so that similar features can group the input patterns to-
gether. )e sales forecast is an important part of the en-
terprise decision support system.)e sales forecast is to take
the purchase and sale of commodities in the market as the
main object, to foresee and speculate on the changes in
various purchase and sale activities, prices, and competitive
conditions of commodities, and to take advantage of the
situation and results. For the current sales industry, it is very
important to forecast the sales of commodities [22], but the
difficult problem is how to forecast the sales quickly and
efficiently, but it is not easy. Traditional sales forecasting
methods are mainly divided into qualitative sales forecasting
methods and quantitative sales forecasting methods. In
recent years, the quantitative sales forecasting method is
widely used because of its objectivity and high interpret-
ability [23]. In fact, the sales forecast of products can be
regarded as a process of searching for “knowledge.” It is
mainly a process of fitting the forecast model and outputting
the forecast results of sales through visual software based on
the data information of related commodity sales in the past
and converting the original and superficial information into
the relevant “knowledge” we want. Since sales forecast is to
forecast the future data demand by using the characteristics

of historical data, it is an effective method to divide the data
into historical data and future data at different time points
and then to forecast the future data by exploring the
characteristics of historical data. )e conventional method
has some limitations in nonlinear prediction. Recently, ANN
has attracted people’s attention. At present, many scholars
use ANN to build sales forecast models. However, the
traditional BPNN has some shortcomings, so it needs to be
improved. )e process of using PSOBPNN in this paper is
shown in Figure 1.

)e network parameters and size are related to the
properties of NN used for prediction. )e number of
neurons, the number of hidden layers, and the connection
mode are all part of the network structure. )e training
process for a given structure consists of adjusting the pa-
rameters to obtain an approximate basic relation. )e root
mean square error is used to define the error, and the
training process can be thought of as an optimization
problem. PSO is a population-based optimization method in
which the population is referred to as a particle swarm and
the individual is referred to as a particle. Its basic concept is
based on the simulation of seabird predation behavior, such
as that of seagulls. PSO outperforms traditional random
methods in terms of simplicity, ease of implementation,
global optimization ability, and computing speed [24]. )e
position of the particle in the basic PSO algorithm represents
the potential solution of the optimized problem in the search
space.)e optimized function determines the fitness value of
each particle, and each particle has a speed that determines
its flying direction and distance. Particles search the solution
space by following the current best particle. Each particle
state is a possible solution to the optimization problem and a
fitness value determined by the objective function to be
optimized in the algorithm’s search space. PSO has a number
of advantages, including ease of implementation, a small
number of parameters to adjust, quick convergence, and low
computational requirements. It has been widely used and
has been proven to be an effective method for solving many
global optimization problems.

3.2. Construction of Drug Sales Forecast Model of PSONN.
Sales forecasting is a highly complex nonlinear system, and
themodeling of sales forecasting needs the guidance of many
theories, including mathematical statistics theory, artificial
intelligence theory, economic theory, and nonlinear dy-
namics theory. In this section, PSONN is used to build a
drug sales forecasting model. In this method, the weights
and thresholds of BPNN are trained by PSO, the hidden
rules can be automatically extracted from massive data by
NN, and the advantages of global search and fast conver-
gence of PSO are integrated to predict the economic indi-
cators. )e process of drug sales forecast based on PSONN is
shown in Figure 2.

All of the weights of connections between neurons are
encoded as real vectors, which are used to represent indi-
viduals in the population.)e original steps of the algorithm
are used to generate groups of these vectors at random and
iterate them.)emean square deviation of all NN-generated

Computational Intelligence and Neuroscience 3



samples is calculated after the newly generated individual
vectors in the iteration are reduced to NN weights. )e
training process is stopped if it is less than the system-
specified error; otherwise, it is continued until the maximum
number of iterations is reached. )e error information is
returned according to the original route during the back-
ward propagation process, and the weights and thresholds of
NN are corrected according to the learning rules. )e

forward propagation process is then performed, and the two
processes are repeated until the actual training output of all
training samples falls within a certain error range when
compared to the expected output.

)e emphasis of BPNN is network error and weight
adjustment. When the network output is not equal to the
expected output, there is an output error E, which is defined
as follows:

Determine that initial threshold of the network structure

Initialization of particle position and velocity in
swarm

Calculate the fitness value of each particle

Update the individual extremum and global extremum
according to the fitness value of particles

Meet the algorithm
end condition?

Storage global optimization

Weight update

Calculation error

Simulation prediction

Meet the end 
conditions?

Get the optimal weight and
threshold

Use correction 
function to correct

Update particle velocity and position

Y

N

N

Y

Figure 1: Flow chart of BPNN.

Start

Determine the data sample

Set the layers of neural
network

Initialize parameters of particle swarm
optimization algorithm

Coded particle position

Update particle velocity and
position

Update particle velocity and
position

Adaptive mutation

Has the maximum
number of iterations

been reached?

Take training samples and make predictions

Get performance index

Draw simulation diagram

EndDetermine the global optimum

Y

N

Figure 2: Flow chart of drug sales forecast based on PSONN.
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Expand the above error definition to the hidden layer as
follows:
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It can be seen from the above formula that the network
input error is a function of the weights wjk and vij of each
layer, so the weights can change the error E.

In this paper, we first consider setting up only one hidden
layer. When the number of hidden nodes in a hidden layer is
too large to improve the network performance, we only
consider adding another hidden layer. We determine the
predetermined error requirements, the maximum allowed
iteration steps, the search range, the maximum speed, and the
number of particles according to the network scale. In order
to avoid the phenomenon of weight oscillation and slow
convergence in the learning process, it is necessary to consider
the influence of the previous weight change on the current
weight change and add the momentum factor.

Given the original data sequence with variable x(0),

x
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Generate a first-order cumulative generation sequence as
follows:
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Since the sequence x(1)(k) has an exponential growth
law and the solution of the first-order differential equation is
exactly the solution of the exponential growth form, it can be
considered that the x(1) sequence satisfies

dx
(1)

dt
+ ax

(1)
� u. (7)

In the formula, α and u are parameters and u is called the
control term. )e solution to this differential equation is
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 e
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where α⌢ and u
⌢ are approximate solutions of equation (7).

When learning BPNN, the initial value of its weight is
very important. If the initial value is too large or too small, it
will affect the learning speed, which is a complicated process
of parameter system optimization. In this paper, the weights
are coded by real numbers, the initial weights are set to
random numbers, each particle represents the initial dis-
tribution of weights of NN, and the maximum speed limit of
particles is set. We set the number of neurons in the input
layer, hidden layer, and output layer of the NN. )e con-
nection weights wij and wj to be optimized, the scaling
factor aj, and the translation factor bj are taken as the
position vector of each particle, which is

present(m) � wij, wj, aj, bj . (9)

Among them, m is the number of particle swarms. We
calculate the initial fitness value as follows:

F � 
n

i�1
yi − hi


. (10)

We update the record that each particle has searched for
the best position so far and the global search for the best
position. )e fitness function is the absolute sum of the
prediction errors of the NN. n is the total number of network
output nodes, yi is the predicted output of the i th node, and
DD is the expected output of the hi th node. In this section,
PSO is introduced, and by using its good algorithm con-
vergence, the problem can converge to the global optimal
solution or suboptimal solution with high probability, which
solves the local convergence problem of BPNN itself. At the
same time, the weights and thresholds of BPNN can be
optimized, and the accuracy of BPNN in economic index
prediction can be improved.

4. Result Analysis and Discussion

)is section will introduce the data testing scheme and
design process of the PSONN prediction model in detail. It
will also test the model through actual data sets and compare
it with other commonly used and similar models. )e ex-
perimental results are discussed and analyzed. In this paper,
Matlab software is used for simulation and prediction.
Firstly, we design the structure and parameters of the net-
work. )e parameters to be determined in this paper are the
number of nodes in the input layer and output layer of the
network, the number of hidden layers, the number of nodes
in hidden layers, the initial weights, etc. We set the number
of nodes in the middle layer to 25, the hidden layer of the
model to 30, and the weight learning rate to 0.2. )e number
of neurons in the input layer is 10, and the number of
neurons in the output layer is 1. When the number of hidden
neurons is 16, the model has the best prediction effect. We
initialize the parameters of the PSO algorithm, with iteration
times of 200 and a population number of 30. We take the
sales data of a pharmaceutical company in 2019 as the
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original test data. )e data are classified into training sample
data and test data. )ree terms of “sales time,” “commodity
number,” and “sales quantity” are extracted from the test
data, and the original sales details data are preliminarily
screened and then summarized. )e results are shown in
Table 1.

In this paper, the original data are normalized, that is, the
input and output data are uniformly limited to [0, 1] or
[−1,1] by a certain linear transformation. )e normalization
process makes the drug sequences with different units and
dimensions mapped into the [0,1] interval, which eliminates
the influence of different dimensions on the input data and
speeds up the training speed of NN and its related algo-
rithms. )e PSONN model is tested by using the pre-
processed drug sales series. A simple mutation operator is
added to reinitialize the particles with a certain probability,
and the optimization is carried out by cyclic iteration until
the maximum number of iterations is reached, and the
optimal individual fitness value is recorded. )e variation
process of the optimal individual fitness value in the opti-
mization process based on the adjusted inertia weight
PSONN is shown in Figure 3.

From Figure 3, it can be seen that the PSO algorithm has
a strong optimization ability, and the optimization of the
algorithm is faster at the initial stage of iteration. )rough
the construction and testing of the model proposed in this
paper, the AdaBoost-BP model and AdaBoost-ELM model,
the prediction accuracy of each drug, the average accuracy of
all drugs, and the total running time of the three models are
obtained. Figure 4 shows the comparison of prediction
accuracy of different models. Figure 5 shows the running
time comparison of different models.

As can be seen from Figure 4, the sales forecasting ac-
curacy of this model is higher than that of the other two
models, and it is at a high level. )e prediction accuracy of
this model can reach 96.14%, which is about 12.78% higher
than that of the traditional BP model. From the analysis of
Figure 5, it can be seen that the running time of this model is
short and its efficiency is high. )erefore, the sales fore-
casting method based on PSONN proposed in this paper has
certain superior performance and has certain reliability and
practicability.

)e connection weights and thresholds are fixed in the
prediction knowledge base. At this time, the whole NN is a
time series prediction model, and the performance of the
model is tested by test samples. )e prediction error defined
in this paper is the difference between the predicted value
and the actual value. Figure 6 shows the error comparison of
different models.

It can be seen that, on the whole, the error rate of this
model is at a low level, indicating that the accuracy of this
method is high. Table 2 shows the specific situation of the
corresponding predicted performance indicators.

It can be seen from the data in the table that the overall
trend between the predicted value and the actual value is
consistent, which indicates that it is feasible to forecast the
drug sales based on PSONN.)e simulation diagram of drug
sales forecast based on PSONN and traditional BPNN is
shown in Figure 7.

It can be seen from the prediction chart that the pre-
dicted value based on PSONN is closer to the actual value,
and its prediction effect is better than that of traditional
BPNN. It shows that the improved algorithm is better than
the traditional prediction model. A large number of ex-
perimental results in this chapter show that the NN sales
forecasting model optimized by PSO can achieve 96.14%
forecasting accuracy, which is about 12.78% higher than the

Table 1: Summary of original sales details data.

Sales time Commodity number Sales volumes
2019-01 23769 758
2019-02 13875 544
2019-03 36974 721
2019-04 25897 473
2019-05 23521 130
2019-06 13267 167
2019-07 53679 871
2019-08 89732 165
2019-09 13078 746
2019-10 75890 752
2019-11 18970 546
2019-12 57698 655
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Figure 3: PSO process of adjusting inertia weight.
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Figure 4: Comparison of prediction accuracy of different models.

6 Computational Intelligence and Neuroscience



Table 2: Comparison of evaluation indexes of different methods.

Method Mean square error Mean absolute error Average absolute percentage error Mean square percentage error
Traditional BPNN 18.692 3.217 0.0814 0.0169
AdaBoost-ELM 13.417 2.136 0.0689 0.0132
Support vector machine 14.685 2.987 0.0897 0.0187
PSONN in this paper 12.374 2.054 0.0657 0.0124
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traditional BP model. Using PSO instead of the traditional
training method of gradient descent of NN improves the
dilemma that NN easily falls into the minimum value,
improves the convergence speed, and makes the model have
a certain superior performance.

5. Conclusions

)e sales link, which connects suppliers, sellers, and con-
sumers, is an important link in enterprise management. )e
most important part of the sales process is sales forecasting,
and most commodity circulation industries’ supply chains
have inventory and sales problems due to a lack of ap-
propriate sales forecasting methods. ANN has some ad-
vantages in dealing with nonlinear problems because it can
cluster and learn from a large amount of historical data and
then find some rules of behavior changes. As a result, the
BPNN model is chosen as the basic forecasting model for
drug sales forecasting, as it is the most widely used among
the NN models. PSO is used to overcome the drawbacks of
traditional NN, such as long training times, slow conver-
gence speeds, and the ease with which it falls into local
minima, resulting in improved performance. Experiments
show that the PSO-optimized NN sales forecasting model
can achieve a forecasting accuracy of 96.14 percent, which is
about 12.78 percent higher than the traditional BP model.
)is model addresses traditional NN’s flaws, such as long
training times, slow convergence speeds, and a proclivity to
fall into local minima, among others, and improves per-
formance quality, yielding positive results in practice. )e
research shows that the forecasting method presented in this
paper has a better forecasting effect on drug sales forecasting
and that using the optimized model presented in this paper
to forecast drug sales is practical and feasible. It is a good
starting point for creating a prediction model for other
problems. Although this model’s prediction accuracy and
run time have clearly improved, it still has some limitations.
PSONN and particle swarm improvement have randomness,
which makes prediction stability poor. In addition, the
model comparison does not include the testing of some

algorithms related to sales forecasting in this paper. I hope
that the optimization algorithm will be further investigated
in future work and research and that the algorithm’s stability
will be improved, resulting in a more perfect and reasonable
model.
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Monitoring and guiding instructional management require student performance evaluation. Traditional evaluation and analysis
methods based on absolute scores, on the other hand, have certain �aws and are unable to fully re�ect the information contained
in student performance, thus limiting the impact of student performance evaluation on teaching and learning management. Data
mining is regarded as the backbone technology for future information processing, and it introduces a new concept to the way
humans use data. Schools must analyse and evaluate the performance of students in the same grade level and secondary school in a
timely and staged manner. Clustering is a type of data mining that uses similarity rules to classify sample data into groups with a
high degree of similarity. To address the di�culties caused by the wide variation in course di�culty in student performance
evaluation, a method based on the K-means clustering algorithm is proposed. e K-means algorithm and the improved K-means
algorithm with student information are investigated. e test results showed that the K-means clustering algorithm, the improved
algorithm in this paper, and the fast global mean clustering algorithm all cluster the same randomly generated data set with noisy
points, but the clustering time of the algorithm in this paper is only 0.04, which has obvious advantages. As a result, the clustering
algorithm-based higher education management and student performance evaluation mechanism provides some insights for
future research on student learning patterns. It is hoped that instructional administrators will gain a better understanding of
students’ learning characteristics so that they can better guide their teaching.

1. Introduction

Humans have greatly improved their ability to collect,
process, organise, and produce information using infor-
mation technology as the world moves toward an infor-
mation society [1]. is has resulted in the creation of tens of
thousands of databases of various types, all of which play an
important role in scienti�c research, technology develop-
ment, production management, market expansion, business
operations, government o�ces, and other areas [2, 3].
Schools now have a variety of systems and databases that
collect a large amount of data on the student achievement.
Sta� can only obtain a small amount of information through
simple statistics of Excel tools due to a lack of relevant
mining knowledge and technology, and the information
hidden in these large amounts of data cannot be applied [4].
 e globalised information reserve is expanding, and the

amount of information available to people is expanding as
well [5]. However, people’s thirst for knowledge grows as
they learn how to quickly �nd the information they need
from such a vast amount of data [6].

However, there are some issues with evaluating teaching
quality in universities in general. Traditional teaching quality
evaluation methods have a number of �aws, and the results
obtained are not scienti�c or accurate enough [7]. Various
systems and databases are used by universities to collect
large amounts of data [8].  rough a series of scienti�c and
systematic evaluations, the primary goal of evaluation is to
encourage universities to optimise their own resources,
improve e�ciency, improve academic research and talent
training quality, and realise the social functions of univer-
sities [9]. Higher education management is a critical aspect
of higher education operations, as it is linked to the quality
and e�ciency of the institution [10]. Data structure can be
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classified without prior classification using the cluster
analysis method, revealing the inherent differences and
connections of objective things [11]. Massive data analysis
can provide useful guidelines for business management,
project development, Internet finance, and efficient scientific
research, allowing data resources to be fully utilised [12].

+ere are several clustering methods available, the most
basic of which is partitioned clustering [13, 14]. Partitioned
clustering tries to divide a data set into disjoint subsets in
order to find the best clustering criteria. Researchers have
divided clustering analysis into four categories to address
these specific practical issues: partition-based methods, hi-
erarchical methods, density-based methods, and grid-based
methods [15]. Clustering algorithms are an important step in
the modernization of education, which promotes the cul-
tivation of innovative talents and improves the quality of all
people. It completes the digital network automation of
educational teaching management, campus life manage-
ment, and other activities, encourages the growth of the
educational information industry and the effective use of
educational big data, and gradually develops an innovative
educational management model that adapts to the needs of
social informatization. Among them, theK-means algorithm
is a traditional clustering algorithm based on division that
performs clustering through continuous iteration. When the
algorithm reaches the end condition, the iterative process is
completed and the clustering results are output. +e fol-
lowing are the paper’s unique features. (1) In this study, data
mining technology [16] is used to analyse students’ academic
performance data using fuzzy clustering, and “teaching” and
“learning” are organically combined. (2) We can identify a
number of undesirable phenomena in teaching activities,
judge whether the teaching methods are reasonable, con-
sider whether existing teaching theories can support class-
room teaching, and assist in the development of teaching
theories by evaluating classroom teaching quality. (3) An-
alyzing higher education management and student perfor-
mance evaluation mechanisms using clustering algorithms.
Data mining techniques can be used to describe and classify
data, predict future behaviors and trends, and solve the time-
consuming problem of traditional data analysis.

2. Related Work

2.1. Higher EducationManagement and Student Achievement
Evaluation. Exams and teaching are inextricably linked in
school education, and exam results are crucial in deter-
mining how well the students learn. Colleges and univer-
sities frequently use the average or total score as the grade
standard when evaluating the general qualifications of
students.+is evaluation method is simple and easy to use in
real-world teaching feedback, but it ignores the singularity
and one-sidedness of the evaluation results caused by the test
paper difficulty. As a result, we should investigate the current
state of academic achievement evaluation in China’s sec-
ondary schools, use data mining technology to investigate
models and methods suitable for secondary school academic
achievement analysis and comprehensive evaluation, and

infuse new thinking into secondary school education quality
comprehensive evaluation reform.

Omar’s academic achievement evaluation should pay
special attention to the process evaluation, which is a dy-
namic evaluation. It should not only be the evaluation of
learning achievement, but should include learning attitude,
behavior, and habit in the evaluation system. Li et al. judged
from three aspects of evaluation view, evaluation method,
and evaluation process, and proposed the evaluation model
of two-way evaluation subject, comprehensive evaluation
method, and multi-way evaluation perspective [17]. Goh
et al.‘s school uses test scores to evaluate students in a single
way, which causes valuable data resources of wasting. It is
recommended to use better models and software to analyse
the scores [18]. Omolewa et al. analysed evaluation activities
in terms of pedagogical elements and constructed a new
evaluation model in terms of objectives, form, and content
[19]. Wiechetek and Pastuszak argue that the evaluation of
students’ academic performance should tend to be diver-
sified, focusing not only on their creativity, but also on their
behavioral habits and values [20].

+rough the comprehensive evaluation of students’ ac-
ademic performance, we can identify the gaps between stu-
dents and classes, and then recognize the differences between
the level of discipline teachers’ teaching and classroom
management of classroom teachers, so as to guide the next
stage of discipline teaching and classroom management more
effectively. In addition, through the analysis and comparison
of various types of students’ performance, corresponding
improvement suggestions are given, which provide a theo-
retical basis for students’ performance evaluation, personal-
ized development and teachers’ differentiated teaching.

2.2. Clustering Algorithm. Evaluation is an important tool for
assessing and monitoring educational quality, as well as
guiding teachers’ teaching practices and encouraging students
to pursue learning. Traditional performance analysis methods,
on the other hand, are unable to objectively and accurately
reflect the relative distribution of students’ performance and
the classification of their learning situation. It can only per-
form statistical analysis on the scores and knowledge points on
candidates’ test papers, and it cannot mine and analyse large
amounts of data from the remote examination system well. If
we are tomake full use of the vast amount of data accumulated
in the past and dig them out, we must first understand the
characteristics of students’ learning. We can analyse these
academic performance data in depth as school administrators,
classroom teachers, and subject teachers, discarding the
“criticism” brought on by traditional performance ranking and
exploring the data’s value in providing powerful support for
the implementation of the education strategy of “teaching
according to students’ abilities”

Davenport constructed a variable precision rough setmodel
based on relational algorithms and performed a preliminary
analysis of student performance [21]. Anoopkumar and Rah-
man et al. proposed a nonparametric clustering method for
categorical attribute data, which became the K-modes-CGC
algorithm, similar to the traditional K-means algorithm for
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numerical data [22]. Mayureshwar et al. used data mining
techniques for distance learning in educational systems. In a
distance personalized learning system, resources can be allo-
cated for the individual learning needs of the students [23]. +e
Weka tool built by Belan Velasco et al. integrates various data
mining algorithms into an interactive interface, which includes
a variety of data preprocessing, categorization, degradation,
regression, clustering, correlation rules, and optimization [24].

+e process of teaching informatization has produced a
vast volume of educational data, and these valid records are a
reliable support for us to carry out the next stage of data
mining. Clustering to several classes or clusters of data
objects enables high similarity among objects in the identical
clusters, but with significant differences among objects in
various clusters. +rough aggregation, one can identify
dense and sparse regions, and discover global distribution
patterns and interesting relationships among data attributes.

3. Thoughts on Higher Education Management
and Student Achievement Evaluation
Based on Clustering Algorithm

3.1. Performance Evaluation Scheme Based on Clustering
Algorithm. Student performance evaluation is a kind of
educational evaluation, a key link and important element of
teaching and instructional management, and the most

important source of information for teaching quality eval-
uation. Clustering analysis, as an exploratory analysis
method, is widely used in pattern recognition [25, 26],
computer vision [27, 28], data mining, and other fields. Its
purpose is to divide a physical or abstract set of objects into
several subsets based on the principle of similarity, and
analyse the intrinsic connections, patterns, and character-
istics of data objects within each subset. +e sum of data
corresponding to each clustering element is calculated by
dividing the data of each element by the sum of data of this
element, i.e.,

xij
′ �

xij


m
i�1 xij

, (i � 1, 2, . . . , m; j � 1, 2, . . . , n). (1)

Scientific evaluation of students’ learning performance
can help teachers and parents to grasp students’ learning,
and teachers and parents can make corresponding adjust-
ments to the teaching and supervision of students’ learning
based on the evaluation results. +e flowchart of studying
student performance with K-means algorithm is shown in
Figure 1.

+e first step is data collection. In order to ensure the
completeness and accuracy of the data, the original data
sources must be well selected and organised. +e original
data source is input and with the participation of experts, it is
decided which attribute features to use to describe the nature

Start clustering
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Weight of design 
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Figure 1: K-means algorithm studies the process of students’ achievement.
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and structure of the data source. Feature extraction outputs a
matrix where each row represents a sample and each column
represents a feature index variable.+e new data obtained by
this normalization has a maximum value of 1 for each el-
ement and all other values are less than 2. +erefore, the
normalization is poor, i.e.,

xij �
xij − min xij 

max xij  − min xij 
, (i � 1, 2, . . . , m; j � 1, 2, . . . , n).

(2)

+e representative data among them are extracted, and
these extracted data are what are normally called sample data
in data-related work [29]. Each data object is considered as a
point in the d dimensional space, and then a certain distance
is used to represent the similarity between the data objects.
Data objects that are closer are similar in nature, while data
objects that are farther away are very different.+is is a phase
of great workload and time. +e data mining process is
shown in Figure 2.

Next is data preprocessing, through the four steps of data
review, data cleaning, data conversion, and data verification,
the data is preprocessed to resolve data conflicts and data
inconsistencies, and finally form student reports. +e most
commonly used clustering standard function, the error sum
of squares, is applicable to all sample distributions with
dense samples and small differences in sample size:

Jc � 
c

j�1


nj

k�1
xk − mj

�����

�����2
. (3)

+e quality of data mining results will be adversely af-
fected if the data input to the database has anomalous data,
irrelevant fields, or even conflicting fields, improper data
coding methods, and other anomalies [30, 31]. +e sample
matrix extracted in the first step is input to the clustering,

and the individual sample is imagined as a point in the
feature variable. +e mean squared deviation is generally
used as the standard measure function and is defined as
follows:

E � 
k

i�1

peCi

p − mi


2 . (4)

Since there are many indexes in the raw data, each index
may have different dimensions and orders of magnitude. If
the calculation is done directly using the raw data, it is likely
that a large number of indexes will directly affect the
clustering results. By definition, those data that are not
suitable for training and learning are extracted from the
sample data and excluded from the system. It should be
noted that these data that need to be cleaned up generally
refer to incomplete data. To accommodate the introduction
of fuzzy partitioning [32, 33], the affiliation matrix allows the
elements to have values between 0 and 1. However, using the
normalization rules, the sum of the affiliations of the data set
is always equal to 1:


c

i�1
uij � 1,∀j � 1, . . . , n. (5)

Finally, after performing the clustering algorithm to
determine the mining task, the K-means clustering algo-
rithm is written in matlab to implement the processing of the
student achievement analysis. If the form of data used for
mining does not match the characteristics of mining and
they are necessary, in the face of this situation, what needs to
be done is data conversion, conversion of display formats or
coding formats, etc. After obtaining the clustering spectrum
map in the second step, the expert can select the appropriate
threshold value according to the particular applied situation.
+e data requires “sorting” and “filtering” to prevent

Association 
rule

Decision tree

Mining the correlation
between courses

Mining of Teacher
Evaluation System

Excavate the factors that
affect students' achievementsData mining

Cluster

Excavate the comparison of
students' achievements in

different systems

Excavate the distribution
of scores in various subjects

Figure 2: Data mining process.
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anomalies in the input data, which can enhance the effec-
tiveness of data mining and the accuracy of mining results.
When two vectors are similar in direction, the cosine of the
angle is larger, and vice versa, it is smaller. When two vectors
are parallel, the cosine of the angle is 1, and when the vectors
are orthogonal, the cosine of the angle is 0.

3.2. Higher Education Management Method Based on Clus-
tering Algorithm. As far as the school is concerned, the
school needs data mining technology so that it can see the
differences with other universities and enhance its com-
petitiveness. It also needs a detailed and comprehensive
understanding of its students’ characteristics to improve
their academic performance and practical skills, which in
turn improves its teaching quality. +e whole clustering
higher education management process is divided into three
parts: data preprocessing, multiple clustering result com-
parison, and optimal clustering result output, as shown in
Figure 3.

First, you can tap into students’ learning patterns, divide
them into different groups, designate reasonable learning
plans based on guidance, understand the characteristics of
students in the groups, and strive for effective learning
strategies. In the evaluation of student achievement, each
class is an achievement group. Different classes divide each

achievement group accordingly, corresponding to the cen-
tral scores given to the different achievement groups. +ese
center scores are one of the reference criteria for the clas-
sification of student achievement. We call the distance be-
tween two class centers the inter-class distance. If Ci is the
clustered sample, define the class centers of Ci as follows:

xi �
1
ni


x⊂Ci

x, (6)

ni is the number of points in the ith cluster.
In practical problem analysis, different fuzzy similarity

matrix construction methods may lead to different clus-
tering results. It is necessary to decide the best fuzzy sim-
ilarity matrix construction method based on the comparison
results of the nature of the problem.

Next are class management, developing lesson plans,
prescheduling, group class selection, managing scheduling,
managing student attendance, and open control of teaching
services. +e total objective of evaluating teachers’ teaching
is divided into different secondary objectives, such as
teaching attitude and teaching ability. Each secondary
objective is then decomposed into several influencing
factors, thus forming a hierarchical structure model.
Standardized data can be processed by the following
methods:

Data preprocessing Constructing spatial 
distance matrix

Divide student samples 
into corresponding 

clusters according to 
distance

Take the farthest student 
as the cluster center

End

Select the student with the 
smallest distance in the 

cluster as the new cluster 
center

Clustering Output the optimal 
clustering result.

Begin

Figure 3: Clustering process of higher education management.
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rij �

1, i � 1

1
m



m

k�1
xik · xjk, i≠ j

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

M � max 
m

k�1
xik, xjk

⎛⎝ ⎞⎠.

(7)

+e mined information is provided to teaching decision
makers to adjust teaching strategies, further guide teaching
efforts and improve student performance. Use the distance
formula to calculate the distance between data objects; then
select the k data objects with the first and last connection and
the largest distance product from the distance matrix as the
initial clustering centroid set. +e distances between other
data in the data set and the k centroids are also calculated,
and the data are classified into the classes to which the
nearest data belong by comparative filtering. When the
absolute value of the data is compared with the specified
threshold, the soft threshold noise is removed because the
part less than or equal to the threshold is zero, and the part
greater than or equal to the threshold is the difference from
the specified threshold. +e formula is as follows:

ωλ �
[sign(ω)](|ω| − λ), |λ|≥ λ,

0, |ω|< λ,
 (8)

+en, exploratory factor analysis was used to explore the
dimensions of each index system level and the loadings of
each factor, remove unreasonable entries, determine the
formal scale, and examine the correlation coefficients be-
tween the factors of the scale. Called X of the whole c fuzzy
division space. If it contains degenerate division, then it is
called degenerate c fuzzy division space. Let

V � i


n
j�1 uij 

m
xj


n
j�1 uij 

m . (9)

Finally, maintain the basic data needed to manage the
academic affairs system, such as faculty information, major
setting information, classroom information, teacher infor-
mation, and textbook information. But if the result of
mining is not what mining wants or the knowledge obtained
is not meaningful, then it is necessary to go back to the
previous stage in the process of data mining. In iterative
optimization, the similarity metric can be changed and a new
criterion function can be selected if necessary. +erefore,
before selecting a new criterion function, the data needs to
be preprocessed and transformed to be suitable for mining.
Assume a certain mixed data X(k), consisting of m di-
mensional observed signal vectors.

x(k) � x1(k), x2(k), . . . , xm(k) 
T
. (10)

Based on the distance between each cluster’s mean and
the remaining objects, the most similar cluster is assigned.
Following that, each cluster’s data matrix is computed. +e
data matrix is often referred to as a modal matrix because its
rows and columns have different meanings, whereas the
dissimilarity matrix’s rows and columns represent the same
entities, so it is referred to as a unimodal matrix. Self-

reflexivity, symmetry, and transferability must be satisfied to
determine whether a fuzzy relation satisfies the equivalence
relation. +e relation matrix is self-reflexive when all ele-
ments of the main diagonal are 1.+e symmetry of a relation
matrix can be demonstrated by showing it to be a symmetric
matrix. Adjust the data set after calculating the centroid
values of the new symmetric matrix. We consider that we
have obtained the final data clustering result if the clustering
centers between the new and old classes do not change or
remain within a small range.

4. Analysis of the Clustering Algorithm in the
Higher Education Management and Student
Performance Evaluation Mechanism

4.1. Analysis of K-Means Clustering Algorithm. +e K-means
clustering algorithm is used to deal with data clustering
problems. Due to its simplicity and early introduction, the
algorithm has a wide impact in scientific and industrial
applications. +e K-Means algorithm allows us to under-
stand the learning situation of a course by analyzing the
students’ comprehensive examination results. According to
the characteristics of this course, combined with the stu-
dents’ own existence, it is possible to make a reasonable and
scientific evaluation of the students’ learning effectiveness,
providing some guidance for teaching activities, and the final
results will inspire the teachers’ teaching methods. After
clustering students’ performance using the global central
clustering algorithm, the results of k � 2, 4, 6 clustering were
compared with CH indicators, and the relationship between
the indicator values and the number of clusters is shown in
Figure 4.

Firstly, k objects are arbitrarily selected from n data
objects as the initial clustering centers. If the data is given in
the form of a data matrix, the data matrix can be converted
into a phase difference matrix. A new cluster center is
calculated for each assigned cluster, and then the data as-
signment process continues. After several iterations, if the
cluster centers no longer change, it means that all data
objects are assigned to their clusters and the clustering
criterion function converges; otherwise, the iterative process
continues until convergence. Students are divided into two
categories, excellent and deviant, and the number of clusters
should be close to the number of clustering variables used. In
this experiment, k � 6 was chosen. Several students’ aca-
demic performance was randomly selected as the initial
clustering centers through initial center of data analysis. +e
clustering results of the first class of students and the second
class of students are shown in Figure 5.

Select an actual object that represents the cluster. +en,
based on the similarity, each remaining object is clustered
into the cluster where the most similar object is located.
Based on the initial clustering of the set, the sample with the
smallest distance and in the class is selected as the cluster
center to generate a temporary set of cluster centers. A
comparison of the distances between the scores of the
students in the first category and the students in the second
category to each cluster center is shown in Figure 6.
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Based on different classification patterns, the behavior of
other data can be predicted. Obviously, the larger the value
of interclass distance and criterion function, the better the
separation of the various types of clustering results and
therefore the higher the quality of clustering.Which distance
calculation formula is used to measure the similarity be-
tween data objects needs to be chosen from the actual
situation.

Next, the distance of each object to the center of each
cluster is calculated and the object is assigned to the nearest
cluster. Usually, clustering algorithms use the separation in
characteristic space as a measurement to determine the
similarity between the two samples. Suppose there is a data
set containing n objects, and the data set is divided into k
clusters by a division-based clustering method. With each
sample as the center of the sphere and d as the radius, the
number of samples that fall on the sphere is called the
density of that point and is sorted by density. A batch of
coalescing points is selected at first according to a certain
method, and then the samples are allowed to coalesce to the

nearest coalescing point so that the points coalesce into
classes to obtain the initial classification. +ere are many
data preprocessing techniques that can be used to remove
noise, and for those null values, we can also use some data
normalization methods that can make the clustering algo-
rithmmore accurate.+en, according to the nearest distance
principle, the unreasonable classification is corrected until
the classification is reasonable, thus forming the final
classification result.

Finally, the centers of the K clusters are recalculated after
all objects have been specified. +e method is implemented
based on the principle of minimizing the sum of the dif-
ferences between the corresponding reference points of all
objects. Each sample is divided into corresponding clusters
according to the minimum distance, and the iterative
process of clustering centers is repeated until the clustering
error sum-of-squares function converges and the clustering
is completed. A characteristic of this algorithm is to adjust
the distribution of all data points in each iteration, and then
recalculate the clustering centers into the next iteration. If
the positions of all data points are unchanged in a certain
iteration and the corresponding clustering centers are un-
changed, it indicates that the clustering criterion function
has converged and the algorithm is finished.

4.2. Analysis of Improved K-Means Algorithm.
Educational data mining takes a very vital function in the
process of school education, and the huge and complex
educational data brings difficulties to our work. How to
utilise education data better for data mining and provide
better support analysis for college decision making is an-
other major problem we face. +e traditional K-means al-
gorithm can only be used when the mean value of the class is
determined; the algorithm requires the user to give k in
advance; this algorithm is not suitable for discovering
clusters with non-convex shapes or clusters with large size
differences. +e improved K-means algorithm introduces a
new measure of dissimilarity to deal with the classified
objects. Instead, a simple matching pattern of phase dis-
similarity measures is used and corrected using a frequency-
based approach during clustering to minimize the value of
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Figure 5: Comparison of clustering results between the first type of
students and the second type of students.
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the clustering cost function. We collected 150 samples and
conducted an experimental study of the data in these
samples using the K-Means clustering algorithm. +e
number of clustering process was k � 2 and the results after
clustering analysis are shown in Table 1.

First, we find a random representative object for each
cluster, and determine the k clusters of n data objects. At
present, academic examinations for secondary school stu-
dents contain many subjects, and the results are basically
presented in the form of “scores”. +e scores of each subject
can be the same or different, usually 150 or 100 points.
According to the distance axiom, four conditions of the
distance axiom should be satisfied when defining the dis-
tance measure: self-similarity, minimum value, symmetry,
and triangle inequality. If the distance between the attribute
values calculated from the data samples is less than the set
threshold, we consider these sample data as the same cluster
and grouped into one category, otherwise, they are con-
sidered as different categories.

Secondly, if the quality of the obtained clusters can be
improved by replacing a cluster representative, then the old
cluster objects can be replaced by new ones and other objects
will belong to each corresponding cluster according to their
distances from these cluster representatives. Students have a
well-defined interval for their exam results, with a minimum
score of 0 and a maximum score of full. Each subject is
measured in terms of scores within this range, and there are
no cases of abnormally high or low data. +e comparison of
clustering time and sum of squared clustering errors using
K-means clustering algorithm, fast global mean clustering
algorithm, and the improved algorithm in this paper is
shown in Table 2.

+e K-means clustering algorithm, the fast global mean
clustering algorithm, and the improved algorithm in this
paper have the same clustering effect on randomly generated
data sets with noisy points, but the clustering time of this
algorithm is only 0.04, which has obvious advantages.

On the basis of the sample similarity measure, it is also
necessary to determine the criterion function for evaluating
the quality of the clustering results, so that the samples that
really belong to the same class are aggregated into a type of
subset and the samples of different classes are separated. +e
objects in the same cluster should be as close as possible, and
the objects in different clusters should be “far away”. After
clustering, the similarity between data in the same cluster,
i.e., the same class of data, is extremely high, while the
similarity between data in different clusters is very low, i.e.,
the data in the clusters are very different. In order to show
the superiority of K-means algorithm in time, the graphs of

the GKM and K-means algorithm running time with in-
creasing number of clusters on two sets of data are given in
Figure 7 and 8.

Finally, the clustering quality is assessed using a cost
function based on the distance between each object and its
clustering representative, with the change in distance vari-
ance accumulated by replacing unsuitable representatives,
which is the clustering criterion function’s output.+emean
of the data becomes a constant 0, the standard deviation is a
constant 1, and the coefficient of variation does not exist
after the translation standard deviation transformation,

Table 1: Results of clustering.

Good Medium Poor
Teaching ability 27.36 19.56 9.49
Teaching method 45.22 39.54 18.40
Content of courses 44.28 17.67 10.65
Teaching attitude 39.52 29.55 18.76
Number of samples 43 57 50
Percentage 29% 38% 33%

Table 2: Comparison of clustering results of randomly generated
data.

E (×103) T (s)
K-means clustering algorithm 0.567 1.23
Fast global mean clustering algorithm 0.674 0.12
Improved K-means clustering algorithm 0.749 0.04
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Figure 7: Running time of two algorithms on Iris data set with
different number of categories.
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Figure 8: Running time of two algorithms when different cate-
gories are taken on Segmentation data set.
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indicating that the data resolution is completely assimilated.
+e clustering criterion function can also be used to assess
the clustering results’ quality. +e clustering process should
be repeated if the clustering quality does not meet the re-
quirements. Instead of considering the entire data set, a
representative sample of the data is chosen, and then the
centroids are chosen from the sample.

5. Conclusions

+e rapid development of the Internet has provided ex-
cellent technical support for the growth of online education,
allowing it to overcome the time and space constraints of the
existing school education system and the teacher-led edu-
cation model. Clustering is an unsupervised learning al-
gorithm that can cluster data sets without using predefined
classification rules, allowing it to mine hidden information
in data and create relevant data models. In the trend of
education informatization, the application of data mining
technology to data analysis in the teaching field will un-
doubtedly have a very broad perspective. Academic per-
formance evaluation is an important component of the
comprehensive evaluation reform of education quality. +e
use of a clustering algorithm in student performance analysis
compensates for the lack of traditional evaluation methods
by comparing student performance differences horizontally.
Clustering analysis has evolved into a tool that can be used
not only for data processing but also for data analysis when
combined with other algorithms. As a result, this paper
proposes a mechanistic analysis of higher education man-
agement and student performance evaluation based on
clustering algorithm to assess the quality of college class-
room teaching from two perspectives: students’ learning
effects and teachers’ teaching work, with the K-Means al-
gorithm as the primary method. +e theory and application
of clustering are highlighted based on a summary of data
mining theory. +is research presents a set of scientific and
reasonable management capability evaluation index systems
for universities, which serves as a strong foundation for
relevant departments to conduct university administration
capability evaluations in the future and, as a result, con-
tributes significantly to raising the standard of university
administration.
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With the popularity of the Internet and the advancement of information technology, more and more people are accepting the
teaching and sharing of knowledge through the digitalization of information. �e widespread adoption of 5G technology has
pushed online learning even further into the mainstream. However, because online teaching does not have the drawback of being
intuitive like classroom teaching, teachers’ assessments of students’ learning situations are less accurate. As a result, how to
e�ectively evaluate students’ academic performance in the context of 5G wireless network technology is a pressing issue that must
be investigated. By processing these heterogeneous large-scale learning records and integrating multiple perspectives to analyze
this learning record information to identify students’ learning behaviors, this study proposes an integrated analysis algorithm
based on arti�cial intelligence information technology. �e possible learning outcomes of students are predicted based on their
current learning situation, so teachers can provide auxiliary teaching strategies to students who may have learning di�culties
based on the predicted information. �e method proposed in this article uses information technology to predict students’ grades,
and the analysis shows that the method is very e�ective. In this article, di�erent grades of classi�cationmethods are used to analyze
and predict the whole students. All grade classi�cation methods are e�ective in describing decision rules. No matter what grades
classi�cation method is used, the error rate of students’ grades distribution is predicted to be below 40%.

1. Introduction

5G networks have signi�cant advantages over traditional 3G
and 4G communication networks, including high infor-
mation transmission e�ciency and relatively fast speeds. It is
organically combined with big data, the Internet of �ings,
and other technologies, greatly promoting business needs
and business model innovation in a variety of �elds and
providing strong support for society’s intelligent develop-
ment. Arti�cial intelligence is formed when computer
technology and communication technology are combined in
this way. Massive amounts of data are generated every
second in the big data environment [1]. Arti�cial intelligence
can greatly improve the speed and quality of data processing
and be used to process large amounts of complex data,
increasing data security. Arti�cial intelligence, when used

extensively, not only improves the information processing
capability of computer systems but also promotes their
evolution toward intelligence and automation. Furthermore,
it can completely ensure the system’s stability. Massive
amounts of data are generated every second in the big data
environment. Arti�cial intelligence can greatly improve the
speed and quality of data processing and be used to process
large amounts of complex data to improve data security [2].
With the development of arti�cial intelligence and the ar-
rival of the 5G communication era, in order to realize the
e�ective management of massive network information,
advanced arti�cial intelligence technology can be adopted,
many scienti�c and reasonable solutions can be compiled,
and an expert knowledge sharing system can be established
to gradually improve the data analysis and processing e�ect.
On the other hand, experts in the �eld of theory should
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effectively strengthen scientific research, summarize theo-
retical results, and fully reflect the advantages of artificial
intelligence.

Based on artificial intelligence information technology,
this article proposes an algorithm for predicting students’
academic performance. )e decision tree’s input and output
variables are determined by the algorithm using the student
learning behavior factor data table [3]. )en, all samples are
randomly divided into three datasets, which are used for
training, testing, and validation, and the characteristics of
students’ learning behavior are analyzed accordingly,
resulting in an algorithmic basis for predicting students’
grades. Find the decision-making rules between students’
various learning behavior attributes and learning outcomes
for each course in the fifth and sixth semesters and explain
the results. )is study uses the same course in different
semesters as the object of verification, and the data from the
fifth, sixth, and seventh semesters as training data and test
data, respectively, to verify the discovered decision rule. )e
training error rate and the test error rate are used as veri-
fication indicators to try to find the best prediction time
point using different time units and to try to find the best
grade classification method using various grade classifica-
tion methods. )e artificial intelligence-based decision tree
for predicting students’ academic performance analyses and
discusses the students’ learning situation and provides
specific educational guidance based on the data analysis
results [4].

)is study examines the relationship between course
attributes and decision rules under different courses, the
relationship between different time points and decision rules
under different time units, and the relationship between
different grade classification methods and decision rules by
processing these heterogeneous large-scale learning records,
the relationship between each time point within the time
unit and the high and low score prediction effect, the re-
lationship between different grade classification methods
and the high and low score prediction effect, and so on.
Students’ current learning circumstances predict their po-
tential learning effect [5].

)is article’s chapter structure is as follows: this article
extracts data from learning records, uses artificial intelli-
gence technology to classify and analyze the data, and then
provides teachers with information on the relationship
between students’ learning behavior and learning effec-
tiveness, as well as the degree of correlation between the two.
Teachers can predict various learning situations that may
exist in current and future students based on their past
learning behavior and provide learning assistance or adjust
teaching strategies in real time.

)e following are the article’s unique features: the first
chapter introduces related research on artificial intelligence
information technology and teaching strategies; the second
chapter examines current educational management needs in
light of current educational development; the third chapter
is based on artificial intelligence information technology.
)e fourth chapter uses intelligent information technology
to quantitatively analyze the results and summarize the rules,
and the fifth chapter is a summary of the entire text.

2. Related Work

)e international empirical analysis of student achievement
prediction has also developed from the original manual
statistics to the joint statistics of artificial intelligence and
information technology.

Combined with the current situation of information
technology teaching in junior high schools, Kaptein MC
built a junior high school information technology teaching
model with the concept of flipped classroom teaching and
proposes to improve learners’ interest in information
technology through independent learning or cooperative
exploration among learners and cultivate students’ ability in
the learning process. In terms of research on learning
motivation, creativity, and initiative [6], Zhou H tried to
revise and perfect the new model in teaching practice
through three rounds of action research. )rough ques-
tionnaire survey and SOLO taxonomy, the impact of this
model on the deep learning and learning ability of primary
school students was analyzed [7]. After in-depth research,
Luo X built a grade prediction model. By using this model,
the characteristics of students can be predicted, and then the
low-achieving students can be analyzed in a targeted manner
[8]. Huang X collected students’ learning information
through questionnaires, studies students’ learning behavior
and then converted students’ tacit knowledge into explicit
information through the Apriori algorithm and cluster
analysis, and this explicit information can be used as follow-
up services so as to improve students’ learning satisfaction
[9]. Kirichenko A V et al. used a combination of a self-
organizing competitive neural network (SOM) and BP
neural network to establish a student achievement predic-
tion model [10]. After intensive research, Cui L proposed a
system that can predict student grades based on multiagent
learning (MAFDS) behavior [11]. Jie H used two datamining
methods, genetic algorithm and decision tree, to establish a
model to find out the potential relationship between factors
in student behavior data and use a decision tree for pre-
liminary classification [12]. Zhang Z used three methods:
support vector machine, logistic regression, and decision
tree C5.0 to construct a low learning achievement risk
classificationmodel, and they used a 10-fold cross-validation
method to verify the model and found that the method with
the best prediction effect was support vector machine [13] ].
Ting-Ting LU used a variety of data mining methods to
integrate expert opinions and then used genetic algorithms
to find the best combination solution to create an optimal
integrated student achievement prediction model. )e best
prediction method is a neural network [14]. Liu Y’s research
found that the classification and prediction of students’
grades is an important problem, and the commonly used
classification methods often include the logistic regression
model and Bayesian algorithm. Chen Y used the decision
tree in data mining technology to classify the data mining
application of predicting students’ grades. )e results show
that the expected evaluation effect can be achieved by using
the decision tree [16]. Zhang X pointed out that the use of
support vector machines has achieved good prediction re-
sults in terms of student achievement, and studies have
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shown that the application of support vector machines in
feature selection and prediction has achieved high classifi-
cation accuracy [17].

In literature, it is generally emphasized that the appli-
cation of innovation theory is used to reform teaching
methods, but there are no articles that specifically propose
methods and strategies for various management work in
colleges and universities, such as teaching management,
student management, campus culture construction, and
enrollment work.)rough the research on the application of
data mining in student achievement prediction, it can be
found that at present, most of the research on student
achievement prediction is focused on students’ examination
results, but there is no research on how to effectively predict
students’ academic achievements under the new teaching
method such as online education, and an in-depth study on
the correlation between academic achievements and
learning courses, learning time and learning patterns.

3. Education Management Needs Analysis

Most of the talents cultivated by higher education will be-
come leaders and leaders of all walks of life and can be
regarded as high-end talents in all walks of life. For this type
of talent, in the actual leadership work, they need to put aside
traditional and conservative old views and old ideas, so they
need a more innovative spirit. As a cutting edge of the
education industry, higher education should pay more at-
tention to the cultivation of innovation ability and apply the
innovation concept to daily education management. Since
the concept of artificial intelligence information technology
was put forward, more and more people began to realize the
importance of innovation, and more and more people began
to put it into practice [18]. Nowadays, the trend of educa-
tional development is no longer to align with scores, no
longer to train high flyers of top universities, and no longer
to blindly ask students how many scores they get in TOEFL
and IELTS but to pay more attention to students’ personal
ability while valuing scores. Students with high test scores,
low abilities, and a lack of innovative ability are already
unpopular, and in today’s information age, they will be
questioned and eliminated. )ey are energetic, persistent,
focused, imaginative, and adventurous; they have a strong
ability to learn and explore themselves; they have broad and
solid knowledge, a high professional level, good moral
cultivation, and the ability to cooperate or coexist with
others. True innovative talents with the aforementioned
characteristics will become the most in-demand talents in
today’s society and Muhui’s mainstay. Artificial intelligence
information technology, on the surface, refers to making
improvements to original educational concepts, educational
methods, and educational methods in order to make them
more current and effective. In essence, artificial intelligence
information technology is used to break through the in-
genious vertebrae of previous educational development
through educational innovation, making education more
grounded and in line with the needs of the times, rather than
simply activating the classroom atmosphere and enriching
the content of textbooks. In the new situation, education

reform is focusing on improving students’ innovative
awareness and ability [19, 20].

Constructivist learning theory believes that learning is
the process of students actively constructing internal
mental representations in the process of interacting with
the learning environment. Knowledge is not obtained
through the teacher’s teaching and transmission but is
obtained by students in a certain situation, with the help
of other means, using necessary learning materials and
learning resources, and by means of meaning construc-
tion. Constructivism puts forward the viewpoint of sit-
uational cognition, emphasizes the situational nature of
learning, knowledge, and wisdom and believes that
knowledge cannot exist abstractly without being separated
from the activity situation, and learning should be
combined with situational social practice activities. )ese
need to be arranged in a hierarchy from low level to high
level, as shown in Figure 1.

)e four needs at the bottom of the hierarchy are
classified as missing needs, which are essential for individual
survival and must be met to some extent [21]. When all of
the missing needs are met, the individual will pursue the
above three high-level needs, which are classified as growth
needs and can improve the quality of the individual’s life.
According to Maslow’s hierarchy of needs theory, everyone
has a need for understanding, respect, and self-realization,
and everyone has a desire and need to communicate. Even
the most withdrawn, independent person, or the so-called
poor students in the eyes of some teachers, hope to receive
understanding, care, and assistance in their hearts. Students
can benefit from rich learning resources, convenient in-
teraction methods, and a humanized situation design in the
information technology teaching environment, which can
meet their communication, respect, knowledge, and aes-
thetic needs. Once these needs are met, students will have a
positive attitude toward themselves and gain positive
emotional experiences like satisfaction, happiness, and
pride, which will aid in developing advanced social emotions
like reason, beauty, and morality so that the students have a
positive mental attitude [22].

4. Quantitative Evaluation of Teaching Based on
Artificial Intelligence Information Technology

)e ultimate goal of this article is to improve the level of
school teaching management, make teaching management
more convenient and fast in the future, digitize teaching
evaluation information, and allow users of teaching evalu-
ation to access the system from any location and time on the
campus network without being limited by time and space.
)e purpose of reviewing the information you need is di-
versified, which can meet the current practical needs of
various evaluation purposes. At the same time, focusing on
the fundamental purpose of promoting the development of
teachers, the main functions of the teaching management
unit are transferred to the collection, processing, and
transformation of digitalization, the realization of technical
means, and the transformation of service methods [23].
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After an in-depth analysis of the problems, when the factors
contained in the problems are divided into different levels,
such as target level, criterion level, index level, scheme level,
and measure level, the subordinate relationship of hierar-
chical structural factors of the levels is explained in the form
of the block diagram. When a certain level contains many
factors, the level can be further divided into several levels.
Since it is quite difficult to directly use the definition to
calculate the eigenroot and eigenvector of the matrix, after
the paired comparison matrix is constructed, the sum-
product method or the square root method can be used to
approximate the maximum eigenroot and corresponding
weight vector of the constructed paired comparison matrix.
Using the sum-product method to calculate, the formula is
shown in as follows:

aij �
aij


n
k�1 akj

(i � 1, 2, . . . , n). (1)

For the judgment matrix normalized by column, sum it
by row as shown in the following:

ωi � 
n

j�1
aij. (2)

Normalize the vector ω � [ω1,ω2, . . . ,ωn]T as shown in
the following:

ωi �
ωi


n
i�1 ωi

. (3)

In the actual evaluation, the evaluation experts can only
roughly estimate the value of the element aij in the pairwise
comparison matrix, which often leads to inconsistent logic
errors. In this article, the difference between λmax and n is

used to test the consistency. First, calculate the maximum
eigenvalue such as the following equation:

λmax � 
n

i�1

(Aω)i

nωi

. (4)

Calculate the consistency index as shown in the fol-
lowing equations:

CI �
λmax − n

n − 1
, (5)

CR �
CI

RI
. (6)

When CR< 0.1, the inconsistency scale of task A is within
the allowable range. Otherwise, the evaluation expert needs to
reestimate and adjust the value of the element aij in the
pairwise comparison array until the consistency requirements
aremet.)e average consistency principle is shown in Table 1.

After obtaining the relative weights between the indi-
cators of the same layer, the absolute weights of the indi-
cators at all levels can be calculated from the top to the
bottom. Overall consistency is considered acceptable when
CR< 0.1. Otherwise, it is necessary to adjust this paired
comparison matrix until the consistency test of the total
ranking of the hierarchy meets the requirements. In sum-
mary, the process of calculating the absolute weight can be
obtained as shown in Figure 2.

Since the indicators have different unit dimensions, the
indicators must be standardized, and all indicators are
converted into indicators without units. )ere are positive
indicators, reverse indicators, andmoderate indicators in the
indicator system, and the advantages and disadvantages of
the indicators are not clear. )erefore, the method of fuzzy
quantization, that is, fuzzy membership function, is used to
carry out dimensionless processing of each indicator [24].

For the positive index, the semirising trapezoidal fuzzy
membership function is used to quantify, and the processing
of the positive index is shown in the following:

xij �
xij − xmin

xmax − xmin
. (7)

For the reverse index, the semidrop trapezoidal fuzzy
membership function is used to quantify, and the reverse
index processing is shown in the following:

xij �
xmax − xij

xmax − xmin
. (8)

For the moderate index, the semisublimation descending
trapezoidal fuzzy membership function is used to quantify
the moderate index processing, as shown in the following:

xij �

xij − xmin

xhalf − xmin
, xij > xhalf,

1, xij � xhalf,

xij − xmin

xmax − xhalf

, xij < xhalf.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)
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needs
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Security needs
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Figure 1: Need hierarchy theory diagram.
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)e decision-making rules generated by artificial intel-
ligence information technology analysis are for each course,
and most of the analyzed data are historical data of the entire
semester. For teachers, these decision-making rules are not
directly helpful to the courses being taught, and they are
based on the data of the whole semester. Whether these
decision-making rules can be applied to the same courses in
different semesters is indeed necessary to verify the accuracy
of these decision-making rules in predicting the courses.

5. Data Analysis

5.1. Test Score Indicators. )e median is the value of a point
in the center to represent the central tendency of a set of
data. )e median is suitable not only for data with skewed
distribution, irregular distribution, large difference between
variable values, and unbounded at one or both ends but also
for data with symmetrical distribution or unclear distri-
bution. )e arithmetic square root value of each variable
value from the square of the mean deviation, also known as
the square root of deviation from the mean. As an overall
parameter, it is usually represented by a symbol, and the
formula is shown as follows:

σ �

���������

(X − u)2

N



. (10)

Evaluate the overall difficulty and discrimination of the
test paper, and conduct difficulty analysis and discrimina-
tion analysis for each question. )rough analysis, we can
better understand the degree of difficulty and distinction of

the test paper and evaluate the quality of the test paper as a
whole. Evaluate the option ratio distribution of multiple-
choice questions and design questions more scientifically.
)e test paper evaluation model validation process is shown
in Figure 3.

Since the records of the log files are too scattered, they
have no substantial meaning and help for teachers or stu-
dents. )erefore, it is necessary to combine the basic data
files of students and the data of the course database of the
relationship between course information and students. After
preprocessing and after the data are sorted and processed, a
learning record database describing the learning behavior of
each student in each course can be further established, which
can be used as a reference for quickly querying the real-time
learning status of students in each course in the future.

5.2. Data Analysis of Student Achievement Prediction.
Analyzing the decision-making rules that link students’
learning behaviors and learning outcomes in each course can
help teachers and teaching assistants understand what
learning behaviors students exhibit in this course and how
they may affect academic performance. )ey can also ob-
serve the attribute value changes of related learning be-
haviors in subsequent lessons and provide assistance ahead
of time. However, it is understandable to analyze these
learning behaviors using only data from the entire semester;
however, these decision rules can only describe students’
learning behavior during the previous entire semester of the
course, not at different time points, because the real learning
behavior is not predictable. We can predict the possible
learning effects of students based on their current learning

Start

Initialization 
data

Determining Relative 
Indicator Weights

Hierarchical single 
ordering consistency 

check

CR<0.1

Determine absolute 
indicator weights

Hierarchical Total Ranking 
Consistency Test

CR<0.1

End

Adjust this level 
of contrastAdjust the 

contrast 
teaching array

Y

YN

N

Figure 2: Flowchart of weight indicator.

Table 1: Average consistency index.

N 1 2 3 4 5 6 6 7 8 9 11
RI 0.00 0.02 0.056 0.91 1.11 1.23 1.32 1.44 1.48 1.52 1.54
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situation and give the purpose of auxiliary teaching in ad-
vance by observing these learning behaviors. )is study uses
the training error rate and the prediction error rate as
comparison indicators for various analyses when validating
the decision rules in order to verify the relationship between
each time point and the decision rules. )e goal of tracking
the training error rate is to avoid having a high training error
rate. )e prediction error rate refers to the error rate of the
decision rules trained in the sixth semester as the test data in

the seventh semester. It can be used to ensure that decision
rules are applied consistently across semesters. As a result,
the focus of this section will be on observing the relationship
between each time unit and the prediction error rate. It is
primarily based on the cumulative amount of learning be-
havior attribute values at various time points; that is, the
cumulative value of each frequency is calculated from the
start of the school day to each time point, and by observing
the relationship between changes in the cumulative amount
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weights
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Request 
confirmation
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weight 
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Weight data storage 
and storage

Calculate weights 
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End

Y

Y
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N
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N

Figure 3: )e flowchart of test paper evaluation model verification.
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Figure 4: )e standard deviation of the training error rate at each time point with 7 days as the time unit.
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of learning behavior variables at various times and the
learning effect, to provide future decision tree analysis, by
observing the relationship between attributes and the
learning effect.)e cut-off points for grades in this article are
10 points, 20 points, 25 points, and 33 points, and the time
variables used in most previous studies are used as the
observation dimensions of learning type analysis. In other
words, whether the attributes in the decision rules are the
same at all time points and whether it is possible to predict
ahead of time which students will fall into the low-scoring
group and have poor learning outcomes before the semester
ends and provide remedial teaching or a related teaching

strategy. Students’ final semester grades in the course are
used to assess learning outcomes.

)is article first observes the changes and trends of the
training error rate and prediction error rate at various time
points under different time units such as seven days,
fourteen days, and twenty-eight days. Finally, a conclusion is
drawn by comparing the prediction effects of different time
units. )e training error rate at each time point with seven
days as the time unit is shown in Figures 4 and 5.

Taking seven days as a time unit, the training error rate of
various performance classification methods can be below
30%, and the average error rate of the mean± 1 standard
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Figure 5: Training error rate at each time point with 7 days as the time unit.
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deviation can be trained in the eighth to ninth weeks. )e
performance is lower if it falls below 15%, and each clas-
sification method can reduce the error rate over time and
drop below 20% in the score range of 20, 25, and 33 points.

)e training error rate at each time point with 14 days as
the time unit is shown in Figures 6 and 7.

Figure 7 shows the prediction error rate at each time
point under the time unit of fourteen days. Taking 14 days as
the time unit, the prediction and practice error rates of
various performance classification methods can be below
50%, and the average performance of the error rate with the
mean± 1 standard deviation is lower and the mean± 1
standard deviation can drop to the error rate below 35% in

weeks seven to eight. Among them, if compared with Fig-
ure 7, it can be seen that the two methods of mean± 0.5 to 1
standard deviation and 20 points are the two methods, the
prediction effect in the time unit of 14 days has become less
obvious, so it is concluded. )erefore, as the time period
increases, the effect of reducing the error rate will become
less obvious, and the two are inversely proportional.

)e training error rate at each time point with twenty-
eight days as the time unit is shown in Figure 8 and Figure 9.

Figure 9 shows the training error rate at each time point
under the time unit of twenty-eight days. Taking twenty-
eight days as the time unit, the mean± 1 standard deviation,
and the difference between the mean± 0.5 and 1 standard
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Figure 7: )e training error rate at each time point with fourteen days as the time unit.
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deviation, the average performance for error rates is low, all
below 40%. As mentioned earlier, the relationship between
the accumulation over time and the decrease in error rate
becomes less and less obvious, and the way of representing
the time forecast in months is not ideal.

5.3. Prediction Error Rate Analysis of Different Grade Clas-
sification Methods. )e decision-making rules of learning
behavior and learning effect of various time units and dif-
ferent grades can be predicted for all students taking the
course under different time units, but these decision-making
rules are used regardless of the type of grades used. )e

accuracy of predicting a student’s overall learning behavior
and learning effect is not very good. Each time point under
different time units will be used as the analysis point of
observation and prediction in this subsection. )e average
training error rate in different time units for each time point:
the prediction error rate at each time point under different
time units is shown in Figure 10.

From Figure 10, an interesting phenomenon is found for
the prediction error rates of high-segmentation groups at
various time points in different time units; that is, from the
perspective of seven days as a time unit, each classification
method is the error rate at the beginning. )e lowest is the
lowest and then gradually increases. )e effect of prediction
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in different time units is not very different. However, dif-
ferent classification methods of grades have a strong rela-
tionship with the effect of prediction for high-scoring
groups. In this article, different grade classification methods
are used to analyze and predict the whole students. All grade
classification methods are effective in describing decision
rules. No matter what grades classification method is used,
the error rate of students’ grades distribution is predicted to
be below 40%. Other predictions are good, and it can be seen
that in terms of average predictions, the results analyzed in
this study can indeed effectively predict the distribution of
academic performance.

To summarize, the longer the time unit, the less obvious
the effect of lowering the error rate. High-scoring students’
learning behavior, on the other hand, is more difficult to
predict. )e error rate starts out low and gradually rises. )e
effect of various grade classification methods on the pre-
diction will then be examined. Whether it is seven days or
seven months, the prediction effect is the same. Most grade
classification methods can be significantly reduced after the
eighth week, whether in terms of time units of 14 days or
28 days. )is has more meaning for teachers because it
means that the students’ learning status and learning be-
havior can be observed in real time during the semester
using the method used in this study, and which students may
fall into the low-scoring group can be predicted in advance
using the method used in this study. Students with low
learning effectiveness are identified so that teachers or
teaching assistants can provide immediate assistance in
order to achieve targeted programme teaching.

6. Conclusions

)e goal of this study is to develop an integrated analysis
algorithm that will provide teachers with decision-making
rules as auxiliary information for teaching, allowing them to
instantly understand students’ learning status during class
and provide different teaching or assistance to students with
different learning behaviors. It can help teachers and
teaching assistants understand what kind of learning be-
havior students perform in the course, which may lead to a
final academic performance of a high or low score, and can
observe the attribute value changes of related learning be-
haviors when the same course is offered again, using in-
telligent information technology to analyze the decision-
making rules between students’ learning behavior and
learning effectiveness in each course. )is study uses the
same course in different semesters as the verification object,
and the data from two semesters as training and test data,
respectively, and the training and test error rates in decision
tree analysis as verification indicators to try to pass different
levels of verification. It also tries out different grade clas-
sification methods to see which one is the best; the analysis
objects are divided into three categories: overall students,
high-scoring students, and low-scoring students. And in this
way, you can examine the learning habits of various students
and draw some useful conclusions. Learning records are
analyzed through the time dimension using the classification
analysis method in data mining, and individual course

decision-making rules are generated to give teachers a better
understanding of the possible relationship between students’
learning behaviors and learning outcomes. )is article
presents a comprehensive analysis algorithm based on in-
telligent information technology, and the decision rules
generated can predict students’ learning behavior to a de-
gree. Teachers and experts who can verify and provide
feedback on these decision rules will help them becomemore
widely used teaching aids. It can be used in conjunction with
CAI to provide teachers with more information about rel-
evant learning records.
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�e forecast of capital demand has the characteristics of uncertainty.�ere are known and unknown information about the capital
demand for regional economic development. In fact, there are also some in between, that is, uncertain. Consumption is the
ultimate goal of production and a key link in realizing a virtuous circle of economic development. �is paper uses the GM (1, 1)
model to compare the predicted value of the test area with the actual value in 5 years, and the loudness is as high as 90%. Under the
guidance of the pro�t model, the regional economic capital demand has a decisive in�uence on the regional economic de-
velopment. �e predictive analysis model of capital needs is conducive to fully mobilizing the impact of infrastructure con-
struction of all parties and is an important factor a�ecting economic development. �e mathematical model proposed in this
paper is helpful for deepening the research on the management of regional economic development and enriching the theoretical
system of regional economic development.

1. Introduction

At present, grey system modeling methods are mainly used
for grey prediction and decision-making, and have achieved
good results. �e construction of grey model, through the
action of grey generation or sequence operator, weakens
randomness, taps potential laws, and realizes a new leap in
establishing continuous dynamic di�erential equations us-
ing discrete data sequences through the exchange of grey
di�erence equations and grey di�erential equations. �e
grey prediction of the sequence formed by the system be-
havior characteristic index value is called sequence pre-
diction [1, 2]. In the GM (1, 1) model, GM (1, 1) represents a
�rst-order, one-variable di�erential equation prediction
model, which is a �rst-order single-sequence linear dynamic
model, which is mainly used for time series prediction. For
the sequence of system behavior characteristic indicators,
through di�erent combinations and trade-o�s, multiple
derived sequences are formed, and a prediction model is
established for it.

It is di�cult to distinguish the quantitative relationship
between factors and the primary and the secondary

relationship between systems among many factors in the
objective world due to lack of data, incomplete information,
and uncertainty. �e goal of grey correlation analysis is to
�gure out how closely factors in a system are related. �e
abovementioned freight volume and cargo turnover can
both represent capital demand, but which one is more
representative? A type of social and economic activity that
leads to demand is capital demand. �e correlation analysis
with the two indicators, expressed in terms of income
elasticity value, can determine which indicator is more
representative [3, 4]. �e main issues arise during the
transition from one mode of regional economic develop-
ment to another. �ese issues are most visible in the fol-
lowing areas: regional energy consumption is excessive, and
the growth mode is extensive, which makes it di�cult to
adjust and optimize the industrial structure; in the process of
rapid regional economic growth, environmental protection
issues have not been prioritized, resulting in serious pol-
lution; for a long time, the region’s primary sources of in-
come were investment and export. Consumption has been
insu�cient for a long time, and the development of in-
vestment and consumption is uncoordinated; the industrial
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structure is unreasonable, traditional industries remain
dominant, the proportion of high-tech industries is low,
there are issues of weak agricultural foundations, low in-
dustrial quality, and lagging development of service in-
dustries: urban and rural; the industrial structure is
unreasonable, traditional industries remain dominant, the
proportion of high-tech industries is low; there are problems
of weak agricultural foundations, low industrial quality, and
lagging development of unbalanced regional development,
widening income gaps between residents; low investment in
scientific and technological talents, education, and research
and development, affecting labour quality improvement;
insufficient independent innovation ability, serious lack of
independent brands; overseas enterprises’ investment dif-
ficulties, and so on [5].

*e innovation of this paper is to combine the grey
system theory method with the classical consumption de-
mand theory and econometric method, conduct a com-
prehensive analysis of regional consumption demand and
regional economic development capital demand, combine
the income elasticity value and forecast income elasticity
value, and make a comparison; it is concluded that the
degree of acquaintance between the predicted value and the
actual value is as high as 90%.*e structure of this paper is as
follows. Section 1 studies and summarizes the related re-
search on regional economic development theory and grey
system model. Section 2 briefly introduces the concept of
grey system model and establishes a mathematical model
based on grey system model. Section 3 puts forward the
relationship between regional residents’ income and re-
gional economic development, introduces a certain region’s
consumption expenditure as a sample, and conducts model
statistics. Section 4 predicts and compares sample values
based on GM (1, 1) model. Section 5 summarizes the full
text.

2. Related Work

With the development of human society, especially the
development of industrial revolution and information
technology, human’s understanding of the connotation of
infrastructure has experienced a process of continuous
development of levels and scope. In the mid-19th century,
Hong et al. put forward the idea of social indirect capital on
the basis of summarizing earlier economists’ arguments,
pointing out that social indirect capital includes all those
foundations such as electricity, transportation, or commu-
nication industry [6]. Nowak et al. based on uncertainty and
rational expectations, put forward the theory of excessive
sensitivity, and the theoretical framework of consumption
under uncertainty has been initially established [7]. Liu et al.
introduced uncertainty into consumption theory for the first
time and proposed a random walk model to analyze the
influence of uncertainty factors on consumption [8]. Zu et al.
put forward a hypothesis theory, which holds that there are
two different types of consumers in the economywho choose
consumption in each period according to the life cycle
hypothesis and decide consumption behavior according to
current income [9]. Man and Chen simulated and verified

the buffer stock model through the backward method and
found that there is a very significant linear relationship
between income uncertainty, persistent income, and wealth
goals. Consumption structure is also an important aspect
that reflects the level of residents’ consumption demand [10].
René et al. believe that infrastructure includes two cate-
gories: one is core infrastructure, mainly referring to
transportation and electricity, whose role is to increase the
productivity of physical capital and land, and the other is
human infrastructure, including healthcare and education
[11]. Ma et al. put forward the idea of social indirect capital
on the basis of summarizing the early economists’ discus-
sions, pointing out that social indirect capital includes all
those basic industries such as electricity, transportation, or
communication [12].

It is further pointed out that social indirect capital is
divided into broad and narrow senses, and it is believed that
in its broad sense, it includes everything from law, order and
education, public health to transportation and communi-
cation, power, water supply, and agricultural indirect capital
such as irrigation and drainage systems. Public service [13]:
regarding the development scale of infrastructure, it mainly
focuses on the relationship between total public capital
expenditure and total output, the relationship between
physical stock of infrastructure and total output, infra-
structure, and sectoral output, and the difference between
infrastructure and regional economic growth. Research: the
general conclusion is that there is an obvious elastic coef-
ficient between the total expenditure of infrastructure and
the total output [14]. *e “priority development theory”
advocated by Chen et al. believes that in order to rapidly
change the face of economic backwardness, a region must
concentrate its energy, invest a large amount of money at
one time, and give priority to the development of infra-
structure [15]. Zeng and Luo used ELES and AIDSmodels to
compare and analyze the consumption demand of regional
residents [16]. Ho et al. studied the evolution mechanism,
characteristics, and laws of regional residents’ consumption
behavior from multiple perspectives, and made an empirical
analysis on the influencing factors of regional residents’
consumption behavior by combining the western neo-
classical consumption theory with the actual situation in
China [17] ]. Liu et al. proposed an extended linear ex-
penditure system model that further considers income
distribution, and preliminarily constructed a more explan-
atory rural residents’ consumption demand function
according to the actual situation of the region. *e function
theory research has injected new blood [18].

*e research results of the above scholars have important
reference and reference significance for promoting the
theory of capital demand for regional economic develop-
ment, based on the above literature. However, most con-
sumer demand theory research uses more mature economic
theories of the grey system model to conduct exploratory
and confirmatory analysis of the actual situation in the
region; however, due to data availability and authenticity
limitations and some scholars’ lack of data processing
methods, the results are frequently unsatisfactory, resulting
in weak convincing. Furthermore, related researchers share a
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common research perspective on regional economic con-
sumption demand.Majority of academic research focuses on
the structure of economic development capital demand, but
there is a lack of in-depth and detailed research on con-
sumption rate and the factors that influence consumption
demand. At the same time, some scholars have glaring flaws
in their sample data selection or analysis methods.

3. Concept and Model Establishment of
Grey System

*e data model established by using grey theory is not the
original data sequence, but the data model generated by a
series of processing.*e GM (n,m) model is the basic model
of the grey forecasting method, where n is the order of the
differential equation, and m is the number of variables. *e
GM (1, 1) model is a grey model with a differential equation
order of 1 and a variable unit digit of 1. It is the simplest grey
prediction model.

*emodeling steps of the GM (1, 1) predictionmodel are
as follows:

Suppose the original data sequence is (1):
X

(0)
� x

(0)
(1), x

(0)
(2), . . . , x

(0)
(n) . (1)

Due to the low regularity and large fluctuation of the
original data, it will adversely affect the prediction results
[19, 20]. *erefore, in the grey prediction, the data is usually
processed by the cumulative generation, and the cumulative
generation sequence is (2):

X
(1)

� x
(1)

(1), x
(1)

(2), . . . , x
(1)

(n) , (2)

Where, X(1)(k) � 
k
i�1 x(0)(i), k � 1, 2, . . . , n is the

number of original data.
Define the data sequence on the basis of the data se-

quence generated after the accumulation Z(1) as X(1). *e
next-to-neighbor mean generation sequence is

Z
(1)

� z
(1)

(2), z
(1)

(3), . . . , z
(1)

(n) , (3)

where z(1) � 1/2(x(1)(k) + x(1)(k − 1)), k � 2, 3, . . . , n is the
number of original data.

*en, define the basic form of GM (1, 1) as (4):
x

(0)
(k) + az

(1)
(k) � b. (4)

*e parameters in formula (4) are:a represents the co-
efficient of development, the parameter b represents the grey
action.

Use the least squares estimation method to find (5)

[a, b]
T

� B
T
B 

− 1
B

T
Y. (5)

Perform whitening (6):
dx

(1)

dt
+ ax

(1)
� b. (6)

Get the time response sequence (7):

x(k + 1) � x
0
(1) −

b

a
 e

− ak
+

b

a
, k � 1, 2 . . . . (7)

Although the GM (1, 1) model has made great im-
provements in prediction accuracy and data requirements
than other prediction models, it is easy to cause errors when
the original data rules are weak and there are abnormal or
missing data. *erefore, this paper establishes an improved
grey forecasting model.

Assuming the regional economic development fund
demand as a system factor, the data sequence of relevant
factors is (8):

Xi � xi(1), xi(2), . . . , xi(n)(  , i � 1, 2, . . . . (8)

Finally, according to the system factors, the evaluation
value of the correlation coefficient is obtained, that is, the
required correlation degree (9):

r0i �
1
n



n

k�1
r0i(k), i � 1, 2, 3, . . . . (9)

*e value of r0i is between 0 and 1, and the larger the
value, the higher the correlation between the modification
factor and the feature sequence.

4. Construction of Forecasting System of Fund
Demand for Regional
Economic Development

4.1. Analysis on the Composition of Investment and Financing
MechanismofRegionalEconomic Infrastructure. *e essence
of the investment and financing mechanism for regional
economic infrastructure projects is to promote competition
through the reform of the investment and financing system,
and to realize that the market-oriented investment and fi-
nancing mechanism plays a fundamental role in the allo-
cation of various resources for regional economic
infrastructure projects [21].

*is paper believes that the construction of a market-
oriented investment and financing mechanism system for
regional economic infrastructure projects should include
three mechanisms: investment and financing external re-
straint mechanism, investment and financing subject in-
terest coordination mechanism, and investment and
financing operation mechanism, based on the logical
structure of investment and financing operation of regional
economic infrastructure projects. *e external investment
and financing mechanism is the external environment
constraint mechanism for the operation of regional eco-
nomic infrastructure investment and financing projects,
and it is the existence condition and foundation of the
regional economic infrastructure investment and financing
mechanism. Policy mechanisms, institutional guarantee
mechanisms, and payment mechanisms are all included.
*e investment and financing subjects’ interest coordi-
nation mechanism is a game and is a coordination
mechanism for the behavioral constraints of investment
and financing subjects of regional economic infrastructure
projects, as well as their own interests. In the process of
investing in and financing regional economic infrastruc-
ture projects, the investment and financing operation
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mechanism is the financing demand, investment, and fi-
nancing channel and method selection, and operation
procedure mechanism. External mechanisms for invest-
ment in and financing of regional economic infrastructure
projects, as well as a mechanism to coordinate the interests
of investment and financing entities and an investment and
financing operation mechanism, are required [22]. *e
investment and financing mechanism is shown in Figure 1.

4.2. (e Relationship between Economic Development and
Consumer Demand. *e demand for funds for economic
development is reflected not only in terms of quantity but
also in terms of consumption structure. *e absolute
quantity of various consumer goods reflected in a certain
form of measurement (physical form or value form, this
paper uses value form) is referred to as consumption
quantity; the proportion of various consumer goods in total
consumption is referred to as consumption structure. *e
entire process of changes in the level of consumption de-
mand is accompanied by changes in consumption quantity
and structure. *ey are two aspects of consumption demand
that are complementary to each other. *e upgrading of the
consumption structure often leads to the increase in con-
sumption quantity, and the increase in consumption
quantity in turn promotes the upgrading of the consumption
structure, so that the level of consumption demand develops
in a fast and positive direction. *e general rule governing
the evolution of residents’ consumption structures is that
when income levels are low, people’s consumption expen-
ditures go toward food, clothing, and other necessities. *e
proportion of consumption expenditures dedicated to de-
velopment and enjoyment will skyrocket [23].

General principles of economics state that economic
activity is the most efficient only when the private rate of
return on an investment is close to or equal to the social rate
of return. *erefore, the efficient economic development of
regional consumer demand projects should also follow such
a rule and strive to make various investment entities obtain
their reasonable expected returns when investing in regional
consumer demand. In the practice of economic development
of regional consumer demand projects, the source of funds
can include both domestic capital and international capital.
*e main bodies of domestic capital include governments,
enterprises, financial institutions, residents, and non-profit
institutions, while international capital includes govern-
ments, financial institutions, enterprises, and individuals of
various countries. As the main body of economic devel-
opment, the government focuses more on obtaining social
benefits from the construction of regional consumer de-
mand, while other economic development bodies are rela-
tively more willing to obtain economic benefits. *e
combination of the two constitutes the total expected return
of investment. When the actual income from the completion
of the regional consumer demand project is close to the total
expected income of each investment entity, it is a feasible
investment behavior in theory. Financing portfolio

structure, resulting in various financing models, is shown in
Figure 2.

As shown in Figure 2, the size of the economic con-
tribution (benefit) of the consumer demand infrastructure
project is reflected in the degree of satisfaction that its output
products bring to consumers. *e monetary performance of
this degree of satisfaction is the consumer, that is, including
all stakeholders. Willingness to pay: under the condition of
market economy, the willingness to pay price is the shadow
price of the product, and the willingness to pay of consumers
for the output of the project is the contribution of the project
to the economy. Consumer willingness to pay can be further
divided into two parts: actual consumer payment and
consumer surplus. Consumer surplus is the balance of the
currency that consumers are willing to pay more than the
currency actually paid when purchasing a certain
commodity.

Consumption demand refers to the various types of
consumption materials consumed by residents in the process
of consumption under certain social and economic condi-
tions, which can be divided into two types: physical form and
value form. Among them, the physical form is the most basic
and primitive form of various types of consumption materials
consumed in the consumption process represented by the
physical quantity; and the value form is represented by
currency in the consumption process and the types of con-
sumption data, which are embodied in various living con-
sumption expenditures in real economic life. By analyzing the
value of various types of consumption data consumed by
regional residents, the development level and changing trend
of regional residents’ consumption demand at different time
periods are revealed. *e consumption demand of various
types of consumer goods of regional residents analyzed in this
paper is expressed in the form of value.

4.3. Statistical Data Selection of Regional Residents’ Con-
sumption Demand. Since it is not easy to distinguish devel-
opmental and enjoyment expenditures, this article will facilitate
the forecasting and calculation of regional economic devel-
opment capital needs in the future. Referring to the con-
sumption expenditure statistics of a certain place, the living
consumption expenditures of residents in themodified area are
divided into food, clothing, housing, household equipment,
transportation and communication, and culture, education and
entertainment, healthcare, and other goods and services. *e
specific statistics are shown in Tables 1 and 2.

5. ConsumptionDemandForecast Based onGM
(1, 1)

5.1. Model Parameter Estimates and Errors. From Table 1, it
can be seen that the housing expenditure data in the eighth
year is abnormal, which is not increased but decreased
compared with the previous data.*is abnormal data should
be excluded when using the GM (1, 1) model for simulation.
Taking the horizontal data in Table 1 as the original time
series data, a GM (1, 1) model is established, respectively,
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and the average relative error of parameters a and b can be
obtained as shown in Table 3 and Figure 3.

It can be seen from Figure 3 that the absolute value of the
development coefficient a is less than 0.3, so GM (1, 1) can be
used for medium- and long-term forecasting. *e correla-
tion degree and error are shown in Table 4 and Figure 4.

It can be seen from Figure 4 that the average relative
error of other items except traffic communication is less than
5%, so the fitting accuracy is high. *e average relative error

of traffic communication is larger, reaching 7.245%, but it is
within the acceptable range.

5.2. Model Based Parameter Estimation. *e data required
by the grey system model are the per capita net income of
regional households, the total expenditure of living con-
sumption, and the expenditure of its various components.
From the data in Tables 1 and 3, the parameters b in Figure 3
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Analysis and forecast of 
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Figure 2: Investment and financing mechanism model of regional consumption demand and economic development.
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Figure 1: *e structural system of regional economic infrastructure investment and financing mechanism.
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Table 1: Average per capita net income and living consumption expenditure of residents in a certain region in 8 years (unit: yuan).

Project/year 1 2 3 4 5 6 7 8
Net income per capita (A1) 2236 2553 2871 3261 3852 4454 4807 5524
Living consumption expenditure (A2) 1509 1664 1892 2229 2676 3044 3388 3682
Food (A3) 727 808 859 911 1017 1166 1220 1371
Clothing (A4) 96 108 132 160 190 210 226 262
Residence (A5) 238 269 318 444 616 713 876 765
Household equipment supplies (A6) 63 64 83 105 136 170 204 254
Communications (A7) 100 121 160 221 269 291 310 401
Culture, education and entertainment (A8) 161 168 178 199 212 214 234 250
Healthcare (A9) 91 95 123 141 173 215 243 288
Other goods and services (A10) 33 31 39 49 62 66 76 90

Table 2: Composition of per capita living consumption expenditure of residents in a certain region in 8 years (unit: %).

Project/year 1 2 3 4 5 6 7 8
Living consumption expenditure (A2) 100 100 100 100 100 100 100 100
Food (A3) 48.18 48.56 45.4 40.87 38 38.3 36.01 37.24
Clothing (A4) 6.36 6.49 6.98 7.18 7.1 6.9 6.67 7.12
Residence (A5) 15.77 16.17 16.81 19.92 23.02 23.42 25.86 20.78
Household equipment supplies (A6) 4.18 3.85 4.39 4.71 5.08 5.58 6.02 6.9
Communications (A7) 6.63 7.27 8.46 9.91 10.05 9.56 9.15 10.89
Culture, education and entertainment (A8) 10.67 10.1 9.41 8.93 7.92 7.03 6.91 6.79
Healthcare (A9) 6.03 5.71 6.5 6.33 6.46 7.06 7.17 7.82
Other goods and services (A10) 2.19 1.86 2.06 2.15 2.35 2.14 2.21 2.47

Table 3: Average error parameters of parameters a and b.

Project A B
Net income per capita (A1) 0.6623 0.1284
Living consumption expenditure (A2) 0.1497 0.1312
Food (A3) 0.9232 0.0919
Clothing (A4) 0.1986 0.1336
Residence (A5) 0.3151 0.2328
Household equipment supplies (A6) 0.3792 0.2201
Communications (A7) 0.8973 0.1674
Culture, education and entertainment (A8) 0.6736 0.0639
Healthcare (A9) 0.4828 0.1759
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Project
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Figure 3: Error parameters of parameters a and b.

Table 4: Average relative error (unit: %).

Project r Error
Net income per capita (A1) 2.235 2.657
Living consumption expenditure (A2) 2.184 1.654
Food (A3) 1.336 3.291
Clothing (A4) 1.842 2.941
Residence (A5) 3.842 4.325
Household equipment supplies (A6) 2.648 3.626
Communications (A7) 5.231 7.245
Culture, education and entertainment (A8) 3.482 1.228
Healthcare (A9) 1.254 3.327
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Figure 4: Average error parameters.
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are estimated by the least squares method in the mathe-
matical model established above. *e results are shown in
Table 5, Figures 5 and 6.

It can be seen from the table that with the continuous
improvement of income level, the consumption desire of
regional residents has increased significantly. *e marginal
propensity to consume of regional residents’ total living
consumption expenditure increased from 0.6970 in the
sample period to 0.7068 in the forecast period. *is shows
that regional residents will use 70.68% of the new net income

for consumption; that is to say, for every RMB 1 increase in
disposable income, regional residents will spend RMB
0.7068 for consumption. And the new net income is mainly
used for food and housing consumption, which will help to
improve the diet and living standards of regional house-
holds. It can also be seen from the table that the marginal
propensity to consume of regional residents has grown the
fastest, from 0.2007 in the sample period to 0.4103 in the
forecast period, more than doubling. *is shows that with
the improvement of living standards, regional residents have
a strong demand for the improvement of living conditions
after the basic satisfaction of food and clothing. Followed by
household equipment supplies and services, which increased
from 0.0594 to 0.1059, an increase of 78.28%.*is shows that
the residents of the region are paying more attention to the
improvement of basic living needs such as clothing, food,
and housing, and at the same time, they are also pursuing
more development-oriented and enjoyment-oriented con-
sumption. Because durable household equipment such as
washing machines, refrigerators, air conditioners, shower
water heaters, mobile phones and color TVs, video cameras,
home computers, and medium- and high-end musical in-
struments not only bring more enjoyment in life to the
residents of the vast area, but also its own development has a
great role in promoting. *erefore, the government should
correctly guide the consumption of durable consumer goods
by regional residents, continue to strengthen policies to
strengthen and benefit farmers such as “home appliances to
the countryside,” and strive to improve the overall quality of
regional residents while promoting domestic demand. In
addition, the marginal propensity to consume for trans-
portation, communication and healthcare also increased by
varying degrees. Transportation and communication in-
creased from 0.0875 to 0.1059, an increase of 21.03%;
healthcare increased from 0.0616 to 0.0836, an increase of
35.71%.*is shows that the regional residents’ consumption
demand for these two items has also increased. More travel,
exchanges, and attention to physical health will enable them
to develop their spirit and body well, and contribute to the
construction of a new socialist region and lay the foundation
for cultivating more new types of residents. However, the
marginal propensity to consume of food and cultural, ed-
ucational, and recreational goods and services has decreased
by varying degrees. Food decreased from 0.1924 to 0.1563, a
decrease of 18.76%; cultural, educational, and recreational
goods and services decreased from 0.0268 to 0.0181, a

Table 5: Estimated values of the parameters of the living consumption expenditure of regional residents.

Project 1–8 years sample period 9–13 forecast period
Net income per capita (A1) b1 r b2 r
Living consumption expenditure (A2) 65 0.6970 122 0.7068
Food (A3) 299 0.1924 511 0.1563
Clothing (A4) 13 0.0505 17 0.0507
Residence (A5) 212 0.2007 1504 0.4103
Household equipment supplies (A6) 85 0.0594 360 0.1059
Communications (A7) 89 0.0875 202 0.1059
Culture, education and entertainment (A8) 103 0.0268 153 0.0181
Healthcare (A9) 56 0.0616 185 0.0836
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Figure 5: Comparison of parameter b samples and predictions.
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decrease of 32.46%. *e downward trend in the marginal
propensity to consume food items is expected. Because, at
this stage, the food needs of regional residents have been
basically met and will be gradually increased.*erefore, with
the basic satisfaction of regional residents’ food consump-
tion needs, their desire for food consumption needs will
decrease. *is is consistent with the Law of Diminishing
Marginal Utility stage 3 and is basically consistent with the
current situation in the region. *e marginal propensity to
consume of cultural, educational, and recreational goods
services is the lowest in both the sample period and the
forecast period, and continues to decline. It can be seen that
the current consumption of cultural, educational, and rec-
reational articles and services by regional residents is still at a
very low level and has a downward trend, which may be
closely related to the consumption habits of regional resi-
dents who focus on food consumption and less on spiritual
consumption.

5.3. Regional Economic Development and Income Elasticity
Analysis. When the income changes by 1% and the price
remains unchanged, the percentage of change in con-
sumption demand is an important indicator of the capital
demand for regional economic development. wk is the in-
come elasticity of item k consumer goods demand, as shown
in (10) .

wk �
dVk

dY

Y

Vk

�
βkY

Vk

. (10)

From the data in the table below and according to
formula (10), the income elasticity of various consumption
demands of regional residents in each year of the sample
period and the forecast period can be calculated as shown in
Table 6, Figures 7 and 8.

*e income elasticity of regional residents’ total con-
sumption demand during the sample period and the forecast
period is greater than 1, with the exception of the seventh
year, indicating that regional residents’ overall consumption
demand is growing faster than their income. *e income
elasticity of consumer demand for clothing, residence,
household equipment supplies and services, transportation

and communication, andmedical care is significantly greater
than 1, indicating that regional residents’ consumption
demand for these types of goods and services is significantly

Table 6: Income elasticity of regional residents.

Project A2 A3 A4 A5 A6 A7 A8 A9

Sample period

1 1.0328 0.5917 1.1762 1.8856 2.1082 1.9565 0.3722 1.5136
2 1.0694 0.6079 1.1938 1.9048 2.3695 1.8462 0.4073 1.6554
3 1.0577 0.6431 1.0984 1.8120 2.0547 1.1571 0.4323 1.4378
4 1.0197 0.6887 1.0293 1.4740 1.8448 1.2911 0.4392 1.4247
5 1.0033 0.7287 1.0238 1.2550 1.6824 1.2530 0.4870 1.3716
6 1.0199 0.7349 1.0711 1.2537 1.5563 1.3393 0.5578 1.2761
7 0.9889 0.7581 1.0741 1.1013 1.3997 1.3568 0.5504 1.2186
8 1.0457 0.7752 1.0647 1.4492 1.2918 1.2054 0.5922 1.1815

Forecast period

9 1.0277 0.6615 1.0552 2.2983 2.1000 1.4209 0.4291 1.5193
10 1.0248 0.6863 1.0476 2.0691 1.9174 1.3657 0.4570 1.4479
11 1.0220 0.7118 1.0437 1.8613 1.7476 1.3140 0.4886 1.3824
12 1.0193 0.7381 1.0375 1.6770 1.5962 1.2634 0.5211 1.3180
13 1.0163 0.7655 1.0316 1.5100 1.4572 1.2159 0.5562 1.2570
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Figure 7: Income elasticity of regional residents during the sample
period.
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Figure 8: Income elasticity of regional residents during the forecast
period.
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higher than their income growth rate; the two items of
household equipment, supplies, and services are significantly
higher than the other items, indicating that regional resi-
dents’ consumption demand for these types of goods and
services is significantly higher than their income growth rate;
and the two items of household equipment, supplies, and
services are significantly higher. As a result, first, in the
coming years, such consumer goods will become a powerful
lever for leveraging consumer demand, contributing more to
economic development. Second, the income elasticity of
consumer demand for food and cultural, educational, and
recreational goods and services are all less than 1, indicating
that these two consumption demands are growing at a
slower rate than residents’ income; in particular, the income
elasticity of consumer demand for cultural, educational, and
recreational goods and services is much lower than 1. It
demonstrates that regional residents’ demand for such
consumption is currently growing at a much slower rate
than their income.

Based on this, we select the statistics of residents’ con-
sumption income and expenditure in the modified region
from 9 to 13 years and compare it with the predicted
elasticity value as shown in Figure 9.

No matter in the sample period or the forecast period,
the income elasticity of consumer demand for each item
whose income elasticity of consumption demand is greater
than 1 shows a downward trend; at the same time, the
income elasticity of consumption demand is less than 1 for
food, cultural, educational, and recreational goods and
services. However, the income elasticity of consumer de-
mand shows a clear upward trend; thus, the total income
elasticity of consumer demand tends to converge toward 1.
*e similarity between the predicted income elasticity
value and the actual elastic growth value is 90%. With the
development of the regional economy and the improve-
ment of the living standards of the regional residents, the
growth rate of capital demand will keep pace with the
income growth.

*is paper uses the grey relative correlation analysis
method to analyze several main influencing factors that
affect regional residents’ economic development demand,
based on the grey system model theory and the more
representative economic development demand theory. *e
actual elasticity growth value is 90% similar to the predicted
income elasticity value. Because it is difficult to find rea-
sonable quantitative indicators for individual factors and
data for some indicators is scarce, this paper analyses
influencing factors such as regional residents’ per capita net
income, regional residents’ economic development price
index, urbanization rate, and per capita GDP. *e findings
show that each factor has a different impact on regional
residents’ economic development spending. Because per
capita net income is the most important factor influencing
economic development, this paper also examines the income
structure of regional residents and the impact of various
sources of income on economic development requirements.
*e findings show that net income from family businesses
has the greatest impact on regional residents’ economic
development needs, followed by wage income, and property
and transfer income. When regional residents’ overall in-
come growth is slow or difficult, improving the income
structure can help to promote economic development.

6. Conclusions

Since some statistical data are difficult to obtain, this paper
uses time series data instead of panel data when selecting
sample points. *erefore, this study cannot reflect the
economic development needs and development trends of
regional residents of different income levels. In further re-
search, we can consider selecting relevant panel data of
regional residents at different income levels. For example,
regional residents can be divided into low-income groups,
middle-low-income groups, middle-income groups, middle-
high-income groups, and high-income groups according to
their income levels. Each of the five income levels are an-
alyzed, and the economic development needs of different
income levels of regional residents are specifically analyzed,
and efforts are made to study the needs and future devel-
opment trends of regional residents at different levels for
different types of economic development in more detail.

Data Availability

*e data used to support the findings of this study are
available from the author upon request.
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�is study designs and implements a digital English instructional resource management recommendation system based on
collaborative �ltering technology based on CF research and the construction of digital English instructional resources. �is study
designs the system with B/S structure combined with hierarchical design architecture, plans the overall design goal, architecture
design, compilation structure, and key technologies, and designs and implements the system’s core modules on the basis of fully
analysing the functional and nonfunctional requirements of personalized educational resource recommendation system. Fur-
thermore, the traditional CF has been improved to address scalability, data sparseness, and user cold start in the recommendation
process. �e evaluation results show that this algorithm has a recall rate of 96.37% and a system resource recommendation
accuracy rate of 95.31%, both of which are higher than the traditional method’s 6.37%. �is algorithm can overcome the
drawbacks of traditional algorithms, improve recommendation accuracy, and e�ciently provide high-quality English teaching
resources. Educators and students will be more likely to �nd high-quality digital English instructional resources if they use the
instructional resource system proposed in this study.

1. Introduction

�e use and development of digital technology have ushered
in a technological revolution in the world of education. It has
an impact on education, resulting in signi�cant changes in
educational and learning methods [1]. �e result of the
digitalization of teaching media is digital instructional re-
sources. In the �eld of online education, particularly in the
teaching environment, digital instructional resources have
become indispensable. �e information, digitalization, and
networking era have posed a challenge to traditional college
English instruction. �e need for college English teaching
reform is critical in order to adapt to the new situation and
requirements [2]. �e goal of digitalizing English knowledge
is to divide it into manageable chunks, allowing students to
customise, acquire, and organise the platform as they see �t.
It is an English decomposition and matrix assembly process
that assists students in establishing English logic and

thinking as well as internalising English into habits by ef-
fectively connecting and bearing various knowledge such as
society, life, major, and workplace [3]. People gradually
realize that digital and multimedia network technology can
be organically integrated with education and teaching.
Digital technology provides technical support for delivering
a variety of required scenarios that can vividly show phe-
nomena and processes that are di�cult to express in tra-
ditional teaching modes, as well as vividly express abstract
content and guide learners to intuitively feel abstract lan-
guage concepts [4]. In today’s Internet age, the degree of
educational informatization, the digitization of instructional
resources, and the e�cacy of their application have gradually
become an important symbol for evaluating a country’s or
region’s educational modernization process. With the ad-
vent of the Education 4.0 era, the creation and use of digital
resources in English teaching will become more common
[5]. Building and perfecting a digital college English
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instructional resource database can help college English
teachers better accomplish their goals and develop English
professionals who are well rounded in listening, speaking,
reading, writing, and translation.

(e acquisition range of college English instructional
resources has greatly expanded in the information envi-
ronment. It can now be extended to all of the world’s in-
structional resources, not just those in schools and China.
(e abundance of instructional resources also encourages
teaching mode innovation. (e term “instructional resource
bank” refers to a resource bank that can meet teaching
requirements, has rich and diverse teaching content that
adheres to specific requirements and norms, and is con-
venient for professors to impart knowledge and recipients to
learn more effectively [6]. Digitalization of instructional
resources in the information environment is easier to in-
tegrate than books, newspapers, and other written materials,
which is beneficial to the role of resource allocation. Driven
by reform power and teaching demand, all universities have
set up their own instructional resource banks and network
electronic resources to varying degrees after practice and
development [7]. However, nowadays, the creation of digital
resources frequently follows a centralised and unified
management model, in which each university creates its own
resource bank. As a result, each digital instructional resource
bank and resource management system are relatively self-
contained, and their resources are essentially closed off from
one another, resulting in information barriers and islands
[8]. (e current research focus is on how to solve the
problem of information isolation and personalized resource
recommendation. Personalized recommendation services
are now widely used in a variety of industries. Collaborative
filtering technology is currently the most studied and
widely used recommendation system, as well as a per-
sonalized recommendation system with high recom-
mendation efficiency. Many mixed recommendation
methods use collaborative filtering technology, according
to research and analysis of the current personalized
recommendation literature. In the recommendation
process, CF (collaborative filtering) algorithm does not
need to extract the content features of items and can make
cross-domain recommendations, resulting in a high level
of personalization and automation. (is study focuses on
the creation and implementation of CF-based digital
English instructional resources. (e following are some of
its innovations:

① Based on the project characteristics of digital English
instructional resources, this study designs a specific
instructional resource recommendation process.
When searching for the nearest neighbor of the target
user, considering the relationship among users, re-
sources, and resource attributes, the method of
combining the similarity of rating with the similarity
of preference of resource attributes is adopted,
making full use of effective information to mine out
more similar users, improving the recommendation
quality of the system and solving the problem of data
sparsity.

② According to the principle, advantages, and disad-
vantages of collaborative filtering recommendation
algorithm in personalized recommendation tech-
nology, combined with learners’ learning behavior
characteristics, this study constructs a digital English
instructional resource management recommenda-
tion model. In the construction of user model, the
system extracts the features of users’ personalized
resource access to form an individual user model and
clusters users with similar interests to form a group
user model. Finally, an integrated user interest vector
is formed to construct an integrated user model. (is
system provides a good solution for a personalized
recommendation of digital English instructional
resources.

(is study is divided into five sections based on the
research requirements: the first section is the introduction.
(is section explains the research’s content, significance,
methods, and definitions of related concepts and provides a
quick overview of the study’s structure.(e second section is
the literature review. (is section summarises relevant lit-
erature from both domestic and international sources, as
well as the study’s research ideas and methods. (e third
section is methodology. (is section explains the concept,
types, and characteristics of English educational resources;
this study examines the current state of English educational
resource construction; a recommendation system for
managing English instructional resources based on CF is
developed, along with the implementation process. (e
fourth section conducts an experiment with the model
developed in this study, analysing its performance and
practical application impact. (e fifth section is a summary
and outlook. (is section begins by summarising the re-
search work of this study, explaining the findings, and then
looking ahead to future research work and prospects.

2. Related Work

Network teaching relies heavily on the creation of digital
instructional resources. Each website has formed a certain
scale of instructional resources as a result of the establish-
ment of various websites of instructional resources. How-
ever, how to find interesting information from a large
number of instructional resources quickly and effectively
remains a problem. Personalized recommendation services
have a bright future in the information age, and they offer a
fresh perspective on the instructional resource system. More
platforms are introducing recommendation systems to
provide personalized services to users, and many scholars
and experts have devoted themselves to recommendation
system research, with excellent results.

Li designed a flexible, reliable, high-performance per-
sonalized recommendation system architecture that can
store and process petabytes of data and make real-time
recommendations [9]. Osipov et al. proposed an intelligent
online learning recommender system that can self-evolve
while achieving self-adaptation to learners and an open
network environment [10]. (e information resources
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existing in the system are not fixed, and the learning re-
sources on the network can be integrated into the system
according to the interaction between users and the system.
Kambanaros et al. analysed the user’s browsing behavior and
preference information by sampling and then presented the
generated instructional resource recommendation list to the
user, effectively realizing the sharing and recommendation
of resources [11]. Davis studied the application of collab-
orative filtering technology in the personalized recom-
mendation system of scientific literature and proposed two
methods of collaborative recommendation [12]. One is a
collaborative recommendation algorithm based on ontology
concepts and user interests, and the other is a collaborative
recommendation algorithm based on weighted association
rules. Hafner pointed out that the existing network in-
structional resource system has not really applied the per-
sonalized recommendation technology and is only in the
research stage. With the continuous enrichment of in-
structional resources, the need to realize personalized rec-
ommendation service of network instructional resource
system is more andmore urgent [13]. Shi and Yang proposed
a method for real-time recommendation of current and
subsequent learning materials based on learner interests and
progress [14]. (e method is implemented through three
links: data and processing, mining neighbor learners, and
recommendation of learning materials. Gee et al. proposed
an online automatic recommendation system based on a
hybrid filtering recommendation technique. (e system
combines content-based filtering and collaborative filtering
to make recommendations based on the user’s recent
navigation history [15]. Yuan builds a user interest model by
combining explicit tracking and implicit tracking of users
[16]. Nielsen and Hoban applied web mining, association
rule mining, and decision tree techniques to recommender
systems to recommend suitable resources to users [17].
Arnaiz-González et al. studied the personalized resource
recommendation service in the basic education resource
network and proposed a personalized resource recom-
mendation service model [18]. Aiming at the contradiction
between the current ubiquitous mass instructional resources
and the personalized needs of users, Barry proposed to
introduce personalized recommendation technology into
the network instructional resource system [19]. (e system
fully pays attention to the individual differences of learners
and provides users with personalized services according to
the learners’ learning background and interests. For the
sparsity problem of rating data, Cazden proposed that the
dimensionality of item space can be reduced by using the
singular value decomposition technique, thereby improving
the sparsity of user rating data [20].

(is study examines CF and related literature in the field
of instructional resource construction, as well as personal-
ized recommendation technology. A recommendation sys-
tem for English instructional resource management based
on CF is designed based on the foregoing. (e algorithm
chooses the user with the greatest distance as the initial
clustering centre, divides users with similar resource attri-
bute preferences into the same cluster through offline
clustering, and searches the nearest neighbors in several

clusters close to the target user, reducing the time and space
cost of neighbor query.(e flexible data processing ability of
Spark and Hadoop technologies is realized in this study, and
the discipline classification tree is constructed to form a
better organisational resource model and user model of
tagged data sources. (e cold start problem is solved and the
algorithm’s accuracy is improved by using a hybrid rec-
ommendation algorithm based on content and collaborative
filtering. (e experiment demonstrates that the research
presented in this study can aid in the creation and sharing of
digital instructional resource databases and improve
learners’ learning efficiency.

3. Methodology

3.1. Digital English Instructional Resources. Digital instruc-
tional resources refer to all kinds of materials or systems that
are processed digitally, support the effective operation of
teaching, realize the teaching purpose, and can run on the
computer or network environment [21]. It can reduce the
macroworld, enlarge the microworld, turn the abstract into
the concrete, turn the virtual into reality, and put history,
future, and present into operation at the same time. It can
fully arouse students’ positive thinking in all senses. It can
enable students to find and share digital knowledge and
information resources through independent or creative
ways, realize multilevel communication, evaluation, and
exchange, and stimulate students’ interest in learning. (e
design of digital instructional resources has two contents,
one is the organisational design of instructional resources
and the other is the description information design of in-
structional resources. In order to make the best use of digital
English instructional resources, digital English instructional
resources must be designed concisely, easy to understand,
and operate. Some fashion elements can be added to the
resource library to attract students. At the same time, it is
necessary to fully consider the description of the resources
themselves, that is, the design of descriptive information of
instructional resources. Generally, it should include overall
description, history and current situation description,
metadata description, teaching characteristics description,
ownership description, generic information description, and
quality information description [22]. (e particularity of
digital English instructional resources lies in the following
aspects: ① dealing with digitalization and realizing the
quantification and standardization of information. ②
Network transmission, clear information support points and
links, and establishing an information chain. ③ Intelligent
retrieval to meet the demand of customised information
acquisition. ④ Multimedia presentation and realizing
multilayer simultaneous stimulation such as audiovisual and
speaking. ⑤ Hyperlinking of organisation, which realizes
platform-type hyperlink of various information and re-
sources and completes the knowledge structure. (e digital
college English instructional resource management model is
shown in Figure 1.

(e depth and breadth of college English textbooks and
courseware are currently lacking [23]. Many teachers dis-
cover that the format of courseware solidifies over time. As a
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result, the digital English instructional resource database
must use the existing or under-construction campus net-
work to provide teachers with access to instructional re-
sources and to aid in the teaching of students’ English
listening, speaking, reading, writing, and translation skills.
Multimedia materials, teaching software, a network plat-
form, and an integrated teaching system are just a few of the
digital English instructional resources available.(ese digital
resources can be organised by classifying knowledge points,
teaching emphasis or difficulty, or knowledge and skill. It is
important to note that the goal of digitalizing English
knowledge is to divide it into manageable chunks so that
students can customise, acquire, and organise the platform
as they see fit. It is an English matrix assembly and linear
decomposition process. It can assist students in developing
English logic and thinking, as well as internalising English
into habits, by effectively connecting and bearing various
types of knowledge, such as society, life, major, and
workplace. Learning resources in the network differ from
traditional books and teaching materials due to the digita-
lization of learning objects. Traditional instructional re-
sources are blocked and rigid due to the lack of digital media
technology, making information sharing and transmission
difficult. Learning objects that have been digitalized can help
with the effective transmission of learning materials and
resource sharing [24]. Digital instructional resources pro-
vide vivid and intuitive learning materials for students;
through a large number of repeated information input,
listening and speaking training becomes easy, thereby
arousing the enthusiasm of students’ classroom participa-
tion and promoting classroom interaction. It overcomes the
passive situation of students in traditional classroom
teaching and provides an effective guarantee for improving
students’ listening and speaking abilities. In the functional

application of digital English instructional resources,
teachers and students are more dependent on retrieval
function and interactive function.

3.2. CF. (is section mainly introduces the recommenda-
tion system and common collaborative filtering recom-
mendation technology in detail. In the traditional system
platform, the user browsing platform can only passively
receive the information provided by the platform. Because of
the different needs of each user, it cannot serve every user.
With the development of educational informatization, the
number of instructional resources on the Internet is also
increasing [25]. Information technology has become in-
creasingly difficult to help users find the resources they need.
(e personalized recommendation technology changes the
system from a passive information provider to providing
users with interesting information, which is more targeted
than the traditional way. A personalized recommendation
system can free users from massive information and greatly
save the time and cost of finding commodities. At present,
personalized service has become a new research hotspot in
intelligent information processing and network technology.
Personalized recommendation technology can analyse and
predict users’ behavior by collecting and analysing users’
information, so as to better provide users with their cor-
responding services and achieve the purpose of personalized
service. From the overall hierarchical structure, the rec-
ommendation system is mainly composed of three modules:
① Input Function Module. Its main function is to collect and
update data and do some preprocessing work to improve
data quality.② Recommendation AlgorithmModule. It is the
core and part of the recommendation system, through which
users will get the final recommendation result. ③ Output
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Figure 1: Digital college English instructional resource management model.
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Function Module. (e results obtained by the recommen-
dation algorithm module are displayed to users through this
module.

(e personalized recommendation algorithm is at the
heart of the system, and it plays a critical role in recom-
mendation quality. When selecting a personalized recom-
mendation algorithm, it is necessary to weigh the benefits
and drawbacks of various recommendation algorithms in
light of the application field’s unique characteristics in order
to select the most appropriate recommendation algorithm
for this application. A good recommendation algorithm can
improve the performance of a recommendation service, find
the information users require quickly and accurately, and
increase resource utilisation and website service quality.
User statistics-based recommendation, content-based rec-
ommendation, and collaborative filtering recommendation
are the three types of personalized recommendation tech-
nology currently available. Users should be able to express
their needs easily, and personalized recommendation sys-
tems should actively recommend resources to them. (e
system can adapt to changing user requirements over time.
(e advantage of a recommendation based on user statistics
is that it does not rely on user behavior information, so there
is no cold start problem. It can be used internally in a variety
of fields because it is not dependent on the resource’s
information. In the field of information retrieval, content-
based recommendation is proposed. Content-based rec-
ommendation is a recommendation method that was
previously used with personalized recommendation tech-
nology. Content-based recommendations are based on the
assumption that items that are similar in content to infor-
mation items that the user was interested in previously will
remain interesting to the user in the future. (e basic idea
behind content-based recommendation is to assess users’
behaviors and needs based on the content they have access
to. User interest files are used to describe each user’s in-
terests; a feature vector is created by extracting the features
of each resource’s information content; the recommenda-
tion system recommends resources based on similarity. (is
recommendation mechanism is more accurate than the
statistical recommendation method of users because it can
model the user’s preference resources well.

(e principle of collaborative filtering recommendation
is to find the correlation between resources or between users
according to their preferences for items or resources and
then make recommendations based on these correlations.
Collaborative filtering recommendation is mainly divided
into user-based recommendation and project-based rec-
ommendation.(e basic idea of collaborative filtering is very
intuitive. In daily life, people often make some choices such
as shopping, reading, and music according to the recom-
mendations of friends and relatives. Collaborative filtering
technology is to apply this idea to information recom-
mendation and recommend a certain user based on other
users’ evaluation of certain information. Generally speaking,
collaborative filtering needs to solve two problems: ① how
to determine the user groups with similar interests and ②
how to predict the resources or items that users are inter-
ested in.(ere are three basic starting points:① users can be

classified according to their interests, ② the user’s rating
information on the project includes the user’s interest in-
formation, and ③ users’ ratings of unevaluated items are
similar to those of similar users. (e structure of English
instructional resource management recommendation sys-
tem based on improved CF is shown in Figure 2.

Users must make an explicit subjective evaluation of the
resources on the web page in order to score their preferences
for resources. Implicit behavior, on the other hand, does not
require users to make subjective judgments, and some
website actions are recorded. We can combine display
tracking with implicit tracking to better grasp the user’s
interest, using display tracking to obtain the static user’s
interest and implicit tracking to obtain the dynamic user’s
interest. (e collaborative filtering recommendation algo-
rithmmakes recommendations to target users based on their
closest neighbors’ preferences. When determining the target
users’ nearest neighbors, it calculates the similarity between
the target users and other users in the user group and then
chooses the K users with the greatest similarity to form the
target users’ nearest neighbors. (e collaborative filtering
recommendation algorithm is based on the assumption that
people have similar behaviors and will make similar deci-
sions. (e user’s choice contains information about the
user’s interests. (e algorithm calculates the similarity be-
tween users by analysing which items’ users evaluate, gen-
erate the user set with the most similar interest to the current
users, predict the current users’ rating on the items by using
the item ratings in this user set, and finally obtain the
recommendation list and make recommendations. When
CF recommends users, the main process is divided into three
parts: constructing a scoring matrix, finding the nearest
neighbors, and generating recommendations.

3.3. CF-Based Recommendation System for English Instruc-
tional Resources Management. (e overall goal of the En-
glish instructional resource management recommendation
system in this study is to realize the digital instructional
resources that can be used by teachers and students in
multicampus conveniently under the environment that
conforms to the overall planning and design of the con-
struction unit. (e core of personalized network instruc-
tional resource system is recommendation module, which
determines the performance of personalized network in-
structional resource system to a great extent. (e key of
recommendation module is to choose an appropriate per-
sonalized recommendation algorithm, which can effectively
integrate with application fields, reduce possible problems,
improve recommendation quality, and reduce the com-
plexity of the system. (e traditional recommendation of
instructional resources focuses on the main body, while
ignoring the interrelation between instructional resources.
Aiming at the problems existing in CF and instructional
resource recommendation, this study comprehensively
considers the relationship between resources and the
characteristic behavior information of users themselves to
improve the algorithm. First, the learner’s behavior and
information are digitally modeled to form a model. (en,
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according to the current system situation, the filter strategy
is selected, and the learner’s behavior influencing factors are
added to form the nearest neighbor set. Finally, online
recommendation of learners in various media will be con-
ducted, and the interaction between learners and the system
will have an impact on the whole recommendation system,
thus forming an organic whole repeatedly. In order to solve
the cold start problem in recommendation system, that is,
how new users recommend personalized resources to users
without any interest preferences and associated friends, this
study adopts content-based recommendation algorithm to
solve this problem. In a recommendation system based on
collaborative filtering technology, the input data can usually
be expressed as a user-item evaluation matrix R with m∗ n,
as follows:

R(m, n) �

R1,1 R1,2 . . . R1,n

R2,1 R2,2 . . . R2,n

R3,1 R3,2 . . . R3,n

Rm,1 Rm,2 . . . Rm,n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

Among them, the rows represent users, with a total of m

and the columns represent items, with a total of n. (e value
ofRij represents the evaluation value of the item j by the user
i, which is generally obtained by the user displaying the
submission interest evaluation level. For two users i and j,
the resource sets scored by the two users are as follows:

Iu � ic | ic ∈ I∧ruc ≠ 0 ,

Iv � ic | ic ∈ I∧rvc ≠ 0 .
(2)

(e weight function can be expressed as follows:

f(u, v) �
Iu ∩ Iv



2

Iu


 × Iv



. (3)

At the same time, the Pearson correlation coefficient
modified by the weight function is shown in the following
formula:

Simp(u, v) �
Iu ∩ Iv



2

Iu


 × Iv




i∈IUV
Rui − Ru(  Rvi − Rv( 

���������������

i∈IUV
Rui − Ru( 

2
 ���������������

i∈IUV
Rvi − Rv( 

2
 .

(4)

In the calculation of similarity, users’ preferences for
user resources can be used as a vector to calculate the
similarity between users. (e similarity is judged according
to the distance between two vectors. (e smaller the dis-
tance, the greater the similarity between them. Traditional
CFs generally only recommend users according to the
scoring matrix, but in the instructional resource system, the
user scoring data are less than the resource scale, so the
overall scoring data are sparse. Aiming at this problem, this
study considers the attribute characteristics of resources.
When a user generally gives a high rating to the resources
with certain attributes, it can be considered that the user
prefers such attributes. By comprehensively measuring user
similarity through scoring similarity and resource attribute
preference similarity, we can mine users’ potential points of
interest, increase data density, and alleviate data sparsity. By
constructing a discipline classification tree as the basic
structure of instructional resources classification and user
tag data, the system labels users by using the professional
direction selection and interest topics when users register or
log in for the first time, and the skimming data come from
the classification tree. User model updating is to improve the
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Figure 2: Improved structure of English instructional resource management recommendation system based on CF.
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original model according to the explicit or implicit feedback
from users. In this way, the model can be well matched with
the latest preferences of users, thus improving the accuracy
and recommendation quality of the model. (e system
information database is the data source of the whole digital
collaborative system. In this model, we collect and record
learners’ learning behaviors and mine learners’ learning
behavior trajectories to establish learners’ behavior models.

Items i and j can be viewed as vectors of two n di-
mensions. (e similarity of two items is estimated by cal-
culating the spatial angle of these two vectors. For the
scoring matrix of m∗ n, the similarity calculation formula of
item i and item j is as follows:

Sim(i, j) � cos( i
→

, j
→

) �
i

→
· j
→

| i
→

| · | j
→

|
. (5)

Among them, · represents the vector inner product. (e
predicted score of the target user u to the item j is as follows:

Pu,j �


k
j�1 Sim(i, j) × Ru,j


k
j�1 Sim(i, j)

. (6)

Among them, k represents the resource set most similar
to item i in the nearest neighbor table, andRu,j represents the
evaluation that user u has made on item j and the predicted
evaluation value obtained by the content-based algorithm.
Mainly combined with cross validation to achieve, the
formula is as follows:

MAE �
gtest ⊂ Gtest g

test
(prediction) − g

test
(authentic)




G
test


. (7)

Among them, gtest(authentic) is the real score,
gtest(prediction) is the predicted score, and Gtest is the entire
set of user scores to be predicted. (e system uses recall and
precision to evaluate the performance of its personalized
recommendation. (e formula is as follows:

Recall ratio �
Recommended number of related resources

Total number of related resources
× 100%,

Precision ratio �
Recommended number of related resources

Number of recommended resources
× 100%.

(8)

(e user-item scoring matrix is used in this study to
express users’ preferences for items, and it is used to im-
plement collaborative filtering recommendation technology.
Its advantage is that it is suitable for the representation and
establishment of a specific group user model due to group
users’ interest bias. All users can benefit from the system’s
recommendation function, which allows both logged-in and
non-logged-in users to recommend personalized results and
non-logged-in users to capture their interests based on real-
time page operations. Learners will rate their satisfaction
with a course after completing it, and the data will be saved
in the user evaluation database.(e accuracy of collaborative
filtering recommendations is affected by the detail of the user

evaluation database. Users with similar resources have a high
degree of similarity in this study. Users in the system are
clustered based on scoring information and resource at-
tribute information, and clustering technology is applied to
collaborative filtering recommendation. Users who have
similar resource attribute preferences are grouped together.
Finding the nearest neighbor in several clusters near the
target user reduces the space-time cost of neighbor search,
alleviates some scalability and real-time issues, and improves
recommendation efficiency and quality. (e personalized
network instructional resource system actively provides
recommendation resources to users based on their regis-
tration information and behavior characteristics after the
introduction of personalized recommendation technology,
transforming users from passive browsers to active learners.

4. Result Analysis and Discussion

(e comparison experiment of the model and algorithm, as
well as the analysis of the results, is the main focus of this
chapter. (is study designs an evaluation experiment for
the model and algorithm to quantitatively obtain the
recommendation index of the recommendation model
after the English instructional resource management rec-
ommendation system has been implemented. (is will
allow us to gain a better understanding of the recom-
mendation model’s benefits and drawbacks, as well as serve
as a guide for optimising the model’s parameters and
further optimisation. (e system has 100 users registered,
and a database of 100 users’ personality traits has been
created. (e instructional resource database has a scale of
200 and 50 interest groups. (e top ten English instruc-
tional resources with the most similarity are chosen and
made available to the appropriate users. (e experiment
data come from the user operation log in this system, which
is used to train the homepage recommendation module.
(e system will call each module to calculate the recom-
mendation degree of this instructional resource to the user
and then save the recommendation degree and the user
scoring characteristic value into the database, when the
user browses the detailed page of instructional resources
and scores the instructional resources. Table 1 lists the
experimental setup.

(e function of the instructional resource retrieval
module is to receive users’ retrieval requests. First, users
express their query requirements as keywords or search
expressions and input them into the system through the user
interface. After the system receives the user’s search words or
search expressions, the traditional database management
system will find out all qualified instructional resources from
the instructional resource database according to the
matching of the query fields, and form the search results. In
the experiment, the sparse level of the data set is also
considered, which is defined as the percentage of items in the
user-item scoring matrix that are not scored. Figure 3 shows
the subjective rating results of users on recommended re-
sources of different recommendation systems.
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It can be seen that the recommended results of English
learning resources in this system are more in line with users’
needs and preferences, so its score is higher. In addition, the
evaluation algorithm, as a standard to measure the rec-
ommendation effect of recommendation system, plays a very
important role. (erefore, the selection of evaluation al-
gorithms and the characteristics of different evaluation al-
gorithms need to be taken into account, so as to
comprehensively evaluate the recommendation effect of a
recommendation system. At the same time, it can compare
with other recommendation systems comprehensively and
get a comprehensive understanding of the recommendation
effect of the recommendation system. Figure 4 shows the
comparison of different algorithms when selecting different
sparsity.

As can be seen from Figure 4, the improved CF is more
accurate than other algorithms because it adds the user
behavior weight calculation when the sparsity is small. In
this experiment, the average absolute error and recall rate,
which are the most widely used and intuitive statistical
accuracy measurement methods, are used as evaluation
criteria. During the experiment, the data set is divided into a
training set and testing set. (e algorithm works in the
training set and predicts the items in the testing set through
the data in the training set. (e comparison algorithm used
in this study is the classic user CF and project CF. (e
average absolute error results of different algorithms are
shown in Figure 5. (e recall results of different algorithms
are shown in Figure 6.

(e smaller the absolute error value, the higher the
recommendation quality. (e higher the recall rate of the
algorithm, the better the performance of the algorithm.
From the comparison results of the average absolute error
and recall rate of the evaluation algorithm, it shows that the
recommendation algorithm in this study is more accurate
than the project CF and the user CF in recommending
instructional resources. Table 2 lists the experimental results
of filtering evaluation indexes.

Using the collected data set, under the condition of the
same training set and testing set, the recommendation ac-
curacy of different models is compared, and the nearest
neighbor size is adjusted to make it produce the best effect in
the recommendation process as much as possible. (e
recommended accuracy results of different models are
shown in Figure 7.

(e results show that the recommendation accuracy of
this model is high. (e average filtering accuracy of this
system is slightly higher than that of the control

Table 1: Experimental environment settings.

Category Setup
Processor Dikaryon
Internal storage 512
Hard disc 80GB
Operating system Windows
Development platform MyEclipse
Program Java
Database system MySQL

Weighted association rule recommendation model
User-based recommendation model
Recommended model in this paper

50

60

70

80

90

100

U
se

r r
at

in
g

20 30 40 50 60 70 80 90 10010
Resource quantity

Figure 3: Comparison of users’ subjective ratings.
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experimental system. (e main reason is that the former
filters instructional resources according to the personalized
characteristics of users, and the results are more targeted.
(erefore, the model designed in this study, which has the
learning function of users’ personality characteristics and
comprehensive filtering function, can effectively improve the
recall and precision of personalized retrieval and person-
alized recommendation in English instructional resource
service. (rough the analysis of various experimental data, it
can be seen that the English instructional resource man-
agement recommendation system constructed in this study
is stable. (e algorithm’s recall rate can reach 96.37%, and
the recommendation accuracy rate is as high as 95.31%,
which is higher than the traditional method’s 6.37%. (e
English instructional resource management recommenda-
tion system constructed in this study has good performance
in all aspects and effectively improves the satisfaction of
resource users. It can effectively provide high-quality re-
sources for English teaching and can better satisfy users’
experiences.

5. Conclusions

(is study examines the use of personalized recommen-
dation systems and digital English instructional resources, as
well as the principle, recommendation process, and classi-
fication of collaborative filtering recommendation algo-
rithms. (is study has conducted extensive research on the
topics of sparsity, cold start, and scalability of collaborative
filtering recommendation algorithms, as well as proposed
solutions. A CF-based English instructional resource
management recommendation system is designed and
implemented as a result of this. (is study describes in detail
the key technologies used in the system, presents the overall
framework and functions of the digital English instructional
resource system, and designs and implements a personalized
recommendation module in the instructional resource
system based on the learning habits and instructional re-
sources of users. (e system’s advancement allows for better
sharing and reuse of digital resources, as well as the dis-
covery of instructional resources that learners may be in-
terested in. (e system’s usability, ease of use, stability, and
high real-time performance are demonstrated through the
running test and performance analysis, and the system’s
convenient capacity expansion for many times in the future
is also demonstrated. According to the research, this algo-
rithm has a recall rate of 96.37% and a recommendation
accuracy rate of 95.31%, which is higher than the traditional
method’s 6.37%. (e English instructional resource man-
agement recommendation system developed in this study
performs well in all areas and effectively increases resource
users’ satisfaction. It has the potential to effectively provide
high-quality resources for English teaching while also im-
proving user satisfaction. However, because the digital
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Figure 6: (e recall results of different algorithms.

Table 2: Experimental results of evaluation index.

Model
Average

precision rate
(%)

Average
recall rate

(%)
Weighted association rule
recommendation model 89.34 91.42

User-based recommendation model 84.12 86.37
Content-based recommendation
model 82.36 85.24

Recommended model proposed in
this study 95.36 96.17
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Figure 7: Recommended accuracy results of different models.
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English instructional resource system is a complex learning
platform with time and technology constraints, there are still
some issues in the system’s research and development that
need to be addressed. (e balance between the real-time
performance of the recommendation system and recom-
mendation quality is the focus of the following work. Ad-
ditional research into the characteristics of educational
resources is necessary to expand the user interest model and
instructional resource model.
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C. Garćıa-Osorio, “Seshat - a web-based educational resource
for teaching the most common algorithms of lexical analysis,”
Computer Applications in Engineering Education, vol. 26,
no. 6, pp. 2255–2265, 2018.

[19] W. J. Barry, “Perception and production of English vowels by
German learners: instrumental-phonetic support in language
teaching,” Phonetica, vol. 46, no. 4, pp. 155–168, 1989.

[20] C. B. Cazden, “Primary school English-language education in
Asia: from policy to practice,” Asia Pacific Journal of Edu-
cation, vol. 35, no. 1, pp. 144–147, 2015.

[21] Q. Liu, L. Cheng, A. L. Jia, and C. Liu, “Deep reinforcement
learning for communication flow control in wireless mesh
networks,” IEEE Network, vol. 35, no. 2, pp. 112–119, 2021.

[22] Y.-T. Liu and A. G. Todd, “Dual-modality input in repeated
reading for foreign language learners with different learning
styles,” Foreign Language Annals, vol. 47, no. 4, pp. 684–706,
2014.

[23] T. Strømme and A. Furberg, “Exploring teacher intervention
in the intersection of digital resources, peer collaboration, and
instructional design[J],” Science Education, vol. 99, no. 5,
p. 837, 2015.

[24] I. P. Martin, “English language teaching in the Philippines,”
World Englishes, vol. 33, no. 4, pp. 472–485, 2014.

[25] N. C. Sifakis, “ELF awareness in English language teaching:
principles and processes[J],” Applied Linguistics, no. 2, p. 2,
2017.

10 Computational Intelligence and Neuroscience



Research Article
Neural Network-Based Routing Energy-Saving Algorithm for
Wireless Sensor Networks

Lili Pang , Jiaye Xie, and Qiqing Xu

Industrial Center, Nanjing Institute of Technology, Nanjing 211167, China

Correspondence should be addressed to Lili Pang; panglili@njit.edu.cn

Received 27 May 2022; Revised 10 June 2022; Accepted 11 June 2022; Published 1 July 2022

Academic Editor: Xin Ning

Copyright © 2022 Lili Pang et al. �is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the evolvement, standards have changed, mobile Internet technology has also been upgraded, and it has also driven the
development of smart objects mobile. With the continuous development of smart objects mobile, the bottleneck of small node size
and low battery energy storage has not been solved in the end, which makes the research of wireless sensor network energy-saving
technology become the focus, and the improvement of routing technology is an e�ective way to improve energy-saving
technology. From the data transmission energy consumption of smart objects mobile, the routing algorithm of smart objects
mobile is discussed and analyzed and the classical representative LEACH is the object of in-depth research. Routing algorithms
can easily and reliably process network data andmake the network work well and are widely used in highly secure military systems
and smaller commercial networks. Aiming at these de�ciencies, a corresponding improved algorithm is proposed, and it is tested
through simulation and speci�c experiments to verify the correctness and the system’s reliability. �e SMPSO-BP algorithm
converges when the number of iterations is about 600, which is earlier than the LEACH algorithm and the improved LEACH
algorithm, so the SMPSO-BP algorithm is due to the other two algorithms. In the wireless sensor network routing energy
consumption experiment, in addition, the SMPSO-BP algorithm uses less energy than the other two methods. �erefore, the
energy-saving algorithm under the neural network data fusion mechanism is still feasible.

1. Introduction

�e smart objects mobile is the main path of data trans-
mission in the Internet of �ings, along with the ad-
vancement of Internet, which is the main support for data
transmission, and it is also the function that consumes the
most energy in the wireless sensor network, which directly
a�ects the overall performance of the entire network. As a
new generation of communication technology integrating
embedded computing, sensor, network, and wireless com-
munication, wireless sensor network has been widely used in
various �elds. With information science’s rapid growth,
wireless sensors with the ability to obtain information from
multiple technologies have been applied in various �elds of
intelligent data monitoring and are favored by various �elds
because of their low cost and multifunctionality.

�e wireless sensor routing energy-saving algorithm
aims at delaying the network service life under the premise

that the node energy is exhausted and can undertake the
network protection function. With the vigorous develop-
ment of information technology, data transmission has
become an indispensable part. �e network routing is the
carrier of data transmission, in order to improve the e�-
ciency of data transmission and reduce energy consumption
during the transmission process. According to the LEACH
algorithm, the shortcomings of energy saving in wireless
sensors are analyzed, and the redundancy of the original data
collection by the sensor nodes is solved to boost downlink
costs and decrease wireless carbon emissions using CNNs
data space technology.

�e combination of neural network and wireless sensor
network is used to realize the data fusion in the network.
First, the LEACH algorithm is a classic hierarchical routing
algorithm used to stabilize the data transmission of wireless
sensors, and then an improved LEACH algorithm is in-
troduced on the basis of stable data transmission, and the
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improved LEACH algorithm is used to find the best path in
the data transmission process. Finally, using the powerful
platform complex utilization only fits the standards of co-
operative sensing processes that are performed, improves
the data transmission intelligence level of wireless sensors,
reduces energy consumption, and prolongs service life.

2. Related Work

Wireless sensors have become one of the research hotspots
because of their flexibility and high-precision monitoring
capabilities. Dey et al. designed a home version of a wireless
ECGmonitoring system using Zigbee technology to monitor
people’s health at home, and the real-time monitoring
system records, measures, and monitors ECG activity while
maintaining consumer comfort [1]. Jamhour et al. proposed
a new SDWSN control plane based on the Constrained
Application Protocol to provide comprehensive specifica-
tions for the control plane, including the communication
infrastructure, control plane protocols, and basic network
functions in the controller [2]. Aarti and Anuj discovered the
optimum path to transfer packet data from node to receiver,
which includes communications systems, core router in-
terfaces, and basic network activities in the computer. Aarti
and Anuj considered the wide range of applications and
delicate environments inside whichWSNs are used, wherein
transmission is as crucial as fuel economy, whereas the best
route focused simulated annealing, simulated annealing, and
efficient heuristic XGBoost have just been offered to increase
delivery ratio [3]. (ese studies can analyze the relevant
conditions of wireless sensors, but the research on sensor life
and energy consumption needs to be improved.

With the increase of the number of distributed sensor
nodes, researches on energy saving and consumption re-
duction of wireless sensors appear one after another. Song
et al. used the Wasser procedure to execute data mining
technique and conversation amongst sink nodes, guaran-
teeing that each node operates as a member node with quite
an additional option, allowing the cable network nodes to
spend energy more equitably [4]. Bhola et al. proposed
LEACH, amodular technology that changes IoTdevices with
sensor nodes (CH), which analyzes and organizes data
before sending it to the destination node to identify the best
path [5]. In order to provide interesting solutions to
problems related to agricultural resource optimization,
decision support, and landmonitoring, Khriji et al. proposed
a localization-based RSSI algorithm to determine node lo-
cations and developed a low energy adaptive clustering
approach adaptive neurofuzzy inference to minimize energy
usage across all sink node [6]. In order to realize the efficient
and optimal transmission of renewable energy power gen-
eration in the energy router, Guo et al. proposed a minimum
loss routing algorithm based on the matchmaking tradeoff
competition mechanism for the optimal selection of the
existing ER transmission path [7]. Liu et al. proposed a
Chaos Elite Eco-Evolutionary Algorithm (CENEA) for low-
power clustering in EMWSNs for environmental monitor-
ing. Results have shown that CENEA balances node energy
and improves node energy usage efficiency, improves

accuracy, and minimizes computation time [8].(e research
on these energy-saving algorithms is instructive to a certain
extent, but in some cases, the demonstration is not sufficient
or accurate enough and can be further improved.

3. Energy-Saving Algorithm forWireless Sensor
Network Routing

3.1. LEACH Algorithm. (e Scheme (LEACH) is a minimal
flexible grouping routing mechanism that was the first to be
published in sensor nodes [9]. (e protocol is executed
cyclically in units of rounds. Other ordinary nodes select the
cluster head closest to themselves and join it to complete the
establishment of the cluster; entering the stable data com-
munication stage, the ordinary node transmits the collected
data to the cluster head of the cluster where it belongs. After
receiving the data, the cluster head completes the fusion
operation and finally sends it directly to the sink node [10].
After a round of execution, waiting for a period of time, the
network enters the next round of work cycle. (e LEACH
cluster routing algorithm mainly has two stages: the cluster
establishment stage and the stable operation stage. (e
group building cycle primarily focuses on cluster setup,
while the good performance of the proposed level mostly
focuses on transmission, as shown in Figure 1. As one of the
most classical routing algorithms, LEACH algorithm has
some shortcomings, but its proposed hierarchical structure
and round-robin mechanism have great reference value.

(e LEACH algorithm is a hierarchical routing algorithm,
and it is also the most classic one in hierarchical routing.
Hierarchical routing algorithms have become a hot research
direction of routing algorithms due to their high scalability,
high energy utilization, and easy data fusion. (e LEACH
algorithm solves the stress problem by evenly dispersing the
entire platform’s electricity cost with each including to [11].
Hierarchical routing is shown in Figure 1. (e algorithm
randomly selects the cluster head and splits the cluster in a
random cycle. (is method of selecting cluster heads coun-
terbalances the consumption of energy of nodes and improves
the longevity of the network to some extent [12]. Energy saving,
network lifetime, data fusion, and scalability are compared
across three different topologies, as shown in Table 1.

As shown in Table 1, the Layered Routing algorithm
outperforms the other two on all counts [13]. (e sensor
nodes perform real-time monitoring, information acquisi-
tion, and information processing functions on the moni-
toring object. (e collected data is transmitted back to
rendezvous junction, which processes the digital informa-
tion and sends it to the user through the network, thus
achieving the purpose of environmental monitoring, target
tracking, and data collection [14]. Sensor nodes, sink nodes,
and task management nodes form a wireless sensor network
system. (e traditional wireless sensor network structure is
shown in Figure 2.

(e routing computing capability of the node also needs
to depend on the computing unit. (e wireless communi-
cation module is composed of the network, MAC, and
transceiver and mainly realizes the data communication
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function: the power supply module supplies energy for the
entire sensor node [15].

As can be seen from Figure 3, the power module is the
most important module, and all other modules need the
support of the power module. However, most power
modules use batteries for energy supply, and the energy is
limited, so an effective routing mechanism needs to be
designed to lessen the power expenditure of the web and
extend the lifespan of the web [5].

(e advantages of trunking over flat roaming solutions
in saving energy are reflected in the following points: the
cluster member nodes simply send the data to the club
leaders of the clusters after sensing such traffic. (e upper
layer backbone network consisting of club leader completes
the long distance transmission of data to the sink nodes. (e
communications modalities can be turned off by the
member nodes for the majority of the transmission time
[16]. (is working mode not only ensures the data com-
munication in the entire network, but also greatly reduces
the communication volume in the web and less power
hungry. (e nodes that constitute the wireless sensor net-
work are usually deployed randomly, and closer to the point
where the data gathered by the knots may be relatively
resemblance. Meanwhile, the cluster topology is well ex-
pandable and applies to massive linear wireless transceiver
systems. Nomatter what type of routing protocol is used, the
purpose is to minimize the effort of energy overhead for data
transmission and to extend the longevity of the system [17].
(e running “round” of the LEACH algorithm is shown in
Figure 4.

In the initialization phase of wireless sensor network
data transmission, each node generates a random value of
[0, 1], and the node compares the random value generated
by itself with the threshold. If the randomly selected value is
less in value than the quota, which will be picked for
container leaders. (e formula is as follows:

T(i) �

z

1 − z ×(r × mod(1/z))
, i ∈ G,

0, else.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

In WSN, the functions of sensor nodes are mainly to
perceive, process, and transmit data. Since the power ex-
penditure for performing data feeds is quite different from
that of other functions, the energy consumption analysis of
WSN only considers the communication power generation.
(e communication energy consumption of wireless sensor
network increases with the increase of distance, so the data
transmission route has a great influence on the energy
consumption of the sensor. Correlation between commu-
nication distance Y meters and the energy consumption X
bit generated by the generated data is expressed as the
following formula:

Monitoring Center

Figure 1: Hierarchical routing.

Table 1: Routing classification comparison.

Algorithm SPIN GAF LEACH
Topology Flat Location Level
Energy saving Have Have Generally
Network life Long Long Long
Data fusion Have None Have
Extensibility Generally It is good It is good

Monitoring area

sensor node

Figure 2: Wireless sensor network architecture.
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Qch(X, Y) �

XQelec + XεfsY
2
, Y≤Dthreshold,

XQelec + XεchY
4
, Y>Dthreshold,

⎧⎪⎨

⎪⎩
(2)

ythreshold �

���
εfs

εch



, (3)

QRX(X) � XQelec, (4)

QAG(X) � XQYa. (5)

Here, QYa represents the circuit loss energy of fusing
unit-bit data [18]. (erefore, the transmission route has a
great influence on the power generation speed of the sensor
web, and it is very important for the wireless sensor network
to design an efficient route to reduce the power expenditure
of the web [19].

3.2. Improved LEACH Algorithm. (e improved LEACH
algorithm introduces the concept of temporary tuft leader
head and final tuft leader in the first round of tuft head
election. All temporary tuft leader located within the same
cluster radius competes for the ultimate tuft leader, avoiding
the phenomenon of multiple tuft leader within a tuft radius,
and uniformizing the distribution of tuft leader [20].
Compared with the LEACH algorithm, the improved al-
gorithm calculates the optimal number of cluster heads
based on the energy characteristics of the base station, so that
the cluster heads are distributed relatively uniformly in the
node area. (e energy threshold is judged during the ro-
tation between the cluster heads within the cluster, and the
energy consumption is effectively reduced throughmultihop
transmission between the cluster heads to the base station.

Assuming that each node cluster is a circle with the tuft
leader as the center, according to the network model of the
algorithm, if the area of the node distribution area is m2, the
sum of knots is N, and the proportion of cluster heads is p,
then there are Np nodes in the network. If the clusters are to
cover the entire node distribution area, the coverage radius
of each cluster needs to be satisfied. R is also the shortest
distance between cluster head nodes [21].

T �
P
����
Qnπ

√ , (6)

Qab � Qn. (7)

On average, there are (Q/Qab) nodes in each cluster in
the network, including Q/Qab − 1 cluster head and q
member nodes [22]. (e receiving node receives data, fuses
data, and sends data. Let Nto sin k be the distance from the

sensor AC/DC

processor

memory

�e internet MAC receiver

Data acquisition module

data processing module

wireless communication module

Pow
er supply m

odule

Figure 3: Sensor node block diagram.

Round3

Round2

Round1

build phase

stable transmission
stage 

clustering

data transmission

Figure 4: LEACH algorithm run cycle diagram.
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tuft leader to the flume knot, and then power expenditure of
the tuft leader is

Wab � k
Q

Qab

− 1 Welec + k
Q

Qab

WDA + kWelec + kεmpd
4
tosink. (8)

During a single cluster in each round, the member knots
in a single climate only need to transmit water to the leader
of the climate. IfYtotoch is the distance from themember node
to the leader of the climate, the power expenditure of the
member node is

Wcm � kWelec + kεfsY
2
totoch. (9)

It is assumed that the coverage area of each cluster is a
swarm leader focused on a swarm with a root size of ap-
proximately of R/

�����
Qabπ


. If the distribution density of nodes

that are part of a fleet of node is z(x, y), the expectation of
the square of the distance from any member node in the
circular cluster to the center of the circle is

W Y
2
toch  � B x

2
+ y

2
 z(x + y)YxYy, (10)

W Y
2
toch  � Br

2
z(r, θ)YrYθ, (11)

W Y
2
toch  � z 

2π

0


R/
���
Qchπ

√
( 

0
r
3
YrYθ, (12)

W Y
2
toch  � z

R
4

2Q
2
chπ

. (13)

If the nodes are evenly distributed throughout the
network area, then

z �
1

R
2/Qch 

, (14)

W Y
2
toch  �

R
2

2Qchπ
, (15)

Wcm � kWelec + kεfs

R
2

2πQch

. (16)

(en, the power expenditure of a single cluster in each
round is

Wcluster � Wch +
Q

Qch

− 1 Wch ≈Wch +
Q

Qch

kWcm. (17)

(en, the energy consumption of the whole network in
each round is

Wwsn � QchWcluster � Qch Wch +
Q

Qch

Wcm , (18)

Wwsn � k 2QWelec + QWDA + QchεmpY
4
to sin k +

εfs

2π
QR

2

Qch

 .

(19)

In order to find out what value Qch takes, Wwsn is the
smallest; let Wwsn take the first derivative of Qch, and let
(YWwsn/YQch) � 0, and it can be obtained that

εmpY
4
to sin k �

εfs

2π
QR

2

Qch

. (20)

(en, the best amount of tuft leaders in terms of the
number of tuft tips can be solved for

Qch �
Q

Y
2
to sin k

�����
Qεfs

2πεmp



. (21)

It can be seen from the formula that the optimal number
of tuft tips Qch is only related to parameters εfs and εmp, the
size of the node distribution area R, the total number of
nodesQ, and the distanceYto sin k from the tuft tip to the sink
node. (e cluster heads generated by the LEACH random
method cannot guarantee their uniform distribution. (e
information collected by these cluster heads has large re-
dundancy, and the transmission of redundant data is a waste
of the limited energy of nodes. (erefore, in the network
initialization stage, the ideal quantity of pack leader in the
web can be figured out according to the following formula
parameters, and an appropriate number of cluster heads can
be selected in the first round of cluster head election. In the
cluster routing mechanism, the data collected by the
member nodes are collected and merged by the cluster head
before being forwarded, which reduces the data redundancy
and reduces the traffic.

3.3. SMPSO-BPData Fusion Algorithm. A neural web (NN),
also known as an armed artificial network (ANN), is a
process that simulates the thinking of the human brain
through extensive interconnections.With the powerful error
resilience and the ability of adaptive self-learning, self-or-
ganization, and self-adaptation, neural networks model
sophisticated affine line mappings and can meet the pro-
cessing demands of data fusion technology, which is espe-
cially suitable for sensor networks. Wireless sensor networks
need to solve the problems of limited network energy supply,
data transmission quality and network data transmission
security in the process of mass data transmission, the ability
of utilizing the system’s signal manipulation function and
auto-reasoning capabilities of neural net. Data fusion is
realized, and the development of wireless sensor network
application field is also promoted, so the emergence of
artificial neural network data fusion technology is inevitable.

(e basic idea of data fusion is to correlate and analyze
the sensing data from multiple sensor nodes, filter invalid
information, and extract feature information and combine it
into a data packet of the same size with high accuracy. (e
reduction of data traffic means the reduction of the amount
of data sent or received by sensor nodes, which can effec-
tively extend the network life cycle. (e total of packets are
received at the sink node satisfactorily. Sink node is used as
the basis for measuring the data traffic in the network. (e
comparison of this data can not only reflect the role of data
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fusion in wireless sensor network routing, but also reflect the
difference in data volume control.

Neural network has the ability of parallel processing,
distributed storage, and self-learning for a large amount of
data, especially suitable for the stage where data needs to be
processed at the same time and can solve the problem of
inaccurate information processing. (e main idea of the
SMPSO algorithm is to mutate some particles whose fitness
is too low in the early stage.(e way is to update the position
of the particle to be the average value of the position of the
particle with the highest fitness value, thereby reducing the
diversity of the population. (en, the particle calculation
formula in the SMPSO algorithm is used to update each
particle, and the optimal particle obtained after training is
the optimal parameter output. Among them, the fitness
value function f(x) is the mean square error generated in the
sample training, as shown in the following formula:

k(x) �
1

1 +(1/2n) 
n
b�1 yb − tb( 

. (22)

(e standard deviation of the output sequence of the
hidden layer node i is calculated according to the formula
given below, and the correlation between the ith neuron
node and the jth neuron node in the hidden layer is
calculated.

f
2
t � 

n

b�1
Vib − Vi( 

2
, (23)

Cij �


n
b�1 VibVjb − nVjVi 

fifj

. (24)

Here, Vib is the outcome value of the ith node of the
hidden layer for sample p, and Vi is the average value of Vib.
If Cij > h1, fi > h2, fj > h2; delete neuron j and modify the
connection weight wei and threshold θe of any neuron e in
the next layer, as shown in the following formula:

wei � wei + awei, (25)

θe � θe + bθe. (26)

(e wireless sensor network has limited energy, and the
communication energy consumption is the main energy
consumption of the network. (e routing algorithm de-
termines the stability of the entire network. (e data fusion
model based on BP neural web includes a BP web opti-
mization algorithm based on optimized PSO, namely, the
design of the SMPSO-BP algorithm, and it is used to im-
plement the data merge course of the nodes in the wireless
sensor web cluster.

4. Routing Test of Wireless Sensor Network
Based on Neural Network

4.1. Test Parameter Settings. Before testing the relevant
functions of the wireless sensor on the relevant algorithm,
the preparation work should be done first, and the relevant
parameters should be set:

(1) (e sensor node does not move, and it will enter the
state of death when its energy is exhausted.

(2) In the entire wireless sensor network, there is only
one sink node, that is, the sink node, and this node
has unlimited energy and computing power and does
not need to consider energy supply and node death.

(3) Sensor nodes have unique IDs and can communicate
with each other.

(4) (e energy depletion model for text wireless
transmission uses theWSN channel energy depletion
model, and the node distance is set as the experi-
mental approximate value of 90m. (e sensor knots
are strategically located in the measurement area and
have the same transmission range. (e specific pa-
rameters are shown in Table 2.

4.2. Node Test Comparison of Related Algorithms. (e con-
vergence rate, which can be expressed by the average best
fitness and the average number of iterations, is used to
demonstrate the effect of the SMPSO-BP algorithm’s
search performance. (e average number of iterations will
be 100, based on previous experience and experimental
testing conditions. Figure 5 shows the SMPSO-BP cal-
culations for verification with the LEACH calculations
and the improved LEACH calculations under the ex-
perimental parameter settings. We get the verification of
the SMPSO-BP algorithm’s convergence simulation re-
sults when the number of sensor nodes is 600, 700, and
800, respectively. (e curve of the SMPSO-BP algorithm
first reaches the level, as shown in the graph above, when
the number of knots is 800, indicating that the individual
particle swarm obtains the best fitness value first. (e
scenario with 700 points comes next, followed by the
scenario with 600 points. As a result, the SMPSO-BP
algorithm proposed in the paper can be applied not only
to small-scale nets, but also to massive systems, with a
relatively fast aggregation speed.

It is seen from Figure 5 that, by increasing the frequency
of repeated generations, the fitness value is constantly
approaching the optimal fitness value, and finally the average
fitness value is close to 1, which is stable, and the curve
converges. (is shows that it is practicable to integrate and
combine neural neck networks with SMPSO-BP algo for
data fusion in radio signal systems. Further, the SMPSO-BP
algorithm can arrive at the sweet fitness value much earlier
compared to the improved LEACH method; that is, the
optimal reading value of the BP neural network can be
obtained faster. It can also be seen from the figure that the
curve of the original LEACH algorithm without optimiza-
tion is the slowest, which shows that the LEACH algorithm
does have the problem of slow convergence. (e other two
algorithms with intelligent optimization have a significantly
higher curve convergence rate than the LEACH algorithm.
And the improved LEACH algorithm converges when the
number of evolution iterations is about 700, while the
SMPSO-BP algorithm converges, and when the total
number of iterations is about 600, this suggests that the
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speed of convergence of the SMPSO-BP algorithm is indeed
faster than that of the improved LEACH algorithm.

(e SMPSO-BP algorithm obtained from the experi-
mental analysis is due to the other two algorithms, but at the
expense of simulation time. (rough 60 independent sim-
ulation experiments, the average operation time of SMPSO-
BP algorithm, LEACH algorithm, and improved LEACH
algorithm is obtained. (e results are shown in Table 3.

Compared with the GABP algorithm, the BP network
optimization algorithm requires longer operation time, and
the BP algorithm without any optimization measures re-
quires the shortest operation time. Although the SMPOS-BP
algorithm achieves the optimization of the BP network at the
expense of extending the operation time, from the results in
the above table, the extended time is relatively within an
acceptable range.(erefore, in general, for the application of
data fusion in wireless sensor networks, the SMPSO-BP
algorithm has shown good performance in terms of effi-
ciency and accuracy.

(e survival rate of sensor nodes is crucial to the normal
operation of wireless sensor networks. Once a node enters a
state of death due to energy exhaustion or other failures, the
node cannot perform the task of sensing and collecting data.

(erefore, after the network has been running for a period of
time, the comparison and analysis of the number of sur-
viving nodes are an important part of examining the per-
formance of the improved data fusion algorithm. (e
SMPSO-BP algorithm, the LEACH algorithm, and the im-
proved LEACH algorithm are simulated and compared, and
the results are shown in Figure 6.

(e curve of the LEACH protocol is greater than the
previous version in the early stages of network operation
than in the other two cases, as shown in Figure 6. (is is due
to the fact that the data fusionmechanism is not constrained,
so it is sent directly to the socket head point node. (e node
survival rate drops dramatically as the number of data
transmissions grows too large. When the data fusion
mechanism is implemented in a network where the SMPSO-
BP operator performs the SMPSO-BP approach to
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Figure 5: Convergence speed of different algorithms at the same number of nodes and different number of nodes.

Table 3: Comparison of operation time of different algorithms.

Algorithm Operation time/s
LEACH algorithm 4.13
Improved LEACH algorithm 3.89
SMPSO-BP 3.55

Table 2: Experimental parameter value settings.

Parameter Parameter value
(e number of sensor nodes 1000
Node initial energy 0.8 J
Perceived data interval 0.5 s
Data transmission energy consumption 50 nJ/bit
Receive data energy consumption 35 nJ/bit
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processing, the processed data is sent to the repository
junction nodes in a stable manner as the amount of
transmitted data grows. Because the amount of redundant
data is reduced, and the nodes’ energy consumption is low,
environmental monitoring and data transmission can still be
carried out normally, especially at a later stage. (e fact that
the number of packets received by the water sink nodes
increased even after the death of a large number of sensor
nodes shows that data fusion can reduce data traffic in the
network effectively. During this time, the optimized LEACH

protocol also played a supporting role, helping achieve the
goal of extending the network’s working time.

4.3. Comparison of Energy Consumption in the Network.
In order to understand and solve the problem of energy
consumption of routing nodes in wireless sensor networks,
this paper uses SMPSO-BP algorithm, LEACH algorithm,
and improved LEACH algorithm to calculate the change of
the remaining energy of the whole network in the base
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station node area and outside the area with time, to un-
derstand the energy consumption of the wireless sensor
network routing nodes by the neural network of the data
fusion technology.

Figure 7 shows the remaining energy of the whole
network when the base station is in the node area, and the
remaining energy of the whole network for the three pro-
tocols in the initial state is the same. (e vertical axis in
Figure 7 represents the total energy remaining in the

network, and the horizontal axis represents the number of
rounds performed. (e steep energy curves of the LEACH
algorithm and the improved LEACH algorithm indicate that
the energy consumption per round is more, while the
corresponding SMPSO-BP algorithm protocol energy curve
is the flattest, indicating that the energy consumption per
round is smaller than the other two. As the round increases,
the nodes far from the base station in LEACH begin to die,
resulting in a reduction in the number of nodes and a
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reduction in energy consumption. In this experiment, the
SMPSO-BP algorithm, the LEACH algorithm, and the im-
proved LEACH algorithm are simulated and compared, and
the overall energy consumption of the network is analyzed.
(e results are shown in Figure 7.

(e node death time in the improved LEACH algo-
rithm is later than that in the LEACH algorithm. (e
SMPSO-BP algorithm does not need to select a new cluster
head every round. (e clustering is uniform, the position
and residual energy of the candidate nodes are considered
when the cluster head is rotated within the cluster, and the
cluster head communicates with the base station in
multiple hops. (ese measures make the SMPSO-BP al-
gorithm consume less energy in a single round. (e re-
sidual energy of the whole network is higher than that of
the LEACH algorithm and the improved LEACH algo-
rithm. Regarding the remaining energy of the entire
network when the base station is outside the node area,
due to the increase in the communication distance, the
energy consumed by the three protocols in each round
increases. (e improved LEACH algorithm has the
greatest impact because all nodes need to send messages to
the base station. In the SMPSO-BP algorithm, the cluster
head uses multihop to transmit data to the base station,
reducing the loss caused by the long-distance
communication.

5. Conclusion

(e emergence of neural network data fusion technology
can better and more comprehensively simulate the cog-
nitive ability of the sensor node ad hoc network. Its ap-
plication will greatly improve the intelligence level of
sensor network applications, reduce node energy con-
sumption, and effectively prolong the lifetime of sensor
networks. (ree kinds of routing nodes are analyzed by
the convergence speed of node data and the survival rate
of nodes when data transmission is increased, and the
SMPSO-BP algorithm supported by neural network is
compared with other algorithms. (e convergence of the
SMPSO-BP algorithm and the number of surviving nodes
during the operation of the wireless sensor network are all
due to the other two algorithms, and it can avoid falling
into the local optimum. And the cluster head election
process is more reasonable, which can achieve energy
balance to a certain extent. (e data fusion mechanism of
the SMPSO-BP algorithm does reduce the amount of data
transmission during the operation of the wireless sensor
network, reduce the energy consumption of nodes, and
achieve the purpose of extending the network life cycle. It
is believed that the energy consumption of wireless sensor
network routing nodes can be better reduced based on the
neural network data fusion mechanism algorithm.
Wireless communication is realized through the auto-
matic data exchange of sensors, which improves the ef-
ficiency of data transmission, provides convenience for
people’s daily life, and has a positive impact.
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Training simulators have been gradually evolving in the direction of software, virtualization, networking, and multiplatform in
recent years, with the continuous development of hardware and software technologies, particularly the maturity of VR (Virtual
Reality) related technologies.�e network intrusion program allows remote hackers to take control of the system, posing a serious
threat to the network and computer security. As a result, this paper proposes a VR-based ID (intrusion detection) simulation
training system. �is paper proposes an ID model based on CNN (Convolutional Neural Networks) and LSTM to address these
issues (Long Short-term Memory Networks). �is model oversamples data from unbalanced data sets, reducing the di�erence in
category data and thus improving the ID model’s performance and existing detection methods to compensate for the �aw.
3DSMAX technology is used to simulate the process visualization scene, as well as some key equipment models and signal
transmission simulations, during the system design and implementation process. �e experimental results show that CNN LSTM
outperforms BP, and the overall evaluation index F1 has signi�cantly improved, particularly the F1 index of D4. CNN LSTM
outperforms GA (genetic algorithm) by 12.75 percent and BP by 14.07 percent. �e system essentially accomplishes the an-
ticipated simulation training goal, and the simulation training e�ect is impressive.

1. Introduction

As a means of information transmission and communica-
tion, virtual reality technology can intuitively and realisti-
cally provide students with visual information such as the
structure, size, working principle, and assembly process of
equipment, allowing them to observe the team in a virtual
environment. �e working process and direct operation of
each component help students understand and perceive
tasks more e�ectively. Virtual reality is a new technology. Its
goal is to make the information system as user-friendly as
possible, to improve the direct interaction between users and
data, and to make human-computer interaction more
convenient and humanized [1]. �e simulation training
system based on VR technology has low cost, high versatility,
easy upgrade, and easy maintenance, among other features,
and is particularly well suited to the primary training of
students’ operation skills.

Network security technology has become a key tech-
nology of computer networks. ID (intrusion detection) is
considered the second security door behind the �rewall. It
can monitor the network without a�ecting the network
performance, provide real-time protection against internal
attacks, external attacks, and improper operations, and
greatly improve network security [2]. An e�cient ID system
can provide security for the computer system, network
system, and even the whole information system and prevent
huge economic losses. Wang et al. have studied and
implemented a real-time ID systemmodel, which is based on
the pro�le of user behavior characteristics and uses statistical
methods to describe the behavior of system subjects relative
to system objects [3]. Riyaz and Ganapathy adopted a re-
cursive network and combined it with traditional expert
system for ID [4]. Esmeir and Markovitch proposed an
anomaly detection algorithm based on a one-dimensional
self-organizing feature mapping network [5]. Alkadi et al.
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introduced information retrieval technology into ID.
However, some algorithms are not practical, such as expert
methods [6], and some algorithms are still in the experi-
mental research stage, such as immunological methods and
neural networks.

By examining the current state of information security,
we can see that traditional security technology is unable to
fully guarantee network security, and the existing ID system
has numerous flaws. As a result, the development of iden-
tification technology must meet higher requirements in
order to protect network security. (e system may be
attacked, according to the current security situation. If the
system is attacked, further losses can be avoided if the attack
is detected as quickly as possible, even in real time. In this
regard, identity verification is critical for establishing a se-
curity system capable of compensating for the shortcomings
of traditional security measures. (is document develops an
ID simulation training system using VR technology based on
the ID process and the use of 3DSMAX software. Simul-
taneously, it can effectively solve students’ learning and
training problems, improve the efficiency of students’
knowledge absorption, master skills, and improve the ef-
fectiveness of education and training. (is paper contains
the following innovations:

(1) In this paper, a simulation training system is
established, and the virtual training scene is con-
structed and optimized by 3D modeling and
3DSMAX rendering software. Finally, the interactive
settings of die-cutting, paper, and die-cutting actions
are made by VR software, and the training inter-
action of virtual ID is realized.

(2) (is paper presents an ID detectionmodel based on a
neural network. (is model can extract the local
features of data in the network by using CNN’s deep
feature learning [7, 8], which can improve the ac-
curacy of ID and reduce the false alarm rate.

(is paper has the following organizational structure:
(e first chapter discusses the research’s background and
significance before moving on to the paper’s main work. (e
second chapter focuses on the technologies that are needed
to implement the simulation training system. (e research’s
concrete methods and implementation are presented in the
third chapter. (e superiority and feasibility of this research
model are confirmed in the fourth chapter. (e summary of
the full text appears in the fifth chapter.

2. Related Work

2.1. ID System Research. After analyzing the characteristics
of the traffic flowing through the network, ID can analyze the
user’s behavior to see if it is malicious, which is an active
tracking behavior. From here on, ID has entered the de-
velopment stage of network detection.

Fan et al. adopted a multilevel hierarchical ID method
based on GA (genetic algorithm) to solve the problems of a
single-level ID system [9]. Ghosh et al. proposed a method of
constructing an ID system with a decision tree, which can
identify unknown attacks in the network [10]. Alotaibi and

Alotaibi proposed an abnormal traffic detection method
based on a deep neural network, which can identify the
normal or abnormal connections in the network, and the
detection effect is good [11]. Kumar et al. proposed a deep
neural network ID system based on context LSTM (Long
Short-term Memory Networks) [12]. Firstly, the original
data is obtained by social media on the internet, from which
the push-level bots are detected, and then the context fea-
tures are extracted and detected by LSTM. However, this
method is only suitable for the detection of specific bots.

Kim et al. used a standard BP network to train and
recognize the formed user behavior feature vectors [13].
Choobdar et al. used two different statistical analysis de-
tection techniques to detect the abnormal behavior of the
system [14]. Tian et al. used comprehensive traffic moni-
toring to find anomalies, combined with geographic in-
formation to show the location of intrusion events and
applied the corresponding relationship between intrusion
and vulnerability to give the risk analysis results between
intrusion threats and asset vulnerability so as to effectively
manage security events and timely handle and respond [15].
Rezaei and Liu applied the immune principle to the field of
distributed ID [16].

2.2. VR Technology Research. In recent years, with the
continuous development of computer hardware and soft-
ware, new technology has developed rapidly-VR. It is an
ideal man-machine interface between VR computers and
users. VR system has three important characteristics: im-
mersion, interactivity, and imagination. VR technology has a
wide range of potential applications, such as national de-
fense, architectural design, industrial design, training,
medical treatment, and other fields.

With the help of specially designed sensors, users can
interact with 3D images and manipulate virtual objects so
that users can perceive the virtual environment equivalent to
the real world [17]. Xue et al. further simplified it into a
computer program that can present a simulated world [18].
It can be defined as a highly interactive three-dimensional
digital media environment. Users can intuitively experience
the simulated environment and get multisensory feedback
such as hearing, touch, and vision. Wang and Zhu think that
good spatial audio not only makes users deeply immersed in
a virtual environment but also is an important channel for
users to obtain environmental information [19]. Yong
proposed an optical mapping near-eye 3D display method
for wearable devices, the core of which is to adjust the eyes to
the same distance as a binocular stereo vision to relieve eye
fatigue and discomfort [20]. Compared with previous
methods, this monitor has outstanding advantages in
adaptability, dynamic range of images, and refresh rate.

It is a somatosensory interaction technology to interact
with the virtual environment in a noncontact way through
physical natural behaviors such as actions, sounds, or ex-
pressions. Foreign scholars generally believe that somato-
sensory interaction technology is a key component of VR
and plays an important role in VR training. Yang et al. put
forward a soft motion sensing device for measuring lower
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limb joint motion, which can e�ectively improve the
shortcomings of the prior art in mobility and wear resistance
[21]. Xia and Qi proved that distributed VR system can build
a 3D collaboration environment for distributed users to
interact with each other and complete various collaboration
tasks [22]. Distributed VR system conforms to the new
demands of the times, promotes communication and col-
laboration among users, and their application potential
needs to be explored more. Bai et al. are committed to
improving the user experience of VR devices, suggesting that
a multiuser VR environment and wireless connection should
be considered in future VR devices [23].

3. Methodology

3.1. ID Model Design. �e algorithm used by the ID system
has a direct impact on detection e�ciency and accuracy.
Pattern matching is now one of the most widely used de-
tection methods and mechanisms in the �eld of identi�-
cation. �e next step in this concept is to de�ne the pattern
of existing problems. �en look for event data that corre-
sponds to the pattern. Anomaly detection and production ID
systems frequently employ statistics. Statistics is a relatively
mature ID method that allows the ID system to learn the
subjects’ daily behavior and identify those activities that
statistically di�er from normal activities as abnormal. Be-
cause of the immune system’s unique capabilities, an ID
system based on immunological methods o�ers numerous
bene�ts, including diversity, fault tolerance, distribution,
dynamics, self-management, and adaptability.

�e neural network has the ability of self-adaptation,
self-organization, and self-learning. It can deal with some
problems with complex environmental information and
unknown background knowledge, which makes the samples
have big defects and de�ciencies [2]. From the perspective of
pattern recognition, an ID system can use a neural network
to extract pattern features from user behavior and then
create pro�les of user behavior features. In a word, the
introduction of the neural network into the ID system can
solve the dynamic characteristics of user behavior and the
di�culty of accurate detection caused by incomplete and
uncertain search data. �e attack behavior in the network is
not completed at a single point in time but will be sent
continuously over a period of time. By analyzing the cor-
relation performance of the time series before and after the
network data, the intrusion behavior can be best detected. In
this paper, an ID model combining CNN (Progressive
Neural Network) and LSTM (Long Short-term Memory
Networks) is proposed, and the loss function is optimized to
improve the ID accuracy and reduce the false alarm rate.�e
ID is shown in Figure 1.

In this model, CNN is �rst used to extract depth local
features in order to e�ectively extract sample data, and then
LSTM is used to learn and extract correlation features be-
tween continuous data in both positive and negative di-
rections. Finally, the softmax layer is used for classi�cation,
and the Focal Loss function is used to optimize the model.
�e model takes into account the temporal and spatial
correlation of intrusion data and can extract unknown

features and internal dependencies between data, lowering
false alarm rates and improving detection e�ectiveness.

�e role of the ID model based on deep learning is to
divide the emerging abnormal data tra�c into a group of
known attack types according to their function or behavior.
In the actual detection process, it is often necessary to
preprocess the samples, including digitization, normaliza-
tion, data equalization, and other operations, so as to make
the data conform to the input format of the detection
algorithm.

Select to keep the useful information in the memory cell,
discard the unnecessary information, and normalize the
value by activating the function. �e speci�c calculation
formula is shown as follows:

ft � σ Wf · ht−1, xt[ ] + bf( ). (1)

σ is the sigmoid function. At t − 1 time, the output vector
of the hidden layer is expressed as h(t − 1), at t time, the
input vector is expressed as xt, and in f state, the weight
matrix of xt is expressed as Wf, and bf is o�set.

In the ID model designed in this paper, there is only one
full connection layer, and the upper layer information is
integrated and transmitted to LSTM. �e output calculation
formula of neurons in the whole layer is shown in the
following:

ylj �∑
i

wlij ∗ x
l−1
i + blj, (2)

where wlij represents the connection weight; xl−1i is the i th
eigenvalue of the eigenvector in layer l − 1; blj represents the
o�set value; ylj is the calculated output of the j-th neuron in
layer l.

Input the sample vector into the X competition layer,
calculate the Euclidean distance between the sample point
and the subcategory, and �nd the most suitable subcategory
to belong to the following:

d X,Wc( ) � min d X,Wi( ){ } i � 1, 2, . . . , R, (3)

where Wc represents the initial weight of the network,
d(X,Wc) represents the distance between the i th input
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sample and the subcategory, and Wi represents the sub-
category after winning the competition.

xij is set as training data, which contains data elements
with large variation. �e goal is to make the variation be-
tween elements less than 1. First calculate the average of all
elements in X:

p0 �
1

m∗ n
∑
n

i�1
∑
n

j�1
xij. (4)

Among them, i � 1, 2, . . . , m; j � 1, 2, . . . , n.
�en, through a mapping function, the numerical values

are mapped to each subinterval to be quanti�ed so as to
achieve the goal of normalization. �e normalization
method used here is linear normalization, and the expres-
sion is as shown in the following formula:

y �
x −MinValue

MaxValue −MinValue
, (5)

where x, y is the value before and after conversion, and
MaxValue,MinValue is the maximum and minimum value
of the sample.

If the output is close to [0, 1], it is assumed that an
intrusion has occurred, and the control center should be
noti�ed and appropriate measures taken. If the intrusion is
new, the neural network should be investigated, retrained,
the weights corrected, and the network’s performance im-
proved. Distributed object technology, software agent
technology, and mobile code technology are all combined in
mobile agent technology. It is a brand new computing
technique for dealing with complex, dynamic, and distrib-
uted intelligent applications. �e concept of distributed
computing has been greatly expanded by the addition of
intelligent functions and mobile creativity. Arti�cial intel-
ligence combined with distributed computing is likely to
become a key component of intelligent distributed com-
puting. Figure 2 is the �ow chart of mobile agent task
analysis.

�e scheduling manager is the core component of the
mobile agent service environment. Assign all kinds of ser-
vices required for normal mobile agent operation to the
corresponding submodules, including setting the mobile
agent execution environment, starting services, etc. In ad-
dition, it is also responsible for coordinating the cooperation
among submodules to ensure their normal operation. Static
agent mainly completes the interaction between agent
scheduling manager and front-end agent.

3.2. Scene Modeling. One of the keys to building a high-
�delity virtual scene is to use 3D modeling technology and
modeling software to present a scene almost identical to the
real environment on the computer. Realistic virtual ID
model is the basis of designing a virtual die-cutting training
system as a visual, interactive, and realistic simulation
training scene of die-cutting equipment. Virtual identity
recognition is an important core part of the virtual simu-
lation training system. Because these devices require high
precision, this paper uses Solidworks to build parametric

models of these devices and then imports them into 3DsMax
for rendering, which can not only ensure the model pre-
cision but also ensure the �delity.

Unique training is done by plane animation. An image is
an original hand-drawn painting, and Photoshop is used to
perform the e�ects of the image, such as color correction,
motion processing, and stereo e�ects. �e transition and
continuity of actions are completed through key frames to
ensure the accuracy and consistency of actions. It should be
noted that when modeling in 3D Studio Max, the material
must use standard material or multisubobject material and
use the default scanline renderer. All the sizes of the maps
are set according to the pixel of 2 to the n power, so as to
reduce the memory overhead and improve the �uency of the
software.

For a surface S, suppose we need to paste texture lines on
the surface. First, we need to �nd out the relationship be-
tween spaceA and B. Let the radius of the surface S be R , and
the chord height PF � h be OP � R − h; Make AB � x, so we
can get the following relationship:

R

R + x
�
R − h
R

. (6)

After simpli�cation, you get the following:

x �
hR
h − R

. (7)

�ere are

s − x∗( )2 + t − y∗( )2 + z∗ �
hR
h − R( )

2

. (8)

�en the B(x∗, y∗, z∗) on the curved surface corre-
sponds to the A(s, t) on the texture pattern one by one, and
similarly, other surfaces on the curved surface also have this
corresponding relationship.

So you can get the following:

sin θ �
|AB|
A∗B∗
∣∣∣∣

∣∣∣∣
�

am + bn + cp���������������������������
x∗1 − x

∗
2( )2 y∗1 − y

∗
2( )2 z∗1 − z

∗
2( )2

√ . (9)
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Figure 2: Flow chart of mobile agent task solving.
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After the above transformation, the texture space co-
ordinate (x, y) and the concave-convexmodel mapping area
coordinate (x∗, y∗, z∗) can form a one-to-one correspon-
dence relationship so as to better realize concave-convex
model mapping.

�e color and properties of materials should be as close
to real objects as possible to improve the �delity of virtual
scenes. Material Editor and Material/Map Browser tools are
included in 3ds Max. You can choose di�erent types of
shading for objects, use di�erent material components, and
enhance materials with maps to make them look more re-
alistic in light and environment in the Material Editor. To
achieve the desired e�ect, we simply need to set and adjust
the parameters of the particle system according to the
characteristics of special e�ects during the development
process. �e time it takes to write and develop code can be
cut in half while achieving special e�ects, and good results
have been obtained [12].

3.3. Realization of Interactive E�ect of Virtual Scene. As an
important part of the network attack and defense training
system, ID simulation training system mainly includes four
main subsystems, as shown in Figure 3. �e subsystem uses
the database SQLServer database (the database name is
net_�ght) to store data. As the data storage center of the
whole education and training system, the input subsystem is
the general part of the whole education and training system
and undertakes various input and output functions.

In this virtual simulation training system, there are many
virtual scenes that need to interact with each other in order
to realize the real representation of identity. Paper feeding
includes two parts: paper feeding and paper discharging after
die-cutting. Paper movement is set interactively with the
path node, and the path node can move or rotate its parent
node. In its property box, you can enter the moving position
and direction of the paper at each time point to make the
paper move along a certain path. Use the place node to
complete the previous movement. When the start button is
pressed, the template immediately rises. A user-de�ned
function node can be described using a Script node. You

must de�ne a �eld list, event input and output, and what to
do with these operations in this function node. �e student
users enter the Train system and begin attack training after
the teacher has been set up.�e student’s attack is successful
if the attack condition matches successfully; if the condition
fails, the student immediately enters the temporary result
and starts over. �e attack subsystem’s network intrusion
function simulationmodule also sends interface information
to the input-output subsystem, which saves the �nal in-
formation in the result data table.

Attack sequence table attack_state table stores infor-
mation about students’ attacks and Source_IP �eld indicates
the IP address of the attacker. Server setup simulation in-
cludes veri�cation code setting, password setting, server
name setting, online prompt setting of the destination host
and sending to mailbox, etc. When “student_state”� “1,” the
target IP is online; when “student_server”� “1,” the target
host has an intrusion server installed on the network.

4. Experiment and Results

In the experiment, 100,216 randomly selected and pre-
processed data blocks are used as training sets for model
training, and 4,227 randomly selected data blocks are used as
test sets for performance testing. After numerical processing
in data preprocessing, the single record in the set is �nally
changed from the original 40-dimensional feature vector to
the 120-dimensional binary feature vector. �erefore, the
model input in this document is a numerical array with a
�xed size of 1∗ 120. In this paper, the loss function pa-
rameter α � 0.2, c � 3, which has been veri�ed by the
existing experiments, has been used for many experiments.
Recall rate and false alarm rate are used as performance
evaluation criteria. Experimental results are shown in
Table 1.

�e experimental results in the above table are displayed
visually by charts, as shown in Figures 4 and 5.

According to the analysis of Figure 4, the recall rate �rst
rises and then falls with the increase of the convolution
kernel, and the di�erence is obvious. When the convolution
kernel size is 5 and the number of hidden layer ganglia is 30,
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the recall rate reaches the maximum value. According to the
false alarm rate in Figure 5, when the convolution kernel size
is 5 and the number of hidden layer nodes is 30, the false
alarm rate is the lowest, and the larger the convolution
kernel, the greater the error. Considering these two results,
the optimal combination scheme is selected. In this paper,
the size of the convolution kernel is set to 5, and the number
of ganglion points in the hidden layer is set to 30.

In this paper, the experimental results of F1 overall
evaluation indexes of three models on �ve data types are also
given to verify the classi�cation e�ect of the models on a few
classes. �e results are shown in Figure 6.

It can be seen that CNN_LSTM has more advantages
than BP, and the overall evaluation index F1 has improved a
lot. �e F1 index of D_4 CNN_LSTM is 12.75% higher than
GA and 14.07% higher than BP. �e results verify the ef-
fectiveness of the data processed by oversampling method
and the model trained by the Focal Loss function on un-
balanced data sets.

�e false positive and false negative rates have a direct
impact on whether the system can be used in real-world
situations. Although the neural model ID system can detect
new types of intrusions that were previously unknown, it
cannot completely eliminate the problem of false positives
and false negatives. Establish the object’s abnormal activity
pattern, and by observing the proximity between current
activity and the abnormal activity pattern, detect the same
type of intrusion behaviour. �e neural network is used for
reverse learning when the rule system detects the intrusion,
and the neural network ID is used at other times. When an
intrusion occurs, the double detection system can reduce
false alarms.

Table 1: In�uence of the number of hidden layer nodes on
performance.

Convolution
kernel size

Number of hidden
layer nodes

Precision
(%)

False alarm
rate (%)

1 10 93.31 2.17
1 30 94.15 2.26
1 60 93.36 2.54
5 10 93.01 2.24
5 30 94.41 2.01
5 60 93.96 2.21
8 10 93.02 2.23
8 30 92.28 2.63
8 60 94.65 2.51
13 10 94.55 2.66
13 30 93.38 2.71
13 60 92.16 2.89
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Figure 4: In�uence of convolution kernel size and number of
hidden layer nodes on recall.
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�e training data is input into CNN_LSTM for training,
and the actual output simout is compared with the expected
output simt, and the detection result of the whole neural
network is obtained. Make θ1 � θ2, then take di�erent
values, and test with CNN_LSTM, which has been trained
before. �e experimental results are shown in Table 2:

It can be seen from the above table that the higher the
threshold, the higher the false alarm rate and the lower the
false alarm rate, while the lower the threshold, the lower the
false alarm rate and the higher the false alarm rate, which is a
contradictory relationship. If the false alarm rate is low, the
false alarm rate will increase. If the false alarm rate is low, the
false alarm rate will increase. �erefore, users can set ap-
propriate thresholds according to their own needs so that the
ID system can achieve the best detection performance.

Learning network intrusion takes place in virtual ma-
chines, and it consists of two parts: learning the statistical
characteristics of normal users during operation and
learning intrusion. When the system is in place, ordinary
users’ operation learning is completed, and many existing
research results can be used as a reference. �e virtual
machine adapts the running parameters, extracts statistical
data from the data packet conversion expert database, ad-
justs the input, and performs network learning based on the
situation, determining if the learning is complete in light of
the convergence situation and updating the neural network
detection model. Following the completion of the neural
network’s learning and training, the pattern discrimination
work is converted into a numerical operation that can be
executed at high speed on a computer, resulting in an ef-
�cient parallel nonlinear dynamic processing system that
can meet real-time processing requirements. �e false alarm
should theoretically be a subset of two independent systems
for dual-system operation, which can greatly reduce the false
alarm rate. New intrusion rules can be obtained through log
analysis, and rule detection rules can be added to the rule
detection system to make it more perfect.

�e e�ciency of the pattern matching algorithm is
determined by three factors: text length, pattern length, and
alphabet size. Because no pattern matching algorithm is
optimal under all conditions, the purpose of the experiment
is to test the performance of each algorithm when the above
factors are modi�ed. Figure 7 shows the execution time
comparison of the three algorithms.

It can be seen from Figure 7 that the execution speed of
CNN_LSTM is slightly faster than that of reference [18]
algorithm and reference [20] algorithm. When the protected
system is very important and the system manager needs to
constantly correct the rules, it is necessary to collect the
information of intruders, constantly improve and optimize
the system, and transfer intruders to dedicated servers. �e

most common alarm and noti�cation method provided by
the ID system is the screen alarm. When the ID system is
installed, this alarm information will appear on the ID
system console or other user-con�gured systems. �ey only
process local data and only return the results to the control
center, so there is no delay caused by network transmission,
and the bandwidth occupied by original data transmission
can be saved. Another advantage of processing data on each
node is that it can be processed in parallel, which will im-
prove the detection speed.

It can be found from Figure 8 that the total number of
character comparisons of CNN_LSTM is always less than
that of reference [18] algorithm and reference [20]

Table 2: Experimental results with di�erent thresholds.

�reshold value False alarm rate False alarm rate
0.2 0.0061 0.22
0.4 0.0073 0.26
0.6 0.0082 0.12
0.8 0.021 0.086
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Figure 7: Comparison of the execution time of three algorithms.
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algorithm, no matter how the pattern string length and text
string length change.

(is advantage becomes more apparent as the pattern
string length increases. Because the length of a pattern
string in an ID system is usually between 20 and 30, the
CNN LSTM algorithm has some utility in an ID system.
Finally, when compared to the first two algorithms, the
CNN LSTM algorithm has a shorter execution time. As a
result, each algorithm corresponds to a specific number of
simple operations, and the more times an algorithm is
executed, the longer the execution time. As a result, the
number of simple operations included in an algorithm is
commonly referred to as the algorithm’s time complexity,
which is used to assess the algorithm’s runtime or com-
putational performance. We must set up a neural network
module for unknown intrusion behavior to judge whether
it is an attack behavior through repeated training of un-
known behavior. (e data from the data processing module
cannot be sent directly to the neural network for identi-
fication; instead, it must be preprocessed to obtain data that
meets the requirements. (en, the next time the system is
used, the uncertain “behaviour” judged in the first job is
updated to the known attack information, and the alarm
module is directly used to give an alarm, eliminating the
need to enter the neural network and greatly improving the
ID system’s efficiency and practicability.

5. Conclusions

In this paper, VR technology is applied to ID simulation
training, and an ID simulation training system is designed
and implemented using the 3DSMAX software develop-
ment platform. (rough the combination of virtual and
real simulation, the problem is that network intrusion
software has special functions and powerful remote control
functions, and it is difficult to achieve good simulation
results while ensuring network security is overcome. File
management, registration, etc., and safely complete func-
tions such as table management, video monitoring, screen
control, etc. In this paper, a detection method combining
CNN and LSTM is proposed. Softmax is used for classi-
fication, and the Focal Loss function is used on the Softmax
layer to optimize the model. (is method comprehensively
considers the temporal and spatial correlation of intrusion
data and can extract unknown features and internal de-
pendencies between data, improve the ID accuracy, and
reduce the false alarm rate. (e experimental results show
that CNN_LSTM has more advantages than BP, and the
overall evaluation rate F1 has been greatly improved. (e
F1 rate of D_4 CNN_LSTM is 12.75% higher than GA and
14.07% higher than BP. (e results verify the effectiveness
of the data processed by oversampling method and the
model trained by the Focal Loss function on unbalanced
data sets.
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In the era of knowledge economy, the competition between countries and enterprises is increasingly manifested in the com-
petition of talents and education system. In this article, aiming at the drawbacks of the traditional HRM model of university
teachers, we design and construct a management innovation model and decision-making model based on intelligent big data
analysis. �is article introduces DM technology. It also introduces the related knowledge of DM and the analysis and design
process of HRM decision system. In this system, DM technology is used to analyze and process the existing data, predict the future
situation, and provide auxiliary support for decision-making. �rough simulation, the decision-making accuracy of this model
can reach 95.68%, which is about 10.02% higher than other systems. It has certain practicability and reliability.�is article makes a
useful attempt for the application of DM technology in HRM.�e research in this article is expected to play an important decision-
making reference and service support for HRM of university teachers and further promote the development of HRM innovation
of university teachers.

1. Introduction

In the modern environment, the demand for knowledge and
intellectual capital in society is stronger than in any previous
era, which leads to the aggravation of talent shortage. In
some ways, economic growth mainly depends on the quality
of labor force. �erefore, human resources are increasingly
becoming strategic resources for economic and social de-
velopment [1]. �e competition between countries and
enterprises is increasingly manifested as the competition of
talents and the competition of educational system. As the
quality of teaching in institution of higher learning directly
determines the level of knowledge and personal quality of
talents, the society has paid more attention to the man-
agement of college teachers who train senior talents [2].
However, the traditional management mode is increasingly
showing many drawbacks. For example, the ideas of man-
agers and managed people lag behind; the management
mode is relatively closed and rigid; operating mechanisms
such as competition mechanism, incentive mechanism,
interest mechanism, responsibility mechanism, and �ow

mechanism are not well introduced into the management of
teachers; the overall quality of teachers needs to be further
improved; and teachers’ resources have not been e�ectively
allocated and developed. College teachers are the direct
undertaker of college production activities and the main
body and core of college human resources. �e quantity,
quality, and structure of teachers’ resources directly deter-
mine the educational quality and school-running e�ciency
of institution of higher learning and then a�ect the national
human resources and the level of economic and social de-
velopment [3].�e purpose of human resource management
of teachers in institution of higher learning is to mobilize the
enthusiasm and creativity of every faculty member to the
maximum extent and make more contributions to the
school. Under the background of economic globalization, in
order to realize the scienti�c task of human resource
management in institution of higher learning, we must
actively and e�ectively reform and innovate the human
resource management of college teachers.

Relevant personnel should elevate HRM (human re-
source management) to the forefront of school development
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strategy; create a harmonious system for seeking, selecting,
cultivating, knowing, loving, and employing talents; and
establish a new HRM mode for modern university teachers
[4]. (is is critical in order to fully mobilize teachers’ en-
thusiasm for teaching, scientific research, and work; effec-
tively improve the quality and efficiency of school education;
and promote the healthy development of higher education
institutions. Various industries have accumulated a large
amount of data in recent years as a result of the advancement
of information technology. People’s requirements for data
processing technology are constantly improving due to the
increasing importance of data in daily decision-making. In
terms of university teacher human resource management,
using intelligent big data to analyze all types of university
human resource data has some practical implications for its
management. We should clearly define the problems in
HRM that need to be solved and recognize that DM (data
mining) [5, 6] is an important step. Although the final
outcome of excavation is unpredictable, the problems to be
investigated should be. (e requirements of DM in insti-
tutions of higher learning will continue to rise as the human
management system develops [7]. As a result, improving
university teachers’ application research of DM technology
in HRM is conducive to improving the further under-
standing of the theory of the HRM system in universities and
promoting the improvement in the HRM system’s appli-
cation level. (is article develops an innovative mode and
decision-making model for university teachers’ human re-
source management using intelligent big data. (e following
are some of its innovations: (1) (is article systematically
consults the theoretical and practical materials about human
resource management at home and abroad, analyzes the
characteristics and significance of human resource man-
agement of university teachers, and establishes the theo-
retical basis for research. Guided by the modern HRM
theory, this article systematically analyzes the HRM situation
in institution of higher learning by using DM technology
“intelligently” and “automatically,” so that a large amount of
data information can be effectively utilized. (2) Based on the
comparative analysis of the HRM modes of Chinese and
foreign university teachers, this article constructs the in-
novative mode and decision-making model of university
teachers’ HRM. (e research shows that the decision-
making accuracy of this model can reach 95.68%, which is
about 10.02% higher than other systems. And on the basis of
studying relevant models, this article finds valuable
knowledge.

2. Related Works

(e development of society requires a sufficient number of
high-level human resources, and a strong country also ur-
gently needs the growth of outstanding talents from all walks
of life. Under this premise, the construction of teaching staff
in institution of higher learning has been promoted to a high
position, and the requirements for teachers are quite dif-
ferent from those before. At present, many scholars have
explored the HRM of university teachers.

Ke analyzed and discussed the existing practical prob-
lems in the development and management of human re-
sources for college teachers and put forward corresponding
strategies for the development and management of human
resources for college teachers [8]. Zhao et al. pointed out that
HRM of college teachers is a systematic project. It not only
needs to optimize the internal elements of the system as a
whole, but also needs to strengthen the construction of
external related systems to jointly improve the level and
efficiency of management [9]. Zhou et al. outlined the ap-
plication conditions of DM technology in HRM in insti-
tution of higher learning, the application of DM technology
in HRM in institution of higher learning, and the scope of
application of DM technology in HRM in institution of
higher learning [1]. Shu outlined the meaning of human
resources and HRM and analyzed the current situation of
human resources and management of teachers in institution
of higher learning [11]. Kessler et al. conducted a com-
parative analysis of the HRMmodels of Chinese and foreign
college teachers and obtained reference and inspiration from
them [12]. Haneda and I put forward a series of forward-
looking and pragmatic countermeasures and solutions for
strengthening the incentive mechanism of human resource
development and management of college teachers [13]. Its
purpose is to strengthen the management of human re-
sources of college teachers, so as to improve the overall level
of the development and management of human resources of
college teachers. Sadiq et al. pointed out that due to the
improvement in teachers’ subject status, the special group of
teachers is more suitable for people-oriented management
because of their knowledge-based human resources [14].
Cerne et al., based on the relevant theories of harmonious
management, put forward the idea of constructing the
harmonious management model of human resources for
college teachers and pointed out its operation mechanism
[15]. Dhar studied the rationality and fairness of salary
distribution and its impact on employees; he believes that
employees not only care about the absolute amount of their
own compensation, but also care about the relationship
between their own pay and other’ pay [16]. Sandra and
Rothenberg established a dynamic programming model
based on the big data background to realize the dynamic
planning of enterprise human resources and proposed the
initial priority table of the intelligent scheduling algorithm
[17].

(e related literatures are thoroughly examined in this
article.(en, DM technology is used to solve the problems of
talent type division and performance appraisal system in
human resource management in institutions of higher
learning, starting with the theory of big data analysis and
combining it with the theory of human resource manage-
ment in institutions of higher learning. (is article proposes
an innovative mode and decision-making model for man-
aging university teachers’ human resources using intelligent
big data. (is model employs DM technology to analyze and
process existing data and forecast future outcomes and
provide decision-making support. (is study has a lot of
practical implications for the practice of intelligent decision-
making in university teacher human resource management.
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3. Methodology

3.1. HRM System for College Teachers. Human resources
refer to the sum total of people with intellectual and physical
labor ability who can promote the development of the whole
society and economy within a certain range, and it is a group
that can exert creative labor on the basis of labor resources
[18]. It can also be said that within a certain range, it is the
ability of working-age people who have been directly
invested in construction and who have not yet invested in
construction. Modern management science generally be-
lieves that running institution of higher learning well re-
quires four resources: human resources, economic
resources, material resources, and information resources.
Among these four resources, human resources are the most
important. It is the most active factor in production activities
and the most important resource among all resources, which
is called the first resource by economists. (e macro concept
of human resources is divided and measured by countries or
regions. In the micro sense, the concept is divided and
measured by departments, enterprises, and institutions. (e
most basic aspects of manpower include physical strength
and intelligence. Human resource is a special and important
resource for social production. Compared with other re-
sources, this kind of resource has its own unique and distinct
personality characteristics, including the times, initiative,
sociality, creativity with great potential, etc. Compared with
other resources, the particularity of human resources lies in
the fact that it can only be developed and utilized through an
effective incentive mechanism and brings visible economic
value to the organization. (e increasing income of human
resources and its increasing economic role are not only the
result of improving the quality of human resources, but also
the self-enrichment characteristics of human resources.
HRM refers to the use of modern scientific methods to train
and allocate human resources reasonably, and at the same
time to guide people’s thoughts, psychology, and behaviors
properly.(eHRM system of college teachers constructed in
this article is shown in Figure 1.

Human resources in higher education institutions cover
a wide range of skills, including the total labor ability of
teaching staff engaged in teaching, scientific research,
management, and logistics services. (e main body is that
teachers demonstrate the significant social value that their
teaching and educational activities, as well as scientific re-
search and innovation activities, generate [19]. Teachers’
human resource management system in higher education
institutions considers all human resource management
subsystems as a management engineering system. (e HRM
system for university teachers is built through group
management. First and foremost, we must define the overall
organizational goals, use these goals as the foundation for
college teacher human resource management, and then
create a human resource plan. Teachers’ human resources
refer to the sum of their knowledge, skills, attitudes, expe-
riences, and creative ideas from the perspective of human
resources. When compared to the human resources of other
organizations, university teachers’ human resources are
unique. For example: (1) high educational level, (2) pursuing

autonomy, (3) unique values, (4) strong desire to learn, and
(5) strong willingness to flow. Teachers are themost precious
human resources in institution of higher learning, but they
are also the difficulties and emphases of human resources
development in institution of higher learning. College
teachers, in comparison to other human resources, have high
subjective initiative, sense of accomplishment, and self-re-
alization needs. (e work is distinguished by its creativity
and mobility, as well as the difficulty in monitoring and
measuring the labor process. As a result, adopting a hu-
manized and democratic management mode for teacher
management is even more critical. At this stage, it is nec-
essary to analyze the characteristics of university teachers’
special human resource groups, as well as the existing
problems with university teachers’ human resource man-
agement, and to invent a new mode of university teachers’
human resource management. (e overall evaluation of
university teachers’ human resource management system is
not only the foundation for implementing the talent reju-
venation strategy, but it is also a necessary precondition for
improving the quality of university teachers’ human re-
sources and HRM efficiency. As a result, in today’s envi-
ronment, research on university teachers’ innovative human
resource management has both theoretical and practical
implications. DM can identify talent patterns and rules
within an organization, and thus the talent model. Simul-
taneously, studying DM methods, extracting valuable in-
formation, determining a reasonable human resource
structure in accordance with the development goals of in-
stitutions of higher learning, and determining talent in-
troduction and training goals are all critical.

3.2. Application of DM Technology. Various industries have
accumulated a large amount of data in recent years as a result
of the development of information technology, while the
database system only provides data management and simple
processing functions [20]. People require a method for
assisting with these complex data, locating valuable infor-
mation or knowledge to aid decision-making, and reducing
workload. In this case, the DM technology was proposed. DM
is the process of extracting hidden information and knowl-
edge from a large number of incomplete, noisy, fuzzy, and
random practical application data that people do not know
about ahead of time but could be useful. We can automatically
acquire useful knowledge from fault data accumulated by
human users and expand the knowledge base using DM
technology. (is knowledge is objective and avoids the
generation of accurate knowledge because it is based on the
fault data that have occurred. (e problem of automatic
knowledge acquisition can be solved by combining DM
technology and an expert system. One of the main tasks of
DM is clustering [21]. Clustering is the process of dividing
data objects into subsets so that each subset is a cluster, and the
objects in the cluster are similar to each other but the cluster is
not similar to the objects in the cluster, that is, the cluster has
the maximum similarity within the cluster but the cluster has
the least similarity between clusters. (e clustering model
divides data into different groups which is based on the
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relationship between data content and data. Clustering pat-
terns are highly random and arbitrarily distributed [22].
Association analysis uncovers two types of relationships:
frequent itemsets and association rules. (e frequent itemsets
refer to a group of attributes that frequently appear together at
the same time, whereas the association rules imply that the
two attributes may have a strong relationship. Students’ data
are analyzed usingDM technology, and amathematical model
is created using a clustering algorithm. (e students are then
analyzed using the correlation analysis algorithm, and an
overall correlation analysis model of students is created. (e
DM architecture is shown in Figure 2.

To apply DM to this model, the following steps should be
followed: (1) Determining the objects and targets of mining
and finding out the problems clearly, (2) collecting the data,
(3) carrying out the data conversion process, (4) classification
and mining of data, (5) analyzing the results of classification
rules, and (6) applying knowledge. (e mining process is
divided into two basic stages: initialization and iteration. (e
initial data structure is set in the initialization stage, and the
decision tree is generated in the iterative process. Data
cleaning of data warehouse is similar to data cleaning of DM.
If the data have been cleaned when it is imported into data
warehouse, it is probably unnecessary to clean it again when
doing DM, and all data inconsistencies have been solved.
Data extraction is the process of extracting data from the data
source database of application system to the target database.
Data extraction methods mainly include total extraction and
incremental extraction. (ere are two factors to consider
when choosing a mining algorithm. First, data with different

properties should use algorithms related to their character-
istics, and second, the user’s requirements for the discovery
results. If the discovered knowledge cannot meet the user’s
requirements, the whole discovery process needs to be
returned to the discovery stage, and data should be re-se-
lected, new data transformation methods should be adopted,
new DM parameter values should be set, or even another
mining algorithm should be changed. In addition, selecting
and analyzing data may be the most important part of DM,
even more important than algorithm selection. (e reason is
that DM is usually not driven by assumptions, but by data.
DM can receive data and discover new associations, instead
of selecting and testing variables in advance, so DM should
obtain as clean data as possible and perform data profiling
before trying any models. According to the requirements of
DM, we should check the spelling and errors of the extracted
data, check and fill the gaps in the data records, and convert
the data types, which is called preprocessing.

3.3. Innovative Model of Teacher HRM Based on Big Data
Analysis. With the enhancement of informatization in in-
stitution of higher learning, institution of higher learning
now have a relatively complete information management
system, and the basic data of human resource management
are sufficient, which can select, preprocess, and convert
human resources data and make data preparation for DM.
Considering the structure of specific human resources, this
article chooses the decision tree of classified knowledge
discovery as the DM method. A decision tree is a tree
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structure similar to a flowchart, in which each internal node
of the tree represents a test of an attribute, its branches
represent each result of the test, and each leaf node of the tree
represents a category. (e top node of the tree is the root
node. First, the data source is selected and the database is
established. In order to prevent the repetition of data and the
inconsistency of calling data, the data source is discretized
before calling data, and the specific data are converted into
unique letters or numbers. (e quality of research data, in
preparation for further analysis. And determine the type of
mining operation to be performed. Data cleaning refers to
the process of finding and correcting identifiable errors in
data files, including checking data consistency, dealing with
invalid values and missing values, etc. Generally, the prin-
ciple of data cleaning is the process of reducing the database
to eliminate duplicate attributes and converting the format
into an acceptable standard format. Establishing a corre-
spondence table between source data and processed data is
equivalent to establishing a mapping relationship between
them, which ensures that the change of one data will not
affect the other, thus realizing the independence of source
data and programs.

Assuming that the dataset S contains a set of s data
samples, the category attribute can take m different values,
corresponding to m different categories, namely:

Ci, i ∈ 1, 2, 3, . . . , m{ }. (1)

Assuming si is the number of samples in class Ci, the
amount of information required to classify a given data
object is

I s1, s2, . . . , sm(  � − 
m

i�1
pilog pi( , (2)

where pi is the probability that any data object belongs to
category Ci, which can be calculated by si/s. (e function of
log is based on 2, because in information theory, information
is encoded in bits.

Let an attribute A take v different a1, a2, . . . , av . (e set
can be divided into v subsets using the attribute A, namely

S1, S2, . . . , Sv , (3)

where Sj contains the data samples whose public attribute
value of S set is aj. If the attribute is selected as the test
attribute A, let sij be the number of samples of the attribute
Ci category in the subset Sj. (en the information entropy
required to divide the current sample set using attribute A

can be calculated as follows:
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Figure 2: DM architecture.
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E(A) � 
v

j�1

s1j + s2j + . . . + smj

s
I sij, . . . , smj , (4)

where s1j + s2j + . . . + smj/s is taken as the weight of the ith
subset. It is divided by the sum of the sample data of attribute
A taking aj in all subsets by the total number of samples in
the S set. (e smaller the E(A) calculation result, the better
the result of its subset division. Assuming that there are n

samples in the sample set, n data can be obtained for a
certain indicator k of the samples, namely

h1k
′ , h2k
′ , . . . , hnk

′ , (5)

where hnk
′ represents the data obtained by the ith sample for

the kth index. (eir average is calculated as

h
’
k

�
h1k
′ , h2k
′ , . . . , hnk

′( 

n
�
Σhik
′

n
, k � 1, 2, . . . , m. (6)

(e standard deviation of these raw data is as follows:

Sk �

������������


n
i�1 hik
′ − h′

k
 

n



. (7)

(e normalized value of each data is obtained by the
following formula:

hik
″ �

hik
′ − hk
′

Sk




. (8)

If the extreme value standardization formula of the
obtained standardized data hik

″ is not within the closed
interval of [0, 1], the following extreme value standardiza-
tion formula is used:

hik �
hik
″ − hmin k
″

hmax k
″ − hmin k

″
, (9)

where hmax k
″ and hmin k

″ represent the maximum and min-
imum values in h1k

″ , h2k
″ , . . . , hnk

″ , respectively.
DM technology can extract human resources data from a

variety of databases containing information about the
working conditions of the organization’s employees as well
as find connections and patterns among them, objectively
reflecting the organization’s talent pool. (e most frequent
set among the generated frequent sets is found and an al-
gorithm is used to determine whether the data have any
implicit relationships. Users or machines must evaluate the
patterns discovered during the DM stage. Any redundant or
irrelevant patterns are removed and returned to the previous
stage if the mode cannot meet the user’s needs. Re-selecting
data, implementing new data transformation methods,
adjusting parameter values, and so on are examples of such
tasks. In DM, data preparation is a critical step in the
knowledge discovery process, accounting for more than half
of the workload. It is necessary to preprocess data, especially
when DM is performed on data that contain noise, in-
completeness, or even inconsistency, in order to improve the
quality of DM and, ultimately, the quality of pattern
knowledge acquired by DM. (is article examines the

human resources system’s staff information database as well
as the staff assessment results database. It has a relational
database format, which sorts information attributes that are
thought to be closely related to assessment results into data
tables and deletes information attributes that are not. In
order to figure out a few key variables for the DM process,
the qualitative index attributes are calculated. (e primary
task of the implementation of the HRM plan of university
teachers is to equip the organization with personnel and
change the internal environment according to the re-
quirements of the organization and then to establish the post
responsibilities of all staff in each internal department.
(erefore, this article establishes the following subsystems:
(1) organization system, (2) incentive system, (3) commu-
nication system, (4) management relationship system and
guarantee system, and (5) evaluation system. According to
this HRM system, all subsystem plans and actions com-
plement each other.

When the state is determined in the human resource
scheduling of university teachers, the state transition
equation can be used to show the law of this state deduction:

xp+1 � Bp xp, wp xp  , p � 1, 2, . . . n. (10)

From the above equation, it is possible to further deduce
the indexes that help define the whole stage process and all
the back subprocesses. (e formula of the index is:

Qkn xp, wp, . . . , xn+1 , p � 1, 2 . . . n. (11)

According to the state transition equation and the for-
mula of the indicator function, in the actual scheduling of
human resources, the decision set xp can be determined by
the characteristics of the state variable xp and the decision
variable Wn(xn) itself, and then substituted into the state
transition of equation (10). Suppose a real-time computing
task requests R, then the sequence is

R � e
born
i , e

wait
i , e

dead
i , yi , (12)

where i represents the real-time task number waiting to be
executed, eborni represents the generation time of the real-
time task, and ewaiti represents the maximum waiting time
when the task is queued for execution. (is value is de-
termined by the number of institution of higher learning,
business volume, etc. Whereas edeadi stands for task deadline
and yi stands for the initial priority of the task. (e smaller
the value, the higher the initial priority of the task. When the
current time is assumed to be s, then the relative deadline ai

of the real-time task satisfies:

ai � e
dead
i − s. (13)

From this, it can be calculated that the relative deadline
ai of a real-time task will gradually decrease over time, which
means that its task priority will increase with time.

(e association rule generation module’s main task is to
extract strong association rules from frequently occurring
sets with the least amount of support and confidence. Be-
cause the association rules to bemined are strong association
rules, and because the rules are generated by frequent
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itemsets, each rule meets the minimum support degree
automatically, so generating association rules for frequent
itemsets only requires meeting the confidence level. (e
decision tree induction algorithm calculates each attribute’s
information gain and chooses the attribute with the highest
information gain as the test attribute of a given set, resulting
in the branch nodes. (e corresponding attributes are
marked on the generated nodes, and corresponding
branches of the decision tree are generated based on dif-
ferent values of this attribute, with each branch representing
a partitioned sample subset. (e generated selection tree can
be used to define a rule set. A rule set is made up of a number
of rules, each of which corresponds to a different path in the
selection tree, which represents a link chevalier. (e abstract
preprocessing, frequent set mining, algorithm execution,
and association rule generation processes are all intuitively
displayed on the page in this article via FLASH animation.
When that user enters the degree of trust and the degree of
support, the text expression that corresponds to the gen-
erated strong regular formula is displayed, making it easy for
the user to understand and analyze the relationship between
the attribute fields.

4. Result Analysis and Discussion

(is article studies the application of intelligent big data
analysis in college teachers’ human resource management,
mainly using DM to solve problems in human resource
management and innovating college teachers’ human re-
source model and decision-making model. In this article,
HRM is quoted from the market concept, and the man-
agement function of the HRM department in institution of
higher learning is given by the internal faculty of institution
of higher learning. In order to verify the feasibility of the
innovative model and decision-making model of human
resource management of university teachers designed and
constructed in this article, this chapter conducts simulation
experiments to test the performance of the model in all
aspects. First, the feature selection of the five-fold cross data
of the model in this article is carried out, and the experi-
mental results are shown in Table 1.

First of all, the data should be selected, all the internal
and external data information related to the HRM issues is
searched, the data suitable for DM applications are selected,
then the data are preprocessed, and, finally, the data are
converted into an analysis model.(is analysis model is built
for mining algorithm. (e purpose of using decision tree to
classify teachers’ resources is to dig out potential turnover
among teachers in the management office. (en, some
measures should be taken to retain some potential important
teachers, so as to reduce the losses of institution of higher
learning and form a stable group of teachers. To verify the
performance of this algorithm, three indexes, namely recall
rate, average absolute error, and F1 value, are selected for
testing, and the obtained result is compared with different

algorithms. (e result of the recall rate is shown in Figure 3.
(e mean square error comparison results are shown in
Figure 4. (e comparison results of F1 values are shown in
Figure 5.

As can be seen from the data in Figure 3, the recall rate of
this algorithm has certain advantages in comparison of the
recall rates of different algorithms. Its recall rate is better. As
can be seen from the data in Figure 4, with the increase of
iteration index, the error of each algorithm becomes smaller
and smaller. However, the error of this algorithm decreases
faster and its error value is lower. From the data in Figure 5,
it can be seen that the F1 value of this method is always at a
high level in the comparison of F1 values of different al-
gorithms. Generally speaking, the performance of this al-
gorithm is better. It has certain accuracy and reliability.

In order tomake the algorithm in this article more in line
with the needs of human resource management of university
teachers in the current era, we should give full consideration
to innovating the scheduling decision algorithm of the
platform and summarize the advantages and disadvantages
of the algorithms that have been put into application before.
Comparing the running time of different algorithms, the
results are shown in Figure 6.

It can be seen that compared with the traditional al-
gorithm, the decision algorithm proposed in this article can
effectively shorten the time required to fuse and calculate the
stage task data. Its operation performance and fusion effect
are superior. Performance appraisal is an important task of
HRM in institution of higher learning. Other work of HRM
needs to be completed based on the results of performance
appraisal.(erefore, the use of quantitative analysis methods
to evaluate the performance appraisal system is of great
significance for the effective implementation of performance
appraisal. (is article analyzes from two aspects: the cor-
relation analysis between the assessment index variables, and
the correlation analysis between the original index variables
and the assessment index variables. Table 2 shows the
teacher metrics chosen in this article.

In order to verify the feasibility of the innovative model
and decision-making model of teacher human resource
management constructed in this article, we make an ex-
perimental analysis of the decision-making accuracy of this
model. (e results obtained are compared with other
models. (e decision accuracy of different models is shown
in Figure 7.

Table 1: Feature subset selected by quintuple cross data.

Dataset Feature subset
Train1 4, 6, 8, 9, 11, 13, 15, 21, 26, 28
Train2 5, 6, 8, 9, 11, 13, 15, 18, 26, 28
Train3 4, 5, 6, 8, 9, 11, 13, 15, 26, 28
Train4 4, 6, 8, 9, 11, 13, 15, 16, 19, 26, 28
Train5 4, 5, 6, 8, 9, 11, 13, 15, 26, 28
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Figure 3: Recall results of different algorithms.
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Figure 4: Comparison of mean square error of different algorithms.
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According to the data analysis in the figure, compared
with the other two decision-making models, the decision-
making accuracy of the teacher HRM decision-making
model in this article is the highest. It has certain decision-
making effectiveness and accuracy. In this chapter, several
simulation experiments were conducted to verify the per-
formance of the innovative model and decision-making

model of university teachers’ human resource management
based on intelligent big data. Experimental results show that
the accuracy of the system can reach 95.68%, which is about
10.02% higher than other systems. From the test results, this
system performs well, is feasible, and has excellent sys-
tematic performance.

5. Conclusions

Human resources, in comparison to other economic re-
sources, have a distinct purpose, subjective initiative, and
unique creativity. Traditional human resource management
modes and information acquisition methods limit the de-
velopment of human resource management in higher ed-
ucation institutions. In light of the growing drawbacks of
traditional HRM, this article investigates various issues in
HRM in higher education institutions using intelligent big
data analysis technology and related HRM and DM theories.
(is article develops and implements an innovative mode
and decision-making model for university teachers’ human
resource management. (is system employs DM technology
to analyze and process existing data and forecast future
events and provide decision-making support. (e outcome
of the experiment is in line with the hypothesis. (is model
has a decision-making accuracy of 95.68%, which is 10.02%
higher than other systems. (is system can significantly
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Figure 6: Time-consuming running of different algorithms.

Table 2: Selected teacher indicators.

Program Knowledge level Teaching skills Teaching quality Teaching effect
Teacher 1 4 3 3 3
Teacher 2 2 3.5 5 2
Teacher 3 3 3 5 4
Teacher 4 5 4 4 4
Teacher 5 4 4 3 3
Teacher 6 6 3 3 3
Teacher 7 5 3.5 2 2
Teacher 8 4 2 3 2
Teacher 9 5 2.5 4 3
Teacher 10 3 4 5 4
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Figure 7: Decision accuracy results of different models.
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reduce the workload of intelligent scheduling of university
teachers’ human resources based on big data analysis as well
as the time it takes to fuse and calculate stage task data. It is
feasible and practicable in some ways. (is research has
yielded some results, but due to my limited knowledge and
research time, there are still some areas that could be im-
proved. (e model structure will be improved in future
work, as will the model performance, and a quantitative
analysis scheme will be proposed to solve the HRMproblems
of university teachers.
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�e factors that in�uence how people play mobile games have been studied from a variety of perspectives in the wireless
broadband environment. �e original data in the background of the game, such as user operation records, consumption records,
and social behavior records, are converted into user attributes, user tags are generated, and data sets are constructed in this study,
which primarily uses data mining technology to study user behavior and form user portraits. By incorporating the similarity of
players’ subspace interests into the CFR (collaborative �ltering recommendation) algorithm, a personalized game recom-
mendation model, as well as the relationship management level of mobile game players, is created. �e �nal fusion model’s ROC-
AUC value is 0.921, which has a percentile enhancement e�ect, according to the results. �e �ndings show that using a per-
sonalized game recommendation model can help to improve the scalability of the CFR algorithm and the impact of data scarcity
on the quality of mobile games recommended by players.

1. Introduction

People are increasingly using mobile devices as smartphones
become more a�ordable and mobile data networks improve.
Mobile games are a popular leisure activity due to their
convenience, portability, and low cost. In the domestic game
market, the rate of growth of game users has slowed, and users
are showing signs of saturation. �e cost of acquiring tra�c
for game companies is continuing to rise against the backdrop
of wireless broadband, but the resulting increase in revenue is
unlikely to be proportional. �e popularity of smartphones,
combined with the ongoing enrichment of mobile game
content, has greatly increased users’ interest in and experience
with mobile games. Mobile games will become a high-growth
business sector of the mobile Internet in the future. Mea-
suring and evaluating the quality of the user experience are
critical. Displaying abstract user experience in a user-friendly
manner can directly re�ect the bene�ts and drawbacks of
products, which is useful for product improvement.

With the development of wireless broadband, the scale of
mobile Internet is constantly expanding, and the users of
mobile game industry are growing rapidly. Ma et al. proposed

that the experience economy is being separated from the
service economy to provide users with unique experiences.
Experience transcends service because it realizes users’ self-
realization and is free [1]. Brand et al. put forward three
quanti�cation methods, namely behavior-centered quanti�-
cation method, experience-centered quanti�cation method,
and task-centered quanti�cation method [2]. Narudin et al.
put forward that user experience is the user’s experience of
brand information, functionality, information availability,
and content [3]. Yamamoto proposed that the user experience
should include the environment used, the user’s perception,
and expectation [4]. Jeon et al. expounded the development
status of mobile games [5], analyzed the characteristics of
mobile games, such as portability, diversi�ed game modes,
and rich social interaction, and looked forward to the future
development of mobile games. �e loss of users can be di-
vided into two situations: one is the lost users, who completely
stop trading with the enterprise; the other is potential churn
users, who tend to churn but are not completely cut o� from
the enterprise, but their purchase frequency has decreased,
and they will go to their competitors to buy similar products
or services.
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Mobile games combine the benefits of mobile Internet
with game entertainment. +is study examines users’ will-
ingness to play mobile games and the factors that influence
their willingness to play mobile games from the user’s
perspective using empirical research. A general model of
mobile game users’ willingness to use is constructed through
literature reading and summarization, in combination with
the technology acceptancemodel, opinion leader theory, and
related theories, and combined with innovation and com-
munication. Not only will this allow mobile game manu-
facturers and other content providers to improve their
products on a continuous basis, but it will also encourage
game operators, game platforms, and other service providers
in the game industry chain to do so. More importantly, they
have improved the game industry’s service level and pro-
moted the industry’s development and progress. Innova-
tions in research are as follows: (1) the factors influencing the
variables are further explored, and a general model of mobile
game users’ willingness to use is established, by combining
innovative variables such as endogenous value, perceived
compatibility, and perceived ease of use. (2) +is study
divides the item set into several subspaces based on fuzzy
clustering based on player behavior situation, considers the
proportion of players’ common game scores in each scoring
scale, and introduces the similarity of players’ interest dif-
ferences in subspaces to improve the calculation of player
similarity.

+e organizational structure of this study is as follows:
the first section introduces the research background and
significance and then introduces the main work of this study.
+e second section mainly introduces the related technol-
ogies of user behavior analysis. +e third section puts for-
ward the specific methods and implementation of this
research. +e fourth section verifies the superiority and
feasibility of this research model. +e fifth section is the
summary of the full text.

2. Related Work

2.1. Research on Mobile Games. +e mobile game industry
began to develop rapidly, and the number of users increased
exponentially. Many mobile game manufacturers have
emerged, and mobile games are gradually showing their
charm. +e entertainment, convenience, and universality of
mobile games are more in line with the tastes of fashion
people. +ere are three main reasons behind the rapid de-
velopment of mobile games [6]: first, the rapid development
of wireless broadband and hardware technology [7] has
provided a good technical guarantee for the upgrading of
mobile games, which has strongly stimulated the market
demand; secondly, with the development of economy, the
pressure of life is increasing, and the lifetime is becoming
more and more fragmented. Mobile games can better fill the
fragmented time and bring people psychological relaxation.
+ird, compared with traditional PC games, mobile games
have the advantages of high investment, high return rate,
short capital return cycle, and more attractive investment.

Fu et al.’s research shows that the cultural industry, as an
important part of China’s national economy, has made great

progress in the past 40 years of reform and opening-up, with
its overall scale greatly expanded, high growth rate, strong
stages, and large increase of market players [8]. Duarte
et al.’s research also shows that with the help of wireless
broadband, a large number of new cultural industries,
represented by the electronic economy, have begun to grow
and develop, putting forward new requirements for national
supervision and policy-making [9]. Liu et al. focused on the
deep-seated reasons behind the intellectual property fever of
mobile games and discussed the formation law and deriv-
ative ability of high-quality intellectual property [10]. Bell
pointed out that emotional experience captures the psy-
chology of consumers and makes them deeply impressed by
the new products they come into contact with and dominate
their own behavior [11]. Li and Bhanu put forward the first
game evaluation method, referring to the usability evalua-
tion method and the practical experience of game devel-
opment companies, and divided the game design into three
dimensions: game interface, game mechanism, and game-
play [12]. Takano et al. proposed that the game design is
based on the user’s interactive experience and the game
should include immersion, pleasure, operability, and re-
peated playability [13]. Yang et al. applied immersion theory
to the study of intention to use, and it proved to be effective.
With the deepening of research, new theories will be in-
troduced continuously, but the research has never been
separated from users [14].

2.2. Research onUser Behavior Analysis. User preference can
be simply understood as the degree, to which a user prefers
one thing to another. It is a subjective psychological ten-
dency of users and belongs to the category of psychology.
+is research has penetrated into the fields of economics and
computer science. Li et al. pointed out that user preferences
can be simply summarized into two categories: individual
preferences and situational preferences. +e user’s prefer-
ence model is quantitatively constructed by assigning a
certain value to each candidate by using the function [15]. Ye
et al. use ontology knowledge to build a complex user
preference model based on user text description information
[16]. Nowadays, the widely used personalized service system
uses the statistical learning method to model user
preferences.

For games with a large number of users and complex
data attributes, especially online games, data extraction, and
utilization are very important. It is a set of behaviors derived
from users’ psychology. Only through the user’s psychology,
we can better predict the content of the game mechanism to
meet the internal needs and desires, so as to create a suc-
cessful game. Zhang et al. used a clustering algorithm to
segment customers and a genetic algorithm to optimize
variables, so as to build a customer lifetime value seg-
mentation model [17]. Sarker et al. respectively selected
customer segmentation variables and adjusted variable
weights through group decision-making and analytic hier-
archy process and then used clustering technology to seg-
ment customers of a rubber product manufacturer [18].
Teng and Khong first reduced the dimension of variables,
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then subdivided four kinds of customers by clustering
method, and analyzed the customer characteristics of dif-
ferent subdivided types by the DT (decision tree) method
[19]. Zhang et al. used the Bayesian method to calculate the
category preference of situational users, and based on
context awareness, adopted CFR (collaborative filtering
recommendation) algorithm to recommend personalized
information to users [20].

3. Methodology

3.1. Research on Mobile Game Users’ Preference. Mobile
games are mainly provided by mobile devices such as
smartphones and tablets. In mobile games, there is no cost to
produce virtual goods, so themore virtual goods players buy,
the more profits operators will make [3]. In this study, the
perceived usefulness of mobile games is defined as the de-
gree, to which users can enhance the game experience by
purchasing virtual goods and other consumer behaviors.+e
quality of service experience is influenced by many factors,
such as personal background, environment, and product
itself. Different people will have different judgments on the
same product.+e quantitative evaluation of user experience
can better evaluate the service quality of products, and the
evaluation results can also be used to improve products.

Game factors include system quality, service quality,
game design, and brand image. +e quality of the game
system represents the stability, usability, and other factors of
the game system, which is the key factor to ensure the
normal experience of users when using the game. Service
quality can guarantee users’ use and ensure users feel
comfortable and happy in the process of game experience;
the performance of skill and effort games depends on the
player’s physical and mental state and subjective will at that
time, while luck itself is the biggest uncertainty in theory,
which may or may not have a certain probability. However,
in game design, events are often regarded as a set with a
specific probability, and the most interesting thing is the
difficulty of the task. Mobile games are entertainment value-
added services with the purpose of entertainment. People’s
increasing work, life pressure, and “fragmentation” time
increase the demand for entertainment and leisure, so this
study puts forward the variable of perceived entertainment.

User preferences do not remain constant over time; they
evolve and change. +e preferences of users will emerge,
develop, and fade over time. It has qualities of immediacy,
randomness, and spontaneity, is easily influenced by the
user’s situation, is elicited by the attraction of the charac-
teristics of things themselves, and is a type of instantaneous
feeling. People are gradually realizing that the quality of
personalized service is dependent not only on algorithmic
development and improvement but also on the quality of
user preference models, which has become a research
hotspot and direction. +e reasonable acquisition and
analysis of user data are the main focus of the user demand
analysis of mobile games based on problem situations. +e
personas are modeled using the interview content, and
typical users with common characteristics are created, such
as goals and behavioral characteristics. +e scenario scripts

are created according to modeling roles, so as to easily
extract and analyze user requirements.+e specific process is
shown in Figure 1.

If the m-dimensional data set is X, the cluster is divided
into k clusters w1, . . . , wk, and their centroids are c1, . . . , ck;
then,

ci �
1
n


x∈wi

x. (1)

Among them, the number of data points in cluster wi is
denoted as i and the number of objects in data set X is
denoted as n.

In the above iteration process, the square error criterion
is adopted to judge whether the iteration is finished or not, as
shown in the following formula:

E � 
k

i


p∈ci

p − ci



2
, (2)

where p is a point in space, representing a given object.
+is study simply divides user preferences into positive

preferences and negative preferences. At this point, the
problem of user preference extraction can be simply un-
derstood as a common binary classification problem in
machine learning. +e SVM (support vector machine) al-
gorithm has a good classification effect when the number of
samples is small. Based on the kernel function technique, it
can handle nonlinear separable problems well, has strong
generalization ability, and can handle high-dimensional data
well. XGBoost, like DT, draws on the idea of boosting al-
gorithm. +e former has made some improvements on the
latter algorithm, and its performance is better. +e overall
principle of the algorithm is shown in Figure 2.

SVM, RF (random forest), DT, and XGBoost are selected
as the basic user preference extraction models. Based on the
parameter optimization of single-model user preference
extraction methods, the stacking integrated learning
framework is used to model the extraction of individual user
preferences fusion. +e weights of single-model user pref-
erence extraction models are obtained through the training
of logistic regression method, and the final user preference
extraction method is obtained according to the combination
of weights.

Logistic regression is a classification model [18], which is
expressed by conditional probability P(Y|X) and formalized
as a parameterized logistic distribution.+e value of random
variable X is a real number; that is, the user preference
characteristics extracted from each single model, and the
value of random variable Y is 1 or 0, that is, the positive and
negative preferences of users.

Binomial logistic regression is the following conditional
probability distribution:

P(Y � 1|X) �
exp(w · x + b)

1 + exp(w · x + b)
, (3)

P(Y � 0|X) �
1

1 + exp(w · x + b)
. (4)
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By comparing the two conditional probabilities of users’
positive and negative preferences, it classifies users’ pref-
erences into the one with higher probability. It can be ob-
tained from the above two formulas:

log
P(Y � 1 | X)

1 − P(Y � 1|X)
� w · x + b. (5)

+at is to say, in the logistic regression model, the
logarithmic probability of positive preference of output Y �

1 users is a linear function of input x. +e closer the obtained
linear function value is to positive infinity, the closer its
probability value is to linear function value, the closer it is to
negative infinity, and the closer it is to zero.

We set the probability of user loss leave � T as p and the
probability of nonloss as q, and then the probability of user
loss is α times higher than that of nonloss under different
behaviors, which is OR in logistic regression:

log it(p) � log(o dd s) � log
p

q
 . (6)

+e log here is equivalent to ln at the base of e. Logistic
regression is actually an ordinary regression process using
logical functions, so

log it(p) � log(o dd s) � log
p

q
  � a + bX, (7)

X is a variable, b is a coefficient, and p is the probability of
Class � true, which means the coefficient of logistic re-
gression is defined in terms of log
(odds)interm of log(o dd s) [14].

3.2. Construction of Personalized Recommendation Model for
Mobile Games. +e utility derived from the perceived
quality and expected performance of mobile game services is
known as quality. +e ability to play games on the go is a key
feature of mobile game services. It means that users can play
mobile games at any time and have complete control over
the amount of time they spend playing [4]. Many gamers use
video games as a time-consuming stress reliever. +is means
that the convenience of mobile games as a form of enter-
tainment that is not constrained by time or space has a
significant impact on player usage. +e difficulty and
complexity of users will increase as each link in the process

becomes more complex. As a result, in order to measure the
perception of global users, this study combines many
practical features of the mobile game business in its analysis
of perception and usability.

Quality of the system, information, service, game con-
tent design, brand image, and other factors all have an
impact on game users’ participation behavior. Satisfaction is
a user’s assessment of a product or service’s ability to meet
their own needs, and it has a positive impact on consumers’
purchase intent. Opinion leaders are now inextricably linked
to mobile game online marketing. +e choices of friends
around them will be influenced by the opinions of a group of
leaders who are willing to try and spread new games. We can
find the influence of opinion leaders in the field of games and
the radiation of people through the investigation. In the
investigation of this study, enabling factors are expanded
into social driving factors according to individual wishes and
purposes, such as the promotion of games and a series of
marketing strategies adopted by operators. Formobile value-
added services, enabling factors are an important means to
transform potential users into actual users. Rich data in-
sights can bring higher dimensional data features. When the
amount of data is large enough, even if a relatively simple
algorithm is selected, better performance can be obtained. In
addition, entertainment is the main purpose for users to use
mobile games. +e greater the entertainment of mobile
games, the easier it is to achieve its purpose. +erefore, this
study believes that perceived entertainment affects perceived
usefulness. +e research model of this work is put forward,
as shown in Figure 3.

Because these behavioral context attributes of mobile
gamers have a certain correlation, this study uses the
transitive closure grouping method based on fuzzy equiv-
alence relation to group players. In this study, the ratio of the
difference between the number of clusters before and after
and the difference between the two clustering thresholds is
used as an index to evaluate the clustering quality. +e index
for evaluating the clustering quality is shown in the following
formula:

Δδi �
Ki − Ki+1

λi − λi+1
, (8)

Ki represents the number of clusters for the ith time and λi is
the clustering threshold for the ith time. When the threshold
value of the jth clustering is the maximum value of all
clusters and the ratio is the minimum value of all clusters, as
shown in the following formula, λj is the best threshold
value:

λj � max λi( 

Δδj � min δi( .

⎧⎨

⎩ (9)

+is work thinks that the evaluation of the surprise
degree of recommendation system should be based on the
similarity with users’ long-term preferences and the quality
of the game itself. As time goes by, preferences are gradually
forgotten, and users tend to get a higher degree of surprise.
Surprise evaluation of the recommendation results of the
whole recommendation system can be expressed as follows:

User analysis

Interview 
scheme

User selection Interview 
implementation Role model

User experience 
process

Figure 1: User experience process of mobile game.
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Stop−K �
1
K



K

k�1
Si,K, (10)

where K represents the length of the whole recommendation
list.

+e main process of personalized game recommenda-
tion for mobile gamers is as follows:

(1) Audit the sample, select the sample player that meets
the requirements, eliminate the users with missing or
abnormal attribute values, and finally determine the
sample users.

(2) Calculate the player’s interest and fill it into the
scoring matrix.

(3) +e behavior and situational factors of mobile
gamers are eliminated, and the original data format
is clustered by transitive closure based on fuzzy
equivalence relation.

(4) In these subspaces, the player game score matrix of
the category of the target player is generated. +en,
through the improved subspace player similarity

calculation formula, the similarity between the target
player and all players in the same class is obtained.

(5) Get the final player’s predicted score value for the
unrated game, and recommend the top N games
with the highest score to the target player.

+e personalized game recommendation process is
shown in Figure 4.

4. Experiment and Results

+e mobile game user acceptance model studied in this
study has six variables, namely, convenience, ease of use,
perceived pleasure, social needs, attitude, and willingness to
use. +rough the relevant statistical analysis of each model
variable, the test results of mobile gamers’ acceptance
model of combined samples are obtained, as listed in
Table 1.

H1–H5, respectively, indicate that convenience has a
positive impact on the attitude of using mobile games; ease-
of-use has a positive impact on the attitude of using mobile
games; perceived fun has a positive impact on the attitude of
using mobile games; social needs have a positive impact on
the willingness to use mobile games.

As can be seen from Table 1, the P value of convenience
reaches a significant level of 0.001, and the path coefficient is
0.263, indicating that convenience has a significant positive
impact on the attitude of mobile gamers. When players
choose mobile games, the convenience of mobile games
improves their attitude towards mobile games. +e P value
of social demand reached a significant level of 0.05, and the
path coefficient was 0.136, indicating that social demand can
have a significant positive impact on mobile gamers’ will-
ingness to use. When players choose mobile games, mobile
games that meet their social needs will increase their will-
ingness to use mobile games. In the test results, ease of use
has a significant negative impact on players’ attitudes, but
the coefficient is relatively small and the degree of impact is
not high.

In this study, SPSS statistical software is used to analyze
180 sample data and 25 categories of mobile game user
experience. For KMO and Bartlett tests, the value of KMO
test is 0.933, indicating that it is very suitable for factor
analysis, while the significance of Bartlett test is 0.000,

Primary data Target data

Characteristic 
engineering

Single model 
training

SVM

RF

XGBoost

Preference 
syndrome

Preference 
syndrome

Preference 
syndrome

Preference 
syndrome

DT

Logistic regression

User preference

Pretreatment

Model training

M
od
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 fu

sio
n

Figure 2: Principle block diagram of the user preference extraction algorithm based on multimodel fusion.
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Figure 3: Model of influencing factors of mobile game use
intention.
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which has reached a significant level, indicating that the
data come from a normal distribution and can be further
analyzed. +e result of rotating the component array is
shown in Figure 5.

It can be seen that the effect of extracting the main
factors is that the characteristic value of the first factor is
particularly high, which contributes more to the interpre-
tation of the original variables, and the factors that tend to be
flat can be eliminated. Among the above assumptions, this
study assumes that perceived compatibility, perceived mo-
bility, subjective norms, enabling factors, perceived use-
fulness, perceived ease of use, and perceived entertainment
have a positive impact on intention to use, while perceived
cost has a negative impact on intention to use. +e relevant
analysis results are listed in Table 2.

Perceived compatibility, perceived mobility, subjec-
tive norms, causes, perceived usefulness, perceived ease
of use, perceived entertainment, and perceived cost are all
significantly positively correlated with the intention to
use. +e original hypothesis is accepted because it is
negatively related to the clear intention of use. When
making predictions, most students will generate a con-
tinuous truth value or probability value for the test
sample and compare it to a given threshold. It is con-
sidered a positive example if the value exceeds the
threshold; it is considered a negative example if the value
falls below the threshold. Generally, the generalization
performance of the classifier is measured by the area
under the ROC (receiver operating characteristic) curve,
namely, AUC (area under the curve). In this study, ROC-
AUC is used as a standard to evaluate the experimental
performance, as shown in Figure 6.

Among them, the user preference extraction results of
SVM, RF, XGBoost, and DT in the ROC-AUC evaluation
index are 0.501, 0.663, 0.724, and 0.799, respectively. After
the stacked models are fused, the ROC-AUC value of the
final fused model is 0.921, which has a percentile en-
hancement effect. In order to further explain the calculation
formula of surprise score and its specific meaning and ex-
plore the influence of game quality and game similarity and
user preference on the surprise score of recommendation
system, the following two cases will be discussed. +ere are 4
games and 5 users in the item rating array, and the default
values are filled with hyphens. In order to express the data
more intuitively, we plot the data on a line chart, as shown in
Figure 7.

It can be seen from Figure 7 that game 1 and game 2 have
been scored by user 5, and these scores represent the user’s
long-term preference information, while game 3 and game 4
have not been scored by user 5. We can not only get the
user’s preference information but also get the preference
similarity information by looking at the trend of the graph. If
the line charts of two games have roughly the same trend,
then they are similar. +at is, the average score of game 4 is
higher than that of game 3, which means that the quality of
game 4 is higher than that of game 3. +is is because when
the 3rd and 4th games are the same as the long-term distance
of the user 5, game 4 has a higher quality.+is case illustrates
the importance of game quality in surprise calculation.

To solve the problem that players are “different” due to
data sparseness and alleviate the influence of data sparseness
on recommendation quality, an improved subspace player
similarity calculation method is proposed, which introduces
the interest of players in subspace. +e improved player
similarity calculation method is compared with the tradi-
tional method in two different data sparseness. In terms of
setting experimental parameters, the balance weight in the
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Figure 4: Personalized recommendation process of mobile games.

Table 1: Hypothesis test result.

Hypothesis Standardized path coefficient Test result
H1 0.263 Support
H2 −0.096 Refuse
H3 0.913 Support
H4 0.245 Support
H5 0.136 Support
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Figure 5: Rotating component matrix.
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new method of calculating player similarity is 0.8, and the
weight of each subspace is equal. +e number of adjacent
players is selected from 10 to 70, and the recommended
number of games is 15. +e experimental results are shown
in Figures 8 and 9, respectively.

+e new method combining the interest differences in
player subspace is slightly better than the traditional method
in the 80% training set. With the scarcity of data, the dif-
ference of F1 index level between the two methods is in-
creasing. Under the training set of 20%, the level difference
of F1 indicators produced by the two methods is more
obvious. +erefore, a new method of calculating players’
similarity by introducing interest differences into subspace
can improve the influence of sparse data on CFR quality to
some extent by overcoming the problem of “similarity
mismatch.”

+rough empirical research, it is found that the variable
that has the greatest influence on the willingness to use
mobile games is the perceived entertainment of games, and
entertainment is the highest value attraction point for users
to choose to use mobile games. Perceived compatibility,
interactivity, and perceived mobility significantly affect the
intention of perceived entertainment use. Mobile games
should fully consider the different needs of segmented users
and design game content according to the entertainment
habits and value demands of segmented customer groups.
With the accelerated pace of life, people’s entertainment
time is becoming more and more fragmented, and the
demand for light mobile games is increasing. +erefore,
game development can balance the two values of enter-
tainment and lightweight and carry out the effective content
design.

In the innovation and dissemination of mobile games,
light gamers (casual gamers) have less recommendation,
less communication, low self-confidence, and their game
choices are easily influenced by others, and social channels
are easy to reach. Excellent players have rich game ex-
periences, and their game preferences are more consistent

Table 2: Correlation statistics.

Variable Intention to use Sig.
Perceptual compatibility 0.566 0.000
Perceptual mobility 0.347 0.000
Subjective norm 0.511 0.000
Contributing factors 0.286 0.000
Perceived ease of use 0.589 0.000
Perceptual entertainment 0.663 0.000
Perceived cost −0.184 0.001
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in different types of games. Perceived usability and per-
ceived compatibility have limited influence on the reasons
why mobile gamers use games, and they are variables that
have no significant influence. It shows that the measure-
ment of the above influencing factors is not applicable to
mobile games, and mobile game manufacturers need to
make other attempts and think about mode planning and
promotion.

From the conclusion of the study, it can be found that for
mobile game consumers in most areas, whether the game can
bring fun or not is the main factor that everyone pays at-
tention to, so it still needs a lot of investment in the future
game design. Specifically, mobile games can establish a game
community belonging to players in various ways and guide
and encourage players to strengthen communication in the
community by means of information dissemination, personal
status display, and game sharing, so as to gather players with
the same preferences. +e player’s recognition and depen-
dence on the game are enhanced, and the player’s sense of
identity and participation are enhanced through self-display.
At the same time, taking some skillful and complicated op-
erations as the internal design of game level upgrading can
not only meet the general users’ game experience needs but
also produce natural player level differentiation in the game
and meet the users’ achievement needs.

5. Conclusions

In the wireless broadband environment, this research di-
vides the game factors into three main factors: game design,
path dependence, and comparative advantage. Using sce-
nario-based theoretical sampling method to conduct in-
terviews, create task models, and scenario scripts, users’
needs are analyzed, and preliminary analysis materials are
collected. In the process of applying CFR, it is necessary to
flexibly adjust the appropriate similarity weight according to
the scarcity of data, so as to achieve the best recommen-
dation quality of the algorithm. Experiments show that the
new method of calculating the similarity of subspace players
can improve the robustness of the algorithm in the case of
sparse data, thus improving the impact of sparse data on the
performance of the algorithm. In the future, there will be a
large number of small models in the game operation, which
are more likely to directly become a part of the game,
bringing a better game experience to the end users and a
long-term beneficial impact on the future development of
the game field.
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Individualized instruction is a type of educational principle. On the one hand, it necessitates the creation of individualized
teaching resources, courses, and methods. Students, on the other hand, require a high level of autonomy and the ability to make
personalized plans based on their own cognitive characteristics and needs. .e big data (BD) era opens up new possibilities for IE
(ideological education) work in universities, but it also poses some challenges. IE development will be greatly aided by recognizing
opportunities to meet challenges and optimizing and integrating PL (political lesson) resources. .e LNN (Lagrange neural
network) model has been established. .e simulation results show that the LNN network can converge to the optimal solution
quickly and effectively and then reconstruct sparse signals. Individualized college PL instruction using LNN and BD technology
helps students communicate more effectively and improves the pertinence, immediacy, and positivity of IE.

1. Introduction

Massive data provide great value for people. Contemporary
young students can be said to grow up together with the
Internet [1, 2], so contemporary youth can be described as real
participants and pioneers. .e corresponding BD (big data)
[3–5] era also has a profound impact on the education of
universities. BD has brought profound changes to all fields.
Faced with the great transformation power of BD, ideological
teachers’ way of thinking is bound to change, actively adapt to
the requirements of the BD era, keep up with the times to the
greatest extent, and make rational use of its advantages and
characteristics to improve teaching effect.

Many large-capacity data sets are obtained from many
large-scale data sets through intelligent statistical measures
[6], and BD capacity exceeds traditional data storage ca-
pacity. Large capacity, fast processing speed, high total value,
and diverse data types are all characteristics of BD [7]. .e
research on PL (political lesson) teaching mode innovation
is also slightly involved, but the research results on BD’s
influence on college PL practice teaching are almost blank
[8, 9]. As a result, when developing university PL

personalization with a BD background, we must fully grasp
BD’s development opportunity, fully comprehend and grasp
the theoretical hotspots and academic frontiers of college
students’ IE (ideological education) personalization by BD,
and perfectly connect academic research results with actual
teaching [10]. Universities’ ideological staffs should focus on
overcoming the dilemma of BD personalized teaching in the
BD era, actively creating a variety of personalized teaching
conditions.

.e construction of teaching systems in research uni-
versities has given the teaching quality standard a new
meaning and orientation. We should not only reflect the
teaching quality standards of research universities in the index
system of teaching evaluation but also reflect the teaching
ideas of research education through the corresponding
evaluation models, methods, and operating mechanisms
when assessing classroom teaching quality. Finding new ways
to do things has become a top priority. .is paper examines
the challenges faced by ideological network teaching re-
sources and proposes optimization and integration methods
to improve the teaching effect of ideological network teaching,
based on the connotation and characteristics of BD.
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2. Related Work

Literature [11] pointed out that the development of fresh-
men’s online teaching should give priority to solving the
problems of standardization and process, improving the
platform of online education and teaching, and realizing the
guarantee of infrastructure. Literature [12, 13] points out that
with the popularization of online education and teaching in
all parts of the country, many problems faced by online
education and teaching are gradually exposed. Literature
[14, 15] optimizes the current teaching mode by the BD
method, provides teachers with information about students’
learning behaviors and learning ways, and helps teachers
understand the areas that students are good at and interested
in. Literature [16] makes a preliminary study on personalized
teaching and makes a superficial analysis of the influence of
teachers’ personalities and other factors on cultivating stu-
dents from the perspective of establishing personalized
consciousness and concept. Literature [17] studies the de-
velopment process of personalized teaching from the per-
spective of teachers and puts forward that personalized
teaching means that teachers fully integrate their own
knowledge, experience, personality, and other factors with
teaching activities to form a kind of teaching with unique
style, stability, and personal characteristics of teachers.
Literature [18] analyzes the personalized teaching mode by
using the role theory and points out the premise guarantee
and countermeasures of personalized teaching in combi-
nation with the opportunities and challenges faced by
personalized teaching, so as to promote the teaching re-
form. Literature [19] holds that a personalized teaching
classroom should be characterized by selectivity, daily life,
and democracy, in which selectivity is the basic feature of
personalized teaching, returning to students’ life world is
the essence of personalized teaching, and democracy is the
premise and guarantee of personalized teaching.

In literature [20], a single-layer feedback neural net-
work based on projection operation is proposed to solve
the nonsmooth optimization problem with different ob-
jective functions. Literature [21, 22] puts forward a new
type of neural network to solve general nonlinear pro-
gramming problems. Literature [23] proposed a new type
of neural network, LNN (Lagrange neural network), to
solve nonlinear programming problems. Literature [24]
studies the stability and convergence time of LNN in
solving optimization problems. However, the objective
functions of the optimization problems they solve are only
smooth functions, so it is necessary to extend the appli-
cation and research of this kind of neural network to
nonsmooth optimization problems.

To summarize, online learning is attracting an increasing
number of students due to its time and space flexibility as
well as significant cost savings. With the rise of fragmented
learning, customized and personalized online teaching based
on BD has become the online teaching platform’s devel-
opment trend, providing a large number of potential users
for BD in the development of online teaching, and the
combination of BD and online teaching also has promising
practices and research prospects.

3. Research Method

3.1. Personalized Instructional Design Based on BD.
Personalized teaching is becoming a hot topic in China’s
educational circles as they try to reform the curriculum and
change teaching methods. Because students differ in cog-
nitive ability, cognitive level, and personality, educators
should integrate students’ personalities and teaching ac-
tivities, put people first, begin teaching with students’ needs,
respect students’ personalities, and use personalized
teaching. Personalized teaching is a type of teaching idea that
has three meanings: first, personalized teaching emphasizes
the diversification of teaching, and teaching materials,
teaching resources, teaching forms, and teaching methods
should be rich and colorful; second, personalized teaching is
learner-centered, values learners’ subjectivity, respects stu-
dents’ individual differences, and meets students’ diverse
needs; and third, personalized teaching is learner-centered,
attaches importance to learners’ subjectivity, respects stu-
dents’ individual differences, and meets students’ diverse
needs.

.e data of a learner’s entire learning process can be
recorded using BD technology. Knowledge points are
assigned to every topic and data collected in tests, assign-
ments, and exams. Encourage students to study more ef-
fectively and improve the quality of their learning. Various
text and video resources can also be pushed to learners to
help them internalize and absorb knowledge points. Stu-
dents’ learning motivation and interest are stimulated, and
students’ innovative, problem-solving, and practical abilities
are developed. .e implementation process is shown in
Figure 1.

.rough digital analysis to build a data model and use
this resource to get students’ psychological feelings during
this period. For students who behave abnormally, find the
source of the problem through data analysis and guide the
wrong ideas in time.

At the same time, abundant IE resources and various
forms of IE models provide students with a comprehensive
platform for learning, which can satisfy students’ personality
styles and learning initiatives. .erefore, study in an online
classroom or use WeChat to brainstorm and learn. In short,
college PL teachers should comply with the development
requirements of the BD era, further use BD to find favorable
resources and information to master the IE initiative, and
enrich and adjust teaching content with dynamic data.
Before entering the course, connect and arrange the learning
contents according to the key points and subkey points; at
the same time, arrange your own learning time, which time
period to learn what content, and when to conduct self-
evaluation; and constantly revise your personal plan in
combination with teachers’ teaching.

On the one hand, independent assessment has no
bearing on the teaching process. Only in an environment
where teaching quality is highly valued and pursued can the
evaluation result information be considered an integral part
of school decision-making, and it is this information that the
school administrators use. On the other hand, schools’ value
choice in using teaching evaluation results should be based
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on improving teachers’ teaching ability, promoting teachers’
development, then promoting students’ development, fully
mobilizing teachers’ enthusiasm, and stimulating teachers’
potential so that both teachers and students can benefit from
teaching evaluation and so that teaching evaluation can be
widely recognized and continuously promote the im-
provement of both teachers and students.

.e penalty coefficient of LNN is variable, and the neural
network can still converge to the optimal solution of the
optimization problem without calculating the initial value of
the penalty term in advance. A neural network model of
differential inclusion is established to solve the optimization
problem..e similarity calculation formula of the two nodes
is

sim U, U′(  � 
n

i�1
wj · simP U, U′( i, (1)

where simPi(U, U′) represents the similarity between
node U and CN U′ and wj represents the weight value of this
attribute in the i-th attribute.

MAXL represents the length of the longest path in the
tree and P(a1, a2) represents the distance between nodes.
.erefore, the similarity calculation formula is:

simcp � cp1, cp2(  �
MAXL − p cp1, cp2( 




MAXL
. (2)

Teachers can assign different difficulty problems to
students at different levels in class, which meets the indi-
vidualized needs of students at each level, increases teaching
efficiency, and truly realizes individualized teaching.
Teachers can also gather students with problems in the same
knowledge point based on the correct or incorrect situation
of knowledge points and provide targeted explanations and
training to help students improve and progress quickly. To
help students master the content related to knowledge
points, focus on synchronous or asynchronous explanations
of common problems. Students can have individualized
communication for personality issues. .e explanation
methods for students vary according to different knowledge
points, which can promote the development of students’

personalities and allow questions to be solved and answered
at any time.

Personalized teaching based on BD can collect all of the
students’ data automatically; manage all types of learning
materials digitally, such as students’ homework, pictures,
grades, and teachers’ comments; track and record students’
learning behaviors with BD technology; provide adaptive
learning feedback; and provide students with personalized
learning guidance. It is more convenient for students to
think and reflect, objectively promote students’ progress,
and make students more active in self-evaluation by col-
lecting and managing their entire process data.

3.2. Probe into the PersonalizedTeaching Path ofUniversity PL
Based on LNN. Introducing the thinking mode of planning
into college IE teaching based on BD is to break through the
fixed thinking mode, with new eyes, new viewpoints, and
new methods, from the establishment of the thinking mode
of college IE planning to the implementation of the plan and
the realization of the target requirements. Under the in-
fluence of BD, the way of IE in traditional mode has un-
dergone great changes.

One is to accurately judge the resources of ideological
network teaching, that is, the selected teaching resources can
be authentic, effective, and reliable enough. .e second is to
find the best resources from massive IE resources, so as to
ensure the best teaching effect. Of course, on the basis of the
principle of scientific construction, should reach a certain
degree of adaptability, specifically, the selected materials can
adapt to students’ physical and mental characteristics and
knowledge structure characteristics. .is work should also
pay attention to two points: one is to choose the teaching
resources that fit the students’ actual network, and the other
is to seriously explore the students’ concerns and interests
and find out the places where students have insufficient
knowledge to enhance the pertinence of the teaching
process.

.e goal of this paper is to design a neural network so
that its equilibrium point can meet the optimal conditions.
In order to explain the neural network model, firstly, a
Lagrangian-like function is defined as follows:

L(x, λ) � f(x) + λH(x). (3)

in which Lagrange multiplier λ> 0.

H(x) �

0, x ∈ S,


j∈I+(x)

hj(x), x ∉ S.

⎧⎪⎪⎨

⎪⎪⎩
(4)

Find the L1(x, λ)-square x-guide number of the
Lagrange function:

∇xL(x, λ) � zf(x) + λT∇h(x). (5)

According to the gradient descent, the following neural
network can be constructed:

Preparation
before class

Personalized
resource push

Preview before
class

In class
teaching

Review old
knowledge

Teaching new
knowledge

Implementation
grouping

Inquiry
cooperation

After class
practice

Personalized
homework push

Knowledge
point detection

Repetition of
wrong questions

Figure 1: Implementation flow chart.

Computational Intelligence and Neuroscience 3



RE
TR
AC
TE
D

RE
TR
AC
TE
D

RE
TR
AC
TE
D

RE
TR
AC
TE
D

dx

dt
� −∇xE � −∇xf(x) − λA − μA

T
(Ax − b)

dλ
dt

� ∇λE � Ax − b

}. (6)

Because the operator ‖ · ‖0 is not differentiable, the
function f(xi) ≈ x2

i /x2
i + σ is considered to approximate

‖x‖0. .e smaller σ is, the more accurate the approximation
effect is, that is:

‖x‖0 ≈ f(x) � 
n

i�1
f xi(  � 

n

i�1

x
2
i

x
2
i + σ

. (7)

Differentiated assessment is possible thanks to the
teaching cloud platform’s ability to personalize curriculum
assessment strategies for different classes. Most students
who major in art or sports, for example, are outgoing and
good communicators, but they dislike reading. College PL
teachers can focus on content material learning and
knowledge consolidation exercises and strive to help stu-
dents lay a strong theoretical foundation and develop a
practical learning attitude, depending on their characteris-
tics. Create more personalized practice plans and improve
the methods and forms of practice. Personalized practice
schemes can effectively stimulate students’ interest in
learning, arouse participation in practical activities, and
improve their overall creative ability in the relatively relaxed,
happy, and free practice process.

Evaluate and judge the similarity between the given user
portrait model and the user portrait model in the user
portrait database. .e user’s current learning user portrait is
called the main learning user portrait. .e user portrait
similarity calculation obtains the user portrait similarity by
constructing a decision tree and performing node operation.
Taking the user attribute elements as an example, the user
portrait model tree is constructed, as shown in Figure 2.

Teachers’ personalized teaching system is used to watch
the completion and accuracy of students’ preview self-test
questions. Because each test question has different knowl-
edge points, the students’ mastery degree is analyzed to
understand the overall preview of students. According to the
real-time updated ranking of students’ preview scores, this
paper analyzes the changes in students’ grades and the
wrong questions of each student, so as to teach students in
accordance with their aptitude in the process of teaching.

Cloud engine in BD infrastructure module realizes the
management of distributed Hadoop nodes through task
scheduling function. Considering that other modules in the
system, such as database management module of user
portrait, also need to manage the database by task sched-
uling, asynchronous task transfer is adopted, which also
ensures the rapid development and debugging of sub-
modules as shown in Figure 3.

.e script is developed in python, which mainly includes
two parts, task and task fragment. .e task is initialized in
the management server by reading the policy file, and the
task script and shell script are packaged according to the
corresponding configuration in the policy file. After the

packaging is completed, it is sent to the proxy service module
of the Hadoop node through socket. .e proxy service
module decompresses the task and shell script, executes the
task fragment script, calls the corresponding shell script,
completes the task scheduling, and returns the execution
result to the cloud engine.

Individualized teaching creates a democratic and har-
monious atmosphere for teachers and students and allows
students to have their own thoughts and answers, thus fully
expressing their individuality. Personalized teaching is
personalized in curriculum, teacher’s teaching, and students’
learning. Mind mapping also reflects personalization. Deal
with the problem according to the way you handle the in-
formation, which obviously has a strong personal color.
When thinking or solving problems and combine multi-
dimensional information into a dynamic structure diagram,
what is completed is a personalized mind map.

4. Results Analysis and Discussion

Under BD background, IE personalized teaching needs the
comprehensive strength of teachers and technical teams.
Specifically, the construction of a personalized teaching team
can improve BD development literacy through the opti-
mization and potential stimulation of the internal staff of the
teaching team and strengthen the screening and optimiza-
tion of massive teaching data. It can focus on future
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Record 1

Record 2

Attribute 1
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Attribute 3Record 3Retrieve
resources
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Figure 2: Schematic diagram of user attribute tree.
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Figure 3: Working mechanism of task submodule.
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development education and fully absorb data professionals
from all aspects to strengthen personalized teaching. .is
innovative personalized teaching method can gradually
transform the traditional IE work from the extensive passive
response mode to the active intervention and active guid-
ance mode and create a new personalized teaching mode of
college IE.

Using MATLAB to generate sparse signal x of order k,
without losing generality, the positions of these k nonzero
elements are randomly generated and meet the uniform
distribution of [1, n], and the sizes of the corresponding
nonzero elements are randomly generated and meet the
uniform distribution among [1, 100]. .e generation of
random signals is shown in Figure 4.

Students’ intuitive and comprehensive qualitative eval-
uation of teachers and courses is referred to as aspect
evaluation. .e individual evaluation reflects the quantita-
tive requirements for teaching based on subject character-
istics or course nature. Teachers’ personal styles and
preferences, as well as the school’s current reform focus, are
reflected in the selective evaluation. Subjective evaluation
captures characteristics of teaching quality that aren’t cap-
tured by standardized indicators. Teachers can also use a
specific knowledge point or piece of content as a theme for
each group to investigate and promote. Teachers can allow
students to create their own personalized mind map during
the evaluation stage, which includes not only the relation-
ships between knowledge points but also their own learning
methods and cognitive strategies. Students can use this map
to learn about their learning situation and provide timely
feedback, making it easier for them to identify and correct
their own flaws, humanize the evaluation, and make the
cognitive and thinking processes operable.

Virtual practice teaching alleviates the difficulties of
traditional practice teaching, such as students’ lack of
subjectivity, limited teaching time and space, shortage of
teaching resources, and so on; highlights students’ dominant
position; expands the field of teaching virtual space; and
enriches teaching resources. In the course system con-
struction of personalized teaching, the setting of emotion
and belief courses cannot be ignored. A complete person-
alized teaching course system should be the integration of
three courses. .erefore, on the basis of the main courses,
emotion and belief courses should be properly arranged, and
at the same time, emotion courses should be refined into the
specific teaching of the first two courses. Teachers can link
the first two courses with the third related part in teaching;
for example, they are often combined with corresponding
emotions in the teaching of psychology, and the beliefs and
thoughts of historical figures are linked with them in the
teaching of anthropology so that the three courses are
harmonious and unified.

In order to test the relationship between the observation
times m and the correct reconstruction probability under
different sparsity, take different sparsity k � [10, 15, 20, 25]

and perform 1,000 random experiments on each group of
(k, m, n).

It can be seen from Figure 5 that for different sparsity k,
when the number of observation points m is greater than or

equal to 110, the probability that LNN method can correctly
recover sparse signals is extremely high.

.e integration of BD and teaching is conducive to
strengthening the supervision and management of college
students’ ideological fields. .rough the digital analysis of
students’ ideological status, to control the operating
mechanism of ideological education in colleges and uni-
versities, introduce new thinking ways and teaching
methods, integrate the working resources of college IE, give
full play to the advantages of digital technology, and cultivate
the ability of college ideological educators to use data.
Enhance the scientificity and modernity of college IE.

BD should be introduced into practice teaching, and
more space for students to choose independently should be
reserved in the PL teaching practice theme design. .is can
effectively stimulate students’ initiative of independent in-
novation in the process of stimulating students’ personal
development potential. In the BD development environ-
ment, it can provide differentiated teaching ideas for college
PL teaching and realize individualized education develop-
ment. In personalized education, pay attention to actively
listening to students’ opinions and suggestions, praising
students’ personal strengths, which can safeguard students’
personal dignity and interest.

As can be seen from Figure 6, for m � [10, 15, 20, 25]

with different observation points, when the sparsity k is less
than or equal to 20, the LNN method has a very high
probability of correctly recovering sparse signals.

Provide training, expert guidance, and technical support
for teachers to help them improve their teaching level.
Establish a website for the purpose of “serving teachers’
teaching” to provide teachers with places for learning and
communication. Organize a series of discussion lectures and
classroom observations to help young teachers learn from
other teachers’ advanced teaching experiences and form
their own teaching style and characteristics. Hire experi-
enced old teachers as teaching consultants, listen to young
teachers’ classes regularly, and give guidance. Carry out a
series of educational technology training to improve
teachers’ ability to master modern technologies such as
multimedia.
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Figure 4: Discrete sparse signal.
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.e visualization of a mind map can help students
understand the solutions and methods adopted by teachers
and classmates when solving the same problem. At the same
time, continuous reflection and regulation can promote the
formation and transfer of their own cognitive strategies and
cultivate their metacognitive ability. .e explicit way of
mind map opens tacit knowledge, realizes information ex-
change, connects more information to expand the breadth
and depth of thinking, inadvertently exercises thinking, and
lays the foundation for the emergence of new inspiration and
the stimulation of creativity, thus promoting the innovation
and perfection of knowledge.

Use MATLAB software programming to simulate the
behavior of the neural network. Figure 7 shows the trajectory
diagram of x1, x2. Figure 8 shows the trajectories in these

four points x1. .erefore, this is consistent with the mini-
mum point set in problem analysis.

Learning objectives have a specific order, and they do not
exist in parallel. Similarly, knowledge points follow a logical
order: before learning a specific knowledge point, you must
first learn its lower knowledge points, which serves as a
necessary prelude to learning the upper knowledge points
and improving the upper knowledge points. Students will be
pushed to master the basic knowledge points, then the
writing knowledge points of chemical equations, and finally
the knowledge points related to the simple calculation of
chemical equations. Students will master knowledge content
ranging from easy to difficult, and personalized learning will
be realized. .ere are two types of personalized teaching
resources: static and dynamic. Words, pictures, animations,
courseware, and material conditions are examples of static
resources, whereas dynamic resources refer to dynamic
information and active human resources. .e construction
of static resources is currently mostly in the stage of low-level
repeated construction in the resource creation process, and
the lack of individuality cannot meet the needs of students.
Furthermore, it frequently overlooks the discovery of dy-
namic resources hidden in teaching activities, such as cre-
ativity and intellectual resources. However, mind maps can
assist in the resolution of these issues.

It can be seen from Figure 9 that the initial point (x1 �

1, x2 � 0.5) inside the feasible region finally converges to the
minimum point. It can be seen from Figure 10 that the initial
point (x1 � 0, x2 � 5) outside the feasible region enters the
feasible region after a period of operation and finally con-
verges to the minimum point (x1 � 0, x2 � 2).

In order to facilitate code maintenance and subsequent
expansion of functions, Python and Shell scripts that can
explain execution are selected. When running on the system
line, the code can be modified. .e task dispatching room
executes in sequence through queues, and the cloud engine
executes corresponding tasks according to the priority of the
queues. So the elements that make up the user portrait must
be able to be automatically identified by the computer, or the
user can provide explicit information about the elements of
the user portrait. When building a user portrait model, the
finer the entity elements that make up the model, the more
accurate the description of the model is. However, in the
actual application process, many and fine user portrait el-
ements will be dull. .erefore, the scope and accuracy of the
user portrait model must meet the actual needs.

.e platform will continuously collect user information
and apply it to the current user portrait and constantly
improve the user’s portrait features through the current user
portrait’s use of data, so as to realize the continuous en-
richment and perfection of data and portrait and ensure that
the model has good adaptability. According to the difference
of data dimensions, starting from multidimensions, the data
is finally aggregated into a cluster set with the least differ-
entiation in a certain dimension. .ere are often great
differences between different clusters, so cluster analysis has
become a commonly used data processing method in the
field of machine learning.
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5. Conclusion

Students have more autonomy with personalized instruc-
tion..ey will not get the corresponding effect if they are too
free, so educators, particularly front-line teachers, must
grasp and control it properly. Furthermore, no idea or tool
can be flawless. We can make them work by constantly
exploring and tapping their useful value. When incorpo-
rating the LNN development concept into university PL
personalized teaching, it is important to keep in mind that
students’ personalized development differs. Encourage
students to actively change their learning styles, pique their
curiosity about learning, and develop their practical skills
and creative spirit. Establish and improve the incentive and
restraint mechanisms in the classroom, as well as stimulate
teachers’ awareness of the need to continually improve
teaching and their level of expertise. .e outcome of
classroom evaluation is useful for postappointment teach-
ing, professional and technical postappointment, and vari-
ous awards.
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.e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

.e authors do not have any possible conflicts of interest.

References

[1] W. Wang and D. Chen, “Analysis on the innovation path of
ideological and political theory courses in colleges and uni-
versities in the big data era,” Ideological Education Research,
vol. 7, no. 7, 5 pages, 2017.

[2] Q. Lu and C. Li, “Synergy: the coupling development of big
data and ideological and political theory courses in colleges

x1
x2

0

0.5

1

1.5

2

2.5

x1
 (t

), 
x2

 (t
)

200 400 600 800 1000 12000 1400
Number of runs

Figure 9: Trajectory of state vector x(t) with an initial point in the
feasible region.

x1
x2

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

x1
 (t

), 
x2

 (t
)

200 400 600 800 1000 1200 14000
Number of runs

Figure 10: Trajectory of state vector x(t) of an initial point outside
the feasible region.

x1
x2

2

2.5

3

3.5

4

4.5

x1
, x

2

200 400 600 800 1000 1200 1400 16000
Number of runs

Figure 7: x1, x2 trajectory.

Initial point 1
Initial point 2

Initial point 3
Initial point 4

2

2.5

3

3.5

4

4.5

5

5.5

6

6.5

7

x1

500 1000 15000
Number of runs

Figure 8: Trajectory of any four initial points x1.

Computational Intelligence and Neuroscience 7



Research Article
3D Digital Model of Folk Dance Based on Few-Shot
Learning and Gesture Recognition

Ning Zhang

Shandong University of Arts, Jinan 250000, China

Correspondence should be addressed to Ning Zhang; 20155060@qlnu.edu.cn

Received 5 April 2022; Revised 27 May 2022; Accepted 30 May 2022; Published 30 June 2022

Academic Editor: Xin Ning

Copyright © 2022 Ning Zhang.�is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Folk dance is a very unique local culture in China, and dances in di�erent regions have di�erent characteristics. With the
development of 3D digital technology and human gesture recognition technology, how to apply it in folk dance is a question worth
thinking about. So, this paper recognizes and collects dance movements through human body detection and tracking technology
in human gesture recognition technology. �en, this paper writes the data into the AAM model for 3D digital modeling and
retains the information by integrating the manifold ordering. Finally, this paper designs a folk dance learning method combined
with the Few-Shot learning method. �is paper also designs a data set test experiment, an algorithm data set comparison
experiment, and a target matching algorithm comparison experiment to optimize the learning method designed in this paper.�e
�nal results show that the Few-Shot learning method based on gesture recognition 3D digital modeling of folk dances designed in
this paper reduces the learning time by 17% compared with the traditional folk dance learning methods. And the Few-Shot
learning method designed in this paper improves the dance action score by 14% compared with the traditional learning method.

1. Introduction

Dance is an art with soul. It not only brings beautiful en-
joyment to people, but also inherits rich and profound
cultural connotations and is a cultural carrier. China is a
multiethnic country, ethnic dance is prosperous, and the art
of each ethnic group has a long history of development, and
all have distinctive dance art culture. Ethnic folk dance is an
important artistic carrier in the long history of China since
ancient times, and it inherits and develops the cultural origin
and artistic orientation of various ethnic groups.

�e research on human action cognition, from simple to
complex, can be summarized into three levels: mobile vision,
action vision, and action vision according to the content of
the action. At present, there are two main problems in
studying the action vision of video people. One is that,
during the recognition process, most of the action frame
information in the video will be repeated, or the correlation
with action recognition will be very low, the calculation will
become complicated, and it will also a�ect the action.
Second, in the process of feature selection and

understanding, the main methods include fusing repre-
sentational and pose-based features. However, the costumes
of the stage background and dance moves can be changed, so
in many cases, the motion information of the human body
cannot be accurately and completely represented in the
fusion of the expression information, and the static state of
the human body is ignored according to the characteristics
of the posture. �e Few-Shot learning method based on
gesture recognition 3D digital modeling of ethnic dance
designed in this paper has great signi�cance for students
majoring in ethnic dance, which can allow students to learn
ethnic dance very e�ectively.

�e innovation of this paper is as follows: through the
method of human body detection and tracking technology in
the human body gesture recognition technology, this paper
recognizes and collects the movements and human body
postures of folk dances.�en, the AAMmodel is used for 3D
digital modeling. In this paper, the information of manifold
ordering is integrated and retained. �en, through the
analysis, this paper designs a folk dance Few-Shot learning
method. In order to optimize the Few-Shot learning method
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of 3D digital modeling of folk dance based on gesture
recognition, this paper also designs a data set test experi-
ment, an algorithm data set comparison experiment, and a
target matching algorithm comparison experiment.

2. Related Work

Cell line screening has created extensive datasets for learning
predictive markers of drug response, but these models are
not easily translated to the clinic due to their diverse
backgrounds and limited data. Ma J applies a recently de-
veloped technique, few-shot machine learning, to train a
general neural network model in cell lines that can be
adapted to new environments using few additional samples.
His main research is based on medical aspects although it
combines small sample methods, but it has little relevance in
gesture recognition technology. Spectral prediction using
deep learning [1, 2] has attracted a lot of attention in recent
years. While existing deep learning methods have shown
significant improvements in prediction accuracy, there is
still considerable room for improvement, currently limited
by differences in debris types or instrument settings. Lu Z
presented an algorithmic framework to process acceleration
and surface electromyography (SEMG) signals for gesture
recognition. It includes a novel segmentation scheme, a
score-based sensor fusion scheme, and two new features.)e
framework uses a Bayesian linear classifier and an improved
dynamic time warping algorithm [3]. Human gesture rec-
ognition plays an important role in many human interaction
applications, such as cell phones, health monitoring systems,
and human-assisted robots. Electromyography (EMG) is
one of themost common and intuitive methods for detecting
gestures based on muscle activity. However, EMGs are often
overly sensitive to environmental disturbances such as
electrical noise, electromagnetic signals, and humidity. Jung
P G proposed a new method for muscle activity recognition
based on air pressure sensor and air bag. It detects muscle
activity by measuring changes in air pressure in air sacs that
contact the muscle of interest [4]. Numerous folk dance
videos are uploaded online or added to Bollywood movies as
situational songs. Classification of folk dance videos is
critical for dance education, preservation of cultural heri-
tage, and better customer-oriented service by music com-
panies. Bhatt M proposed a folk dance classification
framework. )e framework extracts the audio signal from
the video, extracts a 125-second segment from the begin-
ning, and further divides it into a set of small segments. It
computes Mel-Frequency Cepstral Coefficients (MFCC) and
Linear Predictive Coding (LPC) coefficients to generate
high-dimensional feature vectors. He uses Principal Com-
ponent Analysis (PCA) to reduce dimensionality and uses a
scale conjugate gradient neural network to classify segments
[5]. Maintaining the quality of 3D data in the potentially
long chain from digital scan to 3D model deployment is
critical for the increasing number of advanced geometric
design processes in the mesh domain, including digital
fabrication. Centin M proposes an extremely general solu-
tion. It handles all previously described problems in a user-
friendly way. And it is based on the original multiforward

propulsion triangulation technique guided by implicit sur-
faces and based on the priority mechanism, which greatly
reduces the frontal interference [6]. )e three-dimensional
(3D) revolution promises to transform archaeological
practice. Among the techniques that aid in the proliferation
of 3D data, photogrammetry facilitates fast and inexpensive
digitization of complex subjects in field and laboratory
settings. Magnani M discusses how the technique adapts and
extends existing document and data visualization routines,
while evaluating the opportunities it offers to solve ar-
chaeological problems and problems in innovative ways [7].
To sum up, most of the literature is about Few-Shot learning
and pose recognition. Although it involves folk dance, the
focus is not on the creation of its 3D digital model. So, the
next focus of this paper is to combine Few-Shot learning and
gesture recognition to perform 3D digital modeling of
traditional folk dance.

3. Few-Shot Learning Method for 3D Digital
Modeling of Folk Dance Based on Gesture
Recognition Technology

3.1. Human Pose Recognition

3.1.1. Principle of Depth Map Acquisition. Since the release
of Kinect [8, 9], depth cameras have received more andmore
attention. Depth cameras currently in the market can be
divided into the following three categories according to
technology: structured light-based cameras (SL), time-of-
flight cameras (ToF), and stereo vision-based cameras
(Stereovision).

3.1.2. Structured Light. )e depth acquisition method based
on structured light [10] is an active stereo vision technique.
A series of known patterns are projected onto the object in
turn and deformed according to the object’s geometry,
viewing the object from different directions. Depth infor-
mation is extracted by analyzing the distortion of the ob-
served patterns (e.g., differences from original mode), as
detailed in Figure 1.

3.1.3. Flight Time. )e acquisition method based on the time
of flight [11] is to continuously send light pulses of different
phases to the object and then use the sensor to receive the
light reflected by the object to calculate the round-trip time
(i.e., phase difference). A pulse of light is used to obtain the
distance between the device and the object. As shown in
Figure 2, the red line represents the infrared light wave
transmitted to the object, and the infrared component re-
flected by the sensor is detected.

3.2. HumanDetection and Tracking Technology. From photo
and video streams, human detection techniques [12] extract
people. Traditional detection technology [13, 14] and sta-
tistical principle detection technology are commonly used in
human body detection technology. Human detection
techniques based on statistics can be divided into two stages:
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training and detection. Multiple detected and noise samples
are collected during the training phase, positive and negative
feature vectors are created, and features are created based on
training and classification. )e video frames to be detected
are scanned one by one in the detection phase. At the
corresponding position, a feature is formed, and then the
person’s target is determined.

So far, the human body detection technology needs to
realize the detection of moving objects first, and the optical
flow method and the adjacent frame difference method are
general. Humans and non-humans are then classified based
on the foreground, that is, the ratios and shapes of parts of
the human body, or by analyzing the color of human skin
against the characteristics of the image. )is traditional
detection method is not effective for the interference of
complex external environment and external objects and is
also easily affected by the noise of the underlying image
features.

3.3. Moving Human Target Detection. Detecting moving
objects is viewed as a spatial domain partition of video
objects. Specifically, this refers to the detection and sepa-
ration of regions of people moving independently in the

video sequence for each frame. )e most common ways of
distinguishing are as follows.

Frame Difference Method [15]: the frame difference
method is one of the commonly used moving object de-
tection and segmentation methods. )e basic idea is to use
strong correlations between adjacent frames of an animation
sequence in order to detect changes. )e algorithm is
characterized by high speed and high real-time performance,
and changes in light have little effect on the algorithm.
However, the segmentation accuracy of moving objects is
not guaranteed, and large holes can be simply generated.

Background difference method [16]: the background
difference method uses the difference between the current
image and the background image to detect moving regions.
)is method is typically used for background static or slowly
changing and provides the most complete characteristic
data. However, due to the sensitivity to the interference of
irrelevant objects in the scene, many scholars have focused
on the research of background update algorithms.

Optical flow method [17]: the optical flow method is an
approximate estimation of the plane projection of the two-
dimensional image of the three-dimensional motion of the
actual sports field scene, lens, target, etc. Its characteristic is
that it can deal with the motion of the background more
appropriately, but it is sensitive to noise and the calculation
is very complicated.

3.4. Action Sequence Segmentation. )e initial action rec-
ognition was only to recognize human movement through
the computer, and later, it developed into simple actions
including some simple actions, such as walking, running,
and jumping. Each video frame sequence contains multiple
types of actions, and each type of action contains multiple
simple actions. Each simple movement consists of multiple
human poses. )e consistency and smoothness of various
actions are due to the convergence of transition actions. In
the case of dance moves, a complete dance performance
includes multiple movement groups. Each action group
consists of multiple simple actions, such as clips and steps,
and simple actions consist of multiple basic poses such as
raising hands and kicking feet. )erefore, the purpose of
video frame sequence segmentation is to segment human
action sequences into small actions. )is will keep action
sequences as short as possible but contain enough action
information to identify the type of action. It is difficult to
precisely find the dividing point if the human action is
continuous and smooth. )is is the main reason why the
segmentation of video action sequences is not ideal, and only
by extracting key frames for action sequence segmentation
cannot achieve the shortest possible data to contain the most
human action information. In fact, in most cases of video
action recognition research work, we choose to manually
process video, such as using manual segmentation to obtain
the action sequence of the main data, or planning the action
to be collected when collecting data. A whole video is divided
into multiple small videos according to simple actions and
recorded separately, and then the action sequences formed
by all video frames are used for video action recognition].
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3.5. 3D Digital Modeling

3.5.1. Motion Capture. People look forward to capturing
human movements in the most intuitive and natural way.
)at is, the human body canmove freely, and the camera can
capture and record motion information just like the human
eye. )is is what the motion capture system based on
computer vision system pursues, and its typical processing
process is shown in Figure 3.

3.5.2. Overview of the AAM Model. Active appearance
model is a feature point localization method widely used in
pattern recognition and computer vision. In the process of
establishing the AAM model, the global shape and texture
information are fully considered, and the final AAM model
can be obtained by modeling the shape and texture re-
spectively, and by instantiating the model. In the process of
image matching, the reverse composite method is adopted,
which has achieved very good results in real-time and
accuracy.

)e establishment of AAMmodel is mainly divided into
shape modeling, texture modeling, and the appearance
model generated by combining these two models. )e in-
stantiation of the model is to map the appearance model to
the corresponding shape instance through affine
transformation.

)e shape model of AAM refers to the ASMmodel. ASM
is a model based on point distribution. It only trains the
shape model and lacks the texture model, so the location of
the feature points of the face is not accurate. )e AAM
model can solve this problem very well.

)e general modeling object of the AAM model is a
nonrigid object, such as a human face, and the main purpose
is to describe the object through model parameters (feature
points). )en, it can use this description to complete other
tasks, such as image alignment, target location, tracking
[18, 19], and recognition [20].

Because the active shape model ASM model only counts
the shape model, we need to build a texture model that uses
the grayscale information of the face to model, which is
actually the grayscale value of the pixel.)e number of pixels
in the shape needs to be transformed to be consistent, and
the method used is piecewise linear affine transformation. As
shown in Figure 4, it is a piecewise linear affine
transformation.

)e calculation method of piecewise linear affine
transformation [21] is shown in Figure 5:

3.5.3. Real-Time Control Technology of 3D Human Model.
Controlling the human body model has always been an
important direction of virtual reality research. Considering
from different aspects to control the virtual human body
model, the main methods are as follows: key frame control
method, motion capture method, and dynamic method.

)e key technology is to study the earliest method of
controlling mannequins. )e concept of keyframes started
with the process of manga animation. In the process of
making animation, the superior animator first made the

main animation of the comic, which is the so-called key
frame, and then the general staff completed the design and
realization of the frame in the middle. After that, with the
development of computer technology, the generation of the
intermediate frame is gradually completed by computer. In
animation, the parameters that affect the image of the screen
are the parameters that affect the keyframes later.

Due to the particularity of human motion, the best way
to use the human body model to express the human motion
is to start directly from the motion of the human body. By
using the sensor to directly capture the information of each

motion capture Human detection Action Feature 
Representation

Figure 3: Motion capture system.

Control points: (xi, yi)
Warped points: (xi', yi')
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Figure 4: Piecewise affine transformation.
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Figure 5: Calculation process of piecewise linear affine
transformation.
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position of the human body, use the parameters obtained by
the sensor to reproduce the movement of the human body.
Since the parameters obtained in this way are very real
human state numbers, it is easy to restore the movement of
the human body. However, motion capture technology also
has many problems that restrict it to solve all practical
applications.

)e methods of kinematics are divided into forward
kinematics and inverse kinematics. )e joints of the virtual
human can achieve effective movement through the for-
ward kinematics method and the inverse kinematics
method. In cis-kinematics, end-effectors (hands, feet, etc.)
are used as a function of time. )e position of the end
effector is independent of the force or moment causing the
action and is resolved by a fixed reference frame. Con-
verting positions and velocities from joint space to Car-
tesian coordinates is a well-established method. )e first
application of cis-kinematics was a parametric keyframe
animation, where the motion of the joint body was driven
by interpolating the major joint angles into the cis-kine-
matics of the hands and feet. Advanced animators with
years of experience can produce very realistic motions by
means of cis-kinematics. But it is difficult for ordinary
animators to produce realistic motion by setting individual
keyframes in combination.

3.6. Integrated Manifold Ordering Information Retention.
A new manifold supervised dimensionality reduction
algorithm is proposed, that is, Integrated Manifold Or-
dering Information Preservation (EMRP). First, in order
to solve the phenomenon of measurement concentration,
we need to retain the ranking information of the samples
within the class, and in order to extract the discriminative
information, we need to maximize the edge distance of the
samples between classes. To better understand the dif-
ference between method and other manifold supervision
methods, this section adopts the PAF framework to
construct EMRP.

For a certain recognition problem, K samples can be
expressed by a matrix composed of fixed-length features:

A � a1, a2, . . . , aK  ∈ R
D×K

. (1)

)e class of each D-dimensional feature vector ai ∈ RD is
labeled as

Z � z1, z2, . . . zK  ∈ C
K

. (2)

)e purpose of manifold supervised dimensionality
reduction learning is to find the projection matrix U ∈ RD×d

to project the original sample A from the high-dimensional
space to the low-dimensional subspace Rd, so as to obtain a
concise expression:

B � U
S
A � b1, , b2, . . . bK  ∈ R

d×K
. (3)

Here, d<D.
Under the PAF framework, we define an arbitrary

sample ai, its intraclass neighbor samples ai1
, . . . , ain1

and n2
interclass neighbor samples ai1

, . . . , ain2
as a local block:

Ai � ai1
, ai2

, . . . , ain1
, ai1

, . . . , ain2
  ∈ R

D× k1+k2+1( ). (4)

EMRP finds the corresponding low-dimensional ex-
pression as

Bi � bi1
, bi2

, . . . , bin1
, bi1

, . . . , bin2
  ∈ R

D× k1+k2+1( ). (5)

)e optimization goals on the block include the
following:

(1) Retain the sorting and retention information be-
tween samples within a class;

(2) Maximize the discriminative information of be-
tween-class samples.

3.6.1. Retention of Sorting Information. )e ranking infor-
mation of the samples within the class is available for
classification. Inspired by the LE algorithm, we define the
intraclass ordering information on a local block as

R bi(  � 

n1

j�1
bi − b

2
ij wi( j. (6)

Here, the weight factor (wi) is defined as

wi( j �

xp −
ai − a

2
ij

s
 , e if aij ∈ Kn1

ai( ;

0 otherwise

.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(7)

According to the PAF framework, we can deduce (6) as
follows:

R bi(  � tr BR(i)LR(i)B
S
R(i) . (8)

Here,

LR(i) �
−e

S
n1

In1

⎡⎢⎣ ⎤⎥⎦diag wi(  −en1
In1 ,

en1
� ︷1, . . . , 1

n1
]
S
, In1

� diag ︷1, . . . , 1
n1

], BR(i) � bi, bi1
, . . . , bin1

 .

(9)

3.6.2. Maximize Identification Information. For popular
supervised learning, discriminative information plays a
crucial role. As far as the EMRP algorithm is concerned, we
consider that the purpose of extracting discriminative in-
formation is achieved by maximizing the distance sum of the
samples between bi and n2 classes, namely,

D bi(  � 

n2

p�1
bi − b

2
ip

vi( j. (10)

)edefinition of the weight factor (vi) here considers the
factor of removing the ranking information between classes,
namely,
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vi( j �
1, if aij ∈ Kn1

ai( ;

0 otherwise
. (11)

Under the framework of PAF, we can further derive (10)
as

D bi(  � tr BD(i)LD(i)B
S
D(i) . (12)

Here,

LD(i) �
−e

S
n2

In2

⎡⎢⎣ ⎤⎥⎦diag vi(  −en2
In2 ,

en2
� ︷1, . . . , 1

n2
]
S
, In2

� diag ︷1, . . . , 1
n2

], BD(i) � bi, bi1
, . . . , bin2

 .

(13)

)erefore, we can get the optimization objective function
on the local block:

argmin 

n1

j�1
bi − bij

2
wi( j − c 

n2

p�1
bi − bip

2
vi( j

⎛⎝ ⎞⎠. (14)

However, different hyperparameters (such as n1 in (6)
and n2 in (10)) correspond to manifold with different
geometric information, which can seriously affect the final
recognition accuracy. In EMPR algorithm, the hyper-
parameters s, n1, and n2 that affect the objective function are
difficult to choose optimal settings. )erefore, an automatic
manifold estimation method is valuable for solving this
problem.

3.7. Folk Dance. China is a multiethnic country. Every
nation has a distinct national culture. Ethnic folk dance
originates from life labor and is a dance that people dance to
entertain themselves. People express their life through dance
and show their unique national charm. )e types of Chinese
folk dances are shown in Figure 6.

With the changes of the times, ethnic folk dance has
gradually evolved into a dance form with its own national
characteristics and advancing with the times in the new era
on the premise of retaining its original characteristics. It
has also gradually expanded from a self-entertainment
model to a professional and large-scale system. It is a dance
course processed and refined by professional dancers. It is a
dance work that expresses ideas in combination with life.
)e stage sublimation of the national folk dance drama
flourished.

Folk dance is the art form of a people who have lived in a
specific geographical location for a long time and have
developed unique folk customs, religious beliefs, and agri-
cultural civilization. It gradually developed a unique aes-
thetic taste when combined with the unique natural
environment. Ethnic dance can be described as an important
cultural carrier that can pass down ancient Chinese folk
culture and serves as an external manifestation of national
cohesion. Because each ethnic group has its own unique
history, rich cultural connotation, and independent national
aesthetic habits, each ethnic group has its own dance art
language. Folk dance, as a result, has a distinct national

character, a limited regional character, and a high level of
“self-entertainment.”

Ethnic dance has a long history and is created by workers
of all ethnic groups in the context of long-term production
practices and life changes. )ey use innovative dance
techniques to convey national history, religious beliefs, life
lessons, and even myths and stories. With so many cultural
contents, the folk dance is destined to have historical and
cultural value, as it is the spiritual wealth left by the fore-
fathers. We can better inherit folk dance by learning it, and
we can bring out the functions of cultural inheritance,
cultural accumulation, cultural exchange, and cultural in-
novation of folk dance by learning it.

4. Algorithm Data Set Comparison
Test Experiment

4.1. Dataset Test Experiment. Some images are randomly
taken from a subset of the source data and test set LFW, it
may be difficult to distinguish where they come from, and
the image distributions of the source and target domains are
similar. Table 1 shows experimental results on a subset of the
test set LFW dataset.

It can be observed that the model learned in this paper in
the source domain is directly tested in the target domain
without transfer learning. )e results are unsatisfactory, using
the cosine and LRAmethods to measure the similarity between
faces with the lowest results of 82.01% and 85.23%, respectively.

)e image distributions of the source and target domains
are quite different. Considering the variation of expression,
illumination, and occlusion, restricted parameter learning
method RPL shows its superiority in the FERET dataset.

Two 2048-dimensional representative feature vectors are
concatenated to a 4096-dimensional feature vector without
principal component analysis (PCA) dimensionality re-
duction for face recognition. )e similarity between features
is then measured with the LRA method. )e results of the
RPL method in this paper on the two databases and the
comparison results of other methods and other recent works
are shown in Table 2.

All in all, using the restricted parameter learning (RPL)
deep transfer learning method, the learning space of pa-
rameters in the target domain is constrained. By adjusting the
source domain knowledge of the scarce target domain
samples, overfitting and parameter structure damage can be
prevented, and ideal results can be obtained in the same and
different distributions. Unlike other state-of-the-art tech-
niques, method can adjust knowledge from the source do-
main to the target domain offline; that is, it does not require
training on both source and target data simultaneously.
)erefore, the RPL method in this paper can be easily applied
to many scenarios. )e results validate the effectiveness of
RPL, which uses very deep convolutional networks fine-tuned
with sample knowledge in the target domain.

4.2. Algorithm Dataset Comparison Experiment. Figure 7
shows the best average recognition rate of the test set for
the six algorithms under different training samples on the
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NMHA-TP dataset (including two cases of p� 20 and
p� 30).

It can be seen that, compared with several other algo-
rithms, the EMPR algorithm can obtain the best classifi-
cation performance on the NMHA-TP dataset.

Figure 8 shows the best average recognition rate of the
six algorithms in the test set under different training samples
on the NMHA-WP dataset (including two cases of p� 20
and p� 30).

It can be seen that, compared with several other algo-
rithms, the EMPR algorithm can obtain the best classifi-
cation performance on the NMHA-WP dataset.

Table 3 presents the best average recognition rates and
corresponding dimensions of the six algorithms on the
NMHA-TP-WP dataset.

It can be seen that, compared with several other algo-
rithms, the EMPR algorithm can obtain the best classifi-
cation performance on the NMHA-TP-WP dataset.

In addition, Table 4 shows the comparison results of the
six algorithms and the RPDA algorithm on the SCUTNAA
dataset. It can be seen that the EMRP algorithm has a certain
advantage in the recognition rate compared with the RPDA
algorithm. In addition, the experimental results of EMRP-81
and EMRP-9 show that more candidate matrices are helpful
for the learning of the essential manifold.

)e main conclusions of the EMRP-related experiments
can be summarized as follows:

(1) Algorithms such as EMRP, RPDA, LSDA, and MFA
are suitable for human action recognition based on
acceleration sensor due to the intuitive consideration of
the geometric information on the local block. )e
EMRP and RPDA algorithms perform better because
of considering the balance between the ranking in-
formation of the intraclass neighbor samples and the
neighbor ranking information of the interclass samples.

Table 1: Test results on LFW dataset.

methods ACC (%) Methods ACC (%)
Ws+ cos 82.01 Ws+ LRA 85.23
Pure + cos 84.52 Pure + L RA 87.87
RPL (L1) + cos 85.98 RPL (L1) + L/RA 88.91
RPL (L2) + cos 88.70 RPL (L2) + LRA 89.33

Table 2: Results of multiregion feature fusion.

Feret fb fc dup1 dup2 Ave
G-LQP 99.9 100 93.2 91 96.03
LGBP-LGXP 99 99 94 93 96.25
sPOM+POD 99.7 100 94.9 94 97.15
GOM 99.9 100 95.7 93.1 97.18
PCANet2 99.58 100 95.43 94.02 97.26

folk dance

Han dance

Hmong dance

Dong dance

Yi dance

Tujia dance

Mongolian dance

korean dance

Dai dance

Uyghur dance Tibetan dance

Figure 6: Types of Chinese folk dances.
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(2) In the human action recognition test based on the
acceleration sensor of mobile phone, EMRP-81
significantly improves the recognition accuracy and
obtains the best average recognition rate. All of these
demonstrate the robustness and effectiveness of the

EMRP algorithm in the human action classification
task. )is also proves that the EMRP-based algo-
rithm can learn a linear combination of candidate
registration matrices to obtain better system
performance.

4.3. Comparison Experiment of Target Matching Algorithms.
)e VOT dataset and six representative image sequences
from the TempleColor128 dataset are used to evaluate the
algorithm in this paper. )e Juice image sequence is spe-
cifically included. )e target has a slight spatial transfor-
mation, while the background has a small spatial
transformation. )e background in this data changes dra-
matically, the target is scaled and rotated, and there is also
similar target interference. )ere are severe illumination
changes in this data, as well as deformation in the target
itself, in the motorcycle image sequence. )e target in this
data has scale, illumination, and certain morphological
transformations, as seen in a helicopter image sequence. )e
shape of the target changes, the background changes slightly,
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Figure 7: Best Average Recognition Rate of 6 Algorithms on NMHA-TP Dataset (a) p� 20 (b) p� 30.
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Figure 8: )e best average recognition rate of the six algorithms on the NMHA-WP dataset (a) p� 20 (b) p� 30.

Table 3: )e best average recognition rate of the six algorithms on
the NMHA-TP-WP dataset.

algorithm PCA LDA L
SDA MFA GMSS EMRP-

9
EMRP-

81
Falling 0.770 0.706 0.771 0.671 0.692 0.739 0.785
Jumping 0.849 0.860 0.850 0.795 0.821 0.910 0.911
Running 0.901 0.876 0.868 0.898 0.898 0.953 0.955
Sit to
stand 0.588 0.584 0.558 0.611 0.485 0.606 0.585

Stand to
sit 0.619 0.608 0.658 0.671 0.440 0.702 0.695

Walking 0.682 0.663 0.706 0.763 0.768 0.768 0.792
Step
walking 0.859 0.882 0.965 0.932 0.950 0.924 0.937
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and there is partial occlusion in this data from a skier image
sequence. In this data, there are similar targets, the target has
large deformation and scale transformation, and the background
also has transformation. After manually culling the images
whose targets were completely occluded and difficult to identify
in the image sequence, about 10 images were selected as training
data, and other images were used as test data in the experiment.
)e intersection ratio, recall, and efficiency of the four algo-
rithms on six groups of image sequences are shown in Figure 9.

According to the experimental data, it can be seen that
the traditional algorithm only has good results in some
scenarios, while the method based on machine learning can
take into account most scenarios.

)e grayscale template matching based on the correla-
tion coefficient has a good effect on simple scenes such as
Juice image sequences and also has a good effect on scenes
with simple backgrounds and small target deformation, such
as Skier and Crossing image sequences. However, the target
matching performance of these scenes depends on the in-
fluence of template selection, which is not very stable. Only
when the template is selected properly, there is a better
matching effect. )e overall performance is not very stable.

)e algorithm based on SIFT registration has better
performance in simple scenes such as Juice image sequences,
but when the target is deformed, or the imaging quality is
poor, the matching effect is obviously degraded. )e overall
performance is poor.

)e algorithm based on feature template also performs
well in simple scenes, but when the scene is complex, the
performance deteriorates, and the algorithm’s intersection

and union are relatively low, and the matching accuracy is
poor. And the overall performance is poor.

5. Comparative Analysis of Few-Shot
Learning for 3D Digital Modeling of Folk
Dance Based on Gesture Recognition

)e algorithm data set is analyzed through experiments, and
finally the Few-Shot learning method for 3D digital mod-
eling of folk dance based on gesture recognition designed in
this paper is optimized. In order to verify how this Few-Shot
method is different from traditional learning methods for
folk dance learning, this paper designs a set of comparative
experiments. In this paper, 20 students majoring in folk
dance are divided into two groups. One group uses the Few-
Shot learning method designed in this paper based on the
three-dimensional digital modeling of folk dance based on
gesture recognition. )e other group used traditional folk
dance learning methods and then judged their learning
efficiency based on the learning time and movement scores
of the two groups of students. )e experimental data is
shown in Figure 10.

As can be seen from Figure 10, the time for students
majoring in ethnic dance to learn the Few-Shot learning
method based on gesture recognition 3D digital modeling of
ethnic dance designed in this paper is only 8.93 minutes for
the same dance. )e time used in the traditional folk dance
learning method is 10.77 minutes. Compared with the
traditional learning method, the Few-Shot learning method
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Figure 9: Comparison of experimental results of target matching algorithms. (a) Cross-comparison experimental results. (b) Recall
experiment results. (c) Effectiveness experimental results.
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based on gesture recognition 3D digital modeling of folk
dance designed in this paper reduces the learning time by
17%. And the dance action score of the Few-Shot learning
method designed in this paper reaches 92.96 points, while
the traditional learning method is only 81.46 points. It can be
seen that the Few-Shot learning method designed in this
paper is 14% higher than the traditional learning method. To
sum up, the Few-Shot learning method based on gesture
recognition and three-dimensional digital modeling of
ethnic dance designed in this paper can effectively improve
the learning efficiency of ethnic dance students majoring in
ethnic dance.

6. Conclusion

)is paper mainly studies the 3D digital model of folk dance
based on Few-Shot learning and gesture recognition.
)erefore, this paper combines the human body detection
and tracking technology of human body posture recognition
technology to collect the movement posture and human
body posture data of folk dance. )en, this paper uses the
AAMmodel to perform 3D digital modeling of the collected
action poses. )en, this paper retains by integrating the
manifold ordering information and finally designs a folk
dance learning method combined with the Few-Shot
learning method. )is paper also designs a data set test
experiment and an algorithm data set comparison experi-
ment to optimize the algorithm test and data set design.
)en, this paper carries out the final optimization according
to the experimental results of the target matching algorithm
comparison experiment. )is paper designs a Few-Shot
learning method for 3D digital modeling of folk dance based
on gesture recognition. )is method can scientifically and

effectively improve the learning efficiency and performance
of students majoring in ethnic dance.
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Dance is constantly discovering truth, goodness, and beauty in human social life, spreading truth, goodness, and beauty, and fully
expressing the artistic pursuit of dance beauty. It shapes di�erent dance images, expresses the aesthetic consciousness and feelings
of dance, and resonates with the audience to meet their aesthetic needs through various forms of movement. Because the RBF
neural network model is good at approximating functions, many researchers have begun to use the RBNN approximation model
for engineering design. Due to the limited dance data available for research, this paper uses radial basis function neural network
model to study the aesthetic characteristics of dance in the context of few-shot learning. When the time index reaches 50, the
average ratio of the L-MBP algorithm is 33.4 percent, 32.5 percent for the RBNN algorithm, and 46.3 percent for this method. As
can be seen, this method has the highest ratio of the three algorithms, giving it a distinct advantage in terms of dance aesthetics. As
a result, this paper establishes a neural network model, trains and simulates the network model, studies and analyzes the in�uence
of changes in in�uencing factors on the aesthetic characteristics of dance, and provides a new idea for the prediction of the
aesthetic characteristics of dance and a reference for optimizing the design of the aesthetic system of dance using the prediction
ability of radial basis function neural networks.

1. Introduction

Dance existed as a form of culture long before it was
considered aesthetically pleasing.  e evolution of cultural
dance to aesthetic dance has become a historical necessity as
time passes, productivity improves, and class emerges.  e
emergence of dance with aesthetic signi�cance not only
makes dance an art in the strict sense but also gradually
forms a dance art discipline, and then produces a new
discipline—dance aesthetics. Dance art incisively and vividly
seeks out truth, goodness, and beauty in human social life;
spreads truth, goodness, and beauty; and embodies the
artistic pursuit of dance beauty. It shapes various dance
images, expresses the aesthetic consciousness and aesthetic
emotion of dance through various action forms, resonates
with the audience, and meets their aesthetic needs through
various action forms [1]. Don’t you know that when you
dance with beautiful eyes, a slim waist, and graceful hands
and feet, your beautiful posture of expressing feelings and

ideas is like �owing sculptures, shocking, and fascinating
enough to arouse the viewer’s resonance and reverie? Is n’t
this a one-of-a-kind dance language?  e artistic e�ect of
“silence is better than sound at this time” can often be
obtained by the visual beauty of the image without saying
anything. Dance, in contrast to Chinese national folk dance,
transcends cultural boundaries.  e inheritance and pro-
motion of Chinese traditional culture, Chinese national
temperament, and Chinese classical spirit are primarily
re�ected in its aesthetic characteristics. Dance beauty is a
pleasurable psychological state in which people use their
vision, hearing, and other senses to perceive, comprehend,
and taste the dance image and spiritual needs. Only those
with the ability to appreciate things can generate “aesthetic
feelings” in the realm of sound. Aesthetics must also have a
certain amount of imagination. Dance, in addition to vertical
absorption, horizontally absorbs some characteristics of
other art forms, and dance itself is constantly changing and
developing, resulting in new developments in the dance
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inheritance, but it never changes, and the inheritance of
Chinese national temperament and dance spirit is always the
main vein of dance [2]. ,e more the life experience is,
particularly life experience related to specific works, the
more conducive to art appreciation one has. As far as dance
appreciation is concerned, the appreciator should also know
something about the characteristics, types, styles, and dif-
ferent styles of dance art, which is conducive to the in-depth
feeling and comprehension of dance works. Being able to
correctly discover, recognize, and evaluate beauty is the basic
aesthetic ability to learn dance art. ,erefore, in dance
teaching, the study of dance aesthetic characteristics is
closely related to improving students’ aesthetic ability.

Because the RBF neural network model [3] is good at
approximating functions, many researchers have begun to
use the RBNN approximation model for engineering design.
,e radial basis function neural network is a feedforward
neural network with only one hidden layer that can realize
the hidden layer’s nonlinear mapping and the output layer’s
linear mapping. ,e action function of the radial basis
function neural network’s hidden layer node generates a
local response to the input signal. ,e hidden layer node
produces a large output when the input signal is close to the
basis function’s central range. According to the RBF neural
networkmodel, the RBF neural network’s training algorithm
is investigated, and the K-means clustering algorithm is used
to determine the hidden layer node center, hidden layer
node width, and output weight of the network, as well as the
network model framework [4]. ,e impact of the number of
hidden layer nodes and distribution coefficient on the ac-
curacy of the RBF neural network model is investigated
using an empirical formula and a comparative test method,
and the two parameters are finally determined to complete
the RBF neural network model’s establishment.

,e dance focuses on “quietness,” “harmony” is the most
important, the coordination between breathing and body is
emphasized, the harmony and unity between every detail is
emphasized, and a kind of harmony and coordination is
emphasized in the dance movements.,is kind of adduction
and harmony of dance comes from the Chinese character,
characteristics of “harmony is the most important thing”
and “the beauty of neutralization,” and it is a highlight of the
Chinese nation’s aesthetic psychology. Its round, curved,
twisted, and inclined posture and circular track of move-
ments can well reflect the Chinese philosophical spirit of
repeated cycles and constant renewal [5]. ,erefore, with the
help of the prediction ability of radial basis function neural
network, this paper establishes a neural network model,
trains and simulates the networkmodel, studies and analyzes
the influence of the changes of influencing factors on the
aesthetic characteristics of dance, and provides a new idea
for the prediction of the aesthetic characteristics of dance
and a reference for optimizing the design of the aesthetic
system of dance. Under the radial basis function neural
network model, the aesthetic characteristics of dance are
mainly embodied in original ecology, where original ecology
is relative to performance and folk, and folk is relative to the
former court [6]. Folk of dance refers to the folk customs and
nationality reflected from dance movements and dance

images, and the nationality of dance refers to the common
national style, temperament, and spirit reflected from dance
movements and dance images. Folk is the foundation of
nationality, and nationality is folk. ,e innovations in this
paper are as follows:

(1) ,is paper constructs the model diagram of radial
basis function neural network. RBF neural network
model reflects the nonlinear evolution relationship
of the overall structure through repeated learning of
sample data, so as to predict the unknown data.
,erefore, the training sample data are very im-
portant for the fitting accuracy and generalization
ability of neural network.

(2) ,e aesthetic characteristics of dance are tested and
analyzed. When the time index reaches 50, the av-
erage proportion of L-MBP algorithm is 33.4%, the
average proportion of RBNN algorithm is 32.5%, and
the average proportion of this method is 46.3%. It
can be seen that the proportion of this method in the
three algorithms is the highest, so it plays a greater
advantage in the aesthetic characteristics of dance.

,e overall structure of this paper consists of five parts.
,e first section introduces the background and significance
of dance aesthetic characteristics, and then introduces the
main work of this paper. ,e second section mainly in-
troduces the research status of dance aesthetic characteristics
at home and abroad. ,e third section introduces the radial
basis function neural network model. ,e fourth section
introduces the aesthetic characteristics of dance and the
analysis of the experimental part. ,e fifth chapter is the
summary of the full text.

2. ResearchStatusofAestheticCharacteristicsof
Dance at Home and Abroad

So put forward that when people’s inner feelings reach the
point where language and words cannot express them, they
cannot help dancing and expressing their inner feelings.,is
kind of progressive emotional expression from low to high
just reflects that dance, as a “silent art,” has surpassed such
vocal languages as poetry and music, and has become the
highest level of emotional expression, reflecting the strong
lyrical aesthetic characteristics of dance art [7]. Habron and
Merwe put forward that dance images are mainly figures,
animal and plant images, or morphological objects created
by dancers through their movements. Image is an important
aesthetic feature of dance [8]. Christmas in dance teaching,
capturing vivid dance images, is the premise and foundation
of dance learning [9]. K. Skjoldager-Nielsen and
D. Skjoldager-Nielsen put forward that this dance feature is
also the inheritance of ancient Chinese dance. In ancient
Chinese dance, people like to get close to the Earth or the
site, and the dancers are mainly focused on gaining mo-
mentum. Generally, they rarely raise their feet, but move
their feet slowly along the intended geometric figure, which
is in favor of the ever-changing movements of arms and
hands [10]. Lustig and Tan put forward that in dance
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teaching, it is important for students to understand and
master the aesthetic characteristics and types of dance lyr-
icism to improve their aesthetic ability [11]. Anderson put
forward that accumulating rich life experience and artistic
practice experience, going deep into the folk to carry out art
gathering activities, being good at discovering and digging
beauty from life, and absorbing rich nutrition from the
“root” of dance art are important methods to capture dance
images and enhance aesthetic ability, so as to better serve the
shaping of dance images [12]. A. Wang and C. Wang
proposed that many original ecological folk dances are
formed within the same nation due to different branches,
geographical distribution, economic status, and cultural
development. ,ese seemingly different original ecological
folk dances have the nationality of the same nation and
reflect the same aesthetic psychology and aesthetic habits
[13]. Schuh proposed that the shape of dance occupies space
and the melody of music occupies time. ,e audience’s
appreciation of dance must first be accepted through vision.
Visibility has become a feature of dance aesthetics [14].
Jürgens puts forward that the aesthetic characteristics of
ethnic minority dance are mainly embodied in performance,
nationality, and folk. Both academic folk dance and ethnic
minority dance have the characteristics of performance,
nationality, and folk. ,eir dance movements are derived
from the dance movements of original folk dance, which
have been processed, refined, integrated, and transcended
[15]. Adewale proposed that the aesthetic feature of dance is
lyricism. Dance is good at lyricism and bad at narration.
Only when poetry, song, and music are not enough to ex-
press feelings can we “dance with hands and dance with feet”
[16].

Based on the above analysis, this paper puts forward a
radial basis function neural network model to study the
aesthetic characteristics of dance and then uses the improved
optimal stop training method to control the training of these
two parameters so that the established prediction model can
obtain better generalization ability. Under the radial basis
function neural network model, human body movements
can only be developed into dance language with dance ar-
tistic attributes after people’s artistic processing and creation
in accordance with the regularity and purpose of dance
aesthetic features, and can only become a tool for shaping
dance images and a means of expressing dance so that the
beauty of dance works can be planed and embodied on this
basis. ,e dance features in the aesthetic features of dance
reflect the psychological characteristics of outward devel-
opment, the belief in God, and the commonness of Western
traditional culture. Of course, this psychological feature of
outward development is inseparable from the geographical
environment in the west. Under the aesthetic characteristics
of dance of radial basis function neural network model, the
enthusiastic and unrestrained mental state of the actors and
the rhythm of their feet with a sense of the times make the
audience feel the pulse and rhythm of modern life psy-
chologically, and bring people’s thoughts to a brand-new
realm, so as to arouse people’s inner pursuit of beauty and
inspire people’s strong love for life, work, and study. ,e
expression in the radial neural network model is the soul of

form through facial expressions and body expressions. As
the saying goes, “superb” means this. ,erefore, in the
performance, students should follow the principle of “taking
the shape with the spirit,” “expressing the spirit with the
shape,” and “having both the form and the spirit,” as well as
the artistic law of “taking the lead with the spirit before the
body moves, and arriving with the spirit when the shape
fails.”

3. Radial Basis FunctionNeural NetworkModel

3.1. Principle and Algorithm of Radial Basis Function Neural
Network. Radial basis function neural network is a feed-
forward neural network based on interpolation algorithm,
which can approximate any nonlinear function with any
accuracy [17]. Compared with BP network, the excitation
function of RBF neural network is radial symmetric func-
tion, which only responds to the input signal locally, so it
avoids the problem of long training time and easy to fall into
local minimum of BP network. RBF neural network model
reflects the nonlinear evolution relationship of the overall
structure through repeated learning of sample data, so as to
predict the unknown data. ,erefore, the training sample
data are very important for the fitting accuracy and gen-
eralization ability of neural network. When selecting sample
data, we pay attention to the following three points:

① ,e sample data should be widely distributed, cov-
ering the whole structure of the problem and fully
reflecting the potential law.

② ,e sample data should be distributed evenly to avoid
the phenomenon of too dense local data.

③ Remove the impossible data, so as to prevent it from
generating data noise and affecting the convergence
of the network.

In the work of multilayer perceptron neural network, the
function coincidence is imminent, which is defined by the
nested function set of the weighted sum of input and
threshold value, and the weight matrix is calculated through
recursive iteration, and the output is calculated. Different
from other feedforward neural networks such as MLP, the
working principle of RBF neural network function fitting is
to map the input directly to the high-dimensional space, and
then carry out a single linear weighting and output in the
output layer, so that the supervision and training time of
weights are greatly reduced [18, 19]. In radial basis function
neural network, the number of nodes in the input layer is
consistent with the input dimension of the learning sample,
while the number of nodes in the output layer is consistent
with the output dimension of the actual problem. ,erefore,
once the learning sample is determined, the number of
nodes in the input layer and the number of nodes in the
output layer are determined at the same time [20]. ,e input
layer node only transmits the input signal to the hidden
layer. After the nonlinear transformation of the hidden layer
node, the output is generated by the linear function of the
output layer node. ,e neural network model consists of
three layers, and its structure is shown in Figure 1.
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,e first layer is the input layer, which consists of signal
source nodes. ,e number of input nodes is the dimension
of the input sample. Assuming that there are N input
samples, each input sample is a I dimension column vector,
that is, X � (x1, x2, . . . , x1)

T, and each element of the
sample column vector is the node of the input layer. ,e
second layer is the hidden layer, and the number of neurons
in the hidden layer varies with the application to be solved.
,e activation function of each hidden node adopts radial
basis function. Radial basis function is a kind of non-neg-
ative nonlinear function, which is symmetrical about the
center point and attenuates radially, and it has local response
function. ,e third layer is the output layer, which responds
to the output of the hidden layer. Assuming that the number
of nodes in the output layer is K, this layer maps the hidden
layer space to the output layer. Because of the special
properties of radial basis function, it has the selective re-
sponse ability to input variables, which makes RBF network
to have the local tuning ability. We take the hidden layer
action function as Gaussian function, and the hidden layer
output is

Ri(x) � exp −
X − Ci

����
����
2

2σ2i
⎛⎝ ⎞⎠, i � 1, 2, . . . , h, (1)

where h is the number of neurons in the hidden layer; X �

(X1, X2, . . . , Xk) is the k dimensional input vector; Ci and σi

are the center vector and width of the ith radial basis
function in the hidden layer; ‖ ∘ ‖ is the 2 norm, representing
the Euler distance betweenX andCi; and Ri(X) is the output
of the i radial basis function. ,e output of the whole RBF
neural network is

yj � 
h

i�1
wjiRj(X), j � 1, 2, . . . , ci � 1, 2, . . . h, (2)

where yj is the output of j neuron in the output layer, and
wji is the connection weight between i neuron in the hidden
layer and j neuron in the output layer.

Let MN be the number of hidden nodes, CN be the
number of original clusters of samples, and β be the re-
dundancy coefficient of hidden nodes. Its value can be
determined according to the network learning situation, and

it is generally acceptable as 0< β< 0.5.,e number of hidden
nodes of radial neural network can be determined by
formula.

MN � CN + β ∘CN. (3)

In order to speed up the training of RBF neural network,
it is necessary to initialize the center and width of hidden
layer RBF appropriately. ,e center of hidden layer neurons
is intuitively taken as the class mean value. ,e selection of
width takes into account the dispersion of samples within
the class and the distance between classes. If the dispersion of
samples within the class is large or the distance between
classes is large, the width of radial basis function shall be
larger; otherwise, it shall be smaller, and its value shall be
determined according to the formula.

σi � ddj − d
inner
j � min Ci − Cj

�����

����� −

���������������
1

Yi|x∈Y X − Ci

����
����
2

i



, (4)

where dij is the distance between class center Ci and Cj, m is
the number of classes, dinner

j is the dispersion degree within
classes, X is the sample point within class Yi, and |Yi| is the
total number of samples in class Yi.

,e basic idea of this algorithm is that the response of
hidden layer nodes in radial basis function neural network to
input depends on the distance between the input vector and
the center of hidden layer nodes. ,e smaller the distance
between the input vector and the center, the greater the
response of hidden layer nodes. ,erefore, the process of
determining the hidden layer nodes is the process of clus-
tering the input samples according to the distance between
samples. ,e input vectors with small distance from each
other belong to the same category, and the clustering center
is the center of the hidden layer nodes. Different network
structures and weight training algorithms lead to different
characteristics and application functions of the network. At
the early stage of neural network development, the network
structure was simple, with only input layer and output layer,
and its application was single. ,e emergence of multilayer
neural networks [21–23] is the inevitable result of the de-
velopment of neural networks [24]. Besides the input layer
and the output layer, the middle layer of the multilayer
neural network is called the hidden layer, which can be one
or more layers. ,e radial basis neural network is composed
of radial base layer and linear output layer, and the first layer
is radial base layer, which is composed of radial basis
neurons. ,e second layer is a linear output layer composed
of linear neurons. ,e structure diagram of radial neural
network model is shown in Figure 2.

In Figure 2, R is the dimension of the input vector, S1 is
the number of neurons in the radial base layer, S2 is the
number of neurons in the linear output layer, and IW1,1
represents the IW1,1 row element of the weight matrix i.
‖dist‖ is the Euclidean distance between the input vector P

and the weight matrix IW1,1, so the output vector consists of
S1 elements, which are the distance between the input vector
P and the vector IW1,1 composed of the row vectors of the
input weight matrix.

Input layer Hidden layer Output layer

x1

x2

x3

x4

y1

……

y2

y3

y4

Figure 1: Radial basis function neural network model.
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,e expression of radial neuron transfer function is
shown in formula.

a � radbas(n) � exp −n
2

 . (5)

,e input n of the transfer function is the product of the
weighted input ‖w − P‖ and the offset b, w is the weight
vector of the radial basis function neuron, and p is the input
vector. ,e distribution coefficient SPREAD of radial basis
function is defined as 0.8326/b, so the output a of radial basis
function neurons can be expressed as follows:

a � radbas 0.8326 ×
w − p

SPREAD
 . (6)

When ‖w − p‖ is equal to SPREAD, n is 0.8326, and the
output a of neurons is exactly 0.5. When ‖w − p‖ is greater
than SPREAD, neurons will produce less than 0.5 output;
when ‖w − p‖ is less than SPREAD, neurons will produce an
output higher than 0.5. ,e above is the mathematical
significance of radial basis function distribution coefficient.

In order to facilitate processing, we use root mean square
error (RMSE) to describe the average level of Q cross-val-
idation errors

RMSE �

��������

1
Q



Q

i�1
cve

2
i




. (7)

To sum up, when the training sample is given, the root
mean square error (RMSE) is actually a function with the
distribution coefficient SPREAD as the independent
variable.

vi represents the i element of vector v, and Mi represents
the i row of matrix M; then, there is the following
relationship:

n
1
i � IW1,1

i 
T

− p

������

������b
1
i ; i � 1, . . . , S

1
, (8)

a
1
i � rabdas n

1
i ; i � 1, . . . , S

1
, (9)

yi � a
2
i � IW2,1

i ; a
1

+ b
2
i ; i � 1, . . . , S

2
. (10)

It can be seen from the above formula that for a given
input vector p, the output vector FF of RBF neural network
can be completely determined according to IW1,1, b1, LW2,1,
b2, and y.

,e RBF neural network maps the input to the high-
dimensional space by calculating the functional of the
distance function between the input and the point in the
hidden layer; that is, it completes the mapping by activating
the function. ,e activation function is the basis function,
which is radially symmetrical about a central point of the
dimensional space. ,e activation degree of the input at the
hidden layer neuron has a strong correlation with its dis-
tance from the middle, so this hidden layer node has “local
characteristics.”

3.2. Characteristics of Dance Beauty. Dance art is a com-
prehensive art that includes lyricism, movement, and image.
To better understand dance, we must not only improve our
aesthetic ability in dance but also our aesthetic ability in
related arts. ,is will allow us to better appreciate the formal
beauty of dance. Dance’s history reveals that it coexists with
human history and keeps pace with human social devel-
opment, which is why it is so popular. As a result, its purpose
is socially significant. Many countries now include dance in
their school curricula. Dance classes have been offered in
some university elective courses, which are very popular
with young students, despite China’s late start. It demon-
strates that people’s perceptions of dance’s social function
have been greatly enhanced. Nowadays, high speed and
efficiency are valued in modern civilized life. ,e infor-
mation society and the electronic world are icons of the
industrial era, and they have had a significant influence on
the original dance form. People prefer strong, powerful,
heroic, and confident dancing when this psychological factor
is in control.,ey perform a series of complex dance steps in
a short amount of time, including rapid and colorful ro-
tation, and rapid twisting. At the same time, people’s aes-
thetic feelings about dance works are inextricably linked to
the beauty of dance; however, people’s subjective feelings
must be grounded in the objectively existing beauty of dance,
which must possess the basic characteristics of originality,

IW1,1

dist

b1

S1

LW2,1

b2

S2

R
P

R×2

1
S×1

S×1

S×1
P1 S1×1

S2×1

P2

S2×1

Radial base Linear layer

S×1

Figure 2: Structure diagram of radial basis function neural network.
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craftsmanship, and comprehensiveness. ,is kind of origi-
nality is the result of a lot of sweat and hard work, and it is
attained through a lot of hard study and exploration, even
after a lot of failures. All of this reflects a spiritual beauty, and
it is admirable. ,e created dance image can give people an
aesthetic feeling, and this unique skill is beyond the reach of
ordinary people.

In a dance work, first of all, it should have aesthetic
characteristics such as originality, skill, and comprehen-
siveness, so as to give people a feeling of dance beauty, be
loved by people, and be called excellent dance works. “Form
and spirit, spirit and rhyme” is to analyze the aesthetic
characteristics of dance movements through the research
category of dance aesthetics, and it shows that the im-
provement of dance aesthetic ability plays an important role
in teaching. Dance expresses thoughts through the moving
human body, and the human body movements are linked by
emotional logic. Like poetry and music, it has the structural
method of literary thoughts. ,e structure of the article is
words, words, sentences, paragraphs, and chapters, and the
structure of dance is dancing, dancing, dancing, dancing,
and dancing. Although in the long history, poetry, music,
and dance have gradually taken an independent develop-
ment path, and their respective artistic characteristics have
been relatively highlighted, their internal relationship, that
is, comprehensiveness, has never been interrupted or in-
dependent, and they have always maintained a state of “you
and me” or “you and me.” For dance, this phenomenon is
more obvious and prominent.

As the external form of dance beauty, after having the
artistic attribute of dance, the dance image must also go
through the comprehensive development of dance aesthetic
creation, that is, the integration of dance, music, poetry, and
other different arts, so as to better understand the aesthetic
attribute of dance, and finally complete the aesthetic of
dance. Dance is embodied by a unique rhythm of “force.”
,e movement of dance is the movement of “Qi.” It is the
rhythm of “force” of human body’s “Qi” sensing the “Qi” of
the universe. All dances should use the internal “Qi” to show
the external “force.” With the help of the research on the
aesthetic characteristics of dance, this paper demonstrates
the important role of dance aesthetic ability in dance
teaching, which can provide some enlightenment to the
theory and practice of dance teaching. ,ere is a lack of
exploration and innovation in artistic conception and ar-
tistic expression; that is, there is no originality; instead, the
old routine is adopted in a light and familiar manner or in a
conventional manner, and the performance is the theme and
content that we have seen and understood for a long time.
,ere will be no new ideas for people, and bringing beauty to
people is impossible. As a result, dance must possess unique
aesthetic characteristics. Dance serves as a vehicle for moral
and emotional education. Real, kind, and beautiful feelings,
wishes, and ideals of choreographers and dancers are re-
flected in the pleasing dance image. It has a subtle positive
effect, cultivating people’s temperament, evoking noble
sentiment, inspiring emotion, inspiring fighting spirit, and
so on. Because dance is a form of art in which human body
movements are the primary means of expression, it is

unavoidable that the means of expression of dance become
more artistry as the scope of dance performance subjects and
the depth of the theme content expands. ,e colorful life
content and rich characters’ inner world can only be fully
displayed through a high level of artistry. ,ese character-
istics are often integrated and penetrated into each other in
an excellent dance work, but they are sometimes hidden and
sometimes prominent. However, a close examination reveals
that these qualities are present in excellent works as well and
that they are interdependent or inseparable.

4. Simulation and Results

4.1. Determination of the Number of Hidden Layer Nodes.
In order to establish an ideal dance aesthetic feature model,
the commonly used method of gradually increasing the
number of hidden layer nodes is adopted to adjust the neural
network, and 30, 70, and 120 hidden layer nodes are selected
for experiments, respectively, and then, the mean square
error between each output variable and the real value is
calculated. Tables 1–3 show the mean variance of the output
values of the three networks.

From Tables 1 to 3, it can be seen that the fitting accuracy
of training data is higher and higher with the increase in
hidden layer nodes. When the number of hidden layer nodes
is the same as the number of training samples, the fitting
error of the network to the training set reaches 0. But at this
time, the prediction accuracy of the three dance aesthetic
feature test sets is not high. However, because the proportion
of dance aesthetic feature training samples in the total data is
not large, and its absolute accuracy is not low, the interval of
the number of hidden layer nodes can be preliminarily
determined.

Table 1: Mean square error of 30 hidden layer nodes.

30 Test 1 Test 2 Test 3 Train
L 4.0276 4.3147 6.582 2.9947
A 5.051 4.4913 5.4983 3.2176
B 5.6398 5.7176 7.8707 3.3521

Table 3: Mean square error of 120 hidden layer nodes.

120 Test 1 Test 2 Test 3 Train
L 0.9653 1.0663 1.225 0.1925
A 1.2467 1.1262 1.3702 0.2345
B 1.3062 1.3823 1.5531 0.2244

Table 2: Mean square error of 70 hidden layer nodes.

70 Test 1 Test 2 Test 3 Train
L 2.6595 1.9798 2.5888 0.5702
A 3.0583 2.7625 3.1556 0.97
B 3.5221 2.9441 4.1052 1.0325
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4.2. Analysis of Aesthetic Characteristics of Dance. In this
experiment, L-MBP algorithm, RBNN algorithm, and this
method are used to compare the aesthetic characteristics of
dance, and the calculation results of RBNN approximate
model are attached in Figure 3. ,e initial weights of FNN
are randomly generated, and the set initial weights directly
affect the final training results. ,e experimental results are
shown in Figure 3.

As can be seen from Figure 3, when the conditions other
than the initial weight under the aesthetic characteristics of
dance are the same, the values of FNN approximate model
based on L-MBP algorithm vary greatly; by contrast, when
the training sample of dance aesthetic characteristics is
given, the quality of RBNN approximate model is only
related to the value of distribution coefficient. Once the value
of spread is determined, the RBNN approximate model and
its values will be completely determined. ,e RBF neural
network model predicts the aesthetic characteristics of
dance; that is, the principal component score coefficient is
used to calculate the principal component value, and the
data of dance aesthetic characteristics are normalized; fi-
nally, L-MBP algorithm, RBNN algorithm, and this method
are used to establish the RBF neural network of dance
aesthetic features in the mapping relationship, which con-
stitutes the proportion of PCA-RBF network. ,e experi-
mental results are shown in Figure 4.

As can be seen from Figure 4, when the time index reaches
50, the average proportion of L-MBP algorithm is 33.4%,
RBNN algorithm is 32.5%, and the average proportion of this
method is 46.3%. It can be seen that this method accounts for
the highest proportion of the three algorithms, so it plays a
greater advantage in the aesthetic characteristics of dance. In
order to verify the advantages of radial basis function neural
network over other networks, this paper constructs PCA-BP
network and uses machine learning, decision tree algorithm,
and this method to repredict the aesthetic characteristics of
dance. Similarly, 2∼20 groups of data are used as training
samples, and 22∼26 groups of data are used to evaluate and
test themodel.,e test simulation results of soft sensor model
are shown in Figure 5.

As can be seen from Figure 5, when the time index
reaches 60, the average ratio of machine learning algorithm

is 44.3%, that of decision tree algorithm is 49.5%, and that of
this method is 57.8%. Similarly, the change of this method in
the training of dance aesthetic feature errors among the three
algorithms is the highest, which proves the feasibility and
accuracy of this method. In the experiment, we use the
proposed EDIW-PSO algorithm, LDIW-PSO algorithm,
NDIW-PSO algorithm, and GLBESTIW-PSO algorithm to
optimize the RBF neural network, train the training samples,
and obtain the fitness function curves of the four optimi-
zation algorithms. When the fitness function reaches the

10 20 30 40 50 60 70 80
Time index

30

35

40

45

50

55

Pr
op

or
tio

n

L-mbp algorithm
RBNN algorithm
Paper method
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different algorithms.
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minimum value, the optimal parameter value of neural
network obtained by algorithm optimization is shown in the
table. ,e fitness function curves of the four optimization
algorithms are shown in Figure 6.

As can be seen from Figure 6, among the four methods,
the PSO algorithm, which is an exponential declining inertia
weight strategy, has a faster convergence rate, the smallest
fitness function value, and the smallest training error of the
neural network. ,e formal beauty of dance art is relatively
independent, and formal beauty is one of the common forms
of common beauty, which is most likely to cause a common
sense of beauty, and the popularity of dance works is also
likely to cause people’s common sense of beauty. Because of
the existence of common aesthetic feeling, good works can
transcend national and national boundaries and reflect
people’s common interests, life ideals, and psychological
needs. In this experiment, the changes of dance aesthetic
feature fitness function fitting two-dimensional nonlinear
function of four models are compared experimentally.
EDIW-PSO-GRBF model, NDIW-PSO-ADABOOST GRBF
model, LDIW-PSO-ADABOOST GRBF model, and radial
basis function neural network model in this paper are used
for experiments, respectively. ,e experimental results are
shown in Figure 7.

As can be seen from Figure 7, the radial basis function
neural network model in this paper has the fastest con-
vergence speed, and the global optimal solution searched is
better than the other four models, with smaller training
error. ,e subjectivity embodied in aesthetic judgment
created aesthetic comprehension’s subjectivity. Aesthetic
comprehension’s subjectivity, as a form of rationality, is
based on objectivity, but at the same time, it is latent and
fuzzy.

5. Conclusions

,e purpose of the rhythm of movements in dance works is
to investigate the rhythm of dance by drawing inspiration
from natural phenomena such as river, lake, and sea fluc-
tuations, as well as the flashing of stars in the universe and

the swaying of weeping willows by the lake. As a result, we
must be adept at recognizing and learning the beauty and
inner spirit of rhythm. Based on the RBF neural network
model, this paper investigates the aesthetic characteristics of
dance. When the time index reaches 50, the average pro-
portion of L-MBP algorithm is 33.4 percent, 32.5 percent for
RBNN algorithm, and 46.3 percent for this method. As can
be seen, this method has the highest proportion in the three
algorithms, so it has a greater advantage in the aesthetic
characteristics of dance. ,e more difficult it will be, the
higher the RBF neural network model’s skill in dance
performance.,is is not something that ordinary people can
do, which just goes to show how unique dance is in terms of
innovation and creativity. With the ever-changing nature of
life, dance art will change, develop, and improve, and will
play a role in the construction of both material and spiritual
civilizations. ,e simulation of surgery in the radial basis
function neural network model can make people happy. On
the contrary, the form of simulation content is changing and
even deepening with the advancement of society and human
civilization. ,e mode of production, lifestyle, and ideology
is changing, much like China’s transition from an agricul-
tural to an industrial society, and the dance form and
content of the aesthetic characteristics of dance are bound to
change as well.
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British and American literature is a compulsory course for English majors in Chinese colleges and universities. It plays an
important role in cultivating students’ aesthetic consciousness and moral cultivation, improving students’ humanistic quality and
cultural taste, and shaping students’ complete personalities. With the rapid development of cloud technology and mobile Internet
technology, mobile learning based on mobile devices will become an important direction of mobile Internet technology ap-
plications. Based on cloud computing, this paper studies the construction of digital teaching resources of the British and American
literature. �rough the experiment on the learning simplicity of literature courses for English majors, it is found that during the
learning period of 40 people, the average proportion of the most di�cult is 16.3%, the average proportion of the second di�cult is
35.2%, and the average proportion of the easier is 18.5%. Compared with the next di�culty, the proportion of di�culty is the
highest, followed by the easy and �nally the most di�cult. As one of the core technologies of cloud computing, data split storage
technology adopts measures such as isomorphism and interchangeability of computing nodes, redundant storage, and multicopy
fault tolerance to ensure the high security and reliability of user data and users do not have to worry about data loss and virus
invasion. As a new generation of technical means, cloud computing can realize the uni�ed management and scheduling of
distributed and heterogeneous resources and provide a new development direction for promoting the coconstruction and sharing
of the British and American literature digital teaching platforms in higher vocational colleges and truly realizing national learning
and lifelong learning.

1. Introduction

British and American literature, as a required course for
Chinese English majors in their third year, serves a critical
function in broadening students’ cultural horizons and
cultivating high quality. It is critical in developing students’
aesthetic consciousness and moral development, as well as
strengthening their humanistic quality and cultural taste and
forming their entire personality [1, 2]. �e authorized
curriculum of the postgraduate entrance test for English
majors includes British and American literature. In recent
years, this course’s information has been included in the

CET8 test content [3]. �ere are a variety of causes for the
marginalization of British and American literature at col-
leges and universities, but there are two major reasons. It is a
result of the contemporary mercantilist social climate. Some
colleges and universities continue to add practical and ef-
fective Applied English courses such as business English,
economic and trade English, �nancial English, legal English,
and computer English when teachers are strictly prohibited
in order to reduce the number of class hours of English and
American literature courses as much as possible [4, 5].
Students dig deeper into and investigate the contents of
literary works, fully integrating the collected information
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into their English knowledge system. )ey enhance their
English level in addition to enhancing their literary literacy
[6].

Mobile learning based on mobile devices will become an
important path for mobile Internet technology applications
with the rapid growth of cloud technology and mobile In-
ternet technology. Based on the cloud platform, the mobile
digital resource platform mines related learning needs and
habits using cloud computing technology’s storage space
and data analysis capabilities [7, 8], allowing students and
teachers to access the network resource cloud service
platform and obtain resources at any time and from any
location. )e process of data processing is relocated from
personal computers or servers to computer clusters on the
Internet, which is dubbed “cloud” [9], using the high-speed
transmission capabilities of cloud computing on the In-
ternet. Cloud computing has accelerated the evolution of
information technology and IT application mode, funda-
mentally altered working and business modes in the tra-
ditional mode, and increased resource utilization and
computing speed, simplifying software, business processes,
and access services. Cloud computing provides computa-
tion, services, software, and other services to a large number
of users at the same time, and maintaining data security is
the foundation for gaining consumers’ trust. Data sharing
storage technology, as one of the core technologies of cloud
computing, employs features [10, 11] such as isomorphic
and interchangeable computing nodes, redundant storage,
multicopy fault tolerance, and other features to ensure that
user data are secure and reliable, and users do not have to
worry about data loss or virus intrusion [12, 13]. )e core
objective of cloud computing is to share the processing and
storage resources of each node in the cloud, to deliver to end-
users, and to take the required computer resources as its
main role. Cloud computing will inevitably find its way into
more and more digital teaching tools for British and
American literature [14, 15]. In the cloud computing mode,
by building a common cloud platform for digital teaching
resources of British and American literature, the links within
schools, between schools, and between schools and enter-
prises can be closer, and educational information resources
can be effectively integrated and shared. With this platform,
schools and enterprises can also effectively save human and
material resources, realize resource complementarity, and
promote two-way cooperation. As a new generation of
technical means, cloud computing can realize the unified
management and scheduling of distributed and heteroge-
neous resources so as to provide a new development di-
rection for promoting the coconstruction and sharing of
British and American literature digital teaching platforms in
higher vocational colleges and truly realizing national
learning and lifelong learning.

)is article studies and innovates the above problems
from the following aspects:

(1) A cloud server model of English and American lit-
erature digital teaching resources based on cloud
computing is proposed.)e digital teaching resource
base based on cloud computing also reduces the

difficulty of operation, and users can easily use the
resource base without mastering complicated soft-
ware operations. Digital resources store information
in data centers to meet the needs of students and
teachers; memory management is used to organize
and manage data from cloud service end to mobile
client application end; the management layer realizes
the interaction between security control and mem-
ory management through the cloud management
platform.

(2) A digital teaching resource construction system of
British and American literature based on cloud
computing is constructed. )rough the digital
teaching resources construction system of British
and American literature, a resource information
database and a resource catalogue database are
established to manage resources and provide support
for the rapid retrieval of resources. Because resources
need to be shared with different databases, it is
necessary to establish common technical standards
and build database platforms according to the same
specifications to prevent data incompatibility.

)e article is divided into five parts, and the organiza-
tional structure is as follows: Section 1 introduces the re-
search background and present situation of digital teaching
resources of British and American literature and puts for-
ward and summarizes the main tasks of this paper. Section 2
introduces the related work of digital teaching resources of
British and American literature at home and abroad. Section
3 introduces the algorithms and models of cloud computing.
Section 4 introduces the realization of the digital teaching
resources of British and American literature and compares
the performance of the system through experiments. Section
5 is the full-text summary.

2. Related Work

2.1. Research Status at Home and Abroad. Zhang L et al. put
forward that there are many problems in the teaching
materials of British and American literature. First, most of
the teaching materials are of single style and not readable,
which is difficult to attract students’ interest; second, the
replacement speed of teaching materials is too slow. Many
teaching materials are old in content and viewpoint, which
can not meet the students’ desire to know the latest things;
third, the textbook pays too much attention to the indoc-
trination of knowledge and lacks enlightenment, ignoring
the cultivation of students’ intelligence and ability [16]. Li
proposed that the purpose of literature course is to cultivate
students’ ability to read, appreciate, and understand the
original works of English literature, master the basic
knowledge and methods of literary criticism, improve stu-
dents’ basic language skills and humanistic quality through
reading and analyzing British and American literary works,
and enhance students’ understanding of western literature
and culture [17]. Yi proposed that the construction of a
digital teaching platform of British and American literature
can integrate the existing human resources and academic
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resources, use the huge text, video, and audio information to
increase students’ knowledge, cultivate students’ correct
learning methods, and improve learning efficiency. In turn,
it can enable students to join the classroom teaching links
and the construction of a digital teaching platform, highlight
their subjectivity and exercise their reading ability, scientific
research ability, and expression ability [18]. Shan proposed
that in view of the problems existing in the current British
and American literature course, I think it is necessary to
make use of the current rich network resources and use
modern teaching methods to improve the teaching effect of
the British and American literature course, so as to play its
due role in higher education and get rid of its marginali-
zation [19]. Ma and Bo proposed to improve students’ basic
language skills and humanistic quality and enhance students’
understanding of western literature and culture by reading
and analyzing British and American literary works [20].
Campbell put forward that it is necessary for teachers to
optimize and reform the existing teaching mode of British
and American literature, make full use of modern educa-
tional technology and network multimedia, update teaching
contents, improve teaching efficiency, and cultivate students
to master effective learning methods [21]. Al-Zoube et al.
pointed out that some teachers of English and American
literature courses started to use multimedia in the teaching
process, but many of them just showed the contents of
textbooks in the form of courseware. )is kind of “textbook
moving” courseware did not give full play to the advantages
of multimedia, so it was not attractive [22]. Hwang and Li
put forward the compiling characteristics of foreign English
and American literature textbooks, analyzed the short-
comings in domestic textbooks, and put forward corre-
sponding reform suggestions [23]. Yang pointed out that the
contents of most English and American literature textbooks
are relatively outdated, but the use of network resources can
make up for this deficiency. Teachers can collect, download,
and sort out some resources tomeet students’ needs from the
Internet and selectively integrate the latest contents and
research results of British and American literature into the
lecture notes in time [24]. Li pointed out that literary ap-
preciation ability, cross-cultural ability, and critical thinking
ability are essential basic abilities for foreign language
majors. Whether students have these abilities depends
largely on the quality of teaching materials used in literature
courses and the teaching effect on teachers and students [25].

2.2. Research Status of Digital Teaching Resources of the
British and American Literature Based on Cloud Computing.
)is article analyzes the construction of digital teaching
resources of British and American literature under cloud
computing, the opportunities, and challenges faced by
British and American literature teaching in Chinese uni-
versities and discusses how to reform the teaching mode and
improve the teaching efficiency under cloud computing.
Building and sharing a British and American literature
teaching resource library using cloud computing technology

is critical for China’s talent development so that high-quality
educational resources may be popularized and more stu-
dents can benefit from them. It is difficult for pupils to
understand abstract concepts solely through linguistic in-
terpretation during the educational process. Cloud com-
puting technology can help concretize abstract ideas and
simplify complex situations, allowing you to achieve twice
the outcome with half the effort. )e use of cloud computing
technology, on the other hand, offers teachers with a new
digital teaching resource teaching system of British and
American literature, which encourages teachers to challenge
traditional teaching notions and promote constant inno-
vation in all parts of education. Improving their English
language skills is also conducive to creating a literary
learning atmosphere integrating knowledge and interest,
stimulating their interest in learning, and cultivating their
autonomous learning habits. )erefore, the teaching of
British and American literature can fully reflect its hu-
manistic knowledge and improve its teaching quality.

3. Algorithm and Model of Cloud Computing

Cloud computing is a network made up of a large number of
computers that can offer consumers the necessary computer
services. )is supercomputing mode reflects the future
development trend of computer applications and is the
newest development achievement of distributed computing,
parallel computing, and grid computing in the field of
computer science. “Computing” refers to a “computing
resource pool” in cloud computing, while “cloud” refers to
multiple networks that provide resource services. Cloud
computing service providers are in charge of virtualized
device management and operation, as well as dynamic re-
source deployment, real-time scheduling, and autonomous
recycling, among other things. Virtualization technology is
used to make cloud computing a reality. In general, the
computer element runs on a real basis, but in virtualization
technology, the computing element runs on a virtual basis.
Cloud computing resources are always developing dy-
namically, and different computer terminals can add dif-
ferent types of information to the cloud for other users to
download and share. End consumers do not need to un-
derstand how the cloud works, let alone have expert
knowledge, and everything is as simple as connecting to the
Internet.

Cloud services can govern and administer a vast number
of educational information resources with the use of cloud
computing. Any learner requires only a cloud-connected
computer or a mobile terminal device that operates on a 3G
or WiFi network. In any place and at any time, they can get
the learning resources and services he needs from the cloud
resource library in real time. )ey can also use cloud re-
sources to debate a specific problem with teachers and
specialists, making virtual network learning a reality. )e
operating difficulties are also reduced by the digital in-
structional resource library based on cloud computing. )e
resource library is simple to use and does not need users to
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grasp sophisticated software processes. )e user interface is
welcoming, and the experience is very humanized, which
can help to boost the learning effect significantly. )e fol-
lowing are the basic components of the mobile digital cloud
server: )e data center’s information is stored in digital
resources, which are used to suit the demands of students
and teachers. From the cloud service to the mobile consumer
application, memory management is used to organize and
manage data. )rough the cloud management platform, the
management processing layer accomplishes the connection
between security control and memory management. )e
cloud server model of digital teaching resources of British
and American literature is shown in Figure 1.

Allocate virtual machines to each application according
to the resource vector R � (R1, . . . , Rj, . . . , Rc) allocated to
each application output by the application monitoring
program module so as to minimize the total allocation cost.
In other words, the purpose of this module is to assign the
virtual machine of each application that minimizes the
objective function as follows:

C � min 
m

i�1
cos t · Ni

⎛⎝ ⎞⎠, (1)

where m is the number of applications, cos t is the operation
cost vector of virtual machines, each item corresponds to the
allocation cost of each type of virtual machine, Ni is the
virtual machine vector allocated to application i and
Ni � (ni1, . . . , nij, . . . , nic), nij is the number of j-type virtual
machines allocated to application i, and cos t · Ni represents
the cost of allocating virtual machine vector Ni to appli-
cation i.

According to the assumption in this article, the number
of each type of virtual machines in the data center is limited;
that is, there is an upper threshold. )e threshold vector of
each type of virtual machine is defined as Nmax �

(nmax
1 , . . . , nmax

j , . . . , nmax
c ) and has the following

relationship:



m

i�1
nij ≤N

max
j , 1≤ j≤ c. (2)

)e number of resources allocated to each application
should meet the resource requirements determined by the
application monitoring module, namely,


c
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nij · V

CPU
j ≥R

CPU
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nij · V
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j ≥R

menory
i , 1≤ i≤m,



c

j�1
nij · V

network
j ≥R

network
i , 1≤ i≤m.

(3)

At the same time, the total resources of all virtual ma-
chines deployed on physical machines cannot exceed the

total resources of all physical machines, so there is the
following relationship:
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j�1
p
network
j .

(4)

By solving the above model with the constraint method,
we can get the virtual machine allocation vector with the
lowest total cost, and each virtual machine allocation vector
corresponds to the virtual machine allocation situation of
each application, that is, what kind of virtual machines are
allocated and the number of virtual machines allocated.

)erefore, a teaching resource model with the best en-
ergy consumption of heterogeneous servers can be
established:

minimize
i∈P

Hi · E
dynamic
i + E

static
i , (5)

where Ei is the energy consumption of physical server pi. It
can be concluded that the constraints on energy con-
sumption are

E
static
i + Hi · E

dynamic
i ≤E

Max
i (1≤ i≤ n). (6)

Among them, EMax
i is the maximum energy consump-

tion that physical server pi can bear; that is, the actual energy
consumption of the physical server pi must be less than or
equal to EMax

i .
Cloud computing provides resources, services, and

platforms for users. It can provide users with safe, con-
venient, and efficient services as needed at any time,
anywhere, and anyway. It has the characteristics of su-
perscale, safety and reliability, on-demand service, and
strong versatility. Cloud computing is a service-centered
networked computing resource sharing pool. )e main
body of its architecture includes the application layer,
platform layer, infrastructure layer, and virtualization
layer, which provide software as a service, platform as a
service, and infrastructure as a service, respectively. On-
demand access through service support. In addition, the
client and management together constitute the architecture
of cloud computing.)e architecture of cloud computing is
shown in Figure 2.

)e architecture of cloud computing is mainly divided
into six layers:

① Application layer
In the application layer, services are provided
through software applications, which interact with
the client through web service and other technologies
to realize the corresponding functions.

② Platform layer

4 Computational Intelligence and Neuroscience



Based on the virtualization layer, the platform layer
plays an important role in connecting the preceding
and the following. It is responsible for responding to
the requests sent by the application layer, using
distributed technology to process massive data in
parallel, dynamically allocating various resources of
the virtualization layer according to the requests, and
providing platform services is a key step to improving
efficiency.

③ Virtualization layer
)e virtualization layer is based on the infrastructure
layer, which virtualizes the resources provided by the

infrastructure layer. It can also be understood as the
“multitenant” of the infrastructure layer, which
makes efficient and rational use of the resources
provided by the infrastructure according to the
processing needs sent by the platform layer.

④ Infrastructure layer
)e infrastructure layer provides the necessary re-
sources for the virtualization layer, including soft-
ware resources, network resources, and hardware
resources. )is layer can expand and optimize
management based on the database.

⑤ Client

Learner

Sign in

Course selection

Online test Online learning Online question

Teaching 
evaluation

Teaching 
classroom

Teaching 
video

Famous 
teacher online

Teaching related 
materials Teaching courseware

Figure 1: Cloud service model of British and American literature digital teaching resources.
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interface
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service

Platform as a 
service

Cloud platform 
infrastructure as 

a service

Task 
management

Security 
management

User 
management

Resource 
management

System 
monitoring

Cloud platform 
client

Cloud platform 
management

Figure 2: Architecture of cloud computing.
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)e client is used for human-computer interaction,
including user interface and machine interface.

⑥ Management
)emanagementmanages the as a service at all levels.
)rough good user management technology, users
can quickly log in under safe conditions and facilitate
the unified management of accounts by adminis-
trators. Resource management is the overall alloca-
tion of all resources.

Cloud computing is to centralize computers in different
parts of the country and realize collaborative work through
the network. Users can get the services they need only
through the network. In this way, there is no need to add a
lot of computer hardware equipment and install various
software programs for certain needs, which directly saves a
lot of costs. Cloud computing users will have their own
resource requirements. In order to make the resources
requested by users run, it is necessary to allocate the specific
resources requested by users to them. Typical cloud com-
puting resource provision strategies include the strategy
based on lease theory and dynamic multilevel resource pool,
the strategy based on economics college, the strategy based
on general optimization algorithm, and the optimal strategy
based on random integer programming.

4. The Construction and Realization of Digital
Teaching Resources of the British and
American Literature

4.1. Teaching Resource Construction System under Cloud
Computing. After the learner is authenticated and autho-
rized, the cloud platform analyzes the learning contents of
the digital teaching resources of British and American lit-
erature according to the learner’s historical track and dis-
plays them in a list, thanks to the cloud platform’s data
analysis and processing capability. It may learn at any time
and from any location, which is incredibly handy for stu-
dents and teachers and boosts their efficiency. Many large
network companies have now developed a number of rel-
evant processes and standards to ensure customer data
security, provided various solutions for schools based on
their needs, built a cloud platform that meets the needs of
schools, and created a private “public resource cloud” for
schools to better serve their teachers and students. You may
also specify multiple levels of permissions to link with ex-
ternal units to create a “hybrid cloud” that allows you to
share resources. )e operating system and computer
hardware are targeted for virtualization in the instructional
resource creation system platform. Application virtualiza-
tion includes simulation, simulation, and interpretation
technology. Resource virtualization focuses on specific
system resources such as network resources, storage, and
memory; resource virtualization focuses on specific system
resources such as network resources, storage, and memory.
Virtualization technology optimizes resource use and
eliminates resource waste. Both software and hardware are
capable of performing well. Computers solve real problems

at a far faster rate. Light resources, accessible resource de-
ployment, diversified resource channels, ubiquitous re-
source acquisition, and speedy resource browsing should be
characteristics of the cloud-based digital teaching resources
development system for British and American literature. On
the basis of knowledge deconstruction, lightweight devel-
opment of teaching resources is carried out to fulfill the
needs of fragmented learning, MOOC teaching, and flipped
classroom.)e particle size of resources not only follows the
instructional principles but also helps with network trans-
mission.We should take full advantage of the resource pool’s
openness and boost its interactivity when building a cloud-
based system of digital teaching tools for British and
American literature. Despite the fact that the cloud stores a
wide range of educational and teaching resources, users may
quickly access them and set up storage, editing, calling,
querying, and downloading. It is the primary driving factor
behind the English and American literature digital teaching
resource creation system. )e construction will lack scale if
the application scope is too narrow; the promotion will be
worthless if the application is ineffective.

)e building and application of digital teaching resources
must be led by the construction and improvement of British and
American literary resources, which should begin with the
construction and improvement of British and American lit-
erature resources and formulate a professional curriculum
system based on the professional talent training plan, which
includes professional core courses, professional support courses,
and expansion courses. Professional core courses are those that
reflect professional core competencies, while professional
support courses are those that provide support and basic
support to the core courses.)e efficient management of digital
teaching resources in the resource cloud for British and
American literature plays a critical role in increasing user ex-
perience and promotion effect. Rapid resource retrieval, fair
resource scheduling, resource approved access, and so on are all
aspects of management.)e resource information database and
resource directory database are established through the digital
teaching resource construction system of British and American
literature to manage resources and give support for speedy
resource retrieval. Because separate databases must share re-
sources, consistent technological standards must be established
and a database platform built to the same specifications to avoid
data incompatibility. Because the digital teaching resource
construction system based on cloud computing for British and
American literature is still in its early stages of development and
research, the technology is not fully mature, and various
standards are not fully unified. It is critical to establish corre-
sponding technical specifications.

4.2. Experimental Results and Analysis. In this experiment,
the students’ interest and liking for digital teaching resource
databases were investigated, and the interest and liking of
secondary vocational school students for digital teaching
resource database were basically the same. )e degree of
students’ interest in the resource pool is shown in Table 1.
)e degree of students’ liking for the resource pool is shown
in Table 2.
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FromTables 1 to 2, it can be seen that 58.8% and 55.2% of
students are very interested in and like the resource bank,
28.3% and 30.7% are interested and like, 7.8% and 9.3% are
generally interested and like, and 4.7% and 4.6% are not
interested and dislike, respectively. In terms of content
construction, we should comply with the characteristics and
teaching methods of secondary vocational schools, update
the content in time, and keep pace with teaching, and
students can find the content they want in time to truly serve
teachers’ teaching and students’ learning. )e resource bank
is mainly for teaching. In the design and construction, we
should widely solicit the opinions of students and teachers,
especially the direct and in-depth participation of front-line
teachers. In addition to the systematic design of the content
in line with the characteristics of secondary vocational
teaching, it also needs to be designed in terms of man-
agement to facilitate teachers’ teaching management and
teacher-student interaction on the resource database
platform.

In this experiment, the first three aspects of students’
simplicity in learning English and American literature
courses are analyzed. Two experiments were conducted to
compare the most difficult and the second most difficult,
respectively, and the total time spent by students studying

the course after class was compared. )e experimental re-
sults are shown in Figures 3 and 4.

From Figures 3 to 4, it can be seen that the three learning
points of traditional language, cultural background, and text
content have different difficult relationships in students’
activities of learning English and American literature.
According to the experiment of English major students’ ease
of learning literature courses, it is found that during the
period of 40 students, the average proportion of the most
difficult is 16.3%, the average proportion of the next difficult
is 35.2%, and the average proportion of the easier is 18.5%.
Compared with the next difficult one, the proportion of the
difficulty in learning is the highest, followed by the easier
one, and finally the most difficult one. Most students have
greater difficulties than language barriers in understanding
the content of literary works and related knowledge reflected
by them. Only a small number of students’ language barriers
exceed the cognitive barriers of text content and related
knowledge.

In this experiment, during the classroom teaching, after
the teacher has finished explaining the works preliminarily,
the students are divided into several groups, each with 4–6
people, to discuss a certain problem in the preview tips,
respectively. According to the order in which these teaching

Table 1: Questionnaire on students’ interest in the resource database.

Degree Very interested Be interested Commonly Uninterested
Number of people 425 204 56 34
Proportion 58.8% 28.3% 7.8% 4.7%

Table 2: Questionnaire on students’ preference for resource database.

Degree Like it very much Like Commonly Dislike
Number of people 397 222 67 33
Proportion 55.2% 30.7% 9.3% 4.6%
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Figure 3: Learning effects of public English courses at different levels of difficulty.
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AIDS appear in the teaching process, the order is as follows:
(1) discuss in groups; (2) scenario demonstration; (3)
simulation teaching. Group discussion aims to improve the
efficiency of preview before class by training students’ ability
to collect effective information and communicate. Once
again, we conducted three experiments to compare English
majors’ preferences for the response teaching mode. )e
experimental results are shown in Figures 5, 6, and 7.

As can be seen from Figures 5 to 7, for each single
teaching auxiliary means of group discussion, scenario
demonstration, and simulated teaching, when the number of
students is 50, the average satisfaction rates of group dis-
cussion, scenario demonstration, and simulated teaching are
34.6%, 34.9%, and 37.6%, respectively. )e results of this
experiment reflect that the students affirmed the three
teaching aids adopted under the guidance of reception re-
sponse theory. )e improvement of students’ learning
quality and learning interest shows the effectiveness of the
above auxiliary teaching means: that is, to strengthen stu-
dents’ understanding of literary texts and promote the ex-
change and communication between learning subjects so as
to obtain a better literary teaching effect.

5. Conclusions

It is of great significance for China’s talent training to build
and share the British and American literature teaching
resource library through cloud computing technology so
that high-quality educational resources can be popularized
and more students can enjoy high-quality educational
resources. )e development and utilization of digital
teaching resources of British and American literature based
on cloud computing is not only conducive to creating a
multimode humanistic teaching environment in which
multiple meaningful symbols work together, enhancing the
intuition and vividness of teaching, mobilizing students’
multiple senses to participate in language information

perception, and effectively improving English language
skills but also conducive to creating a literary learning
atmosphere in which knowledge and interest are combined
and stimulating students’ interest in learning, Cultivate
students’ autonomous learning habits, improve literary
literacy, fully realize the teaching objectives of British and
American literature, and reflect the teaching knowledge of
British and American literature. )rough the experiment
on the difficulty and ease of learning literature courses for
English majors, it is found that among the 40 students, the
average proportion of the most difficult is 16.3%, the av-
erage proportion of the second difficult is 35.2%, and the
average proportion of the easier is 18.5%. Compared with
the next difficulty, the proportion of learning difficulty is
the highest, followed by the easier, and finally the most
difficult. Various materials provided by the cloud com-
puting British and American literature teaching platform
improve students’ literary appreciation ability and critical
judgment ability, enhance students’ scientific research
ability, expression ability, and innovation ability and im-
prove students’ comprehensive quality.
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In order to achieve e�cient and accurate breast tumor recognition and diagnosis, this paper proposes a breast tumor ultrasound
image segmentation method based on U-Net framework, combined with residual block and attentionmechanism. In this method,
the residual block is introduced into U-Net network for improvement to avoid the degradation of model performance caused by
the gradient disappearance and reduce the training di�culty of deep network. At the same time, considering the features of spatial
and channel attention, a fusion attention mechanism is proposed to be introduced into the image analysis model to improve the
ability to obtain the feature information of ultrasound images and realize the accurate recognition and extraction of breast tumors.
�e experimental results show that the Dice index value of the proposed method can reach 0.921, which shows excellent image
segmentation performance.

1. Introduction

As a malignant disease with high mortality, breast cancer has
seriously threatened the physical and mental health and life
safety of women worldwide [1, 2]. According to the
American Cancer Society, in 2017, 255180 new cases of
breast cancer and 41070 deaths of breast cancer were re-
ported in the United States. In China, there are about 66
thousand female breast cancer deaths each year, accounting
for 7.82% of the total number of deaths from female ma-
lignant tumors. After breast cancer cells proliferate, free
di�usion can occur. Breast cancer forms a tumor metastasis
site through local invasion, intravascular in�ltration, cir-
culatory system, and/or lymphatic system transmission
[3–5]. Clinically, the process of multiple organ disease
caused by metastasis is one of the important factors leading
to high mortality of breast cancer. �e prognosis of patients
with metastatic breast cancer usually is not good, and the
average 5-year survival rate is only 27%. In the formation of
clinically detectable cancer cell metastasis, often the patient’s
condition has developed into advanced tumor [6]. �us,

early detection, early diagnosis, and early treatment of breast
cancer are of great signi�cance.

With the development and application of computer
technology, researchers choose to continuously train the
tumor ultrasound image dataset to learn with the help of
deep learning network and independently extract the in-
formation features in the dataset, so as to realize noninvasive
tumor medical auxiliary judgment [7]. However, it should
also be noted that, due to the deep structure of the depth
network model, the gradient is easy to disappear when
training the dataset to learn, which makes it di�cult for the
image segmentation network model to realize accurate and
e�ective tumor region recognition.

In this study, U-Net network and attention mechanism
module are combined to construct breast tumor ultrasound
image segmentation model, improve image recognition ac-
curacy, and provide auxiliary reference for medical sta�. �e
contributions of the proposed method lie in the following:

(1) �e residual block is used to optimize and improve
the U-Net network, and the residual mapping is
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obtained by convoluting the input features through
the convolution layer, which can effectively solve the
gradient disappearance problem of the deep
network.

(2) +e hybrid attention mechanism module is added to
the image segmentation model to optimize the
training and learning process of the image seg-
mentation model, enhance the information feature
acquisition ability of the model, and support the
accurate and efficient recognition of the image
segmentation model.

+e remaining chapters are arranged as follows. +e
second chapter introduces the relevant work in this field.+e
third chapter introduces the breast tumor ultrasound image
segmentation method based on improved residual U-Net
network. In Chapter 4, experiments are designed to verify
the performance of the proposed model. +e fifth chapter is
the conclusion.

2. Related Researches

Image segmentation is a technology to extract the region of
interest in the image according to the pixel features (gray,
texture, etc.). For breast ultrasound images, the region of
interest is the breast nodule. It is necessary to extract the
diseased nodule from the normal tissue region to provide
input data for the next classification operation. At present,
the main algorithms proposed by domestic and foreign
scholars in the research of ultrasound image segmentation
are threshold and edge method, region method, graph
theory and clustering method, energy functional method,
and neural network method [8].

Traditional image segmentation algorithms, such as
threshold method, edge method, and region method, do not
easily obtain ideal segmentation results directly. General
researchers will make a lot of improvements and integration
on the above algorithms. Liu et al. [9] proposed a framework
for fully automatic segmentation of breast ultrasound image
lesion area, which used Otsu-based adaptive thresholding
(OBAT) method and morphological filtering method to lo-
cate the region of interest (ROI) and initialize the nodule
contour [9]. Jiang et al. [10] used AdaBoost +Haar framework
to locate a set of potential lesion locations in breast ultrasound
images [10]. However, if only these methods are used in the
above references, when the gray difference of the image to be
segmented is small, there is large overlap within the gray value
range, or the noise is serious, the accuracy of lesion area
segmentation will be greatly reduced, especially when there is
fat area near the breast nodule or the contrast is low, which
will seriously affect the segmentation effect. +erefore, after
initializing the nodule contour, Liu et al. [9] achieved accurate
segmentation of breast nodules by improving the Chan-Vese
model. Jiang et al. [10] further screened the detected lesion
area set by using Support Vector Machine (SVM) on the basis
of the original framework and refined and segmented the
lesion area by Random Walk algorithm.

In recent years, ultrasound image segmentation algo-
rithm based on neural network has been proposed

continuously. For example, Li et al. [11] used encoder-de-
coder structure to segment amniotic fluid and fetal tissue in
fetal ultrasound image effectively [11]. Zhang et al. [12]
segmented the lesion area of lymph node ultrasound image
from coarse to fine by improving Fully Convolutional
Networks (FCN) [12]. Wu et al. [13] used Convolutional
Neural Networks (CNN) to find the ROI in the fetal ab-
domen in the ultrasound image and evaluated the image
quality by judging the clarity of description of the key
structures of gastric vesicle and umbilical vein through
another CNN, so as to screen high-quality ultrasound im-
ages for the measurement of fetal Abdominal Circumference
(AC) [13]. Ma et al. [14] and Ma et al. [15] randomly cut the
thyroid ultrasound image into multiple overlapping sub-
graphs, took the pixel ratio of normal tissue to lesion area as
the classification label of each subgraph, trained the Deep
Convolutional Neural Networks (DCNN), and finally used
the trained DCNN for subgraph-level classification to realize
the lesion area segmentation of thyroid ultrasound image.
Among them, some scholars have achieved good research
results in the field of breast ultrasound image nodule seg-
mentation. Wang and Jiao [16] proposed an improved
Simplified Pulse Coupled Neural Network (SPCNN) com-
bined with fuzzy mutual information, which took the
maximum fuzzy mutual information as the optimal decision
criterion to obtain the result of whether each pixel belongs to
the nodule area, and carried out morphological processing
on the binary image after pixel classification to extract the
breast lesion area [16]. Cao et al. [17] conducted multiscale
transformation of breast ultrasound dataset and input it into
the current mainstream target detection framework (in-
cluding Fast R–CNN, Faster R–CNN, YOLO, and SSD) and
backbone network (ZF-Net, VGG-16) [17]. +e results show
that SSD300 is more suitable for breast ultrasound lesion
extraction. Although the deep learning method has made
good achievements in the field of natural image processing,
due to the characteristics of ultrasound imaging, breast
ultrasound images have defects such as low resolution, low
contrast, and a large amount of speckle noise and artifacts,
and due to data sensitivity, there is a lack of large public
breast ultrasound dataset. For the above reasons, the dataset-
driven deep learning technology is disturbed in breast ul-
trasound image processing [18].

Vakanski et al. [19] integrated visual saliency into the
U-Net segmentation model, drove the model to give priority
to the highly significant spatial region features in the image,
and obtained good experimental results on a small sample
dataset composed of 510 breast ultrasound images [19].
Zhang et al. [20] proposed to optimize the convolution
network AlexNet network with full connection structure to
obtain the information features of the image, so as to
complete the ultrasound image analysis of breast mass [20].
Ilesanmi et al. [21] optimized the processing of breast ul-
trasound images based on cascaded convolution network to
realize image information recognition and segmentation
[21]. Tang et al. [22] introduced the Transform Modal
Ensemble Learning module into the nonlocal network of
feature pyramid to construct the breast ultrasound image-
aided diagnosis model and realize autonomous image
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analysis [22]. Fang et al. [23] constructed a full convolution
network model M-Net to realize breast abnormal image
analysis. +e above methods still have limitations [23]. Due
to deep network structure, the gradient of image segmen-
tation model may disappear when recognizing images,
resulting in the decline of image segmentation accuracy. At
the same time, due to the large noise interference in the
ultrasound image, there is independent phase interference
when the depth model obtains the image features, resulting
in the further decline of segmentation accuracy. +is paper
proposes a recognition method for breast tumor ultrasound
images, improves the U-Net network, and integrates it with
the hybrid attention mechanism network, which overcomes
the problems of the current depth network model.

3. The Proposed Image Segmentation Method

+e overall framework of the proposed model is shown in
Figure 1. +e model takes U-Net as the backbone network
structure and includes three parts: encoder module, hybrid
attention module, and decoder module. In each level of the
codec in Figure 1, the characteristic tensor passes through a
residual block and a multiscale convolution block in turn.
First, the image is subjected to residual multiscale convo-
lution and downsampling encoding. At the same time, the
feature map output at each level is copied to the decoder at
the corresponding level through the attention module, and
then the feature map obtained by downsampling is con-
catenate and upsampled. Finally, the breast tumor ultra-
sound image segmentation is realized through the loss
function [24, 25]. In this method, the features extracted by
the shallow encoder are connected to the corresponding
level of the decoder through the attentionmodule, which can
give higher weight to the edge details in those shallow
features and suppress the useless information or noise in the
shallow features to a certain extent while retaining the edge
information.

3.1. Residual Block. In order to extract more detailed in-
formation from the image and alleviate the problem of
undersegmentation in low contrast areas and weak edges,
residual blocks are introduced into U-Net to replace the
traditional convolution layer. +e use of residual blocks can
solve the problem of gradient disappearance with the
deepening of network layers. +e calculation formula of
residual block foundation is

u � c v, wh(  + v, (1)

where v and u are, respectively, the input and output of the
network, wh is the parameter of h-th layer, and c(v, wh) is the
residual mapping. Using residual block learning to fit a
residual map u − v is easier than directly learning to fit an
approximate identity map u. +e residual block solves the
problem of gradient disappearance in deep network. +e
partial derivative of formula (1) is

zu

zv
� 1 +

zc v, wh( 

zv
. (2)

Since the gradient of formula (2) is always greater than 1,
the gradient will not disappear with the deepening of the
number of network layers. In general, the feature dimension
of c(v, wh) is different from that of v, so linear transfor-
mation parameter w is introduced to complete dimension
matching. +e calculation formula is

u � c v, wh(  + wv. (3)

+e network structure of the residual block is shown in
Figure 2. +e input features are convoluted through two-
standard 6 × 6 convolution layers to obtain the residual
mapping, then the feature dimension matching is completed
through the 1 × 1 convolution layer, and finally the feature
fusion is completed through the Add operation. +is module
avoids the degradation of model performance caused by the
disappearance of gradient, reduces the training difficulty of
deep network, and only increases the 1 × 1 convolution layer,
which will not increase the computational complexity of the
model. At the same time, the module shortens the distance
between the front and back layers, effectively improves the
learning ability of features, and helps to extract more detailed
information, which reduces the interference of low contrast
between cells and background to themodel to a certain extent.

3.2. Attention Module. Although the spatial attention can
find the relationship between features and task objectives
from a global perspective and strengthen the attention to the
target task, the spatial attention ignores the information in
the channel and treats the feature map in each channel
equally. Based on the attention of the channel, the global
context information is extracted through the global maxi-
mum pooling and average pooling. As a guide, the corre-
lation of the global information is judged from the
perspective of channel correlation, and then the global
features with high correlation are selected [26]. However, the
attention of the channel is to pool the information in the
channel globally, which ignores the local information in each
channel. Combining the above two kinds of attention, a
Spatial Channel Attention Block (SCAB) is proposed to
allocate the weights of channel and spatial attention. +e
specific implementation process is shown in Figure 3.

As can be seen from the figure, the output d can be
obtained by the following formula:

d � Cat es, ec , (4)

where es is the feature with spatial attention and ec is the
feature with channel attention.

SCAB combines channel attention and spatial attention
to obtain a comprehensive attention information. It not only
analyzes the relationship between each pixel and the task
target but also distinguishes the correlation between each
channel and the task. Specifically, by inputting the input
features b ∈ R(G × P × Q) into the spatial attention block
and the channel attention block, respectively, the output of
the spatial attention block es and the output of the channel
attention block ec can be obtained. es and ec are combined to
get the final output d ∈ R(G × P × Q).
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+e structure of feature extraction block in U-Net is two
2 × 2 convolutions to extract the input features. +e feature
learning is carried out by fusing the input with the output in the
way of skip connection. +is method has the following ad-
vantages: (1) it simplifies the learning process and enhances the
propagation of gradient. Due to the inclusion of residual
structural identity, the backpropagation can be carried out
effectively. (2) +is design can break the asymmetry of the
network. If only a small number of hidden units in each layer of
the network change their activation value for different inputs,
and most hidden units respond the same way to different
inputs, the problem of network degradation will occur. (3)+e
generalization ability of the network is enhanced. Residual
SCAB (RSCAB) is a new feature extraction module combined
with attention mechanism and residual structure.

+e specific implementation of RSCAB is as follows:

datt � SCAB(α d + β), (5)

b � αCat datt, d  + β, (6)

where the function of 1 × 1 convolution is to raise the input
dimension. datt is the feature map obtained by raising di-
mension and SCAB, and b is obtained by feature extraction
again after feature fusion of datt and d.

By embedding the attention transmitted by the residual
connection, the module enables the network to obtain the
location of the task target in the feature extraction stage. It
has the following advantages:

(l) +e shallow attention features are transferred to the
deep by residual connection, which can pay more
attention to the feature learning of the task target
area.

(2) In this way, the interaction between layers can be
closer, so as to facilitate the calculation of feature
information.

(3) It enhances the information and gradient trans-
mission between networks and facilitates the training
of deeper networks.

Max Avg

Sigmoid ( )

Avg pooling Max pooling

Spatial domain Channel domain

w11×1 w11×1

w21×1 w21×1

w31×1 w3 1×1

Cat (e1,e2)
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Cat (e1,e2)

Cat (es,ec)
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Figure 3: Space and channel attention module.
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Figure 2: U-Net residual block structure.
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Figure 1: Image segmentation model based on improved residual U-Net network.
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3.3. Loss Function. In the classical U-Net model training, the
output result of Softmax is used to calculate the cross en-
tropy, which is regarded as the optimization function of the
whole network. In medical image segmentation, there are
usually only two classifications: lesions and background. At
this time, the loss function is Binary Cross Entropy (BCE),
and its formula is

lossBCE � −
1
N

tj 
j�1

pj + 1 − tj  
j�1

1 − pj ⎡⎢⎢⎣ ⎤⎥⎥⎦, (7)

where N is the total number of pixels of the input image, tj is
the truth label of the j-th pixel, tj ∈ [0, 1] is the probability
that the corresponding pixel is predicted as the foreground, 0
represents the background, and 1 represents the mass. When
the number of foreground pixels is far less than the number
of background pixels, that is, the number of tj � 0 is far
greater than the number of tj � 1, the component tj � 0 in
the optimization process will dominate, making the model
seriously biased towards the background.

+ere is a serious imbalance between foreground and
background pixels in the dataset. Using the binary classi-
fication cross entropy loss function alone may mislead the
optimization direction of the model and finally can only
predict the meaningless background area with a larger area.

Dice similarity coefficient is a set similarity measurement
function, which is usually used to calculate the similarity of
two types of pixel samples, with a value range of [0, 1]. When
the number difference between the two types of samples is
huge, lossDICE can alleviate the problem of sample imbalance
to a certain extent. lossDICE is defined as

lossDICE � 1 −
2jpjtj + c

jp
2
j + jt

2
j + c

, (8)

where c is a constant added to maintain numerical stability
and prevent denominator from changing to 0. In breast
image segmentation, due to the extreme imbalance between
tumor pixels and background pixels, using Dice loss func-
tion alone will make the whole optimization process un-
stable and reduce the reliability of the index. +erefore, in
the training process, two loss functions are used to constrain
the network training, and a weighted composite loss
function lossNEW is proposed, which is defined as follows:

lossNEW � τlossBCE + lossDICE, (9)

where τ is a constant weight to control the balance of op-
timization strength between cross entropy loss and Dice loss.
After testing different τ values, it is found that better seg-
mentation effect can be achieved at τ � 1.5 × 10− 3.

3.4. Network Training. Deep learning network training aims
at minimizing the loss function and iteratively updating the
weight parameters of the model. It consists of two parts:
weight initialization and updating algorithm.

3.4.1. Weight Initialization. +e weight initialization
method in deep learning network model is very important,

which affects the convergence performance and convergence
speed of network model training. With the deepening of
layers of neural network, the optimization method based on
gradient descent is prone to gradient explosion and gradient
disappearance, and a good weight initialization method can
alleviate this problem.

+e ReLU function is used as the activation function.+e
specific operation is to initialize the weight parameters of the
convolution kernel using a Gaussian distribution with a
mean value of 0 and a standard deviation of

���
2/δ

√
, where

δ � k2
rzr−1, in which kr refers to the size of the convolution

kernel of r convolution layer and zr−1 represents the number
of convolution kernels in the r − 1 layer.

3.4.2. Weight Update Method. +e training of neural net-
work is a process of finding the optimal value, and this
process is actually a process of iteratively updating the
weights. +e optimization algorithm contains different
weight updating methods. +e optimization algorithm used
in this paper is Adam algorithm. Adam algorithm is a sto-
chastic optimization method of adaptive momentum, which
iteratively updates the training parameters by combining the
first-order moment and second-order moment information
of the gradient. +e specific update calculation is as follows:

yt←∇θxt θt−1( , (10)

ot←φ1 · ot−1 + 1 − φ1(  · yt, (11)

zt←φ2 · zt−1 + 1 − φ2(  · y
2
t . (12)

ot←
ot

φ1
, (13)

zt←
zt

φ2
, (14)

θt←θt−1 −
ε · ot�����
zt + σ


( 

, (15)

where t is the number of iterations, x(θ) refers to the loss
function, θ is the training parameter, that is, the weight or
bias, yt is the gradient calculated by the derivation of the loss
function from the training parameter, φ1 is the first-order
moment attenuation coefficient, φ2 is the second-order
moment attenuation coefficient, ε is the learning rate, ot is
the first-order moment of the gradient yt, zt is the second-
order moment of the gradient yt, ot and zt are the deviation
correction of ot and zt, and σ is a positive number to prevent
the denominator from being zero.

+e value of each parameter is as follows: φ1 � 0.95,
φ2 � 1.00, ε � 0.00015, and σ � 1.5 × 10− 8. Adam algorithm
combines the characteristics of momentum method and
RMSprop method to jump out of the local optimal solution
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as much as possible and accelerate the convergence speed of
the network.

4. Experiment and Analysis

+e computer hardware configuration of the experimental
simulation is Intel Core i5-10400 and Nvidia GeForce RTX
3080Ti. +e network model is trained and tested using the
Keras open-source library with TensorFlow as the backend.

4.1. Experimental Dataset and Preprocessing. +e experi-
mental dataset is the Wisconsin Diagnostic Breast Cancer
(WDBC) dataset. Breast ultrasound image has three inherent
characteristics, including high noise, low contrast, and
nonuniformity. +erefore, the segmentation of breast ul-
trasound image is still a challenging task. At the same time, a
series of preprocessing operations are needed to process this
kind of image.

4.1.1. Cutting of Region of Interest. For breast ultrasound
image segmentation task, the region of interest is breast
tumor. In the original breast ultrasound image, the pro-
portion of tumor area is often small. In order to improve the
efficiency of subsequent superpixel generation, the region of
interest of the original image is cut. In the original breast
ultrasound image, the operator determines two diagonal
points and then draws a rectangular box. +e box needs to
meet two requirements: (1) the rectangular box contains
breast tumors and (2) the area of the tumor accounts for
about 30% of the area of the rectangular box. +e region of
interest is cut from the original Image, which greatly reduces
the interference of irrelevant regions and improves the ef-
ficiency of the algorithm.

4.1.2. Image Denoising. Breast ultrasound image is full of
noise, and the main noise is speckle noise, which needs
denoising. In this paper, bilateral filter is used. +e ultra-
sound image is denoised by bilateral filter. +e filtering
process integrates the gray similarity and spatial information
between pixels, which can not only preserve the tumor edge
but also reduce the noise.

4.1.3. Contrast Enhancement. In addition to high noise,
breast ultrasound images also have the characteristics of low
contrast. Specifically, the gray values of breast tumor area and
some adjacent normal tissue areas are close, and the dif-
ference is small. It is easy to mistake this part of normal tissue
area for tumor area. +erefore, it is necessary to enhance the
contrast and the method of gray histogram equalization is
adopted. +e mathematical description of the specific
transformation of histogram equalization is as follows:

ej � U vj  � 

j

i�1
G vi(  � 

j

i�1

ci

c
, j � 1, 2, . . . , J, (16)

where the number of pixels of the input image is c, J rep-
resents the gray level, G(vi), i � 1, 2, . . . , J represents the

gray histogram of the region of interest, ci is the number of
pixels with gray level i, vi is the gray value of the image before
processing, and ej is the gray value after equalization. +e
flow of image preprocessing is shown in Figure 4.

4.2. Evaluation Index. In addition to the loss function
mentioned above, the ultrasound image segmentation ref-
erence indices with universality, objectivity, and quantifi-
ability are still selected to evaluate the above algorithm,
specifically including Dice, Intersection over Union (IoU),
Hausdorff Distance (HD), and Mean Absolute Deviation
(MAD). Dice is a regional error evaluationmethod.+e pixels
of the segmented region and the actual lesion area are cal-
culated in a certain way. +e higher the value, the better the
segmentation effect. +e principle of IoU is similar to the
previous index, which refers to the overlap rate between the
segmented area and ROI. In the ideal state, the ratio is 1; that
is, the two completely overlap. Hausdorff Distance (HD)
measures the maximum distance between the boundary
generated by segmentation and the true subset of the actual
lesion area. +e lower the value, the smaller the boundary
error. Mean Absolute Deviation (MAD) reflects the average
dispersion between the real lesion area and the segmented
area pixels. +e lower the value, the more accurate the seg-
mentation. +e calculation formulas are shown in (17)–(20).

Dice �
2|R∩G|

(|R| +|G|)
, (17)

where R is the segmentation result area and G is the real
lesion area.

IoU �
|R∩G|

|R∪G|
, (18)

HD � max max
x∈R

d(x, G){ },max
y∈G

d(y, R)  , (19)

where d(x, C) � maxy∈G ‖x − y‖ , C � R orG.

MAD �
1
2


x∈R

d(x, G)

NR

+ 
y∈G

d(y, R)

NG

⎛⎝ ⎞⎠, (20)

where NR is the total number of pixels in the segmentation
result area and NG is the total number of pixels in the real
lesion area.

4.3. Ultrasound Image Segmentation Model Analysis. In
order to prove the feasibility of the proposed model, first, the
performance of the segmentation model is evaluated. Fig-
ure 5 shows the change of Dice value curve on the validation
set when the proposed network uses different loss functions
in the training process, including loss function lossDICE, loss
function lossBCE, and composite weighted loss function
lossNEW proposed in this experiment.

It can be seen from Figure 5 that when using the
composite weighted loss function lossNEW for training, the
Dice value curve rises steadily, and the segmentation ac-
curacy can reach more than 0.95 on the validation set in the
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later stage of training, while the other two loss functions
enter the training bottleneck after reaching more than 0.85,
and the Dice values do not break through 0.9 in the end.

Using [20, 23] as comparison methods, the experimental
datasets are analyzed in the same environment. As shown in
Figure 6, different colors represent the segmentation contour
obtained by different methods. Among them, (a) is the image
with the contour manually labeled by the doctor, (b) is the
result of the segmentation model proposed in this paper, (c)
is the segmentation result of the method in [20], and (d) is
the segmentation result of the method in [23].

According to the qualitative experimental results shown in
Figure 6, the segmentation performance of the segmentation

model proposed in this paper is better than the comparison
algorithms. Although there are still some defects in the
extracted edge, compared with the other twomethods, it is the
closest to the manually labeled edge and has better visual
effect. Methods of [20, 23] produce a certain degree of
undersegmentation, the edge obtained by [23] is also rough,
and [20] produces obvious oversegmentation. +e reason is
that the comparison method cannot obtain the data features
in the sample set well and ignores some local features in the
image. +e segmentation model proposed in this paper adds
the fusion attention mechanism module to the model, which
can realize the global data feature extraction and analysis and
help to realize the accurate image segmentation combined
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Figure 5: Changes of Dice value under different loss functions.

(a) (b) (c) (d)

Figure 6: Image segmentation results under different methods. (a) Manual label. (b) Proposedmodel. (c) Reference [20]. (d) Reference [23].

(a) (b) (c)

Figure 4: Process of image preprocessing. (a) Captured image. (b) Denoised image. (c) Enhanced image.
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with context-related information. In addition, due to the
improvement and optimization of the loss function, it can also
make the model perform calculation and analysis in the di-
rection of global optimization, so as to avoid the interference
of noise on the recognition results.

Further quantitative analysis is carried out. Figure 7
shows the comparison of quantitative segmentation re-
sults of different methods.

It can also be seen from Figure 7 that, for the analysis of
ultrasound images of complex breast tumors, the segmen-
tation errors of the comparison methods are large, and the
accuracy of the proposed model is higher than those of other
comparison methods. +e Dice value of the proposed
method is 0.921, which is 0.016 and 0.028 higher than those
in [20, 23]. In terms of nodule edge segmentation accuracy,
the HD index of the proposed model is 3.08 lower than that
in [23]. IoU is 0.851 and MAD is 4.99, which are better than
the evaluation indices in [20, 23]. +is shows that the
proposed model can effectively improve the accuracy of
ultrasound image region segmentation.

5. Conclusion

A breast tumor ultrasound image segmentation method
based on improved residual U-Net network is proposed.+e
U-Net network model is improved by introducing residual
block optimization to avoid the disappearance of gradient

caused by too deep network structure. Furthermore, the
hybrid attention mechanism network is introduced into the
ultrasound image segmentation model to obtain the global
information features of the sample dataset and effectively
improve the image analysis performance of the analysis
model. +e experimental results show that the proposed
method can realize the analysis and processing of actual
complex breast tumor ultrasound images and provide re-
liable medical diagnosis assistance for medical staff.

+is paper mainly studies the shape feature constraints
of breast nodules, but the situation of breast ultrasound
images is complex and changeable. In real life, there are
other types of difficult samples based on texture charac-
teristics such as artifact and calcification. How to auto-
matically mine these different types of difficult samples
becomes the next research work.
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Despite a number of adverse factors, China’s steel industry has maintained a rapid growth trend. China continues to consume
two-thirds of the world’s iron ore, the majority of which is imported. In this context, Chinese steel companies have begun to
consider integrating their supply chains to increase efficiency and lower costs. However, the increasingly volatile international
environment makes this an extremely risky proposition. As a result, the issue of how Chinese steel producers should participate in
global supply chain integration has emerged as a critical research question that requires investigation. In this paper, we examine
the supply chain integration problem using a typical China–Australia steel trade as an example. Specifically, we discuss in detail
whether relevant firms should continue to promote supply chain integration in the Chinese–Australian steel industry, as well as
the decision boundary of influence, using evolutionary game theory and policy risk cost factors. *e empirical analysis dem-
onstrates that policy risk has a range of effects on different types of steel firms. Even when international tensions are considered,
smaller steel companies may retain a greater willingness to integrate their supply chains. Overall, the above findings can provide
necessary decision support for enterprises to formulate supply chain management strategies.

1. Introduction

Iron ore is one of the main rawmaterials of the steel industry.
*e bulk of Chinese iron ore reserves is of a poor grade,
technically difficult to exploit, and located far from the major
steel-producing centers on the eastern seaboard [1] (pp.
1084–1094). With the rapid development of the domestic
steel industry, Chinese iron ore reserves and their exploi-
tation cannot meet the large demand. Australia has long been
China’s primary iron ore supplier [2] (pp. 95–106). Despite
the impact of the COVID-19 pandemic in 2019 and the
deterioration of China–Australia relations, the two countries’
iron ore trade has remained relatively stable. In 2020, China
imported 712.986 million tons of iron ore from Australia (see
Figure 1), accounting for 60.93 percent of total Chinese iron
ore imports. It demonstrates that Australia remains a vital
and irreplaceable source of high-quality iron ore for China.

Of course, the impact of political factors on the Chi-
na–Australia iron ore trade cannot be underestimated. With
the development of an intense rivalry between the two
countries, both governments have imposed a number of
explicit and implicit restrictions on iron ore trade and
business cooperation in related areas. *e Chinese gov-
ernment, for example, has restricted the offloading of iron
ore ships from Australia and is actively developing or
seeking alternative sources of Australian iron ore in
Southeast Asia. *e Australian government also announced
plans to cancel mining rights already acquired by some
Chinese companies in April 2021. Once implemented, the
aforementionedmeasures will undoubtedly result in massive
financial losses for the affected companies.

Although political factors have had a significant negative
impact on the two countries’ iron ore trade, both govern-
ments are well aware of the economic fundamentals: the iron
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ore trade between Australia and China cannot be artificially
halted [3] (pp. 331–339). On the one hand, the China-
–Australia iron ore trade is critical to Australia’s economic
development, and a complete shutdown of the China-
–Australia iron ore trade would severely impair Australia’s
economic growth. On the other hand, China would have
difficulty obtaining such a large supply of high-quality iron
ore from other global suppliers. Additionally, Chinese
companies have already invested significant capital in
Australia. Numerous projects have been secured or put into
operation, and the industrial integration of related resources
is progressing steadily. As a result, we believe that with the
adjustment of the new U.S. administration’s anti-China
sanctions policy, the intensity of trade frictions between
China and Australia is likely to decrease, resulting in the
recovery of the China–Australia iron ore trade.

In the aforementioned complex international political
and economic environment, how Chinese steel producers
should participate in the Chinese–Australian steel industry’s
supply chain integration (SCI) has become an important
issue worth investigating. SCI takes many forms in practice,
including the purchase of mining rights, direct investment in
ore exploration or smelting, and so forth. Although SCI can
help steel producers lower their operating costs and improve
their competitiveness, it can also make them more vul-
nerable to changes in the trade environment and policies,
exposing them to more operational risks. As a result, the
decision makers in Chinese steel producers and the Chinese
government must respond two questions in the face of an
increasingly complex economic and trade environment,
which are as follows: is it necessary for steel producers to
continue to promote SCI? What effect will trade restrictions
on iron ore have on Chinese steel producers’ SCI? Based on
evolutionary game theory, we will discuss these research
questions in depth in this paper.

Overall, the contributions of this paper are broadly
twofold. Firstly, for the first time, we consider the impact of
political factors on related trade activities in the discussion of

iron ore trade. Secondly, we use an evolutionary gamemodel
to provide decision recommendations of practical value for
Chinese steel firms’ decisions.

*e remainder of this paper is divided into the following
sections: Section 2 examines the relevant literature and
identifies the research gap this paper attempts to fill. *e
model is introduced in Section 4, where we also analyze the
evolutionary game and the case study we later conduct in
Section 5. Section 3 introduces the evolutionary game
framework of this paper, introducing the relevant hypoth-
eses and the game mechanism. Section 4 introduces the
model, where we also analyze the evolutionary game, and
Section 5 introduces the case study we conduct. Finally,
Section 6 contains the paper’s conclusion and policy
recommendations.

2. Literature Review

Over the years, scholars’ focus on SCI practices has shifted
significantly [4] (pp. 353–361) [5] (pp. 42–55). *e majority
of these studies agree on the fundamental premise that
implementing SCI effectively throughout the supply chain is
vital to modern businesses’ capacity to maintain a com-
petitive edge [6] (pp. 24–41).

Robinson believes that a paradigm shift is taking place in
which value is sought and delivered through integrative
efficiency rather than operational efficiency [7] (pp. 89–106).
Effective SCI is crucial for some firms to minimize supply
chain expenses and achieve a competitive edge [8] (pp.
119–134). Establishing strategic partnerships or alliances
with suppliers increases the interaction between businesses
and suppliers, enhancing the supply chain’s performance [9]
(pp. 58–71). SCI appears to be a primary method for Chinese
steel makers to address their iron ore supply chain diffi-
culties. For example, Baosteel Group, the second largest
steel-producing company in China and the fourth largest
steel-producing company in the world, established Baosteel
Resources as a wholly owned subsidiary that is mainly
engaged in mineral resource investment, trade, and logistics
services and claimed that its 2009 investment in Aquila
Resources would strengthen Baosteel’s control over re-
sources and lower purchasing costs.

Although most researchers accept that SCI can con-
tribute to increasing supply network performance, it is
notable that only a few studies have focused on the con-
ditions of implementing SCI because SCI is not applicable in
all cases. Mouritsen et al. demonstrate that similar levels of
implementation of SCI practices do not always result in
comparable improvements [10] (pp. 686–695). O’Leary-
Kelly and Flores, as well asWong et al., emphasize the urgent
need to understand the conditions that maximize perfor-
mance improvements [11] (pp. 221–240) [12] (pp. 604–615).
Smith et al. note that trade costs along domestic and in-
ternational supply chains in Asian economies can be sig-
nificantly reduced by improving the logistics performance in
each mode of transport involved in various logistics and
supply chain transactions [13].

If steel-producing firms choose SCI, they must bear a
considerable investment cost and substantial financial
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pressure. Although Chinese steel-producing firms can ob-
tain assistance from the Chinese state-owned banking sys-
tem, which can provide steel-producing firms loan finance
on concessionary terms for investment in iron ore projects
overseas, applying this strategy entails high risk and capital
costs. *erefore, it is essential to investigate the conditions
under which SCI can be more beneficial for Chinese steel-
producing firms. As a result, it is critical to investigate the
circumstances under which SCI can be more beneficial to
Chinese steel producers.

Numerous scholars have already conducted research on
the implementation conditions of SCI. According to
Beresford et al., the optimal mode of transport for iron ore is
a combination of sea and rail [14] (pp. 32–42). *e global
supply chain for iron ore is complex and involves multiple,
diverse stakeholders, including foreign iron ore suppliers,
foreign port authorities, shipping companies, domestic port
authorities, and domestic logistics service providers. *is
makes it extremely difficult to directly assess SCI imple-
mentation conditions. However, the steel productionmarket
is typically monopolistic, which allows for the possibility of
analyzing the implementation of SCI in this market. For
instance, a monopolistic steel manufacturer can have a
significant impact on another firm’s decision to adopt SCI by
adjusting the price of its products.

*is study builds on this foundation by employing an
evolutionary game approach to analyze the decision-making
behavior of participants in the steel-producingmarket. From
a managerial perspective, this paper emphasizes the critical
nature of comprehending the conditions that enable SCI to
be highly effective, as well as the impact of government
relationships on the revenue of the companies involved and
their willingness to integrate the supply chain.

3. Game Model

3.1. Problem Description and Setting. As the systematic es-
tablishment of SCI is not easily accomplished in a short
period of time [5] (pp. 42–55), we can regard SCI as a long-
term process. Additionally, while implementing SCI may
result in increased productivity, it may also amplify the
impact of political risk factors on a company’s
manufacturing activities. Because SCI connects steel pro-
ducers to iron ore suppliers, the more integrated a supply
chain, the greater the political risk the businesses face. We
established the steel and iron ore supply markets as follows
based on the foregoing facts.

Assume there are two distinct types of firms in the
market (designated firm A and firm B), and they differ
substantially in terms of not only profitability but also in SCI
costs [15] (pp. 235–253). For each type of firm, two pure
strategies are assumed: SCI or no SCI, and to simplify the
problem, SCI is defined as the acquisition of mineral re-
source exploration rights, resource extraction facilities, and
transportation investments. Additionally, we assume that
the two types of firms are in an incomplete information
game relationship, which means that they both have limited
cognition and lack access to all necessary information when
making SCI decisions. As a result, they cannot make

perfectly rational decisions and must instead revise their
decision strategies based on incomplete information,
gradually improving their position in the game through
adaptive learning in the process of continuous improve-
ment. Furthermore, we postulate that the outcomes of the
SCI decisions made by two distinct types of firms can affect
one another.

*e cost of SCI is assumed to consist of two components
[16] (pp. 281–294). One is the fixed cost incurred as a result
of chain integration, which includes investment in resource
exploration, excavation, and transportation. *e other is the
loss incurred as a result of investment not being recovered
(or the project being unable to proceed) because of political
factors when Chinese firms invest their fixed assets overseas.
In the following, we will utilize the fixed asset investment
loss ratio to quantify the cost increase caused by political
considerations. For instance, if we assume that the rela-
tionship between the Chinese and Australian governments
deteriorates significantly and Chinese firms’ licenses to
develop mineral resources in Australia are completely ter-
minated, then the associated loss ratio of investment is 100
percent, and this coefficient is treated as an exogenous
variable in subsequent discussions.

In summary, we assume that the firms A and B face
limited cognitive and information access difficulties, are not
completely rational, and have asymmetric strategy choices
and benefits. As a result, the problem is an asymmetric
evolutionary game with imperfect information. As firms A
and B must determine whether to integrate their supply
chains in this game, there are four possible outcomes, as
illustrated in Figure 2. We use the vectors (π1A, π1B), (π2

A, π2
B),

(π3A, π3B), and (π4A, π4B) to denote the payoff of each game
participant in different situations. For instance, in the first
case, π1

A symbolizes the payment to firm A (where firms A
and B implement integration strategies). *e payouts of
firms A and B are calculated in Table 1 for a variety of game
outcomes.

3.2. Evolutionary Game Model. We investigate the behavior
of firms A and B described above in this paper using an
evolutionary game framework. *e fundamental premise of
this framework is to represent the two distinct types of firms
as two distinct biological groups, dubbed group A and group
B [17] (pp. 32–38). Individuals in the two groups mimic and
refine their own strategies based on the available local in-
formation, and therefore, they learn to optimize their returns
adaptively in a multistage (denoted as t) dynamic game
process. Finally, the two groups’ game results are evaluated
in terms of the proportion of people who choose distinct
decision options in the game equilibrium.

According to this framework, we use the terms x and x′
for group A to denote individuals who use integrated versus
nonintegrated strategies and st(x) and st(x′) to denote the
proportion of individuals who use strategies x and x′ in
group A at stage t, respectively. For group B, we define
similar variables, y and y′ to denote individuals who use
integrated versus nonintegrated strategies, and st(y) and
st(y′) to denote the proportion of individuals who use
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strategies y and y′ in group B at stage t, respectively. Based on
the above settings, we can then define the expected payoff
functions for strategies x and x′, denoted as ut(x) and
ut(x′), respectively, as shown in (1) and (2). *e average
expected payoff ub

t for group A is shown in (3).

ut(x) � st(y)π1
A + st y′( π2A, (1)

ut x′(  � st(y)π3
A + st y′( π4A, (2)

u
b
t � st(x)ut(x) + st x′( ut x′( . (3)

Based on the fundamental concept of Taylor and Jonker’s
replication dynamic (RD) model [18, 19], we can then derive
the RD equations for firm A and firm B to choose an in-
tegration strategy, as illustrated in (4) and (5) *ey will be
used in the next sections to conduct an analysis of the
evolutionary game’s stable strategy.

_sx � s(x)[1 − s(x)] SA − CA + EA + s(y) LA − EA(  , (4)

_sy � s(y)[1 − s(y)] SB − CB + EB + s(y) LB − EB( .

(5)

4. ESS Analysis

4.1. Parameter Discussion. An evolutionary stable strategy
(ESS) is one that is formed when all individuals in a finite-
information repeated game adjust their strategies continu-
ously until they reach equilibrium. An ESS can be either
static or changing in a cyclical fashion. We can discuss ESS
with the help of RD equations [20, 21].

4.1.1. Analysis for Firm A. Based on the RD equation of firm
A, let f(y) � a1s(y) + b1, a1 � LA − EA, and b1 � SA − CA+

EA. *en, (4) can be replaced by _sx � s(x)[1 − s(x)]f(y),
s(x) ∈ (0, 1).

If a1 � 0, then the value of f(y) depends on the value of
b1. If b1 > 0, then _sx > 0, and if b1 < 0 then _sx < 0.

If a1 ≠ 0, as s(x) ∈ [0, 1], the value of f(y) depends on
the value of −b1/a1. Hence, the value of −b1/a1 needs to be
discussed under different conditions.

(1) When −b1/a1 ≤ 0, if a1 > 0, then _sx > 0; if a1 < 0, then
_sx < 0.

(2) When 0< − b1/a1 < 1, if a1 > 0 and −b1/a1 < s(y)≤ 1,
then _sx > 0, if a1 > 0 and 0≤ s(y)< − b1/a1, then
_sx < 0, if a1 < 0 and 0≤ s(y)< − b1/a1, then _sx > 0, if

a1 < 0, and −b1/a1 < s(y)≤ 1, then _sx < 0, and if
s(y) � −b1/a1, then _sx � 0.

(3) When −b1/a1 ≥ 1, if a1 > 0, then _sx < 0; if a1 < 0, then
_sx > 0.

*rough the above discussion, we can conclude that if
−b1/a1 ≤ 0 or −b1/a1 ≥ 1, the value of _sx is not affected by the
value of s(y), which means that, under this condition, firm
A’s decision is not affected by the choice of firm
B. Otherwise, if 0< − b1/a1 < 1, firm A’s decision is affected
by the choice of firm B.

4.1.2. Analysis for Firm B. Based on the RD equation of firm
B, let g(x) � a2s(x) + b2, a2 � LB − EB, and
b2 � SB − CB + EB; then, _sy � s(y)[1 − s(y)]g(x). Similarly,
we can conclude that if −b2/a2 ≤ 0 or −b2/a2 ≥ 1, the value of
_sy is not affected by the value of s(x), which means that firm
B’s decision is not affected by the choice of firm A under this
condition.

Table 1: *e payoff under different situations.

Firms A
Firms B

Integration Nonintegration
Integration (PA + SA − CA − RA, PB + SB − CB − RB) (PA + SA − CA − RA + EA, PB − LB)

Nonintegration (PA − LA, PB + SB − CB − RB + EB) (PA, PB)

where PA, PB are the original profits of group A and group B under the nonintegration strategy. SA, SB are the supply chain cost savings of group A and group
B under the integration strategy. CA, CB are the costs of supply chain integration of group A and group B. RA, RB are the SCI costs of risk RA � αCA, RB � αCB,
where α is the investment loss ratio. EA, EB are the extra earnings of group A and group B. LA, LB are the extra losses of group A and group B.

Firms
A

Firms
B

Firms
B

Non-Integration

Non-Integration

Non-Integration

(π1
A, π1

B) (π2
A, π2

B) (π3
A, π3

B) (π4
A, π4

B)

IntegrationIntegration

Integration

Figure 2: *e four situations of the game.
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However, if 0< − b2/a2 < 1, firm B’s decision will depend
on the action of firm A. Different situations under different
parameter values are shown in Table 2.

According to the results of the preceding analysis (as
shown in Table 2), there are three basic game relationships:
unrelated, one-way influence, and mutual influence. Each of
these three scenarios will be discussed further below.

4.2. RD Process Analysis for the Unrelated Situation. In such
states, the decisions of firms A and B do not affect each other.
For example, if −b1/a1 ≤ 0, a1 < 0, −b2/a2 ≥ 1, and a2 > 0, then
_sx < 0 and _sy < 0. At this stage, as illustrated in Figure 3, the
average probability that firms A and B will choose an in-
tegration approach diminishes, resulting in an ESS of
(nonintegration, nonintegration). Similarly, we can derive
more ESSs for this condition, as detailed in Table 3.

4.3. RD Process Analysis under One-Way Influence. *is
situation can be further classified into two categories based
on the variations in the game’s dominant player: (1) the one-
way influence game in which firm A exerts influence over
firm B and (2) the one-way influence game in which firm B
exerts influence over firm A. For example, if
s(y) ∈ [0, −b1/a1), −b1/a1 ∈ (0, 1), a1 > 0, −b2/a2 ≤ 0, and
a2 > 0, then _sy > 0; if s(y) ∈ [−b1/a1, 1), −b1/a1 ∈ (0, 1),
a1 > 0, −b2/a2 ≤ 0 and a2 > 0, then _sx > 0. *e RD process is
shown in Figure 4.

*e preceding results imply that if firm B’s initial
likelihood of integrating is within [0, −b1/a1), firm B is more
likely to select the integration strategy. When this likelihood
reaches the interval [−b1/a1, 1), firm B’s decision begins to
impact firm A, favoring the integration option. *is step is

repeated until the strategy’s final ESS for both is established
(integration, integration). Additional ESS results in this state
are listed in Table 4.

4.4. RD Process Analysis in the Mutual Affect Situation.
When −b1/a1 ∈ (0, 1) and −b2/a2 ∈ (0, 1), the decisions of
firms A and B mutually affect each other.

When a1a2 > 0, if s(y) ∈ [0, −b1/a1), −b1/a1 ∈ (0, 1),
a1 < 0, −b2/a2 ∈ (0, 1) and a2 < 0, then _sx > 0; if
s(y) ∈ [−b1/a1, 1), −b1/a1 ∈ (0, 1), a1 < 0, −b2/a2 ∈ (0, 1)

and a2 < 0, then _sx < 0; if s(x) ∈ [0, −b2/a2), −b1/a1 ∈ (0, 1),
a1 < 0, −b2/a2 ∈ (0, 1) and a2 < 0, then _sy > 0; and if
s(x) ∈ [−b2/a2, 1), −b1/a1 ∈ (0, 1), a1 < 0, −b2/a2 ∈ (0, 1)

and a2 < 0, then _sy < 0. *e RD process for the preceding
situation is depicted in Figure 5, and the figure contains four
sections, A–D. If (s(x), s(y)) is located in region A, then
ESS is (nonintegration, integration), which means that firm
A pursues a nonintegration strategy, whereas firm B pursues
an integration strategy. If (s(x), s(y)) is located in region C,
then ESS is (nonintegration, integration). If (s(x), s(y)) is

Table 2: Game situations under different parameter values.

Classification Situation Parameter values of firm A Parameter values of firm B
Unrelated Firms A and B are independent of each other a1 � 0 or −b1/a1 ≤ 0 or −b1/a1 ≥ 1 a2 � 0 or −b2/a2 ≤ 0 or −b2/a2 ≥ 1

One-way influence Firm B is affected by firm A a1 � 0 or −b1/a1 ≤ 0 or −b1/a1 ≥ 1 0< − b2/a2 < 1
Firm A is affected by firm B 0< − b1/a1 < 1 a2 � 0 or −b2/a2 ≤ 0 or −b2/a2 ≥ 1

Mutual influence Firms A and B interact with each other 0< − b1/a1 < 1 0< − b2/a2 < 1

0 S (x)

S (y)

1

(0, 0)

Figure 3: *e evolutionary process in the unrelated situation.

Table 3: ESS in the unrelated situation.

Classification Parameter value
of firm A ESS Parameter value

of firm B ESS

Unrelated

−b1/a1 ≤ 0 and
a1 < 0

0 −b2/a2 ≤ 0 and
a2 < 0

0

−b1/a1 ≤ 0 and
a1 > 0

1 −b2/a2 ≤ 0 and
a2 > 0

1

−b1/a1 ≥ 1 and
a1 < 0

1 −b2/a2 ≥ 1 and
a2 < 0

1

−b1/a1 ≥ 1 and
a1 > 0

0 −b2/a2 ≥ 1 and
a2 > 0

0

0 S (x)

S (y)

1

1

b1
a1

(1, 1)

-

Figure 4: *e evolutionary process of one-way influence.
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located in region B or D, then ESS is (integration, non-
integration) or (nonintegration, integration). When
0< − b1/a1 < 1, a1 > 0 and 0<−b2/a2 < 1, a2 > 0, see Table 5
for the relevant results.

When a1a2 < 0, if s(y) ∈ [−b1/a1, 1), −b1/a1 ∈ (0, 1),
a1 > 0, −b2/a2 ∈ (0, 1) and a2 < 0, then _sx > 0; if
s(y) ∈ [0, −b1/a1), −b1/a1 ∈ (0, 1), a1 > 0, −b2/a2 ∈ (0, 1)

and a2 < 0, then _sx < 0; if s(x) ∈ [0, −b2/a2), −b1/a1 ∈ (0, 1),
a1 > 0, −b2/a2 ∈ (0, 1) and a2 < 0, then _sy > 0; and if
s(x) ∈ [−b2/a2, 1), −b1/a1 ∈ (0, 1), a1 > 0, −b2/a2 ∈ (0, 1),
and a2 < 0, then _sy < 0. *e RD process is shown in Figure 6.
Finally, there is only one stable state in which each side will
adapt to the mixed strategy and the ESS is (−b2/a2, −b1/a1).
Similarly, when −b1/a1 ∈ (0, 1), a1 < 0 and −b2/a2 ∈ (0, 1),
a2 > 0, we obtain the results shown in Table 5.

5. Case Study

5.1. Background. *e iron ore trade value between Australia
and China is growing rapidly. According to the latest data
from the China Iron and Steel Association (CISA), the

volume of Chinese iron ore imports from Australia in 2020
was 713 million tons (accounting for 60.9% of the year’s
total). Western Australia is the main producer of iron ore in
Australia, accounting for 99% of Australia’s iron ore pro-
duction. Western Australia had 836Mt of iron ore sales in
2019–2020, which were mostly exported to China (83 per-
cent). *e main origin in Western Australia is the Pilbara
Region (accounting for 97%), as shown in Figure 7.

According to the data from the Government of Western
Australia Department of Mines and Petroleum, there are
approximately 17 principal iron ore producers in Western
Australia. Among them, three companies, Rio Tinto, BHP
Billiton, and Fortescue Metals Group, account for more than
90% of production. *ese companies have built their own
export supply chains, including rail lines and port facilities,
as shown in Table 6.

*us far, through joint-venture packages, which include
Chinese firms taking minority equity stakes and offering
long-term contracts for new iron ore exports, many Chinese
steel-producing firms have taken measures to integrate their
supply chains, as shown in Table 7.

5.2. Numerical Examples. We designed different scenarios
based on data collected from Chinese steel-producing
companies and iron-ore suppliers in Australia to analyze the
best options for Chinese steel-producing firms. We observe
two primary patterns used in SCI: the joint-venture pattern
(which includes long-term contracts) and the self-support
pattern. Figures 8 and 9 depict two integrated supply chain
patterns. As a result, we created two cases, one to represent
each integration pattern.

As firms with different market scales have different cost
structures, we need to consider the influence that market
scale has on decision-making. We choose Baosteel Group
and Benxi Steel as targets, which are Chinese steel-producing
firms but do not have same level of production. According to
the data from the World Steel Association, their crude steel
production for the period 2017–2020 is listed in Table 8. We
chose their net profits in 2011 as original profits, which were

Table 4: ESS in the situation that only one party is affected.

Classification Parameter value of firm A Parameter value of firm B ESS

Firm B influences firm A

0< − b1/a1 < 1 and a1 > 0

−b2/a2 ≤ 0 and a2 < 0 (0, 0)
−b2/a2 ≤ 0 and a2 > 0 (1, 1)
−b2/a2 ≥ 1 and a2 < 0 (1, 1)
−b2/a2 ≥ 1 and a2 > 0 (0, 0)

0< − b1/a1 < 1 and a1 < 0

−b2/a2 ≤ 0 and a2 < 0 (1, 0)
−b2/a2 ≤ 0 and a2 > 0 (0, 1)
−b2/a2 ≥ 1 and a2 < 0 (0, 1)
−b2/a2 ≥ 1 and a2 > 0 (1, 0)

Firm A influences firm B

−b!/a1 ≤ 0 and a1 < 0

0< −b2/a2 < 1 and a2 > 0

(0, 0)
−b1/a1 ≤ 0 and a1 > 0 (1, 1)
−b1/a1 ≥ 1 and a1 < 0 (1, 1)
−b1/a1 ≥ 1 and a1 > 0 (0, 0)
−b1/a1 ≤ 0 and a1 < 0

0< −b2/a2 < 1 and a2 < 0

(1, 0)
−b1/a1 ≤ 0 and a1 > 0 (0, 1)
−b1/a1 ≥ 1 and a1 < 0 (0, 1)
−b1/a1 ≥ 1 and a1 > 0 (1, 0)

0

1

1

C

B

D

A

S (x)

S (y)

b1
a1

-

b2
a2

-

Figure 5: *e evolutionary process of mutual effect under a1a2 > 0.
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US$ 2.895 billion and US$542 million. *erefore, their unit
profits in 2011 were US$ 66.8/ton and US$ 32.8/ton. Hence,
PA � 66.8 and PB � 32.8. Following that, we will consider
two scenarios. In scenario 1, we assume that both players can
only use the “joint-venture pattern” to integrate their supply
chains. We suppose in scenario 2 that they can only follow
the “self-support pattern.”

5.2.1. Scenario 1. In scenario 1, we consider the joint-
venture pattern. Under this condition, Chinese steel-pro-
ducing firms obtain cheaper iron ore by taking minority
equity stakes and offering long-term contracts for new iron
ore exports. As most Chinese steel-producing companies are
in the process of integration projects, it is difficult to calculate
supply chain cost savings from the whole raw material cost.
*erefore, we obtain data on supply chain cost savings from
iron ore producers in Australia, which provided the cost
savings from integrating their export supply chains in their
annual reports. Take, for example, the case of FMG, which
committed to expansion in November 2010. We chose its cost
data after expansion. As in the previous discussion, we believe
that the supply chain cost saving consists of the saving of rail
costs, port costs, and shipping costs. By decreasing the average
cost, we can obtain SA � 3.6, SB � 3.6. Table 9.

To determine the cost of SCI in this model, we choose
two real cases. One is Baosteel Group’s investment in Aquila
in 2009. In this case, Baosteel Group invested as much as
US$285.6 million in Aquila to obtain a 50% share of one 30
Mtpa project. *e other case is Shougang investment in
Balmoral in 2008. *e specific data are shown in the table
below. Assuming that the costs are shared equally from 2011
to 2014, we can obtain CA � 1.65 and CB � 1.04.

As the steel-producing market is oligopolistic, we as-
sume that company A with a larger market share will gain
10% excess profits if only it implements the SCI strategy.
Otherwise, it will face a 20% excess loss. *e same situation
for company B (smaller market share) is 20% excess profits
and 10% excess loss. *erefore, we can obtain EA � 6.68,
LA � 13.36, EB � 6.56, and LB � 3.28. By applying MAT-
LAB, we obtain the ESS (integration, integration) after
deriving hundreds of initial solutions, as shown in Figure 10.

It means that in the short term, firms A and B will choose
the joint-venture pattern for SCI. We perform a sensitivity
analysis on the proportional coefficient of fixed asset

Table 5: ESS under mutual influence.

Situations Parameter of firm A Parameter of firm B ESS

Mutual influence

0< − b1/a1 < 1 and a1 < 0 0< −b2/a2 < 1 and a2 < 0 (0, 1) or (1, 0)
0< − b1/a1 < 1 and a1 > 0 0< −b2/a2 < 1 and a2 > 0 (0, 0) or (1, 1)
0< − b1/a1 < 1 and a1 > 0 0< −b2/a2 < 1 and a2 < 0 (−b2/a2, −b1/a1)
0< − b1/a1 < 1 and a1 < 0 0< −b2/a2 < 1 and a2 > 0 (−b2/a2, −b1/a1)

0

1

1 S (x)

S (y)

b1
a1

-

b2
a2

-

b2
a2

- _b1
a1

- _( , )

Figure 6: *e evolutionary process of mutual effect under a1a2 < 0.

Figure 7: Iron ore transport routes between Australia and China.

Table 6: Iron ore export supply chain of the main producers.

Iron ore
producer

Rail
(km) Port facility

Rio Tinto 1600 4 ports with 11 berths (Dampier port)
BHP 1000 8 berths (port Hedland)

FMG 620 4 berths and 1 under construction
(port Hedland)

Table 7: Investment of Chinese steel-producing firms.

Firm Project Value
(A$ millions)

Size
(Mtpa) and associated
LTCs (% of output)

Ansteel Karara JV 530 Plan 10 (100%)
Shougang Balmoral south 58 Plan 12 (100%)
Shagang Grange NA 2.5 (100%)
Baosteel Aquila 286 Plan 30 (50%)

Computational Intelligence and Neuroscience 7
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Figure 9: Self-support model.
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Figure 8: Joint-venture mode.

Table 8: Crude steel production, 2017–2020.

Tonnage (million tonnes) 2017 2018 2019 2020
Baosteel group 46.17 47.10 46.88 45.62
Benxi steel 15.49 15.47 15.83 16.63

Table 9: FMG supply chain cost after expansion.

Supply chain costs U.S.$ m After 1
year

After 2
years

After 3
years

After 4
years

Rail costs 128 139 182 238
Port costs 97 125 181 252
Shipping cost 509 672 769 1210
Ore shipped 40.9 57.5 75.9 118.4
Average cost U.S.$/wmt 17.95 16.28 14.91 14.35
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Figure 10: *e simulation result of Scenario 1.
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(integration, integration) for any P. It indicates that the
decisions of firms A and B are not affected by the coefficient
P in the short term if they are integrated using the joint-
venture pattern.

5.2.2. Scenario 2. In Scenario 2, we consider the self-support
model. *e data on original profits are the same. Hence,
PA � 66.8 and PB � 32.8. We also obtain data on supply
chain cost savings from the case of FMG. *e total delivered
cost of FMG was significantly lower in 2014 than in 2011, as
shown in Table 10, because of its expansion in the supply
chain. However, as a result of their small size and com-
paratively high costs, it is unlikely that most of these projects
will be cost-competitive with the Big-3 incumbents.
*erefore, we assume that SA � 13.5 (15∗ 90%) and SB � 12
(15∗ 80%).

We choose BHP exploration projects as the data source.
*ese projects included the Jimblebar Mine Expansion
project and Orebody 24 mine project. *e Jimblebar Mine
expansion project costed U.S.$3.6 billion and achieved a
capacity of 35 Mtpa. *e Orebody 24 mine project costed
U.S.$0.7 billion and achieved a capacity of 17Mtpa after one
year of construction. Both projects were approved in 2011
and lasted 4 years. *en, we can obtain CA � 24.28 and
CB � 16.12. Similar to Scenario 1, EA � 6.68, LA � 13.36,
EB � 6.56, and LB � 3.28. By applying MATLAB, we obtain
the ESS (0.74, 0.61) after conducting hundreds of initial
solutions, as shown in Figure 11.

Additionally, we conduct a sensitivity analysis for P in
the following section. We make P take values between 0 and
1 and perform the calculations, obtaining the following
results.

When 0≤ p≤ 0.106, the dynamic evolutionary process
will reach an equilibrium state characterized by mixed
strategies. As illustrated in Figure 12, the ESS equilibrium
state moves to the upper left as the value of p increases,
indicating that the probability of firm A (with a large market
share) choosing an integration strategy continues to de-
crease, while the probability of firm B choosing an inte-
gration strategy increases. Note that because the investment
loss ratio coefficient P can be interpreted as the probability of
experiencing policy risk, the results of this calculation in-
dicate that the probability of choosing an integration
strategy for firm a with its dominant market share decreases
significantly as the probability of experiencing policy risk
increases.

When 0.106< p≤ 0.151, −b1/a1≥ 1, and 0< –b2/a2< 1.
It means that in this case, the strategy evolution process of
firm A is not influenced by the decision of firm B, while the
strategy evolution process of firm B is influenced by firm
A. In this case, the ESS is (nonintegration, integration), i.e.,
firm A chooses not to integrate, and firm B chooses to

integrate. It indicates that as the probability of policy risk
expands further, firm A’s decision will change from pre-
ferring integration to nonintegration, while firm B still
prefers to choose integration.

When p> 0.151, −b1/a1 ≥ 1, and −b2/a2 ≤ 0. Here, the
strategy evolution processes of firms A and B are inde-
pendent. At this stage, the ESS is (nonintegration, non-
integration). *is finding implies that when risk reaches a
particular level, both types of firms choose to pursue a
nonintegration strategy. *is outcome is entirely consistent
with our expectations.

5.3. Discussion. *e findings of the preceding study are
congruent with the reality of the situation. Actual economic
and trade data indicate that the relationship between China
and Australia has a substantial impact on investment activity
between the two countries. Because of ongoing tensions
between the two nations, Chinese investment in Australia
fell to its lowest level in nearly six years in 2020, as shown in
Figure 13, by 61% year-on-year to $783 million from $2.08
billion the previous year. *ere were only 20 Chinese in-
vestment projects in Australia throughout 2019, far fewer
than the 111 in 2016. From the standpoint of steel SCI, the
model described in this article provides a quantitative ex-
planation for this phenomenon.

In Scenario 1, the value of each parameter accords with
the situation “unrelated,” which means that firms A and B
will make decisions based on their own situations, without
considering the competitor’s strategy. In this case, both of
them will gain profits if they apply an SCI strategy. Addi-
tionally, we can see that, regardless of the value of p, neither
side of the game can affect the other’s decisions in Scenario 1,
and the ESS is (integration, integration). It is primarily
because both parties to the game employ the short-term joint
venture pattern for SCI, which is an “asset-light pattern”
with low investment and risk, and thus the integration
decision effectively mitigates political concerns.

Unlike in Scenario 1, we assume that both players adopt
the self-support pattern for SCI in Scenario 2. Because this

Table 10: Total delivered cost of FMG.

Supply chain costs 2011 2012 2013 2014
Total delivered cost US$/wmt 67 69 62 52
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Figure 11: *e simulation result of Scenario 2.
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model requires significant investment and is essentially a
fixed asset investment, it can be considered an “asset-heavy
pattern.” While SCI based on the self-support pattern can
significantly reduce operating costs and increase efficiency,
there is a significant investment risk associated with it. If the
countries’ relationship deteriorates, it will result in a series of
irreversible and significant losses for the firms.

Note that the political risk factor has varying effects on
firms in various market positions under the self-support
pattern. Specifically, as risk (p) increases, the probability that
firm A will choose the integration strategy decreases con-
tinuously until p � 0.106, at which point firm A becomes
unwilling to choose the integration strategy, however, firm B
always prefers the integration strategy when p is less than
0.106. At p � 0.151, the response of firm B changes. It
demonstrates that even when p is less than 0.151, firm B is
willing to accept the risk posed by policy factors. When p
exceeds 0.151, firm B is also forced to abandon its integration
strategy because of the high policy risk.

6. Summary and Conclusions

In this paper, we developed an evolutionary game model to
analyze the decision-making of an SCI strategy for steel-
producing firms. Considering the characteristics of an oli-
gopolistic market, we formulated the supply chain decision-
making problem as an asymmetric RD model and then

proposed an RD process analysis to obtain every ESS result
under different parameter situations. In addition, two sce-
narios were designed to demonstrate that such problems can
be formulated and solved well by an evolutionary gamemodel.
Importantly, this paper adds to the literature by empirically
testing the SCI strategy indirectly. Furthermore, it also allows
for the generalization of special cases of oligopolistic market
equilibrium problems and provides a detailed case study of
Chinese steel-producing firms’ iron ore supply chain.

In conclusion, there are some limitations of the research in
this paper that suggest that future studies can be extended in
several directions. Firstly, the complexity of participators’ be-
havior in this oligopolistic market has been simplified in this
evolutionary game model. Future studies can consider the cost
structure of steel-producing firms and introduce a pricingmodel
to analyze the extra profits and losses that each firm may face.
Secondly, collecting data from steel-producing firms’ supply
chains could bemore appropriate for evaluating the cost savings
of the total supply network. *erefore, future research should
replicate and integrate our study using numerical data from iron
ore-producing firms. Obviously, it would also be worthwhile for
further theoretical developments and empirical applications.
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Faced with the AI (artificial intelligence) era, it is both theoretically and practically important to examine the challenges and
opportunities that vocational college education in China faces, as well as to actively explore how vocational college education can
overcome the challenges and achieve a realistic path. ,is paper proposes and implements a wireless network-based vocational
college talent management system. ,e main personnel management system primarily completes business operations related to
daily personnel file management, while the data mining subsystem mines talent data using the DT (decision tree) classification
algorithm to aid talent selection. At the same time, a new topology optimization algorithm based on the principle of minimum
rigidity graph is proposed for talent management system wireless network optimization. ,e maximum-minimum balance
criterion and the user-by-user optimization mechanism are designed to obtain the optimal relay selection and subchannel
allocation strategy, ensuring the system’s reliability and fairness.,e optimized algorithm has a user security satisfaction of 0.93 in
the range of 250m, which is higher than other algorithms. It demonstrates that this algorithm’s communication link is short, and it
has good network connectivity and structural stability.

1. Introduction

,e essence of the reform of vocational talents training
education mode is to change the types of talents to meet the
needs of different types of talents in different periods and
societies. Talent training mode mainly includes training
objectives, training norms, training methods, and finally
what kind of people to train. In recent years, Internet giants
have devoted themselves to the research and development of
driverless technology, constantly exploring and innovating,
realizing the integration of AI (artificial intelligence) [1] and
traditional automobile technology, which has triggered
people’s endless reverie of future intelligence. From the
perspective of the AI era, people gradually realize that in-
novative engineering and technical talents are more in line
with the needs of this social and industrial transformation.

Only by deeply studying the basic theory of vocational
college education can we formulate scientific policies and

guidelines to guide the development of vocational college
education. As the standard and requirement of training
talents in schools at all levels, the goal of training talents is of
great significance to the whole education and the devel-
opment of specific majors in specific schools. Stukalina
pointed out that the typical application of AI in education
mainly includes intelligent tutors assisting individualized
teaching and learning [2]. Ginsburg et al. studied AI as a
course and pointed out that it is of great significance to carry
out AI education courses in vocational colleges [3]. Leńko-
Szymańska suggested that AI should also play a role inmotor
skill learning [4]. He pointed out that many learning tasks
need to be completed through repeated movements, such as
learning to write, draw, play musical instruments, practice
motor skills, dance, and use sign language. Derosa et al.
believe that “standardized work” is easily replaced by AI,
while creative work and those with “emotional color and
artistic creation” are difficult to replace, resulting in the

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 2298139, 10 pages
https://doi.org/10.1155/2022/2298139

mailto:wangce7899@163.com
https://orcid.org/0000-0002-3954-3649
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2298139


RE
TR
AC
TE
D

phenomenon of “intermediate skills being squeezed” [5].
Filho et al. think that we should improve the combination of
production and learning, combine “decentralized teaching”
to innovate the classroom, and construct an effective in-
terdisciplinary compound model [6].

AI is essentially a technological revolution. When ar-
tificial intelligence (AI) continues to profoundly influence
and change human production and life, vocational college
education, as one of the factors of production, will inev-
itably be forced to actively consider how to deal with AI’s
arrival [7, 8]. Although AI is not human intelligence,
technology products that contain AI act as a “carrier” for
human intelligence, allowing them to think like humans
and even surpassing human intelligence. ,is paper dis-
cusses the causes of some problems that exist in the in-
novation and development of engineering and technical
talents in reality and offers suggestions for cultivating
innovative talents, based on the fact that a new generation
AI technology has entered the application stage. ,e fol-
lowing two aspects of this paper’s innovation: (1) this paper
constructs a vocational college education talent manage-
ment system with a wireless network by studying the ap-
plication of DT technology in talent management and using
wireless network technology, with the goal of assisting
enterprises in making talent management decisions and (2)
the topology optimization algorithm is used to design and
optimize the system database objects during the develop-
ment process. It increases the readability of system design
documents and provides a solid foundation for the system’s
implementation.

2. Related Work

2.1. Talent Management Research. With the continuous
development of science and technology, mankind has
gradually entered the era of the knowledge economy. In the
era of the knowledge economy, it means that the develop-
ment and renewal of knowledge become more and more
valuable. As an important factor of production in people’s
lives, it has been widely accepted by people.,e goal of talent
cultivation plays a very important role in the whole voca-
tional college education system. It is not only the starting
point of practical education activities but also the standard to
evaluate the success of a school. Judging from the orientation
of talent training objectives, talent training objectives can be
divided into national, higher vocational, and professional
training objectives.

Zheng et al., from the perspective of AI’s development’s
demand for social talents and its impact on the employment
of vocational college graduates, discussed how vocational
colleges should innovate the talent training mode to pro-
mote the talent training of vocational college education to
adapt to the newmarket demand as soon as possible [9]. Sun
et al. defined the training goal of higher vocational talents as
training knowledge-based skilled talents, who have both a
high level of professional theoretical knowledge and a high
level of operational skills [10]. Chen analyzed the factors
influencing the change of talent training objectives from five
aspects, namely [11], the change of social and economic

development mode, the transformation and upgrading of
industry and the changes and requirements of market de-
mand, the basic law of higher vocational colleges’ education,
the value pursuit of higher vocational colleges’ education,
and the change of social talent view. Dong et al. put forward
the strategies to improve the training objectives of educa-
tional talents in higher vocational colleges under the reform
of the education supply side: strengthening specialty con-
struction, strengthening the integration of production and
education and school-enterprise integration and reforming
the school-running mode [12]. Yang said that if education
cannot make the workforce acquire new skills in time, the
mismatch between the skills required by new technologies
and those provided by the workforce will hinder the
transformation [13].Wei and others think that both teaching
and practice should be devoted to innovation [14]. Jian
believes that compound talents should be cultivated in the
AI era [15].

2.2. Research on Wireless Network Optimization. Wireless
network optimization is a series of processes to obtain
relatively stable network coverage, capacity, and quality
through certain economic investment so as to obtain better
performance. For wireless sensor networks with limited
power, topology optimization can reduce power con-
sumption, prolong the life cycle of the network, improve the
stability of communication link structure, and make the
network better used in a complex environment.

Sagduyu et al. proposed a four-level clustering algorithm,
which considered the problem of residual energy between
nodes, built a hierarchical link structure, and improved the
network load balance [16]. However, when more clusters are
generated, the node degree of the head node will increase
rapidly, which will affect the connectivity of the sensor. Xiao
et al. proposed a robust control algorithm, which introduced
the node scheduling adjustment factor and quantified the
network node degree, sought the value rule of the node
degree, obtained the optimal node degree of the network,
and improved the balance of the network structure [17]. A
method of network positioning based on stiffness matrix
characteristics of the rigid graph is proposed. In the posi-
tioning process, the selection of positioning points and the
construction of the network improve the eigenvalue of the
stiffness matrix of the generated network, which improves
the stability of the network structure on the premise of
ensuring network connectivity. However, the influence of
link weights on network lifetime is not considered in the
algorithm.

Zhang et al. proposed a joint power tying and sub-
channel allocation algorithm, which can improve the ca-
pacity of the Femtocell network and protect the
communication service quality of macrocell users [18].
Wang et al. have done relevant research on soft frequency
reuse technology in home base station network [19]. ,is
technology has improved the degree of reuse. Based on
Wang’s noncooperative game theory, the energy efficiency of
a mobile communication network is maximized by appro-
priate power control strategies [20]. Singh et al. proposed a
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noncooperative game power control algorithm to optimize
the network energy efficiency. In order to reduce the
complexity, the author adopted distributed solution, which
effectively reduced the algorithm complexity while im-
proving the network energy efficiency [21]. Daniel et al. put
forward an energy-saving subchannel allocation strategy,
but this strategy does not consider the interference to
neighboring cells and is not suitable for multicell scenarios,
which has certain limitations [22]. Kakadia et al. put forward
a medium-sized node selection strategy based on the
principle of minimum outage probability, which improves
the total capacity of the system and reduces the outage
probability by selecting the relay with the minimum outage
probability from end to end for forwarding service [23].

3. Methodology

3.1. Design of Educational Talent Management System in
Vocational Colleges Based on Wireless Network. Workers in
the AI era will most likely be product designers, producers,
or sellers. Workers will learn how to not only understand
technology but also how to maintain and debug products,
as well as how to communicate with various customers to
meet their needs. Many traditional industries are dis-
appearing in the AI era, with the rapid development of
science and technology, as well as the continuous appli-
cation of industrial robots, while many new industries
emerge. To adapt to changes in industry structure, voca-
tional colleges should actively adjust their career scenes in
response to changes in market talent supply and demand.
,e traditional management system falls short of meeting
the modern talent management business needs. ,e new
system, which is based on the old system, absorbs new user
requirements and can meet those requirements in the
workplace. As a result, the system’s feasibility is strong, and
it is critical to improve user satisfaction and employee
productivity.

,e requirement to adapt to the transformation of
business forms in the AI era is to discover new technologies
with creativity. Engineering and technical professionals with
advanced technologies and a knack for technological in-
novation are unquestionably in demand. Only engineers
with such abilities will be able to stand out in a sea of
technological change and gain the first opportunity for
personal growth. New tools, new applications, newmethods,
and so on will continue to emerge as new technologies
inspire and support them. Engineers must make efforts in all
aspects, whether in the chemical and pharmaceutical in-
dustry or in the construction and processing industry. Only
in this manner can technical capability and business level
meet real-world requirements. ,e SaaS (software-as-a-
service) model is a new software application model that is
gradually emerging against the backdrop of the continued
maturation of application software and the in-depth de-
velopment of Internet technology.

,e SaaS model has the following advantages:

(1) Each unit does not need to be equipped with special
professional technicians to maintain the system. At

the same time, access to the latest technology ap-
plications to meet changing needs;

(2) ,ere is no need for each unit to build its own
management platform, and there is no need to
consider issues such as cost depreciation and sub-
sequent platform upgrade, which can effectively al-
leviate the pressure of insufficient funds.

In a word, building a talent management system using
SaaS model can greatly reduce the burden of building and
maintaining infrastructure and applications in each unit. All
units can rely on the unified management platform of
provinces, cities, and counties to use management software
conveniently, without a large amount of hardware and
software investment.

According to the concept of the SaaS model, the author
initially constructed a talent management platform, and its
architecture is shown in Figure 1:

,e framework layer is responsible for data transmission
and monitoring of the application service layer and the
application integration layer, including security services,
application monitoring, data backup, network control, op-
eration management, and so on. It is the basic running
environment of SaaS. ,e model provides application ser-
vices provided by many software vendors, which ensures the
high reliability, high security, and high scalability of the
whole system. According to the needs for talent training in
the AI era, the main modules of the designed system include
talent information continuous maintenance module, busi-
ness declaration module, declaration confirmation and audit
module, talent and employee file management module, SMS
sending and receiving module, system background man-
agement module, and so on. ,e system module structure is
shown in Figure 2.

Compiling talent information maintenance is one of
them, and it consists of two submodules: talent information
registration and talent information editing. Professional title
declaration and talent development special fund declaration
are two submodules of the business declarationmodule. Two
small modules are included in the application and audit
module: professional title application and special fund for
talent development application and audit. Six small modules
make up the talent and personnel file management module:
talent file transfer application, transfer application approval,
file information record, transfer application file, transfer
application approval, and file transfer.

DT (decision tree) module will automatically complete
the whole data extraction process, and users can use the
provided parameters to adjust DT so that the prediction
results are more ideal. ,ese parameters include confidence
pruning and whether to merge discrete attributes. Pruning
confidence determines the severity of the pruning operation
and is the most important parameter. If the user makes a
prediction according to the rule set when making a pre-
diction, in the prediction module, the rule set is read from
the rule file, and then its prediction data is read. In the
process of prediction, a test case may predict different
classification results according to different rules, and these
results may contradict each other.
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Considering the strong independence of this module, in
order to reduce duplication of work, the system is changed
to a web system, the codes of the DTgeneration module and
prediction module are packaged in a DLL file indepen-
dently, and the mining part is completed by calling dy-
namic link library system. In the stage of system design, DT
module code design is the key and difficult point. As an
independent subsystem of the talent management system,
the data mining subsystem is mainly used by business
decision-makers to support business talent management
decisions. It includes three parts: the decision of out-
standing talents, the decision of employee loyalty, and the
decision of employee employment. Its structure is shown in
Figure 3.

,e model mainly selects the specific attributes
according to the related contents of the talent index system
established by the human resource management model. ,e
indexes that reflect talent include education index, profes-
sional title index, age index, and industry index, and their
credibility is proved by statistical methods.

According to business analysis, the conceptual database
schema’s common entity model structure, multivalued at-
tributes, and entity relationships are transformed into a
relational schema, which is then standardized. Every non-
primary attribute is functionally dependent on the relational
schema code; the relationship ensures that each attribute’s
value range is a simple and indivisible data element. During
the development process, staff not only can use out-of-the-
box programme functions to operate the process but also can
create many flexible processing links in the programme, and
some functions and operation modules can be added,
modified, and manually modified. ,is creates a good
flexible space for system users, transforming the rigid
programme into a living programme, and allowing them to
experience the system’s flexibility and humanized design
ideas.

3.2. Wireless Network Optimization of Talent Management
System. ,e era of AI is the era of machine revolution, and
human-machine interaction is becoming more widespread.
Many production processes necessitate the involvement of
AI teams. Faced with the development situation in which

start-up companies require a large number of AI talents, the
talents trained by vocational colleges’ original talent training
objectives can no longer fully meet the new labor market
demands. As a result, talent training objectives must be reset,
and a new talent training plan must be developed, with the
goal of meeting the new labor market demand for talents in
the AI era and balancing the supply and demand of talents at
the training end. All database access tasks are built in the
database access class to improve the efficiency of project
development and the speed of system execution. As a result,
the database’s public class is created and saved in the public
class folder.,e database control class can be called from the
global module. A global file is configured in addition to the
public class for accessing the database, in which the user
name and password for accessing the database are stored in
ciphertext form. ,is design method is adaptable and has a
high rate of code reuse.

,is paper presents a topology control algorithm for
wireless sensor networks based on the optimization of
algebraic stiffness characteristics of a minimum rigid body
graph. ,e algorithm comprehensively considers the
weight of communication links in the generated topological
link graph and the rigidity of the generated rigid graph,
which not only ensures the short communication links but
also helps prolong the life cycle of the network, making the
generated communication link graph more efficient and
more stable in structure. ,e attenuation factor model is
mainly used to predict the propagation loss in buildings
and can deal with the influence of building types and the
changes caused by obstacles. ,e model is flexible, and the
standard deviation between the expected results and the
measured values is small, while the deviation from the
logarithmic distance model is much smaller. ,e attenu-
ation model is

L(d) � L d0(  + 10cSElog10
d

d0
  + ad + FAF, (1)

where d0 represents the standard reference distance,
taking the empirical value of 1m; d represents the distance
between the signal transmitter and the signal receiver; a

represents the channel attenuation index, in dB/m, and the
typical apartment and office environment value is 0.2m;
cSE indicates the index value of the same building floor test. In
different types of coverage areas, the value of cSE is different.

In the indoor environment, the attenuation factor model
can be selected as the indoor wireless propagation model,
and its expression is:

PL(d)[dB] � PL d0(  + 10nlg
d

d0
  + FAF. (2)

,e two-way relay transmission of the system is divided
into two stages: multiple access stage (the first time slot) and
transmission stage (the second time slot). In the multiaccess
stage, all users send information to the relay station at the
same time. In the transmission phase, the relay node am-
plifies the received information and sends it to the receiver.
,e two-way relay security network system model is shown
in Figure 4.
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Figure 1: Talent management platform.
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Assume that each user group k is composed of Ak, Bk,
and the bandwidth of each subchannel is B, and it is divided
into N subchannels. Assume that in the multiple access
stage, the user Ak, Bk occupies the subchannel i, and the
signal received by the relay node is

Y
i
EN �

���������

p
i
Ak

g
i
Ak,RN



X
i
Ak

+

��������

p
i
Bk

g
i
Bk,RN



X
i
Bk

+ Z
i
RN, (3)

where Xi
Ak

, Xi
Bk

are the transmission signal of Ak, Bk on
subchannel i, pi

Ak
, pi

Bk
are the emission power of Ak, Bk,

gi
Ak,RN, gi

Bk,RN, respectively, represents the channel gain
from Ak, Bk to relay station R on subchannel i, and Zi

RN

is that the average value of relay node RN on subchannel i

is 0.

In the broadcast stage, the signals received by Ak, Bk and
eavesdropper E on subchannel j are

Y
j

Ak,j
� ξ

����

p
j
RN



h
j

Ak
Y

i
RN + Z

j

Ak
,

Y
j

Bk,j
� ξ

����

p
j

RN



h
j

Bk
Y

i
RN + Z

j

Bk
,

Y
j

Ei
� ξ

����

p
j

RN



h
j

EY
i
RN + Z

j

E,

(4)

where j ∈ 1, 2, · · · , N{ } is the subchannel occupied by the
relay node in the broadcast stage; ξ is the forwarding am-
plification factor of the relay node; h

j

Ak
, h

j
Bk

, h
j
E are the

channel gain of relay node RN to Ak, Bk, E on subchannel j,
respectively; p

j
RN is the transmitting power of the relay
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node on the subchannel j in the broadcast stage; and
Z

j

Ak
, Z

j
Bk

, Z
j
E are the white Gaussian noise of Ak, Bk, E on

subchannel j, respectively.
Each vertex in the minimum rigid graph has at least two

adjacent edges [17], so the minimum rigid graph has less
communication complexity and stronger robustness. Espe-
cially, the singular value of the stiffness matrix provides a
method tomeasure the algebraic properties of the network [18].
Define the stiffness matrix of edges in the network as follows:

X(G,P) � M(G,P)M
T

(G,P) ∈ R
|ε|×|ε|

. (5)

Among them, rigid graphs with larger determinant ei-
genvalue have better algebraic stiffness characteristics. Good
stiffness characteristics can ensure that the network coverage
positioning has a small error, thus improving the stability of the
network.

Under the condition that the graph is the minimum
stiffness graph, the trace value of the stiffness matrix can be
maximized. ,is process can be transformed into an opti-
mization problem:

maximize
ε

trace MG,PM
T

G,P ,

subject to rank MG,P  � 2n − 3.
(6)

,is optimization problem can be solved by a classical
greedy algorithm.

,e coverage areas of base stations are not exactly the
same.,erefore, a weight coefficient is introduced to correct
it. ,is weight coefficient is determined by the ratio of user
density to base station capacity. If the ratio is larger, the
coverage radius will be smaller. On the contrary, it should be
larger. Switching decision formula is

Mn + Ocn − Hys>Ms + Ocs + off, (7)

where Mn represents the measurement result of the
neighboring cell, Ocn represents the specific offset of the
neighboring cell, Ms represents the measurement result of

the serving cell, Ocs represents the specific offset of the
serving cell, Hys represents the delay of the event, and off

is the offset value of the event [21].

4. Experiment and Results

4.1. System Test Analysis. System performance testing is an
important task in the testing task. When designing per-
formance test cases, this system adopts the method of
continuous iterative improvement, that is, the iterative
process of testing, improvement, and retest. At the same
time, when testing the performance of the system, it is not
entirely based on test cases, but the test plan is adjusted in
time according to the actual situation to meet the needs of
the test system. Independent business performance test is
actually the concurrent performance test of a business of the
core business module, which can be understood as a unit
performance test. Composite business performance testing
is the concurrent performance testing of multiple services
from one or more modules. ,e stress test scenario of
concurrent user access is shown in Figure 5.

It can be seen from Figure 5 that when the number of
users is less than 800, the response time of the system in-
creases steadily with a slope. When the number of users is
close to 1,000, the system drops obviously, and the drop is
very serious, and a red line warning appears. ,erefore,
when less than 800 users access the system, the system
performance may be in a stable state. If there are more than
1,000 users, there is a problem with the system performance.
Try to keep it below 800. For the test of the improved system,
the users who participated in the test of the existing man-
agement system before are still invited. ,e relevant data of
six users who completed the usability task are shown in
Table 1.

After completing the task, each user needs to fill out the
scale. ,e number 1 stands for “very different,” and 5 stands
for “very much agree.” ,e scores of the six user scales
calculated are shown in Table 2.

,e test results show that the improved user satis-
faction is 62.23, and the user satisfaction has been im-
proved to some extent. When users view a page, they do
not need to think or spend a little time thinking to un-
derstand what the content on the page means and how to
act. ,ere is still a lot of attribute information in the real
talent data, which can be gradually added in future ap-
plications. Keeping the attributes that have a great in-
fluence on outstanding talents’ achievements and
removing the attributes that have little influence will
make the model more scientific and complete, and the
prediction results will be more accurate.

,erefore, curriculum development must be based on a
complete workflow, in-depth analysis of the workflow, and
flawless integration of the entire production industry.
Courses from various disciplines, occupations, and degrees
should all be taken into account when creating a curric-
ulum structure. Basic professional knowledge, interdisci-
plinary knowledge, professional ability, comprehensive
application ability, and comprehensive ability should all be

Ak

Bk

E

Relay 
station

Figure 4: Two-way relay security network system.
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covered in the curriculum. ,e human society in the AI era
is a complex multiparty coordination system, with real-
world and virtual-world governance coexisting. ,is ne-
cessitates a re-examination of stakeholder relationships
and a re-definition of governance scope in vocational
college education. Continuous innovation and progress are
required to strengthen the synergy of various stakeholders
and to realize the Pareto optimal governance mechanism of
vocational college education, such as restraint, encour-
agement, and guarantee.

,erefore, the professional training system in the AI era
should no longer be limited to providing procedural training
content for the workforce, such as computer science, data
analysis, and so on, but should provide people-to-people
training, machine training, and communication skills
training between people and the world; provide training to
deal with sudden problems; and provide training in critical
cognition and thinking and cognition.,e provision of these
training contents will surely pave the way for the smooth
transition of the labor force to the AI era.

4.2. Analysis of Wireless Network Optimization Algorithm.
In order to verify the accuracy of the algorithm, this section
uses MATLAB software to conduct simulation experiments
to verify the effectiveness of the algorithm. ,e algorithm in

this document is compared with other different algorithms,
and the number of user groups is 18. In all simulations, the
flat fading channel gain can be modeled by a unit random
variable, which follows the average exponential distribution,
and the path loss index is set to 3.

Figure 6 counts the traces of the stiffness matrix of the
topological graph generated from the algorithm of refer-
ence [18] based on the topology of the least rigid graph and
the least rigid graph constructed by the algorithm in this
paper.

It can be seen from Figure 6 that in the same envi-
ronment, the minimum rigid graph constructed by the al-
gorithm in this paper has a large trace, which indicates that
the minimum rigid graph generated by the algorithm has a
good algebraic performance of stiffness, which is conducive
to enhancing the stability of the network.
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Figure 5: User concurrent access test.

Table 1: Completion rate and average time of tasks.

Task 1 Task 2
Complete the
task

After being prompted, the
task is completed

Average
completion time

Complete the
task

After being prompted, the
task is completed

Average
completion time

100% 0 15 s 88.3% 9.6% 20 s

Table 2: User scale score.

User Score
1 55
2 63
3 71
4 66
5 62.1
6 56.3
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Drop call rate is an important indicator in mobile
communication, which refers to the probability of unex-
pected interruption of communication in the process of
mobile communication. Drop call rate reflects the com-
munication quality of mobile networks to some extent. To
illustrate the problem here, eight communities are selected
from five sites. ,ese five selected sites are macrosites, which
are scattered and basically scattered in the whole cluster area.
,en compare the relationship between your deviation and
network indicators to guide optimization and replacement.
,e deviation here includes the absolute error between the
physical site and the logical site and its replacement error.
Figures 7 and 8 show the relationship between the adjusted
wireless network index and polygon deviation.

According to the experimental data, it can be seen that
the overlapping coverage deviation is obvious. When the
absolute deviation is greater than 2, the network index
fluctuates obviously, and the overall trend is upward, which
increases with the increase of deviation. In the process of
constructing the minimum stiffness graph, the edges are
sorted in ascending order at first, and then the edge with the
largest trace of the stiffness matrix is selected to join the
stiffness matrix, that is, the communication link weight of
the edge is further reduced while ensuring the algebraic
performance of network stiffness. In the simulation, it is
assumed that there is a relay node, an illegal E, and multiple
legitimate users on the network. Users are randomly dis-
tributed in a circle with a radius of 50meters centered on the
relay node (all users are within the coverage of the relay
node). Here, it is assumed that the distance between E and
the relay node varies between 100 and 400meters, and the
total transmission power of the relay is set to 1,000mW as
shown in Figure 9.

It can be seen that when E is far away from the relay
node, the average satisfaction of the user group shows an
upward trend. When E is far away from the relay node, the
signal-to-noise ratio it receives decreases, and the more and
less communication information E can steal, the higher the
security satisfaction of users will be. When E leaves the relay

node within 250meters, the average security satisfaction of
all user groups increases rapidly. It is also found that within
the range of 250m, the user security satisfaction of the
optimized algorithm in this paper is 0.93, and the user se-
curity satisfaction of the proposed optimized algorithm is
higher than that of other algorithms. As E is far away from
the relay node, this gap will become smaller and smaller.

5. Conclusions

,e rise of AI has created a new demand for talent, re-
quiring vocational colleges to adjust and reshape talent
development goals in response to changing industry
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structures. As a result, establishing an educational talent
training system in vocational colleges that incorporates AI
technology can help mitigate the impact of AI on vocational
college employees. ,e project developed a design scheme
for a vocational college education talent management
system based on a wireless network after conducting ex-
tensive field research to meet the needs of enterprise talent
management in the AI era. ,e system essentially performs
the expected system design function, and it has undergone a
series of system tests. ,e results of the tests show that the
system is functional and robust. ,e talent management
system’s wireless network optimization results show that
within a range of 250m, the optimized algorithm in this
paper’s user security satisfaction is 0.93, and the satisfaction
of the optimized algorithm proposed by user security is
higher than that of other algorithms. It demonstrates that
the algorithm has good algebraic connectivity and stiffness
properties.
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Lung ultrasound has great application value in the di�erential diagnosis of pulmonary exudative lesions. It has good sensitivity
and speci�city for the diagnosis of various pulmonary diseases in neonates and children. It is believed that it can replace chest CT
examination. It is routinely used for the diagnosis of pulmonary diseases in emergency critical care medicine. However, the
interpretation of the impact of ultrasound on the human lungs relies heavily on experienced physicians, which greatly restricts the
interpretation e�ciency of the impact of ultrasound. In order to improve the e�ciency of monitoring and interpretation of the
impact of ultrasound, this paper proposes an intelligent detection algorithm for human lung clinical ultrasound images based on
recurrent neural network. Transfer learning is used to replace the fully connected layer of the VGG16 model and improve the loss
function, so that the same the Euclidean distance between category images can be reduced, and the Euclidean distance between
di�erent categories of images can be increased, enhancing the resolution of the entire model, thereby achieving better image
feature extraction results. e experimental results show that the algorithm proposed in this paper can surpass the doctor’s level in
the identi�cation of various lung diseases.

1. Introduction

 e lungs are the main air-bearing organs of the body. Due
to the physical characteristics of ultrasound itself, when the
propagation path encounters gas, total re�ection will occur,
resulting in ultrasound not being able to capture the image of
the normal lung tissue. In recent years, with the continuous
development of ultrasound technology, ultrasound diag-
nosis of lung diseases has become an important means to
check and monitor the treatment e�ect in the world, real-
izing the visualization of lung pathophysiology, known as
the visual “stethoscope” [1].

With Lichtenstein’s discovery of the value of pulmonary
ultrasound, the establishment of perfect operating and
scoring rules, and the formation of the imaging theory and
procedure of LUS, LUS has become a simple and reliable
means of diagnosing pulmonary diseases in recent years. e
International Consortium of Lung Ultrasound has issued an
international consensus on the diagnosis of lung diseases by
ultrasound [2]. It is believed that lung ultrasound can not

only accurately diagnose many lung diseases but also has
higher accuracy and sensitivity than chest X-ray in the di-
agnosis of pneumothorax, pulmonary solids, and pleural
e�usion.

 e determination of the type of lung disease relies
mainly on the physician’s subjective diagnosis of the pa-
tient’s lung images.  e accuracy of the diagnosis of lung
diseases depends on the physician’s personal condition and
is highly subjective [3]. Moreover, the orientation of certain
lung lesions varies from person to person, and the lung
structure varies greatly from person to person.  erefore, it
is also easy to create factors that may produce errors in this
regard, thus failing to meet the requirements of precision
medicine [4]. On the other hand, not all regions have good
medical resources and medical conditions, and the medical
conditions enjoyed by patients in di�erent regions may be
very di�erent [5]. Computer-aided medical image recog-
nition and diagnosis is able to overcome these di�culties
and solve the current problems. Computer-aided medical
image recognition and diagnosis aims to improve the
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accuracy of diagnosis by quickly and accurately detecting
lesions.

*is paper studies the theory of optimization on the one
hand, will be conducive to the algorithm, On the other hand,
it is beneficial to promote the efficiency of pulmonary ul-
trasound detection and has certain theoretical and appli-
cation significance.

2. State of the Art

When it comes to image recognition, it is inseparable from
the convolutional neural network of deep learning.
Convolution neural network is a kind of feedforward
neural network with convolution computation and depth
structure. It is one of the representatives of the depth
learning algorithm. It goes beyond the traditional learning
tools and methods. Convolutional neural network, which
is called neural network, plays a central role in the field of
medical image recognition and image recognition. We
have to mention the original convolutional neural net-
work LeNet.

*e proposal of LeNet marked the birth of CNN, and the
7-layer LeNet contains the basic modules of deep learning.
*e simple network is capable of automatic recognition of
handwritten recognition numbers and automatic verifica-
tion of CAPTCHA. AlexNet, designed by Hinton and his
student Alex Krizhevsky, was the winner of the ILSVRC
competition. Several technical breakthroughs and applica-
tions of new technologies were achieved in the AlexNet
network. It is these techniques that take convolutional neural
networks to new heights [6].

*e innovations used in AlexNet include the following:
(1) *e use of the Relu activation function instead of the
original Sigmoid activation function. When the number of
layers of the neural network increases to a certain depth, if
the Sigmoid activation function is used, the gradient will
disappear and the whole network will converge too slowly,
or there will be a gradient dispersion problem, using the Relu
function is a good solution to this problem [7]. (2) *e
Dropout function is used during training, through which the
parameters of some neurons can be randomly ignored, i.e.,
the activity of some neurons is suppressed, and this measure
can also avoid overfitting of the model [8]. (3) Applying
overlapping pooling layers to the convolutional neural
network can not only significantly improve the computa-
tional speed compared with the previous average pooling
layers but also—to a certain extent—reduce the overfitting of
the model [9].*e overfitting of the model can be reduced to
a certain extent. (4)*e dataset expansion technique is used.
(5) CUDA acceleration is used to reduce the computation
time so that the number of layers of the neural network can
be deepened to improve the overall model recognition ac-
curacy. (6) *e concept of LRU was introduced for the first
time, adding LRU layer to CNN, the role of which is to filter
the neurons in the network model layer, making the value of
neurons with larger responses larger and the value of
neurons with smaller responses smaller, which can well
suggest the robustness and generalization ability of the
model.

Since then, convolutional neural networks have devel-
oped rapidly and VGG series networks have emerged. *e
network structure of VGG16 is shown in Table 1. *e ad-
vantage of VGG series is that the structure of the whole
neural network is very simple, which can improve the
calculation speed. Secondly, VGG series through the test of
its own data, verified by deepening the depth of the neural
network, improves the network identification performance,
and can improve the accuracy of identification. Table 1
describes from top to bottom the number of neurons in
VGG16 neural network layer, the arrangement of con-
volutional layer and pooling layer, and the size of the input
and output image feature matrix of each neural network
layer.

*e core neural network representative of GoogLeNet is
the Inception network, which is designed as a net-within-a-
net structure, giving the model the ability to choose itself,
with multiple choices for each layer, and the model auto-
matically adjusts to choose the layer with higher recognition
accuracy for training recognition. By adding 1× 1 con-
volutional kernel layer, the whole Inception network can be
designed to be deeper and the width can be expanded and
adjusted, and the overall effect can reach 2–3 times of the
original performance. *e error rate of recognizing the top5
classified images was only 6.67%.

*e biggest innovation highlight of Inception Net is the
design of Module module. Module brings improvement not
only in the overall model performance but also reduces the
number of image data parameters. It provides the ability of
the model to cross channels, improves the information
transfer and expression ability of the network, and provides
the model with more choices of linear transformation types.
On the other hand, it is a regularization method that is first
proposed and applied in the model for the whole network,
which speeds up the convergence and improves the overall
classification and recognition accuracy of the model [10].
*e data are normalized in the implementation process to
limit the range to N (0, 1). *e ResNets (residual networks)
that emerged afterwards extend the depth of the network to
several hundred layers by a special computational approach.
*is method is based on the idea of Highway Network,
which opens up a “high speed channel” in the process of
network propagation and is computed in an optimal fitting
way [11].

Based on previous algorithm studies, the advantages of
convolutional neural network in image recognition can be
seen. Compared with other neural networks, the network
has better fitting degree and higher accuracy rate of image
recognition, so it can be better applied in intelligent de-
tection of human lung clinical ultrasound images.

By combing the previous development context, we can
see that the optimization of the past is a dark mass of op-
timization in the input layer. In order to take advantage of
deep learning to interpret ultrasound images of lungs, we
proposed a neural network algorithm based on VGG16,
whose basic structure is shown in Figure 1. We replace the
output layer of THE VGG16 neural network with the ul-
trasound image of the lung as the initial input, so as to
improve the accuracy of the neural network results, and use
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Table 1: VGG16 structure.

ConvNet configuration
A A-LRN B C D E
11 weight layers 11 weight layers 13 weight layers 16 weight layers 16 weight layers 19 weight layers
Input (224× 224 RGB image)

conv3-64 conv3-64 conv3-64 conv3-64 conv3-64 conv3-64
LRN conv3-64 conv3-64 conv3-64 conv3-64

Maxpool

conv3-128 conv3-128 conv3-128 conv3-128 conv3-128 conv3-128
conv3-128 conv3-128 conv3-128 conv3-128

Maxpool
conv3-256 conv3-256 conv3-256 conv3-256 conv3-256 conv3-256
conv3-256 conv3-256 conv3-256 conv3-256 conv3-256 conv3-256

conv1-256 conv3-256 conv3-256
conv3-256

Maxpool
conv3-512 conv3-512 conv3-512 conv3-512 conv3-512 conv3-512
conv3-512 conv3-512 conv3-512 conv3-512 conv3-512 conv3-512

conv1-512 conv3-512 conv3-512
conv3-512

Maxpool
conv3-512 conv3-512 conv3-512 conv3-512 conv3-512 conv3-512
conv3-512 conv3-512 conv3-512 conv3-512 conv3-512 conv3-512

conv1-512 conv3-512 conv3-512
conv3-512

Maxpool
FC-4096
FC-4096
FC-1000
Soft-max

Light source Collection units

Video-rate
Giga-pixel

Images
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Figure 1: Algorithm structure diagram.
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the transfer learning method to make the VGG16 neural
network more suitable for lung ultrasound interpretation.

3. Methodology

3.1.Data Set. It is difficult to obtain medical images of lungs,
and there are no datasets of lung medical images of the order
of 10 million or millions at present. *is is also a problem at
present, and the solution is to expand the image dataset.

In order to ensure the integrity of the image data, ensure
the scientific nature and authenticity of the experiment. *e
external library PIL in Python was used to realize the ex-
tension of lung medical image, and the image recognition
and classification effects such as image rotation, mirror
image, brightness adjustment, chroma adjustment, and
random cropping were compared. Finally, image rotation
and mirror were selected as the extension method of lung
medical image dataset [12]. Because the whole model
structure is divided into five branches, it is selected to use the
original image to generate three image rotation directions,
and then generate a mirror of a total of five pictures, that is to
say, one original image will be extended to five, input dif-
ferent branches as the input images, the dataset expansion
result is shown in Figure 2.

*e purpose of dataset enhancement is mainly to per-
form some transformations on the input image data and
train a model with better robustness, so that it can cope with
various transformations and be more applicable to real
scenes. For example, when taking pictures in life, the angle,
brightness, stretching, etc., of the pictures obtained may be
different due to different shooting locations or different
cameramen, whether or not the different images can be
recognized as the same structure. Again performing dataset
enhancement is to train the model to be able to achieve
excellent recognition accuracy with so many transforma-
tions [13]. AlexNet does a good job of dataset augmentation
and eventually achieves good results.

*ere are many ways to enhance image datasets: one
common method is to apply a bevel attribute to the image,
and another is to add a shrink and expand factor.

*e interface to the dataset enhancement algorithm is
integrated in the Python external library Keras, which can be
easily invoked by setting the corresponding parameters [14].

3.2. Recurrent Neural Network. Recursive neural network is
an artificial neural network with tree-like hierarchical
structure and the network nodes recurse the input infor-
mation according to their connection order, which is one of
the deep learning algorithms. Recursive neural networks can
be trained using supervised and unsupervised learning the-
ories. In supervised learning, recursive neural network uses
back propagation algorithm to update weight parameters, and
the calculation process can be similar to the back propagation
algorithm over time of recurrent neural network. Unsuper-
vised learning recursive neural networks are used for rep-
resentational learning of structural information and the most
common form of organization is recursive self-encoder.

For a recurrent neural network, it is a network where the
current output is related to the previous output as well. *is
means that the network remembers the last output result and
then uses it in the calculation of this output, whichmakes the
nodes between the intermediate layers transform from a
connectionless one to a connected one, and the input given
by the intermediate layers has both the output of the input
layer and the output of the intermediate layer at the last
moment.

Where X represents the input vector, U represents the
weight matrix from the input to the intermediate layer,
similarly W represents the weight matrix from the state to
the intermediate layer, S is the state value of the node in the
intermediate layer, V represents the weight matrix from the
loop layer to the output layer, and Y represents the output.
*e value of state S is not only output to the output layer but
also calculated by multiplying W and then used as input for
the next calculation [15]. Figure 3 shows the expansion
diagram of the recurrent neural network expanded along
time in Figure 4.

Where the network input at time t is Xt, St denotes the
value of the intermediate layer, and the output is Yt. It is clear
that the value of St depends not only on Xt but also on St − 1
as well. *ey can be expressed in equations as shown in (1)
and (2), where g and f denote the activation functions.

Yt � g VtSt( , (1)

St � f UXi + WtSt−1( . (2)

Compared with other neural networks, the structure of
recursive neural network can well introduce the concept of
time into the neural network, which can make the input data
at the previous moment directly affect the data calculation at
that moment. St state can remember the information at the
previous moment. *us, it is beneficial for real-time image
recognition. *erefore, this paper chose recursive neural
network for pulmonary clinical image ultrasound detection.
In practice, however, with the increase of depth of themodel,
the recursive neural network cannot handle well data de-
pendency for a long time, so you can understand, the so-
called back-propagation gradient disappeared and gradient
caused by explosion problem, so this article think should
optimize the recursive neural network so as to solve the data
dependency problem for a long time. To solve these

Figure 2: Lung image dataset expansion.
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problems, an improved recursive neural network, LSTM, is
proposed.

LSTM adds three gate selection units in the recursive
neural network, which solves the problems of gradient
disappearance and gradient explosion of ordinary RNN
(existing neural network), and forms an independent
transmission mechanism for memory data and result data,
so that information can be transmitted across regions.
Overcomes the problem that standard RNN does not handle
data dependency well over time. Deals with long time de-
pendencies on data. *erefore, LSTM is one of the most
popular recursive neural networks and has been widely used
in several fields of artificial intelligence [16].

Figure 5 shows the structure of LSTM network, which
has four network layers that make it different from the
normal RNN network, LSTM stores the information se-
lectively, while the normal RNN stores the information
whether it is useful or not. *e gates are sigmoid and tanh
functions, and the process is implemented by multiplying
the neural layers of the sigmoid or tanh functions with each
point to make it possible [17]. *e gates in this network are
the forgetting gate and the input and output gates,
respectively.

Where ⊗ denotes the dot product, f denotes the acti-
vation function, Ct − 1 denotes the cell state at the previous
time step, ht − 1 denotes the output value at the previous
time step, ct is the cell state at this moment, and ht denotes
the output value at this moment.

(1) forget gate is a judgment of what information is
discarded by the cell state, and this judgment is done

by the sigmoid function, expressed as shown in the
following equation:

ft � σ Wf ht−1, xt  + bf , (3)

where ht− 1 denotes the last—moment output value,
xt denotes the input value at this moment, Wf de-
notes the weight matrix of this gate, bt denotes the
bias of this gate, and σ denotes the activation
function.

(2) *e input gate (input gatc) determines what infor-
mation is stored in the cell state. First, the input gate
is called a sigmoid layer, and second, a vector is
created by calling the tanh layer as a new marquee
value that can be added to the intermediate layer
states [18]. Finally, the two parts are merged to create
an update to the hidden layer state, which can replace
the old memory information forgotten, then rep-
resented as shown in equations (4) and (5):

it � σ Wi ht−1, xt  + bi( , (4)

ct � tanh Wc ht−1, xt  + bc( , (5)

In this case, if we know the memories to be forgotten
and those to be added, we can update the old cell
state ct − 1 to the new cell state ct. After that, the old
m-server state will be multiplied by FT, which will
determine the information to be forgotten, and then
multiplied by the sum of the input gate of the current
memory ct [19]. After this series of operations, the
new memory information will be derived, which is
expressed as shown in the following equation (6):

ct � ft ∗ ct−1 + it ∗ct. (6)

(3) *e output gate is the information that needs to be
decided for the output. Although the output is based
on the cell state, it will be a post-selection value. *is
output gate needs to go through three steps to get the
output information [20]. First, the output gate needs
to go through a sigmoid layer, second, a partial
selective output is performed for different parts of
the cell state, and finally, the obtained cell state is fed
into the tahn activation function so that it is mul-
tiplied with the sigmoid activation function to obtain
a value that needs to be output, which is represented
as shown in (7) and (8):

Y Yt-1

Xt-1

Y Yt+1
Output layer

Hidden layer

Input layer X

V
St+1
V

W

V V
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WW
U U U

W

Xt Xt+1

Figure 3: Structural diagram of recurrent neural network
expansion.
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Figure 4: Recursive neural network structure.
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Figure 5: Structure of LSTM network.
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ot � σ Wo ht−1, xt  + bo( , (7)

ht � ot ∗ tanh ct( , (8)

where bo denotes the output bias, Wo denotes the
number of weights of the output, ht denotes the
output value of the cell state, and ot denotes the value
of the output gate.

4. Result Analysis and Discussión

4.1. Principle of VGG16 Extraction of Image Features.
Before introducing VGG16, it is necessary to introduce the
general convolutional neural network computational rules
and the important parts of it. *e more important com-
ponents of the convolutional neural network are the con-
volutional layer, the pooling layer, and the activation
function, and the computational method is the BP back
propagation algorithm.

*e convolutional layer plays a crucial role in the whole
neural network layer, which is equivalent to a filter, and
consists of convolutional kernels, the number and size of
which are set by the designer of the network, generally 3× 3,
5× 5, 7× 7, 11× 11. According to the set size of the con-
volution kernel, a weighted average calculation is performed
on the corresponding size area of the input image.
Depending on the step size, the size of the convolution
kernel, and the setting of the convolution algorithm, the
convolution process will extract different numbers of image
features, and the final output matrix is the output of the
convolution kernel on the image.*e final convolution value
is obtained by multiplying the convolution kernel param-
eters with the image pixel values in the matrix, and then the
length of each convolution kernel move is determined by the
convolution kernel step setting. After the convolution,
kernel shift calculation will reduce the size of the whole
image feature matrix, as seen in Figure 6.

*e pooling layer is used to reduce the number of
features extracted by the convolutional layer, i.e., to reduce
the size of the feature matrix, thus reducing the system
resources and time consumed during the model computa-
tion, and is also useful in preventing overfitting.*is process
can also be called “downsampling.” *ere are two main
pooling layers: the maximum pooling layer, which extracts
the largest value in the pooling matrix as the output, and the
average pooling layer, which extracts the average value of the
parameters in the pooling matrix as the output.

*e activation function is set in each layer of the net-
work, and each layer has input and output data. *e input
data are the parameter value transferred from the upper
layer after the calculation, and the output value obtained
after the calculation of the specific function is used as the
input value for the lower layer of the network. *e specific
function in the middle refers to the activation function.
*ere are many different types of activation functions. In
order to make the values calculated by the activation

function more nonlinear, the following activation functions
are commonly used.

After the network reaches the last layer, the difference
between the predicted result and the real result is calculated
according to the corresponding loss function, according to
which the BP back propagation algorithm goes forward to
adjust the parameter values of the whole network model, so
that the model can obtain better recognition and classifi-
cation results.

*e structure of the VGG16 model contains 13 con-
volutional layers, 3 fully connected layers, and 5 pooling
layers. After training, the complete model is able to extract
features from images.

4.2. Single-Branch Model Structure. In this paper, gradient
advancing tree in traditional machine learning model is se-
lected as the classification model of lung image recognition.
*e gradient advancing tree model is suitable for the classi-
fication and recognition scenes with small datasets. However,
the traditional machine learning model requires manual ex-
traction of image features on the one hand, and the upper limit
of classification and recognition accuracy on the other hand is
not very high. In order to solve these problems, the method
commonly adopted abroad is to modify the classical model a
lot, until it is applicable to the size of the corresponding dataset;
using this method will cause a great loss of the ability of the
VGG16 model to extract image features. *erefore, in the
research method of this paper, we first use migration to adjust
the parameters of the VGG16 model. Migration research is a
machine learning method, which starts from a model in the
development task.*emodel used in the development process
is task B. *e migration research method in this paper can
improve the efficiency ofmodel development. In this paper, the
loss function of VGG16 is improved, the clustering effect is
increased, and the ability of the whole model to extract image
features is improved. *en, the function of the first half of the
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Figure 6: Convolution kernel to extract image features.
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model is to extract the features of lung medical images, and
then input the extracted features into the gradient enhanced
tree model for recognition and classification.

In this paper, we modify the fully connected layer of the
original VGG16 model by using the idea of migration
learning, removing the fully connected layer, and replacing
the fully connected layer with a fully connected network of
our own design, andmodifying the corresponding activation
function and dropout parameters. *e second and third
layers are set to 256 neurons, respectively, reducing the
number of neurons in each layer so that the training of the
whole model canmatch the number of images in the training
set and avoid the effect of overfitting the model. *e loss
function of the original classical model is innovatively im-
proved to include clustering effect, so that the feature dis-
tance between images of the same category is reduced, while
the feature distance between images of different categories is
increased, thus improving the recognition and classification
ability of the model. *e image features extracted by the
neural network are input to the gradient boost tree model for
recognition and classification.

*e first step of training the single-branch model is to
obtain the lung medical image dataset and image pre-
processing, after which the fully connected layer of VGG16 is
replaced and the parameters are fine-tuned using migration
learning, with the conflict of needing to extract image
features manually. On the other hand, the single-branch
model has certain advantages in terms of computational
speed and computational efficiency because only one branch
of training computation is required. However, the disad-
vantage of single-branch model is that the accuracy of
recognition and classification may fluctuate greatly due to
different scenes or different image datasets, which causes the
stability and robustness of the model to be low and thus
cannot be applied to the training recognition and classifi-
cation of different scenes and different datasets; so we
consider designing multiple-branch model structure and
combining the recognition results of each branch through
corresponding algorithms to finally complete the image. *e
model structure of multiple branches is considered, and the
recognition results of each branch are combined by the
corresponding algorithm to complete the classification of
images.

4.3.MigrationLearningofVGG16. *e purpose of migration
learning is to preserve the ability of VGG16 to extract
features from images. Because of the small number of image
datasets, the training cannot be done from scratch based on
the original model, but rather fine-tuning the parameters for
certain layers.

VGG16 consists of 13 convolutional layers, 5 pooling
layers, and 3 fully connected layers. *e changes in image
size and number of channels per layer in the original and
modified model structures are shown in Figure 6. *e
number of neurons in each of the three replacement layers is
set to 4096, 256, and 256, respectively. *e activation
function uses the Relu function, which is called to splice the
first 15 layers of the classical model with the fully connected

layers designed by itself, and the parameters of the training
layers can be adjusted so that the whole model is involved in
the training, but only the parameters of the fully connected
layers designed by itself are adjusted.

*e first 15 layers of the VGG16 model have not been
changed, but only the last three fully connected layers have
been changed.*e number of neurons in the fully connected
layer is reduced and the corresponding activation function
and dropout parameters are changed, the regularization
coefficients are changed, and the training is performed using
medical images of lungs. *e training process only adjusts
the three-layer model designed by ourselves, which can be
set by the trainable parameter in the layer external library to
avoid the participation of the first half of the VGG16 model
in the training.

4.4.ModelAccuracyandRobustnessVerificationandAnalysis.
*e main objective of this research method is to solve the
following problems: firstly, the VGG16 model is improved
and fine-tuned by transfer learning to resolve the contra-
diction between the complex VGG16 model and insufficient
lung images; secondly, the loss function in the VGG16model
is improved to include the judgment of inter-class similarity
of lung images to make the model have the effect of clus-
tering; after that, the VGG16 extracted image. Finally, the
above model is used as a whole to combine multiple
branches into a strong classifier by weighted voting or
majority voting method to enhance the accuracy, precision,
and recall of model recognition and improve the recognition
ability and robustness of the model.

*e data used in this study are from the publicly available
ChestX-ray14 dataset, which is provided by https://www.
kaggle.com/nih-chest-xrays/data. Images of five diseases
(Atelectasis, Emphysema, Infiltration, Nodule, and Pneu-
monia) from the ChestX-ray14 dataset were selected. Some
of the images in the dataset are shown in Figure 6. After that,
the original images were rotated by 90°, 180°, and 270° and
mirrored to obtain 4 patch images, thus expanding each 1
original image to 5. *e number of images is then expanded
by using data enhancement methods including image
scaling, beveling, and panning. All images are converted to a
uniform format and size and randomly divided into a
training set and a test set (ratio 8 : 2). *e recognition ac-
curacy of the training set and the comparison results of the
loss during training are shown in Figure 7.

From the accuracy graph, we can see that CheXNet starts
to improve from 78%, while themodel designed in this paper
starts to improve from 65%, indicating that the dataset
trained by CheXNet before is very similar to the lung images,
while the initial dataset of the VGG16 model used in this
paper is mostly images from daily life, which is different
from the medical images.So the recognition accuracy of the
model at the beginning will be improved. However, as the
number of training iterations increases and the recognition
accuracy of the model remains stable, the model designed in
this paper clearly outperforms the recognition accuracy of
CheXNet, and this conclusion can also be confirmed in the
comparison of the loss results during training.
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In the comparison graph of model recognition accuracy,
my_acc represents the recognition accuracy of the model
designed in this paper, and standard_acc represents the
recognition accuracy of CheXNet; in the comparison graph
of loss during training, my_loss represents the change of loss
during the iteration of the model designed in this paper, and
standard_loss represents the change of loss during the it-
eration of the CheXNet model. my_loss represents the
change of loss in the iterative process of the design model,
and standard_loss represents the change of loss in the it-
erative process of the CheXNet model. In the comparison
graph of recognition accuracy, when the recognition ac-
curacy curve is close to smooth, the recognition accuracy of
this designmodel is significantly better than that of CheXNet
model; in the comparison graph of loss calculated during
iteration, when the loss curve is close to smooth, the loss
value calculated during iteration of this design model is
lower than that calculated during iteration of CheXNet. *e
loss value calculated in the iterative process of the model
designed in this paper is lower than that calculated in the
iterative process of CheXNet when the loss curve is close to
smooth.*e loss here refers to the loss result value calculated
by the loss function in each iteration of the model training
process. By observing the loss value change graph, we can
also analyze the advantages and disadvantages of different
models in terms of recognition accuracy.

After the trained model is obtained, the recognition
accuracy of the model is verified using the test set images
obtained during image preprocessing, and the final accuracy
verification conclusion is obtained by comparing the

recognition accuracy of different models for the test set lung
images, i.e., the model-assisted lung image disease classifi-
cation accuracy.

Using the trained model for classification recognition on
the test set, the test results are shown in Figure 8. In the
comparison graph of recognition accuracy results, the
CheXNet model and the model designed in this paper are
tested and compared, and it is obvious that the model
recognition accuracy is better or worse.

*e blue curve in the figure shows the accuracy of the
model designed in this paper in recognizing the test set data,
and the red curve shows the accuracy of the CheXNet model
in recognizing the test set images. It is obvious from the
images that the model designed in this paper has better
prediction effect than the current advanced CheXNet model.

In this paper, the different lung disease recognition
accuracies were extracted separately and compared with the
previous models. In this paper, the data from the original
literature was selected and a row was added to include the
data of the accuracy of the single lung disease recognized by
the model designed in this paper for comparison with the
previous models, as shown in Table 2. From the table, we can
see the recognition accuracy of different models for each of
the five lung images to be classified individually, which can
also verify the advantages of the model designed in this
paper in terms of recognition accuracy.

*e robustness of the model designed in this paper was
verified by comparing the accuracy and recall of the model
designed in this paper with the CheXNet model and the
F-values calculated by radiologists for image classification of

Figure 7: Partial dataset images.
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five lung diseases, and the comparison results are shown in
Table 3. It can be seen that the model in this paper has higher
recognition accuracy.

5. Conclusion

In recent years, with the continuous development of ul-
trasound technology, ultrasound diagnosis of lung diseases
has become an important means to check and monitor the
treatment effect in the world, realizing the visualization of
lung pathophysiology, known as the visual “stethoscope.” In
order to improve the recognition efficiency of lung ultra-
sound images, this paper proposed a lung image classifi-
cation recognition method combining convolutional neural
network VGG16 and gradient enhanced tree model. In order
to improve the efficiency of model optimization, transfer
learning is used to replace, train, and fine-tune the full
connection layer of the VGG16 model. *e original loss
function is improved, and a new loss function is proposed,
which reduces the Euclidean distance between the same
category images and increases the Euclidean distance be-
tween different categories images, so as to enhance the
recognition ability of the whole model and achieve better
image feature extraction. Finally, multiple branches are

designed and the classification results of these branches are
combined by majority voting algorithm or weighted voting
algorithm to obtain the detection results of lung images. It
can be seen from the results that compared with the algo-
rithm before optimization, the algorithm model designed in
this paper has higher precision and accuracy.
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�e computer-aided language teaching system is maturing thanks to the advancement of few-shot learning technologies. In order
to support teachers and increase students’ learning e�ciency, more computer-aided language teaching systems are being used in
teaching and examinations. �is study focuses on a multifeature fusion-based evaluation method for oral English learning,
completely evaluating speci�c grammar, and assisting oral learners in improving their oral pronunciation skills. �is study
proposes an improved method based on HMM a posteriori probability scoring, in which the only standard reference model is no
longer used as the basis for scoring and error determination, and instead, the average level of standard pronunciation in the entire
corpus is introduced as another judgment basis, based on a preliminary study of speech recognition technology, scoring methods,
and relevant theoretical knowledge of information feedback. �is strategy can reduce the score limitation caused by standard
pronunciation personal di�erences, lower the system’s misjudgment rate in detecting pronunciation errors, and improve the
usefulness of error correction information. An expert opinion database has been created based on the most prevalent forms of
spoken pronunciation problems, which can successfully assist learners improve their spoken English level by combining the
database’s corrected information. Finally, this study proposes an arti�cial scoring system for spoken English that performs
activities such as identi�cation, scoring, error judgment, and correction opinion feedback, among others. Finally, it has been
demonstrated through trials and tests that adding the average pronunciation level to the system improves the system’s scoring
performance and has a certain e�ect on increasing users’ oral pronunciation level.

1. Introduction

In recent years, one of the hottest study topics in the
domains of computer and education has been computer-
assisted instruction systems. It has begun to gradually
replace teachers to correct, particularly in large-scale
language exams, which has become a signi�cant change in
the educational �eld. �is type of technology is known as a
computer-assisted language learning system [1]. Stress in
English is a very essential prosody trait that a�ects rhythm
and intonation, as well as having crucial grammatical and
semantic implications. Mastering the stress rhythm cor-
rectly plays a crucial role in spoken English expression for
language learners [2]. �e oral English test now relies
primarily on manual marking, which means that scoring is

heavily impacted by the raters’ psychological and physio-
logical states, and objectivity and fairness of the scoring
results cannot be guaranteed [3]. In the sphere of educa-
tion, English is a critical topic. It will be extremely bene-
�cial to boost students’ enthusiasm in studying English,
correct students’ English pronunciation, evaluate students’
academic achievement, and direct students’ learning if
arti�cial intelligence is combined with college English skill
training [4]. �e speech evaluation system is evolving in
tandem with the advancement of voice recognition tech-
nology. It mostly uses a computer to assess people’s pro-
nunciation [5]. For example, the spoken Mandarin test
system currently in use can not only score accurately, but it
can also considerably enhance e�ciency and save per-
sonnel [6]. Computer-assisted language learning has
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progressively begun to suit the diverse needs of language
learners, thanks to the rapid development of speech rec-
ognition technology and other multimedia technologies. As
a result, many researchers have been interested in a pro-
nunciation evaluation system based on speech recognition
technology.

Economic globalization has resulted in more regular
exchanges between countries around the world today. *e
fact that English is an Esperanto has also sparked a lot of
interest in learning English. People from non-native nations
are increasingly keen to enhance their English abilities; in
addition to understanding the necessary vocabulary and
grammar, improving oral expression ability is also critical.
As a result, in non-native countries, the methods of English
education and learning have become a hot topic of dis-
cussion and research [7]. Oral English training is a crucial
component of English instruction. It is difficult for teachers
to provide one-on-one oral English instruction due to the
large number of students in traditional classroom teaching.
After class and examination, oral test questions have become
an important link for students to assess their spoken English
proficiency [8]. Fortunately, advances in voice processing
technologies havemade learning English easier and faster. In
the realm of voice signal processing, the use of speech
technology in language acquisition has become a major
trend [9]. It is necessary to develop a system that can assist
teachers in intelligently correcting subjective questions in
language teaching in order to save time for teachers, save
human and material resources for schools, and complete the
correction requirements more accurately in order to save
time for teachers, save human and material resources for
schools, and complete the correction requirements more
accurately [10]. Oral Q&A questions can be scored in two
ways: from the perspective of pronunciation, and from the
perspective of text. Acoustic variables like as pronunciation,
frequency, and rhythm are typically used in pure speech
scoring [11].

*ere are two factors to evaluating the level of spoken
English in the CALL system based on speech technology.*e
core method entails identifying phoneme and word faults in
learners’ spoken language and providing appropriate feed-
back and solutions. Prosody judgment in spoken language is
another factor to consider. For English learners, the latter is
more challenging than the former [12]. It is now possible to
obtain multidimensional automatic scoring for the open-
ended oral language inquiry investigated in this research [13]
because to advancements in speech recognition and artificial
intelligence technology. *is work will combine these ma-
ture new technologies with conventional automatic scoring-
related technologies, with the goal of using text data after
voice recognition as the research object and employing the
multifeature fusion method to create a multifeature intel-
ligent correction model. Make intelligent corrections from a
variety of perspectives. Artificial intelligence can be used to
grade oral expression questions, which appear to have no
particular criteria and rely on teachers’ subjective judg-
ments. *is is important for college English skill training
guidance and correction [14].*e examinee’s voice is used to
do text recognition, with similarity and syntactic features

taken from the text and phonetic features extracted from the
speech. *e automatic correction technology for closed-type
oral exam questions cannot be directly transferred to open-
type oral test questions due to the distinct principles of
correction technology [15]. Because the traditional closed-
type question type relies on known text to score speech,
while open-type questions have nonunique responses, new
text-independent technology is needed to overcome the
challenge of open-type oral exam scoring [16]. Speech
recognition technology has provided a solution for auto-
matic scoring of large-scale Chinese-English oral transla-
tions. *e automatic scoring approach not only ensures the
correctness of Chinese-English oral translation scoring re-
sults, but it also considerably improves scoring efficiency and
saves a lot of human, material, and financial resources.

2. Related Work

Document [17] examines the automatic correction of spoken
language using an automatic composition correction system,
and claims that it is possible to correct spoken language
using speech recognition technology and a composition
correction system. However, the spoken language correction
approach suggested in this study has limits, and its scoring
dimension is limited, therefore it does not allow for the
evaluation of the pronunciation itself. Literature [18]
pointed out that in the research of early stress recognition,
the recognition system usually extracts some traditional
phonetic features, such as sound length, energy, funda-
mental frequency, etc., and establishes a phonetic model by
training linear discriminant function to recognize stressed
syllables. Literature [19] puts forward that the functions of
intelligent tutor system include building learning environ-
ment, communicating with students’ emotions, and learning
with students. Although the design of intelligent tutor
system is called “intelligent” tutor system for evaluating
students, it is not smart enough, and it still manages student
information and arranges courses according to established
rules, which canno’t really replace tutors, and has certain
limitations. Literature [20] lists the challenges faced by the
modeling of simulated human scoring from the process and
result levels, and points out that it is impossible to model the
evaluation process comprehensively in the field of speech
features and speech recognition at present. Literature [21]
puts forward that under the dual influence of the abnormal
needs of oral English learning and the development re-
quirements of human computer interaction, the pronun-
ciation evaluation system based on language lab recognition
technology came into being. It fully integrates the two
technologies of CALL and speech recognition to become a
more intelligent English learning system, providing learners
with opportunities for human computer interaction, and
giving a lot of information feedback, completely changing
the traditional English learning mode from “teacher
teaching” to “student self-learning.”

Literature [22] proposes that in the network envi-
ronment, the automatic marking system plays a great role
in the role orientation of teachers and students, because
for non-English majors, their initiative in learning English
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is not high, and English learning is also very difficult for
them. Literature [23] uses deep neural network to improve
the robustness of the algorithm and retain the high dis-
crimination of the algorithm, and obtains good experi-
mental results. Although this algorithm is applied to
reading questions, we can see that the application pros-
pect of deep learning in oral automatic correction is very
good. *e combination of deep learning and automatic
correction is an important direction for the development
of automatic correction system in the future. *rough the
research on the application of automatic speech recog-
nition system to non-native speech training, literature
[24] pointed out that if appropriate methods are used and
false pronunciation detection is added, the evaluation
system can provide the same evaluation results as human
experts. In terms of pronunciation quality evaluation,
many studies at home and abroad have proposed various
scoring algorithms, and the scoring performance pro-
duced by these algorithms has gradually approached the
expert scoring level. However, in the research and
implementation of pronunciation error detection and
feedback information, many systems simply compare the
phoneme recognition results with the phoneme correla-
tion results of standard speech. Document [11] the au-
tomatic correction system is actually an upgrade of the
intelligent tutor system. *e intelligent tutor system
guides students according to certain rules, and the au-
tomatic correction system also scores students’ compo-
sitions according to the preset scoring rules. Automatic
marking system is actually a combination of traditional
intelligent tutor system and modern new technology.

3. Methodology

3.1. Multifeature English Spoken Scoring Algorithm. As one
of the specific applications of computer-assisted language
learning, the overall performance of spoken English
scoring system largely depends on speech recognition
technology. Multifeature fusion evaluation algorithm
includes the evaluation algorithm of a single feature and
the algorithm of fusing the evaluation results of multiple
features. Because of the instability of the existing auto-
matic speech recognition system, we can evaluate spoken
English from this aspect. Multifeature comprehensive
evaluation method should have at least the following
characteristics: (1) scalability, that is, which features are
selected and how many features are selected will not have
great influence on the system, and it is easy to add or
reduce features. (2) It has nothing to do with the evalu-
ation algorithm of a single feature, that is, changing the
evaluation algorithm of a single feature has no effect on
the system when the evaluation result form of a single
feature does not change. Speech signal analysis is the
premise and foundation of speech signal processing. Only
by analyzing the parameters that can represent the es-
sential characteristics of speech signals can we use these
parameters to process speech communication, speech
synthesis, and speech recognition efficiently. And the
quality of speech signal processing directly affects the

effect of speech recognition. In the early speech recog-
nition system, the isolated word recognition algorithm is
the foundation, and its basic principle is to use template
matching method for recognition. *e fractal dimension
characteristics of stressed syllables obtained by the
polymorphic method are shown in Figure 1.

*e following aspects are included in feature extraction:
(1) energy features. *e stationary process processing
method and theory are incorporated into the short-term
processing of speech signals, considerably simplifying
speech signal analysis. (2) Characteristics of duration. *e
length of each syllable of a multisyllable English word is
extracted and compared. Accents are defined as longer
syllables. (3) *e fundamental features of frequency.
Fundamental tone detection is an important technology in
speech processing that is frequently utilized in speech
recognition, and fundamental frequency is one of the most
important prosody parameters in the speech signal. (4)
Prediction in linear form. Under the linear prediction
technique, the LPC coefficient is a short-term measure of
the speech signal. It is the foundation of speech processing
and has been used in voice recognition, synthesis, coding,
and other applications. *e HMM-based scoring method
requires pretraining a large number of acoustic models or
reference models as a scoring standard, as well as com-
bining the recognition and scoring mechanisms to deter-
mine the difference in phoneme pronunciation between the
speech to be tested and the standard model and assigning a
score. *e scoring process based on HMM is shown in
Figure 2.

In this method, the number of features can be increased
or reduced as long as the weight a I is changed, which meets
the first requirement of multifeature comprehensive eval-
uation method; changing the evaluation result form of a
feature, as long as the corresponding quantitative method is
changed, does not affect the whole algorithm, so it meets the
second requirement of multifeature comprehensive evalu-
ation method. In conclusion, this algorithm has strong
scalability and independent of the evaluation model of single
feature, and is suitable for comprehensive evaluation of
spoken English. *e similarity Manhattan distance formula
is as follows:

D(A, B) � 
n

k�1
ak − bk


. (1)

*e formula for calculating the Dice coefficient is

D(A, B) �
2 · comm(A, B)

leng(A) + leng(B)
. (2)

Conditional probability mean of individual phonemes:

P �
1
n



n

m�1
P am | bm( . (3)

*e loss function is of the form

L gb, gb(  � g
c

b − g
c

b 
2
. (4)

*e multiscale shape distribution area is obtained as
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AB
(ε)

� area(F⊕ εB). (5)

Linear rectification function of the formula is

f(x) � max(0, x). (6)

*e log a posteriori probability scoring method based on
HMM can not only better reflect the similarity between
learners’ pronunciation and standard pronunciation, but
also reflect learners’ pronunciation characteristics from
pronunciation units such as phonemes and syllables, and has
high stability. *erefore, this scoring method is widely used
in relevant recognition systems or learning systems.

3.2. Design of Multifeature Intelligent Scoring Model. *e
whole scoring system includes three parts: speech recog-
nition, feature extraction, and linear regression. *e simi-
larity features and syntactic features in feature extraction are
extracted from the text after speech recognition, and the

similarity features need to be compared with the reference
answers. Automatic scoring of oral translation is mainly
from two perspectives. One is to directly process the speech
of oral translation and score oral translation directly; an-
other point of view is to first convert the speech of oral
translation into text, and indirectly score oral translation
through text processing. *e design purpose of the model
does not focus on how to effectively recognize learners’
speech, but how to improve the accuracy of system evalu-
ation, reduce the misjudgment rate of pronunciation error
detection, and whether the scoring accuracy of the system
is improved when the average pronunciation scoring level
is adopted under the same acoustic model. In the multi-
feature fusion evaluation system, the system only needs to
recognize the input once, then evaluate the recognition
results of multiple features respectively, and use the eval-
uation results of multiple features to give the final evaluation
results. *e multifeature intelligent scoring model is shown
in Figure 3.
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Multifeature fusion evaluation system includes four
parts: speech recognition, grammar expansion, single feature
evaluation, and result processing. In order to make our
feature extraction work smoothly and improve the accuracy,
we also designed three data processing modules in the
scoring model: (1) speech noise reduction module, (2)
speech recognition module, and (3) text cleaning module.
*e training data is input into the neural network, and then
the neural network is used for continuous training to train
an intelligent scoring model. *en the test data is input into
the intelligent scoring model to obtain the preliminary re-
sults of intelligent scoring, and the results are compared with
the teacher’s scores. *en, the model is feedback optimized,

the model is improved, and finally the intelligent scoring
model is determined. According to the statistical threshold
of the corresponding phoneme, it is determined whether the
learner’s pronunciation is wrong, and the comparison be-
tween the score result and the average pronunciation level is
shown in Figure 4.

Each extended new word’s phonetic symbols are
paired with the acoustic model and added to the system’s
lexicon. In this approach, the system can determine
whether the oral practitioner pronounces the erroneous
sound if the recognition result of the input speech is the
expanded new word. When creating the system, the major
design objectives should always be the system score, error

Speech noise 
reduction

Speech 
recognition

Text cleaning

Semantic scoreFluency score
Pronunciation 

score
Grammar/vocabulary 

score

Scoring model

Audio file

Characteristic score

text
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Figure 3: Multifeature intelligent scoring model.
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prompt, and correction feedback. Simultaneously, we
should consider the friendliness of the interactive inter-
face between the system and users, as well as learning
mode innovation, as additional objectives, in order to
avoid reducing learning interest or efficiency due to
boring learning forms or content, and to improve the
system’s operability. *e statistical data of the operation
process of the traditional configuration method and
process system within one week are randomly intercepted,
as shown in Figure 5.

First, feature extraction is performed on the dataset, and
then these feature data together with the data labels are input
into the neural network for supervised learning. After a
period of learning and training, a classification model is
finally generated, and we can use this model to extract
features from the new spoken audio, and then input the
features for scoring. *e whole scoring process of the system
is carried out from two aspects. On the one hand, the system
itself needs to extract features and creates models for the
selected standard corpus. At the same time, in order to
eliminate the wrong scoring caused by the differences be-
tween standard pronunciation speakers, it also processes the
standard pronunciation correspondingly, and selects the
average of all phonemes as another reference factor to judge
whether learners pronounce incorrectly or not. On the other
hand, when learners input speech, the system will extract the
features of their pronunciation through the speech recog-
nizer, divide the feature values into phoneme-level scoring
units, remove noises and noises, compare them with the
standard reference model after forced alignment, and use the
scoring algorithm in Chapter 3 to get the corresponding

phoneme scores, thus completing the preliminary scoring of
the system.

4. Result Analysis and Discussion

4.1. System Implementation. At first, the system will record
the voice input by the user. After the user input is completed,
the user input will be recognized by voice, and the result of
the recognition will be expanded by grammar. *en, the
linking and confusing sounds will be evaluated separately.
Finally, the evaluation results of the two will be synthesized
and the comprehensive evaluation results will be given.
Automatic scoring performance is measured by correlation
coefficient. *e larger the correlation coefficient, the more
consistent the scoring trend of experts on samples. *e
interface layout of English automatic scoring system is
mainly divided into two parts. One is the selection and input
of learners’ pronunciation content, and the other is the
feedback display of the system to users’ pronunciation.
*erefore, the realization of other main functions of the
system, including speech recognition, is also realized in two
parts. A linear criterion is used to distinguish the two cat-
egories optimally. *e optimization criterion always in-
creases the distance between classes and reduces the distance
between classes. Most of the discriminant information can
be obtained from the transferred feature space. *e result
processing part first quantifies the evaluation results of a
single feature, and then synthesizes the quantized results to
obtain the evaluation results of multifeature fusion. Finally,
this chapter gives the realizationmethod of the system. Users
can choose the courses and exercises they want to learn. *e
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system gives a comprehensive evaluation of the user’s
pronunciation, and marks the specific situation of the user’s
pronunciation and the areas that need improvement with
special colors. Realize the pronunciation error detection of
spoken English, test the detection performance, and get the
results as shown in Figure 6.

Before comparing the scores, we must first segment the
candidates’ voice. Because the examinee has frustrations,
repetitions, and other phenomena in oral expression, we are
unable to 100% correspond the text and audio after speech
recognition in the time dimension. *erefore, we need to
segment the audio and try to align the pronunciation audio
of standard words with the examinee’s voice in the time
series. If the user’s pronunciation is not accurate enough, the
system will refuse to evaluate and ask the user to learn again.
After recording, learners can input their own pronunciation
into the system, play back their previous pronunciation by
using the user play function key, and get the score of pre-
vious pronunciation and corresponding correction opinions
by using the scoring function key. Of course, if you cannot
understand the problems of your pronunciation through
scores and correction opinions, you can also compare the
differences between your pronunciation and standard
pronunciation to improve your pronunciation. You can only
use standard playback. *e whole process of system scoring
mainly includes feature extraction, forced alignment, HMM-
based posterior probability score calculation, mispronun-
ciation judgment, correction feedback, and other processes.
According to the needs of the system, the corresponding
technical links are modified to realize the final scoring
process. Learners can choose to play the standard pro-
nunciation, and at the same time hear the pronunciation of
the standard pronunciation, they can also see the score of the
standard pronunciation in the right area of the scoring box,
so that they can more intuitively see the differences between
their own pronunciation and the standard pronunciation. At
the same time, the expert opinion database will determine

the final correction opinions according to learners’ scores,
standard pronunciation scores, and average pronunciation
level of standard pronunciation.

4.2. Result Analysis. After using the average level as a ref-
erence, the judgment threshold has changed correspond-
ingly, and the accuracy rate of wrong judgment of the system
has been improved, which leads to the improvement of the
accuracy rate and the reliability of feedback information.
Figure 7 shows the results of comparing the accuracy of error
capture of several approaches of spoken English
pronunciation.

Because the learner’s voice is first compared with the
standard voice, the average level will be used for comparison
when there is a large gap, so as to ensure that the learner’s
voice is infinitely close to the standard voice in terms of
pronunciation level without pronunciation error and mis-
judgment, which also meets the design requirements of
similar systems. *e free English composition automatic
correction online service based on corpus and cloud com-
puting can instantly generate the scores, comments, and
content analysis results of students’ compositions by cal-
culating the distance between students’ compositions and
standard corpora, which can provide multidimensional
scoring results. Artificial intelligence can play the teaching
role of constructivism, because artificial intelligence can
analyze data in a short time, so it can find teaching resources
that are conducive to learners’ characteristics and in line
with learners’ cognitive style. Artificial intelligence can store
and analyze a large amount of learner characteristic data.
*rough the analysis of learners’ learning style and cognitive
level, teachers can understand learners’ advantages and
disadvantages, make teachers timely and accurately adjust
teaching strategies and teaching methods, and make learners
more acceptable. *erefore, artificial intelligence can better
guide teaching practice.
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Figure 6: Comparison of detection performance.
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After the system adopts an average pronunciation level
based on standard speech as the error judgment standard, the
accuracy of error detection has been improved to a certain
extent. It is worth noting that since the system adopts the
corpus of foreign pronunciation, it is possible to deviate from
the normal value only from the score given to learners by the
system, but when the same acoustic model is used as the
system score.*e verification of error detection accuracy is not
affected, because the average pronunciation level used here is
based on standard pronunciation as the source data. It is
assumed that when the Chinese pronunciation corpus is used
as the standard pronunciation for scoring and error judgment,
the score is closer to the learners’ real level, but the error and
misjudgment caused by individual differences in standard
pronunciation is still inevitable. Based on the multifeature
fusion evaluation algorithm, the training and testing results
show that the performance of the algorithm is good and the
algorithm shows good stability under different weights. *e
automatic scoring system of spoken English is realized, with
emphasis on the recording function, scoring process, and the
realization process of expert correction feedback. *e exper-
imental data are analyzed by two error judgment methods:
standard pronunciation score and average pronunciation level,
and adding average pronunciation level to judge. *e ex-
periment shows that the method proposed in this study can
effectively reduce the misjudgment rate, and the running
performance of the system itself is stable, which basicallymeets
the practical application standards of this kind of system.

5. Conclusion

*e salient points of this study are: first, try to take speech
recognition text as the research object to score the oral test;
secondly, the similarity feature is improved, and a keyword
coverage based on editing distance is proposed, and these two

features are better than those obtained by traditional methods;
thirdly, multiangle feature extraction and multifeature fusion
in linear regression system. Fourth, select features and delete
redundant features. Although the accuracy rate of speech
recognition has been claimed to be over 95% in official
documents, in the actual process, due to the test environment,
the influence of students around and the noise nearby, the
output result of speech recognition will be affected. *e
speech features are extracted by direct analysis of speech
signals, the similarity features and syntactic features are
extracted by analysis of the text after the speech signals are
converted, and the automatic scoring system is obtained by
using multiple regression analysis model. *e corresponding
evaluation algorithm is established, and features are added
into the multifeature fusion evaluation system. Compre-
hensive evaluation system of spoken English, which integrates
a large number of features, will be the future development
direction. At present, the automatic scoring technology of
open spoken questions is deeply studied and compared.
*rough feature fusion, Rank Net neural network maps the
complex nonlinear relationship among features, and estab-
lishes the recognition model of stressed syllables in words and
stressed sentences, which can accurately recognize stressed
syllables in words and stressed sentences. *is study sum-
marizes the valuable experience of predecessors’ work, in-
novatively applies and improves the key technologies,
integrates and improves the latest technical schemes at
present, puts forward and realizes a new open oral correction
model, innovates the method of voice feature extraction, and
improves the dimension of open oral scoring.

Data Availability

*e data used to support the findings of this study are
available from the corresponding author upon request.
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Geometric ability includes elements of identi�cation, conceptualization, combination, drawing, and reasoning, and graphic
perception is an important part of it. Kindergarten science education includes geometry instruction. Children are guided to
perceive the relationship between shapes and �gures through direct perception, �rst-hand experience, and practical operation
through concentrated educational activities, and form image-concrete thinking over time, enhancing their perception and
experience of the relationship between shapes in the objective world, and accumulating certain mathematical perceptual ex-
perience. Clustering is a branch of unsupervised pattern recognition that is very useful. Fuzzy clustering, which establishes the
uncertainty description of samples to categories and can objectively re�ect the real world, has become the mainstream of cluster
analysis research. e graphics perception education of children is investigated using fuzzy clustering analysis. e main topic of
this paper is how to apply children’s graphics to the design of children’s educational institutions and open up new creative
perspectives for the design of children’s educational institutions. e method of graphic perception education: perception
education for preschool children is proposed based on the multichannel characteristics of preschool children’s aesthetic per-
ception and with reference to the theory of perception. e experimental results show that the improved algorithm reduces
segmentation time by 171.48 s when compared to the traditional FCM algorithm for both noisy and high-quality images and that it
is signi�cantly faster than the FCM algorithm in terms of segmentation speed. As a result, the model construction of a set of
children’s graphic perception education for the cognitive characteristics of the age group children can provide corresponding
references and references for related topic research.

1. Introduction

e abstraction and generalization of shape are known as
geometry. In the process of human understanding of nature,
it appeared as a symbolic system before language and words
[1]. Children’s geometry education is an important part of
their mathematics education, and the living of geometry
education encourages children’s perception and experience
of graphical relationships in the objective world, allowing
them to accumulate perceptual experience in mathematics
[2]. e ability to recognize and combine plane �gures is
re�ected in two main areas in early childhood [3]. Learning
graphics properly aids children in developing a correct
understanding of life and the world around them, as well as

their curiosity, curiosity, and interest in geometry and
mathematics [4]. It also aids in the development of children’s
thinking abilities and qualities, which will aid in their future
mathematics learning in elementary school [5]. Living
conditions are improving, and parents are becoming more
aware of the importance of having their children educated in
graphics, indicating that children’s art education is entering
a new era [6].

People communicate with the outside world through
their senses. Children, in comparison to adults, rely on their
senses to gather information about the world around them
[7]. People always try to �nd features that can describe a new
object or phenomenon in order to compare it to known
objects or phenomena to see if they are similar according to
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some fixed criteria and rules in order to recognize it or
understand it [8]. Only certain parts or regions of an image
are of interest in the study and application of images, and
these parts are referred to as the target or foreground,
whereas other parts are referred to as the background and
generally correspond to specific and unique regions of the
image [9, 10]. Perceptual design and graphic design are
being studied together in order to integrate perceptual de-
sign and children’s art educational spaces. ,e main goal is
to bring children closer to the art education space, reflect the
educational function of the environment, mobilize chil-
dren’s perceptions through their visual, tactile, olfactory, and
auditory senses, and promote children’s enthusiasm for
knowledge exploration [11].

Geometric thinking skills, which include elements of
identification, conceptualization, combination, drawing,
judgment, reasoning, and presentation, are an important
part of geometric abilities [12]. ,e targets in an image must
be separated and extracted before they can be identified and
analyzed. It is possible to further measure the targets and use
the images on this basis. Cluster analysis [13] in kinder-
gartens for geometric educational activities helps children
perceive geometric features through seeing, touching,
thinking, guessing, and trying and deepens and consolidates
their knowledge of geometric figures [14]. Color images, on
the other hand, have unquestionably assumed a dominant
position in the new century, thanks to technological ad-
vancements and lower hardware costs. Color images play an
important role in people’s daily lives and technological
applications because of their visual properties and rich color
information. Young children learn inexhaustibly and can
achieve great success in their future learning if they are
equipped with the ability to transfer and construct knowl-
edge. ,e following are the paper’s unique features.

(1) Applying perceptual design to graphics, children’s
educational space embodies space can promote
children’s art education through children’s sense of
hearing, touch, smell, and vision to promote chil-
dren’s learning process.

(2) To find the inner connection between fuzzy cluster
analysis and children’s geometric graphic education
activities, and to dig, filter, and refine the mathe-
matical elements in the resources that are suitable for
children’s geometric graphic education activities.

(3) To address the shortcomings that the fuzzy C-mean
clustering image segmentation [15] algorithm does
not consider the different degrees of the contribution
of each dimensional feature to the clustering and
easily falls into local optimum, an improved fuzzy
clustering algorithm based on kernel function is
proposed.

,is paper’s research framework is divided into five major
sections, which are listed below.,e first section of this paper
introduces the research background and significance before
moving on to the paper’s main work. ,e second section
covers graphic perception training for young children as well
as work on fuzzy clustering analysis. ,e third section of the

paper introduces the conceptual direction of graphic per-
ception education as well as the steps for implementing
perceptual strategies in graphic education so that readers can
gain a better understanding of the concepts of graphic per-
ception education for young children using fuzzy cluster
analysis. ,e thesis’s fourth section concludes the description
of fuzzy clustering analysis’ application in early childhood
graphic perception education by looking at two aspects: the
analysis of fuzzy C-mean clustering image segmentation al-
gorithm and the analysis of improved kernel function-based
fuzzy clustering algorithm. ,e final section of the paper is a
summary of the entire project.

2. Related Work

2.1.Children’sGraphicPerceptionEducation. Geometry is an
important part of a child’s development and is one of the
fundamental components of their mathematics education.
Geometry education activities in kindergarten refer to the
geometry education activities that teachers plan and im-
plement purposefully, planned, organized, and systemati-
cally within the time constraints of normal kindergarten
teaching activities, in accordance with the rules of children’s
physical and mental development, as well as the charac-
teristics of mathematical cognitive development. ,rough
the transformation and application of geometric figures, as
well as the use of symmetrical features to analyze mathe-
matical situations, children can analyze the characteristics
and properties of two- and three-dimensional geometric
figures ad use visual and spatial reasoning, as well as geo-
metric models, to solve problems.

,e applications proposed by Tai and Ledai require
teachers to arrange and organize the content in a way that
integrates with other artistic activities such as music, dance,
and literature, as well as with children’s life experiences, in a
way that helps children to generate “common experiences”
and “complementary experiences” [16]. Li et al. proposed the
five developmental levels for children, which became the
most influential theory for the geometry curriculum in the
United States and has been refined in subsequent devel-
opmental studies [17]. Feng and Chen argued that art ap-
preciation works should be appreciated in a sequence from
abstract to concrete and then from abstract to concrete.
Works with strong emotional expression are the primary
consideration in selecting works [18]. Rajkumar et al.’s
developmental levels of graphic perception education de-
scribe the process of children’s geometric thinking and the
characteristics of children’s geometric thinking at each stage,
not just how much geometric knowledge children have
mastered [19]. Shakeri et al. argue that preschool children’s
preferences for color and expressive style of artworks reflect
their preference for aesthetic features [20].

Exploring the characteristics and patterns of children’s
graphic perception not only helps teachers to better un-
derstand the importance of teaching children’s geometry but
also helps them to grasp the characteristics and patterns of
children’s graphic perception and to gain a concrete and in-
depth understanding of the developmental process of
children’s geometric thinking skills.
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2.2. Fuzzy Cluster Analysis. In recent years, domestic re-
search on children’s graphic perception abilities has begun
to emerge, primarily from the perspective of child psy-
chology. Further research in the areas of fuzzy cluster
analysis and multicultural perspectives is required. Children
learning mathematical knowledge is only the surface
manifestation of development inmathematics education; the
key is to encourage the development of children’s thinking
structures through the learning process. ,e basis of target
representation is image segmentation based on fuzzy cluster
analysis, which has a significant impact on feature metrics.
Image segmentation and goal representation, segmentation-
based feature extraction, and parameter measurement, on
the other hand, reduce the original image to a more compact
form, allowing for higher-level image analysis and
comprehension.

Goyal et al. proposed clustering algorithms for image
segmentation because the subjective nature of human vision
makes images more suitable for fuzzy processing [21]. Pham
et al. used fuzzy entropy to analyze the homogeneity of
images to obtain initial major homogeneous regions and
then grouped pixels with similar colors in these regions to
prevent oversegmentation [22]. Berikov proposed that fuzzy
should be used in image segmentation processing. Also, the
absence of patches in training sample images requires un-
supervised analysis, and fuzzy clustering satisfies both re-
quirements, thus becoming a powerful research and analysis
tool in image processing [23]. Mlr et al. proposed a com-
bination of the histogram and fuzzy C-mean clustering. ,is
method obtains all possible uniform regions in a color image
by histogram thresholding and then improves the tightness
of the regions by fuzzy C-mean clustering [24]. Jia and
Zhang used an automatic histogram analysis method to
obtain the peaks and troughs of the histogram by automatic
histogram analysis, then performed fuzzy clustering
according to the determined number of clusters, and then
used the distance between adjacent troughs in the histogram
,emean value between adjacent troughs in the histogram is
used as the initial clustering center.

Unsupervised classification, also known as cluster
analysis, is the process of distinguishing and classifying
things according to certain requirements and rules. In this
process, there is no a priori knowledge about the classifi-
cation [25], only the similarity between things as a criterion
for class classification. ,rough education in recognizing
geometric figures, combining and dividing geometric fig-
ures, and drawing geometric figures, children can get an
initial understanding of the characteristics of shapes, learn to
spell and draw them creatively, stimulate their interest in
learning mathematics, and develop their ability to think
about concrete images.

3. Thoughts onEducation ofChildren’sGraphic
Perception Based on Fuzzy Cluster Analysis

3.1. Conception Direction of Graphic Education.
Perception is an active process based on the relationship
between a person and the outside world. From the day of
birth, a person can spontaneously acquire knowledge about

the inner self and the outer environment through the dif-
ferent senses of the body [26]. ,e education of graphic
perception needs to be diffused and recorded, taking the text
closest to the design focus to further deepen it. By splitting
and reorganizing the various visual elements, the infor-
mation and ideas that are wanted to be conveyed are
translated into concrete graphics and then clearly com-
municated to the viewer [27]. For the given number of
categories c, fuzzy weighted division matrix U, and weighted
coefficient matrix W, the fuzzy division entropy of the
sample set X is defined as

H(U; c) � −
1
N



n

k�1


c

i�1
wkuik ln uik( . (1)

,e activities were adjusted according to the specific
practice, and educational activities were suggested to pro-
mote the cognitive development of children in mathematics.
,e specific flow of the study is shown in Figure 1.

First, depicting reality is a depiction and replication of
what exists in reality, a reproduction of the real thing. Also,
parents say that the teaching environment is most likely to
make a first impression. Teachers select appropriate do-
mestic and international paintings based on the age, pref-
erences, and appreciation of children and the “principle of
difference” in their aesthetic psychology. ,erefore, the
composite index value is not equal to the simple sum of the
indicators but a weighted summation relationship, namely,

S � 
n

i�1
wifi Ii( , i � 1, 2, . . . , n, (2)

where fi(Ii) is somemeasure of Ii, and wi is the weight value
of each index.

,e integration of cluster analysis into geometry edu-
cational activities can make geometry vivid and visual,
stimulate children’s interest, bring them sensory stimulation
from many aspects, and mobilize children’s multiple senses
to participate in activities [28]. For a given number of
categories c, fuzzy weighted division matrix U, and weighted
coefficient matrix W, the modified division fuzziness of the
sample set X is defined as

MPF(U; c) �
PF(U; c)

H(U; c)
. (3)

Feature extraction [29] is the generation of useful new
features from the original features through some transfor-
mations, whereas feature selection is the selection of features
that help to distinguish different objects from a set of
candidate features. Perception is the knowledge of various
other elements of things and a complete, three-dimensional,
and multidimensional overall grasp of the shape, color,
space, light, tension, and texture of things [30]. Children’s
senses are generated through their senses as a process of
representation of different stimuli of the external environ-
ment and a reflection of the individual characteristics of
things. ,e designed activity program places children at the
center of the activity, incorporates perceptual education into
the teaching process, and encourages children to participate
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in teaching activities in a fun way. ,e flowchart of teaching
activities of geometric figures using kindergarten perceptual
education is shown in Figure 2.

Secondly, artistic abstraction refers to the abstract
expression of things; it is a kind of art form which is de-
tached from the natural appearance. Generally speaking,
artistic abstraction expresses subjective attitude through
color and shape. ,e teacher needs to analyze the formal
elements, spatial characteristics, and colors of the painting
in a comprehensive, in-depth, and detailed manner in
order to identify the forms that fit the definition of the
“perception” strategy. ,is step is usually combined with
the selection of the appropriate similarity measure and the
establishment of a criterion function, followed by the
grouping of samples according to whether they are similar
to each other or not. For any sequence that iterates and
eventually converges, the speed of convergence increases
significantly and the number of iterations decreases sig-
nificantly when the initial value of the iteration is close to
the final convergence result. Children can understand the
characteristics of graphs through experience, which is a
favorable condition for teaching graphs. Also, this feature
can explain the types of errors children make: similar

graphs, similar objects, and confusing names. A higher
affiliation is surrounded by a lower affiliation of the same
category. Based on this understanding, a new objective
function can be introduced:

Jm(U, V) � 
n

k�1


C

i�1
uik( 

m
dik( 

2
+

β
NR



n

k�1


C

i�1
uik( 

m


j∈Nk

1 − uij 
m

.

(4)

Finally, spatial constructions were mostly made by
stacking geometric shapes, and spatial constructions were
made by matching the shapes and colors of geometric
shapes. Compared to circles, squares, and triangles, circles
accounted for the majority of children’s scribbles, with a few
concentrated in squares or triangles. Given a dataset, each
clustering algorithm can generate a division regardless of the
presence or absence of a clustering structure. Moreover,
different methods usually produce different clustering re-
sults. Even for the same clustering algorithm, differences in
parameters or the order of input samples may affect the final
result. ,e urban kindergarten teacher did not teach the
children geometry during this time, so the difference caused
by the time factor is negligible.

Preparatory stage Summary stageResearch stage

Screening resources 
suitable for graphic 

education

Set up a team to conduct 
an investigation

Consult the materials and 
determine the theme

Evaluate a programme

Reflection scheme

Make suggestions on 
educational activities

Form a mature activity 
plan

Practice, reflect and adjust 
the plan

Explore the scheme of 
graphic education

Figure 1: Research flow chart of kindergarten profit graph education activities.
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3.2. Steps of Applying Perception Strategies in Graphic
Education. When incorporating perceptual education in
kindergarten geometry education activities, it is important
to pay attention to the program design and the flow of
activities according to the laws of kindergarten education
and teaching activities and children’s development. Children
show disappointment in front of works with which they are
very familiar, but they are indifferent when something
completely unfamiliar is put in front of them. Only those
things that are different fromwhat they are familiar with, but
can be seen to have some connection to them, are the ones
that really appeal to them.,e clustering method is to obtain
homogeneous regions by manipulating the pixel features of
images, while region growth is to divide regions by com-
bining pixel features of the image domain and spatial in-
formation. ,e color image segmentation process in this
paper is schematically shown in Figure 3.

First of all, choose paintings with strong musical ex-
pression. Geometry education activities applied to cluster
analysis in kindergarten take the familiar living resources of
young children as the carrier and the process of playing
games as the main form of educational activities, so that
children can increase their perception of geometric figures in
the process of fun and education. Many masters of painting,
both ancient and modern, have created numerous classic

works, but not all of them are suitable for art appreciation
activities using perceptual strategies. Because the unit used
in each feature is incomparable, its size can represent the
characteristics of the sample in that feature. Based on the
principle of feature balance, that is, the contribution of each
feature to the classification is essentially equally important,
let the balance coefficient be rj, which is calculated as
follows:

rj �
max 

c
i�1 pil, l � 1, 2, . . . , s 


c
i�1 pil

, j � 1, 2, . . . , s. (5)

,e whole technique optimizes the points that may be
pixels in the whole edge of the image, taking into account the
overall variation of the large area, so as to obtain the most
suitable set of edge points. ,e image is segmented using the
standard FCM algorithm to obtain the best division matrix
U and the objective function value JFCM, and then the
following function values corresponding to this division
matrix U are calculated:

Jadd �
1

NR



n

k�1


c

i�1
u

m
ik 

j∈Nk

1 − uij 
m

. (6)

,en use the following equation to calculate the coef-
ficient β:

Teachers 
import 

resources

Implementation process Implementation mode Implementation effect

Guide 
children to 

discuss

Guide 
children to 

explore

Sharing and 
interaction

Games, multimedia 
courseware

Play, observe and 
ask questions

Explain geometric 
figures

Guide children's 
interaction

Stimulate interest

Collision with perception 
and thinking

Develop specific image 
thinking

Develop a sense of mutual 
assistance and cooperation

Figure 2: Flow chart of geometric figure teaching activities in kindergarten by using perceptual education.
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β �
JFCM

Jadd
. (7)

Children can master eight shapes in terms of difficulty.
From easy to difficult, the order is circle, square, triangle,
rectangle, semicircle, trapezoid, rhombus, and parallelo-
gram. In the splitting phase, the homogeneity criterion is
used to divide image regions into many homogeneous re-
gions, and in the merging phase, adjacent similar regions are
merged into one region. ,e instability of children’s pattern
recognition and the inattention to children’s exams can
affect the development of children’s pattern recognition
ability. As we know from the role of standard deviation in
mathematical statistics, standard deviation describes the
degree of concentration and dispersion of data. So the degree
of class separation can be measured by the standard devi-
ation of the clustering prototype, which is calculated as
follows:

dij �

������������



c

i�1
pij − pj 

2




, j � 1, 2, . . . , s. (8)

Second, timely and appropriate display of paintings is
the second step in implementing the perception strategy.
Based on the laws of children’s physical and mental de-
velopment, children are provided with objects, pictures,
videos, etc. It is easy to use the surrounding life resources for
visual observation and direct manipulation in educational
activities and can be explained concisely in a language that
children can understand to promote their correct perception
of geometric figures. However, there is a mixture of

nonestablishment and establishment in children’s doodle
investigations on a piece of paper, so it cannot be concluded
that they are completely ignorant, but only that the degree of
understanding of the investigation varies at this moment.
Fuzzy clustering segmentation generally fails to effectively
use the information of the spatial relationship between
image pixels, which easily leads to discontinuity in the
segmented region. In another segmentation, the number of
categories may be incorrect, and there is often the possibility
of oversegmentation. Let X � x1, x2, . . . , xn  be a collection
of sample data mapped from the input pattern space Rs to
the feature space Rp by a nonlinear transformation φ(•). ,e
objective function for partitioning the data set into classes is

Jm � 
c

i�1


n

j�1
u

m
ij φ xj  − φ vi( 

�����

�����
2
. (9)

,erefore, multiple clustering centers are selected as seed
regions. Using these seeds as starting points, different
strategies and methods are used to classify the neighboring
pixels around them that satisfy their feature conditions.
Generally, after the clustering is completed, the segmenta-
tion results need to be processed by some merging classes so
that the final segmented regions are meaningful. Let K be the
kernel function defined on the dataset, which is defined by
an implicit mapping:

K(x, y) � 〈φ(x),φ(y)〉, φ: X⟶ F. (10)

Finally, mobilizing children’s sensory systems such as
hearing, smell, taste, and touch to improve the appreciation
of drawing is the third step in implementing the perception

Input original 
image

Quantized by JDN 
criterion

Generate new 
histogram

Merging small 
areas

Improved 
FCM 

clustering

Screening 
initial 

clustering 
center

Output segmented image

Figure 3: Schematic diagram of color image segmentation process.
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strategy. Children are fully guided to develop a strong in-
terest in participating in geometric educational activities by
creating contexts, providing manipulative materials, and
designing games, with a focus on stimulating their interest in
observation, thinking, and manipulation, making the pro-
cess of educational activities vivid and interesting, and
enhancing their desire to explore geometric shapes. ,e
original histogram is recalculated using the JND color model
with the minimum visible difference in human vision, and
the three-dimensional axes of the original image histogram
are sampled without affecting human vision to obtain new
histogram pixel values, whether children’s planar geometric
figure recognition and combination abilities are positively or
negatively correlated. Regardless of which research is con-
ducted, the findings should ultimately guide practice, and
the findings should assist kindergarten teachers in better
understanding the characteristics and trends of young
children’s graphic perception.

4. Application Analysis of Fuzzy Cluster
Analysis in Children’s Graphic
Perception Education

4.1.Analysis of Image SegmentationAlgorithmBased onFuzzy
C-Means Clustering. ,e FCM algorithm is used for image
segmentation by fuzzy clustering pixels with consistent at-
tributes in an image and then calibrating the pixels in each
class. In most cases, the given dataset consists of several
samples. Each sample is multidimensional, and each di-
mension corresponds to a feature or attribute value. No
matter how the objective function is defined in the FCM
algorithm, there is a corresponding clustering prototype
corresponding to it, so the convergence speed and even the
clustering effect necessarily depend on the initial division.
Since child subjects cannot respond as quickly as adult
instructions, the response rates of subjects of different age

groups to global and local features in the free attention
condition are shown in Figure 4.

First, the pixels of the images are used as sample points of
the data set, and the features of the pixels are the features of
the grayscale images; i.e., the grayscale images are used as
sample points. ,e test of children’s planar geometry
combination ability includes two parts. ,e characteristic of
the combined audiovisual animation is that the animation
content is a reproduction of the painting content, which
gives life to the painting and makes the frozen moment flow.
Since only the grayscale information of pixels is used in the
grayscale threshold segmentation, the grayscale histogram
can be used for clustering instead of the pixels of the image.
However, because the statistical information of the original
statistical histogram is scattered, the direction of the his-
togram curve may not be very clear and the peaks and valleys
cannot be well selected for image segmentation. ,erefore,
the original histogram must be smoothed before it can be
used in the subsequent segmentation center selection pro-
cess. A further significance test was conducted to examine
the difference between responses focusing on the whole and
those focusing on the local. Setting up experiments in which
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Figure 4: Ratio of responses of subjects of different age groups to
global and local characteristics under the condition of free
attention.

0 15 30 45 60 75 90 105 120 135 150
Relationship structure value

0

20

40

60

80

100

120

140

Co
rr

ec
t r

at
e

Pay attention to the whole
Pay attention to local

Figure 5: 5-year-old subjects’ attention to the whole is influenced
by the structural relationship.
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Figure 6: ,e 10-year-old group was influenced by the structural
relationship when paying attention to the whole.
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5- versus 10-year-old subjects were influenced by structural
relations when paying attention to the whole, the experi-
mental results are shown in Figure 5.

Second, the image is segmented using the difference
between the background and the object as shown in
Figure 6, taking a complete circle and dividing it into two
semicircles, three obtuse sectors, and four right-angled
sectors. To prepare for perceptual drawing, creatively
recreate situations based on the teacher’s picture com-
position using manipulable material materials, similar
structural forms, and emotions. ,e number of samples in
the grayscale domain is a fixed value independent of image
size and equal to the number of grayscales in grayscale
images once the grayscale of the image is known. If the
image to be segmented has a clear difference between the
background and the segmented object, i.e., if the histogram
has a clear threshold that can segment the image into
several separate parts, this method allows for quick and
simple segmentation.

Finally, the pixel values of one or more image dimen-
sions are counted to produce a histogram of pixel statistics
for the image’s dimensions.,e histogram will show distinct
peaks in homogeneous regions in an image with similar
colors. ,e number of samples for clustering will be greatly
reduced, the complexity of the computational matrix will be
reduced, and the efficiency of the general-purpose algorithm
for image segmentation will be increased if the pixels of an
image are clustered with grayscale histograms instead.
Geometry is vibrant, and so should the educational activities
that accompany it. It is critical to fully explore children’s
interest in geometry and to allow them to enjoy geometry
educational exploration activities through games. ,e jux-
taposition of reality and imagination characterizes the
combination of art appreciation and physical objects, with
the same image highlighting the painting’s unique color
matching, form, and other artistic aesthetics. Set a color
merging range after determining the central pixel values of
several clusters. ,e color distance between all pixels in the
image and these central pixels should then be calculated.,e
colors are merged if they are within the range; otherwise,
they are identified as new cluster centers, and so on, until all
pixels have been processed.

4.2.Analysis of ImprovedFuzzyClusteringAlgorithmBasedon
Kernel Function. Classical clustering algorithms directly use
Euclidean distance as a similarity measure, and close sam-
ples in the sample space are clustered together. However, the
commonly used edge operators are wide edges, so the ob-
tained edges must be refined to ensure accurate color values
are obtained.,erefore, the improved kernel function-based
fuzzy clustering algorithm can map the samples in the input
sample space to a high-dimensional feature space in which
the nonlinear learning problem may become a linear
learning problem. In this study, the mean scores and
standard deviations of basic plane geometry figure recog-
nition of 200 children in three age groups of elementary,
middle, and large classes were statistically analyzed, as
shown in Table 1.

,e clustering process is guided by making the affiliation
values of the labeled samples as close as possible to the
labeled affiliation values, provided that the structure of the
dataset is discovered in the unsupervised part of the previous
section. ,e histogram of the affiliation of each sample
belonging to class 1 when the α value is taken as some
representative value is shown in Figure 7.

First, an image is viewed as a continuum of closely
connected, interrelated pixels. Its individual features are part
of the global features, affecting the values and features of
other pixels on the edges, not in isolation. ,e cluster center
values and affiliation of each sample to each cluster center
value are corrected through iterative operations of the fuzzy
classification matrix and the cluster center matrix to finally
find the categorical features contained in the sample data set,
thus classifying each sample into the category with the
greatest affiliation. Children’s understanding of geometric
figures is significantly higher than their ability to name them
correctly, and children’s representations of figures are
influenced by verbal expressions, which reveal inconsis-
tencies between perception and expression. Subjects should
be more accurate when paying attention to the whole than to
the part, and the response to the whole should not vary with
structural relations, whereas the part’s response to contra-
dictory structural relations should be worse than unrelated

Table 1: Average score and standard deviation of basic plane
geometry recognition of children of all ages.

Reception
class

Middle
class

Big
class

Triangle average 3.24 5.98 10.54
Triangle standard deviation 0.45 1.65 2.77
Circular average 2.78 4.26 7.84
Circular standard deviation 0.27 1.27 1.85
Rectangle average 1.73 3.76 5.98
Rectangle standard
deviation 0.17 0.94 1.26
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Figure 7: ,e membership histogram of each sample belonging to
the first class when the α value takes some representative values.
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structural relations or even worse than consistent structural
relations, and the response rate to the whole should be
higher during free attention. ,e objective function is di-
vided into two parts, similar to the improved kernel func-
tion-based fuzzy clustering algorithm FCM algorithm, but
the latter part only contains labeled samples.,e variation of
the affiliation values of different supervised samples with
increasing values of α is plotted in Figure 8.

Second, the color difference of each region to be seg-
mented is small, but the difference between regions is large.
From the concept of classification, the distance between
classes is the smallest and the distance between classes is the
largest. ,ere is a positive transfer between children’s per-
ception of plane geometry and their perception of geometry.
So the whole computational process is a process of iteratively
modifying the clustering centers and classification matrix,
which can converge from any given initial point along an
iterative subsequence to the local minima or saddle points of
its objective function. ,e inclusion of childlike graphics in
the design of children’s educational institutions helps
children to acquire cognition, which in turn helps them to
better understand their external environment. ,is proves
that children can notice the front-back position and shading
relationships of objects through visual perception and also
want to represent them through drawing. ,erefore, the
difference between the gray value of the gray image and the
gray value of the seed point is used as a criterion, and the rule
for the end of growth is that all pixels grow completely and
the distance between classes is greater than a certain
threshold. In the improved algorithm, if both 2-DHs are
from the original image, their binary groups will be dis-
tributed on the diagonal of the plane, so the segmentation of
the improved algorithm is consistent with that of the
standard FCM algorithm. ,e performance comparison of
the two segmentation algorithms is shown in Table 2.

In summary, the segmentation time of the improved
algorithm is significantly reduced by 171.48 s compared to
the traditional FCM algorithm, whether it is used to segment
noisy images or images with better quality, and thus sig-
nificantly outperforms the FCM algorithm in terms of
segmentation speed.

Finally, m sample instances are randomly selected from
the training set.,e correlation between each feature of each
sample and the class is obtained by the difference between
the selected samples and the two nearest neighbors be-
longing to the same class and different classes, and then the
average value is taken as the weight of each feature. Chil-
dren’s perception of plane geometry and geometry goes
through a process of pairing–identifying–naming from
perceiving the external features of geometry to being able to
name it. In order to get the best clustering results, the
Lagrange multiplier method is used to obtain the affiliation
function and the clustering prototype update formula, so as
to obtain the alternatively optimized image segmentation
results. ,e image is segmented into disjoint blocks, and
then, the features of the blocks are judged to be consistent,
and if they are consistent, they are merged, otherwise, the
inconsistent blocks are segmented into blocks as parent
blocks and judged again, and the process is repeated until all

the features within the blocks are consistent, as well as the
features between the blocks are different.

5. Conclusions

Children’s artworks reflect their perceptions of the outside
world and express their inner feelings and thoughts. Art
plays an essential role in preschool education as a funda-
mental subject. ,e ability of children to combine plane
geometry is primarily at the fragmented combination and
image stages, with some children at the precombination and
shape combination stages. Preschoolers are in the early
stages of self-awareness and understanding of the world, and
their sense organs are rapidly developing. ,e development
trend in children’s thinking about the recognition of plane
geometric figures is from visual to analytical, from focusing
on the overall visual image to considering the figure’s
characteristics and concrete image thinking. Image seg-
mentation is the problem of classifying the pixels of an
image, and fuzzy theory has been found to have a good
ability to describe image uncertainties. Graphics can help
preschool children develop their visual system perceptual
abilities by influencing their ability to perceive basic shapes,
spatial relationships, colors, and visual memory. ,is re-
search aims to improve children’s perceptions of geometric
figures, develop their unique figurative thinking, pique their
interest in educational graphic perception activities, inves-
tigate the methods and paths of using fuzzy clustering
analysis to develop educational geometric figure activities in
kindergartens, and expand the ideas of developing garden-
based curriculum resources in kindergarten science. As a
result, the child-centered analysis of young children’s
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Figure 8: Changes in membership values of different supervised
samples with the increase of α value.

Table 2: Comparison of segmentation results of Lena image
polluted by the noise by two algorithms.

Algorithm FCM Improved algorithm
Split time (s) 189.26 17.78
Cluster center 24, 88, 137, 176 24, 90, 138, 177
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graphic perception education proposed in this paper can
combine the characteristics of preschool children’s per-
ceptual development and fuzzy cluster analysis to help
graphic education implementers design a more popular
curriculum for children and successfully carry out graphic
perception teaching activities.
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In order to solve the problem of athletes with lower limb movement injuries in table tennis footwork, with the increasing risk of
sports, the incidence of acute injury also increased.�e increase in athletic training, on the one hand, improves the skill level of the
athlete; on the other hand, it increases the chances of more chronic injuries.�rough the investigation of the injury site of 143 table
tennis players, the researchers found that the lower limb injury accounted for 32% of the total injuries and the upper limb injury
rate accounted for 33.14% of the trunk, accounting for 34.29%. �e injury sites are mostly concentrated in the lumbar region,
followed by the shoulders and knees. �rough epidemiological research on the injuries of outstanding table tennis players, the
survey results show that the probability of lower extremity injuries ranks in the top three, and most of them are acute sprains and
chronic strain injuries. By applying the principles of sports biomechanics, a biomechanical analysis of the asynchronous foot
movement in table tennis is proposed; from three aspects of kinematics, dynamics, and plantar pressure, it is found that the injury
of table tennis is closely related to technical play connect.�e risk of sports injury is inevitable in a sense, due to the long-term local
overload, which causes the strain of the sports system. In order to avoid or reduce the occurrence of such sports injuries, coaches
should standardize the technical movements of the players and arrange the exercise load reasonably according to the char-
acteristics of the sports.

1. Introduction

Footwork refers to the movement method of footwork
adopted by table tennis players in order to select the ap-
propriate hitting position. Table tennis sports include
technique and footwork, both of which are closely related
and are indispensable. In training, especially in the early
stage of youth enlightenment and basic training, due to the
poor mobility of athletes, the main energy of coaches is often
focused on cultivating correct techniques, while footwork
training is often neglected. �e result of this “hands �rst,
footwork later” training results in athletes with good
handwork and poor footwork. �is a�ects the progress and
improvement of children’s sports technology level. Table
tennis is a moderate-intensity sport, mainly aerobic meta-
bolism, supplemented by anaerobic metabolism, seen as a
healthy form of exercise; it has been accepted by more and
more people in leisure and entertainment activities. �e

three elements of table tennis today are the following: �e
movement should be fast, the swing power should be strong,
and the ball speed should be high. In order to meet the
demand for physical �tness in multiround competitive
competitions, this requires athletes to increase exercise load
and improve motor units in their usual training. Moreover,
in the physical training, the focus is on the strategic idea of
“focusing on special physical training,” e�ectively giving
play to the physical �tness of athletes and making reasonable
use of special endurance to improve competition perfor-
mance. Scholars have found that, in the multiball practice of
table tennis, the dynamic balance ability of the body will
decline with the extension of training time, which will a�ect
the performance level of players, and, compared with male
table tennis players, female players will have an earlier
decline in balance ability. Regarding the study of table tennis
footwork, relevant scholars from various countries have
actively integrated the advantages of various disciplines to
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analyze their in-depth mechanism. Athletes of different skill
levels were selected to carry out systematic comparative
research to reveal the internal laws and external connections
of footwork itself. Using the improved letter notation
method, the touchdown sequence of various footwork was
analyzed from the perspective of footwork sequence, and the
relationship between footwork, technique, and landing point
was found. Sports biomechanics has become a powerful
method for research in this field, modeling foot skeletal
muscles based on software such as V3D, CAD, and finite
element, and researchers can use a variety of measurement
methods to obtain more detailed data on the foot and use
computers for processing and analysis. )e author aims to
apply the principles of exercise biomechanics, from the three
aspects of kinematics, dynamics, and plantar pressure, in
addition to an in-depth study of the three footsteps in table
tennis: the biomechanical laws of foot movement in stride,
parallel step, and cross step; the following main conclusions
are drawn: Forehand stride and forehand side-by-side strike
have similar movement forms of the foot after the force foot
hits the ground. )ere are similarities in the movement of
the foot after the backhand step; the backhand side step and
the backhand cross step hit the ball with the force foot on the
ground. Among the three footwork movements, the
movement form of the foot is similar when the pedal is
extended off the ground when hitting the ball. Among the
three footwork movements, the peak force of the vertical
reaction force on the ground and the load rate of the force
when the athlete completes the cross step are the largest;
moreover, the flexion and extension range of the stepping
joint of the force-generating foot and the change range of the
heel angle are the largest; therefore, the frequent use of cross
gait by athletes may increase the risk of foot fatigue injury. In
the three kinds of footwork movements, when the peak force
of the vertical reaction force of the ground on the hitting foot
appears, the foot is in the flipping motion before and after
the maximum valgus angle occurs; coupled with the max-
imum dorsiflexion state of stepping on the joint at this time,
the probability of joint movement injury is increased.
During the typical footwork of table tennis, the main bearing
area of the plantar pressure of both feet is concentrated in the
forefoot area, and the force in the midfoot area is not ob-
vious. )e peak value of plantar pressure in the rear area of
the foot when hitting the ball was the largest, followed by the
parallel gait, and the stride gait was the smallest. )e middle
area of the forefoot is a relatively stable main force area of the
forefoot area, and themagnitude of the peak plantar pressure
on the lateral area of the forefoot and the medial area of the
forefoot is related to the action form of the gait, as shown in
Figure 1.

2. Literature Review

Since the beginning of the 21st century, Cf, A. et al. said that,
with the fusion of various play styles, the sport of table tennis
continues to develop in a fast and ferocious direction, re-
quiring players to have outstanding expertise and compre-
hensive technology, be proactive, and be the first to get
started [1]. In particular, the ITTF proposed three new rules

in 2000:)e sphere is changed from 38mm to 40mm; the 21-
point system is changed to an 11-point system; the two-point
rotation method and unobstructed serving are implemented
in the serving rules. )ese rules place higher demands on
table tennis players in various aspects. Shao et al. feel that as
the competition becomes more and more confrontational
and the ball turns more andmore, the technical requirements
for the movement range and direction of the athlete are also
more refined, so that the athlete’s footwork has become the
decisive factor in the game [2]. Former Japanese world
champion Nobuhiko Hasegawa had a famous quote:
“Footwork is the life of table tennis.” It can be seen that table
tennis footwork plays a vital role in the completion of the
entire hitting action and the rationality, as well as effec-
tiveness and scientificity of the completion of the action.
Ardiyanto et al. felt that, in the study of table tennis footwork,
the methods and theories of biomechanics provided a sci-
entific means and basis for it [3]. )e research scope of
biomechanics includes the whole human body, and the re-
search of foot biomechanics is an important part of it. )e
rise of foot biomechanical research is the result of several
factors. Davide et al. said that, first, from a clinical point of
view, with the continuous improvement of diabetes treat-
ment methods, it has become possible to prolong the life of
patients as much as possible, but, at the same time, the in-
cidence of diabetic complications of diabetic foot is also
increasing, medical workers are eager to know the causes of
pathological phenomena such as diabetic foot, and biome-
chanics has begun to enter this field of research [4]. Second,
in the work of Hong and Chao, from the perspective of the
market, with the rapid development of competitive sports,
the scientific scope of competitive sports has become more
and more extensive, and the impact of sports shoes on sports
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Figure 1: Biomechanical analysis of asynchronous foot movement
in table tennis. )e middle area of the forefoot is a relatively stable
main force area of the forefoot area, and the magnitude of the peak
plantar pressure on the lateral area of the forefoot and the medial
area of the forefoot is related to the action form of the gait.
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has also received increasing attention; people have higher and
higher requirements for the injury prevention ability and
functional performance of special sports shoes, and it is
particularly important to study the biomechanical charac-
teristics of the foot in different special sports [5]. Finally,
from a technical point of view, electronic measurement
technology and computer technology provide a possibility
for the study of foot biomechanics. Researchers can use a
variety of measurement techniques to obtain plantar pressure
and ground reaction force, process them with computers,
and use CAD systems and professional finite element analysis
software to model and analyze the foot. Bańkosz and Ste-
faniak said that “footwork is the soul of table tennis” and
accurately summarized the importance of footwork move-
ment in table tennis [6]. Footwork is an important part of
table tennis batting and the beginning of each action, and the
source of strength comes from the feet and legs. Wu et al. felt
that when table tennis players take the initiative to attack the
ball, in order to improve the quality of the shot, the
movement of the upper limbs alone is not enough [7]. In
other words, superb ball skills depend on precise footwork
movement, and agile hitting awareness is achieved by flexible,
fast, and stable footwork. Sports biomechanics is a common
method used in table tennis footwork research; Li et al. felt
that, using the theory of exercise biomechanics, in order to
explore the biomechanical differences of the dominant foot
between professional athletes and beginners in table tennis
parallel gait and cross gait, the results and conclusions can
improve the in-depth understanding of table tennis footwork
for coaches and athletes and then promote the scientific
development of table tennis footwork. Previous studies have
mainly focused on the three-dimensional motion of human
large joints, while the biomechanical characteristics of small
foot joints in table tennis footwork have not yet been revealed
[8]. Until the Oxford Foot Model (OFM) was discovered, the
skeletal muscle model of the small joints of the foot was
widely used. Tang et al. said that the Oxford Foot Model is
improved on the basis of the traditional Plug-in-Gait model.
)is model provides more details of the foot and is a reliable
multistage study of foot movement [9]. )e research of this
model mostly focuses on the motion analysis of the forefoot,
hindfoot, and great toe, the three-dimensional motion of the
forefoot relative to the hindfoot, and the hindfoot relative to
the tibia, and the motion of the big toe on the sagittal plane is
more detailed. In the analysis of a large number of movement
patterns, the model can be widely used in foot analysis in
sports and clinical medicine. )erefore, Tabrizi et al. think
that using the Oxford Foot Model to study the foot bio-
mechanical characteristics of table tennis footwork can find
more movement patterns between the small joints of the foot
and help us deeply understand its movement mechanism,
which will be a brand new attempt [10].

3. Research Method

Based on the modeling and analysis of human kinematics,
the author proposes a new marker point setting scheme and
a gait motion measurement system composition scheme;
research will be conducted on key techniques for gait

motion measurement using established protocols, that is, to
study how to obtain lower limb geometric parameters and
gait kinematic parameters from gait measurement data. In
the traditional gait motion measurement method, the
position of the joint center (or axis) is calculated according
to the coordinate position of a series of anatomical key
points, combined with the manually measured geometric
dimensions of the lower limbs. )e positions of these
anatomical key points are represented by physical mea-
surement identification points on the skin surface or
designated points (or virtual identification points) in the
calibration process. )erefore, the accuracy of anatomical
key point positioning in traditional measurement methods
will directly affect the identification of joint positions; as a
result, the accuracy and repeatability of gait motion
measurement are affected, and the manual positioning
process of anatomical key points is also a key factor af-
fecting the pretest preparation time. Firstly, the fitting
algorithm of joint position and model geometric param-
eters is established by analyzing the motion constraint
relationship of lower limbs; then, the extraction algorithm
of gait motion parameters is established by sampling in-
verse kinematics analysis method. For the implementation
of this algorithm, algorithms and technical support are
provided for marker point setting schemes and measure-
ment methods, so that gait measurement does not depend
on manual positioning of anatomical key points. Finally,
through experiments and analysis of the experimental
results, the feasibility of the gait measurement system and
related algorithms proposed by the author is discussed [11].
When processing and analyzing the sampled data, it is often
necessary to calculate the average posture of the lower limb
movements, for example, attitude calculation of measuring
rigid body under standard standing posture and attitude
filtering. In the space three-dimensional coordinate system,
the attitude description of the rigid body can take many
forms, such as the direction cosine matrix, the finite ro-
tation quaternion coordinate, the Euler quaternion coor-
dinate, the Euler angle coordinate, and the Cardan angle
coordinate. )e general algorithm for the weighted average
of vectors or matrices is shown in the following formula
[12, 13]:

A �


n
i�1 wiAi


n
i�1 wi

. (1)

)e Lifemod interface software of Python language is
used to convert Motion’s 6 pieces of data and 2 pieces of
kinematics data obtained from analysis and generate Slf files
that Lifemod can recognize. )e height, weight, and other
information of the subjects were input, and the 19-link
human model was established through Lifemod’s own hu-
man morphology database. )e posture adjustment after
data is given. )e collected kinematic data is given to the
model, and then, through posture adjustment and balance
analysis, the floor pad model is established, and the contact
between the human body model and the floor pad is
established. )e contact force between the human body
model and the floor pad model, the force and moment of
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each link of the human body model, and the kinematic index
of each link were simulated for 1 s to obtain 1000 pieces of
data, which was the same as the acquisition frequency of the
force table [14]. Formula (1) of inertia for strength training is
shown below:

jθ + kθ � T(t), (2)

where A is the weighted average matrix of matrix Ai (i� 1, 2,
..., n) andWi is the weight of Ai. However, if the mean value
calculation of the direction cosine matrix also adopts the
above method, then the resulting matrix will no longer
satisfy the constraints of the directional cosine matrix. Euler
quaternion coordinates, Euler angle coordinates, and Car-
dan angle coordinates cannot use a simple weighted average
to calculate the average attitude; this is mainly because these
pose coordinates are essentially rotation vectors rather than
ordinary vectors. Among the attitude coordinates, Euler
quaternion is widely used because of its small calculation
amount, nonsingularity, and full attitude work. Wahba
proposed constructing the cost function to solve the Euler
quaternion mean value problem in the 1960s; based on this
idea, many researchers have proposed various algorithms.
Among them, Markley et al. directly used the direction
cosine matrix as the object to solve the weighted mean
quaternion method, because the singular value decompo-
sition of the matrix is not involved, making the algorithm
relatively simple and widely used.)e Euler quaternion n is a
four-dimensional vector as shown in the following formula:

Λ � λ0, λ
T
)
T

� λ0, λ1, λ2, λ3( 
T
, (3)

where λ is the vector part and λ0 is the scalar part. Since the
Euler quaternion is essentially a rotation vector and its four
variables are not independent, it must satisfy the normali-
zation constraint as shown in the following formula:

ΛT Λ � Λ
���

���2 � λ20 + λ21 + λ22 + λ23 � 1. (4)

)e direction cosine matrix corresponding to the Euler
quaternion Λ is shown in the following formula:

A Λ( ) � 2λ20 − 1 I3 + λ λ
T

+ 2λ0λ
∼

−
, (5)

In order to calculate the average Euler quaternion,
construct the pose matrix cost function as shown in the
following formula:

Λ � argmin
i

wi A Λi( 
����

����
2
F
. (6)

From the definition of the Frobenius norm and the
orthogonality of the directional cosine matrix, the following
formula can be obtained:

A Λ( ) − A Λi( 
����

����
2
F

� 6 − 2tr A Λi(  . (7)

)e time series of foot position coordinates and posture
coordinates is the motion curve of the foot, and the position
coordinates can be represented by the position coordinates
of the stepping joints; the posture coordinates are repre-
sented by the direction cosine matrix of the foot conjoined

base e4 with respect to the reference base or other posture
coordinates. Corresponding to each sampling point, the
changes in the position and posture of the foot in the pelvic
conjoined base e1 are calculated; the following focuses on the
motion curve of the foot in the overall base. For any
sampling point, the direction cosine matrix A04 of the foot
conjoined base e4 with respect to the overall base e0 is
obtained. )e position vector of the stepping joint in the
overall base dream can be expressed as in the following
formula:

rankle � r4b − d. (8)

Due to the influence of the model error, the actual lower
limb joints are not truly pivoted, making it difficult to obtain
accurate and consistent results for the fitting of the position
of the joint rotation center (or rotation axis). For example,
the movement pattern of the knee joint is not a simple
flexion and extension movement; rather, it is a complex
multi-DOF mode that combines flexion, roll, slide, lateral
shift, and axial rotation. )e flexion and extension move-
ments do not revolve around the same center of rotation but
generate multiple instantaneous centers of rotation
according to the movement process. During the process of
extending and flexing the knee joint, if the instantaneous
center of rotation of each movement is continuously
marked, the form one on the femoral bone, +J”-shaped
trajectory, taking the lateral femoral skeleton as a reference,
analyzing the electronicX-ray films at 9 different positions of
the knee joint of 5 volunteers, and measuring the straight-
line distance from the joint measurement axis to the lateral
skeleton at each position, the measurement results are as
follows: With flexion 40” as the center, the distance from the
joint measurement axis to the lateral femoral skeleton
gradually increases; the greater the flexion angle, the farther
away from the lateral femoral skeleton, and the joint
measurement axis in the entire range of motion is the same
as that on the outer skeleton. )e intraclass correlation
coefficient (ICC) is often used to evaluate the reliability of a
single measurement parameter, but it is not suitable for the
repeatability evaluation of the entire curve or waveform; the
evaluation index of the repeatability of the gait motion curve
is called the adjusted coefficient of multiple correlation
(CMC) or the adjusted coefficient of multiple determination
(CMD). )is method has been used by many researchers in
related research. )e CMC method is used to analyze the
repetition reliability of joint motion parameters as shown in
the following formula:

R
2
wt � 1 −


M
i�1 

N
j�1 

T
t�1 Yijt − Yit 

2
/MT(N − 1)


M
i�1 

N
j�1 

T
t�1 Yijt − Yi 

2
/MT(N − 1)

. (9)

)e value of the curve is obtained by the Jth test (trial) in
the ith experiment in Yijt at the sampling point t; T is the total
number of adopted points contained in the curve; N is the
total number of trials for each subject in each experiment; in
this experiment, N� 3;M is the total number of experiments
(tests) for each subject, andM� 4 in this experiment; Yit and
Yi are shown in the two following formulas:
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Yijt, (10)

Yi �
1

NT


N

j�1


T

t�1
Yijt. (11)

)e algorithm studied by the author is the key tech-
nology of the gait measurement system, which overcomes
the limitations of the traditional gait measurement system.
)e realization of this technology makes the marking point
layout of the gait measurement system independent of the
manual positioning of anatomical key points, and the length
of the lower limbs does not need manual measurement, so
that the measurement method with fewer marking points
can be realized, thus simplifying the measurement process,
and, at the same time, it is helpful to reduce the influence of
human error caused by the arrangement of marker points
and improve the reliability of repeated measurement be-
tween experiments.

4. Experiments and Analysis

)e stride method includes a forehand step and a backhand
step.)e experimental subjects all shoot with the right hand,
move the right foot to the right for a forehand stride, and
move the left foot to the left to perform a stride action during
a backhand stride. Among them, the stride foot is the main
moving foot that constitutes the stride gait, and it is also the
main force-generating foot to complete the batting action,
and, according to the research needs, the left foot (i.e., the
supporting foot) in the forehand step is called the moving
auxiliary foot, and the right foot (i.e., the stepping foot) is
called the hitting force foot. )e right foot in the backhand
step is called the moving auxiliary foot, and the left foot is
called the hitting force foot. Figure 2 shows the average-time
curve of the flexion and extension angle, heel key angle, and
toe extension angle during the forehand stride action of all
subjects. As can be seen from Figure 2, when the subjects
performed the forehand stride action, when the ball hit the
ground, the foot basically did not turnover. However, after
landing, the center of gravity of the body shifts to the foot
where the ball is used, and the force on the foot increases and
turns into a valgus state; when the calcaneal angle decreases
and reaches the minimum value, that is, the maximum
valgus angle, the stomping, flexion, and extension angle
increases, and the restless joint performs hesitant move-
ment. After the heel angle reaches the maximum valgus
angle, it begins to increase; when the first peak force occurs,
the foot is doing varus movement, the stomping joint is in
the dorsiflexion movement, the toe extension angle de-
creases rapidly, and the foot that hits the ball with force
enters the center of gravity adjustment stage of full-foot
support.

)e first stress stage is over, and the batting force foot
enters the second stress stage. With the active push and
extension of the hitting force foot, the force on the foot
increases, the Achilles tendon angle begins to decrease, the

foot performs valgus movement, and the restless joint
continues to do dorsiflexion movement; when the foot
reaches the maximum eversion of the second force stage and
the manic joint reaches the maximum dorsiflexion angle, the
second peak force appears. After hitting the ball, the force
foot starts to push and extend off the ground, the stomping
flexion and extension angle increases, and the restless joints
do active flexion movement, and the maximum flexion angle
is reached at the moment of lifting off the ground. In the
stage of kicking off the ground, the toes and the toe joints
land on the ground, and the heel is lifted; the toes begin to
make the maximum toe extension movement around the toe
extension joint, the calcaneal angle increases with the in-
crease of the extension angle of the toe, and the foot per-
forms a varus motion, which changes from the everted state
to the initial state at the time of landing [15]. In the kine-
matic analysis of backhand stride action, all subjects per-
formed backhand stride action when subjects performed
backhand stride action, the force on the foot increased after
hitting the ball with the force of the foot on the ground, and
the foot turns into a valgus state and reaches the maximum
valgus angle; at the same time, the stomping flexion and
extension angle decreases. )e manic joints do dorsiflexion
movement; in the landing stage, the heel and toe joints land
on the ground, and when the toes are off the ground, the toes
begin to make the maximal toe extension movement around
the toe joint; the toe extension angle increases first and then
decreases before the toe hits the ground. When the first peak
force appeared, the foot was in varus state and continued to
do varus motion, and the pedal joint reached the maximum
dorsiflexion angle. At this time, the extension angle of the toe
decreases, and the hitting force foot enters the adjustment
stage of the center of gravity supported by the full sole of the
foot. Step on the joint to adjust the extension and flexion of a
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Figure 2: )e average-time curve of each angle of the forehand
stride strike. )e right foot in the backhand step is called the
moving auxiliary foot, and the left foot is called the hitting force
foot.
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small angle, begin to do the valgus movement, and the toe
extension angle enters the plateau phase of change. After the
hitting force foot enters the second force stage, the force on
the foot increases, the foot continues to do valgus move-
ment, and the restless joint is adjusted in the form of
dorsiflexion; when the second peak force occurs, the pedal
joint reaches the maximum dorsiflexion angle of the second
force stage, and the foot is in a valgus movement. After
hitting the ball, the force foot starts to push and extend off
the ground, the stomping flexion and extension angle in-
creases, and the restless joints do active flexion and flexion,
and the maximum kick angle at the moment of leaving the
ground is reached. )e toes begin to make the maximum toe
extension movement around the toe joint, the extension
angle of the toe increases, and the foot performs varus
movement at the same time, from the eversion state to the
initial varus state at the time of landing. It can be seen from
the analysis of the plantar pressure of the stride gait that the
main bearing area of the plantar pressure of both feet in the
support stage is the forefoot area, and the pressure peak in
the forefoot area is.)e percentage reaches around 50% [16].
)e stress on the midfoot area is not significant, the peak
pressure is only about 30% of the body weight, and the peak
pressure only accounts for about 15–18% of the total of the
three areas. )e peak pressure on the back of the foot during
the support phase exceeds half of the body weight, but it is
not as pronounced as that on the front of the foot. )e step-
step method is mostly used in the fast-break game near the
table, counterattacking the ball from a large angle in the
forehand position; when the subject moves to the forehand
position with the forehand stride, in order to meet the near
billiards, the body’s center of gravity moves toward the near
table; at this time, the force on the forefoot area is increased
relative to the rear area, so the force on the forefoot area is
the most obvious relative to each area during the forehand
step; the same is true for the force on the sole of the
backhand stride [17]. Comparing the mobile auxiliary foot
with the batting force foot, there was no significant differ-
ence in the force in the midfoot area between the two, and
the force in the forefoot area was greater when hitting the
ball; the force of the auxiliary foot in the rear area of the foot
is greater than that of the ball-hitting force [18, 19]. Because
the batting force foot also undertakes the task of actively
pushing and extending the force to participate in the batting
action and returning to the original position, at this time, the
forefoot area, which is the main force-bearing area of the
kicking and stretching action, bears more pressure. How-
ever, the mobile auxiliary foot is in a state of full-foot support
most of the time during the entire forehand step, and the
force is relatively scattered; therefore, the difference between
the force of the forefoot area and the rear area of the mobile
auxiliary foot is small. )rough the comparative analysis of
the support time of the subjects’ hitting power foot, it is
found that the stride footwork action has more support time
than the parallel footwork; this is because the movement
speed and rhythm of the parallel footwork are faster than
those of the stride footwork, and the ball-strengthening foot
transitions to the active kick off the ground faster in the
support phase. After the cross footwork action hits the ball

with the force foot on the ground, wait until the mobile
auxiliary foot moves the landing support and adjusts the
body posture to the direction facing the initial position and
then starts to actively push off the ground; therefore, the
cross gait method is more complicated, and the support time
of the hitting force foot is significantly longer than those of
the stride gait method and the parallel gait method, and the
difference is significant as shown in Figure 3.

As can be seen, the maximum load rate of the vertical
reaction force on the ground after the strike force foot hits
the ground in the cross-gait action is significantly larger than
those of the stride gait and the parallel gait, and the dif-
ference is significant. )is is because the first peak force after
hitting the ball in the cross footwork is the largest among the
three footwork movements, and its appearance time is also
the earliest; the hitting force foot should reach the maximum
first peak force in the shortest time as shown in Figure 4.

It can be seen that, among the three steps, after the cross
footwork hits the ball with the power foot on the ground, the
first peak force of the vertical reaction force from the ground
is significantly larger than those of the other two footwork
types. Due to the cross footwork, the batting force foot is in
the single support stage for a period of time after landing,
and the body weight is concentrated on the batting force
foot, coupled with a large range of rapid movement,
resulting in a high landing influenced by factors such as
speed; as a result, in the action of the cross footwork, the first
peak force of the hitting force foot in the first force stage is
significantly greater than those of the other two footwork
types. In the process of kicking off the ground after com-
pleting the hitting action, the distance back to the initial
position of the cross footwork action is farther than those of
the other two footwork types; compared with the other two
types of footwork, the time left for the adjustment of the
cross footwork between the two strokes is less, and the
second peak force experienced is the largest [20], as shown in
Figure 5.

)e change range of the foot angle reflects the movement
range of the subject’s hitting force during the support force
stage; with greater movement range of each link of the foot,
especially in the state of continuous force, the risk of sports
injuries increases accordingly. Athletes have the greatest
flexion and extension of the restless joints during the cross-
step process. )e previous research on the change law of the
angle of flexion and extension in the support stage of the
hitting force has shown the maximum changes in the flexion
and extension angles of the three footwork movements; they
all appeared in the final stage of kicking and extending off the
ground, reflecting the significant role of the kicking and
flexing movement of stepping on the joint in the process of
kicking and extending off the ground. In the action of cross
footwork, the kicking foot is in the stage of kicking and
extending off the ground, it is necessary to overcome greater
resistance than the other two footsteps to return to a farther
initial position, and the flexion movement of stepping on the
joint is more important, and the range of motion is greater
[21]. )erefore, the change range Δα of the angle of flexion
and extension in the support stage of the impacting foot in
the cross-footwork action is larger than those of the other
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two footwork types, and the difference is significant. )ere
was no significant difference in the change range Δc of the
toe extension angle of the hitting foot when the subjects
performed the three footwork movements, and the uni-
formity of the three footwork movements is not large, in-
dicating that the toe extension movement of the hitting force
foot in the process of supporting the force is not affected by
the asynchronous movement, and the toe extension angle
only changed within a small angle range, and there was no
obvious movement of the toe extension. )e heel angle is an

important index to reflect the flipping of the foot during
exercise, and the magnitude of its variation Δβ is also an
important reference index to evaluate the probability of
sports injuries. As can be seen from Figure 6, the change
amplitude Δβ of heel angle in the cross-gait action is sig-
nificantly larger than those of the step-step and parallel gait,
and the difference is significant. )is may be because the
cross footwork strikes the force foot away from the incoming
ball, and the relative position of the strike force foot at the
time of landing is beyond the body in the incoming ball
direction, coupled with factors such as the faster initial speed
before landing after a long moving distance; the results are
shown in Figure 6.

From the previous results, it can be found that when the
subjects perform the three footwork movements, there is a
large change in the key angle in the support stage of the
hitting force foot; most occur in the valgus movement of the
first stress stage and the varus movement of the second stress
stage. Comparing the kinetic data, it can be found that the
maximum valgus angle of the heel angle mostly occurs near
the time when the first peak force occurs in the first stress
stage, which means that the foot is subjected to a large
vertical force when the foot is in the valgus state, and the
impact of the reaction force will increase the probability of
foot sports injury [22, 23]. )e maximum varus angle of the
heel angle mostly occurs at the moment of kicking off the
ground, with the appearance of the maximum extension
angle of the restless joint; at this time, the hitting force foot is
about to leave the ground, and the force is very small. As can
be seen, the maximum varus/valgus angles of the power foot
in the cross-footing action were larger than those in the
other two footwork types, and the difference was significant.
)e results of the previous study also showed that, during the
process of the subjects’ performing, the three footwork
movements and the peak force of the hitting force foot in the
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support stage occur during the maximum dorsiflexion angle
of themanic joint and the rapid turnover of the foot. In order
to prevent sprains from stepping on joints, limit the force
acting on the anterior ligament of the talus during stomping,
the design of the shoe must strive to limit the varus and
valgus forces acting on the restless joint, and this external
twisting force is maximized during flexion. In addition, since
the stomp joint has a certain degree of lateral flexibility when
the stomp joint is flexed, this reduces its own stability;
therefore, in order to provide support for sports shoes to
resist the varus force that frequently causes sprains, sports
shoes must provide stability to counteract the rotation of the
pedal joints, especially in the flexion state. Based on the
experimental results, the smaller joint range of motion of
professional table tennis players when they complete the
parallel footwork proves that professional athletes have
better foot control and technical stereotypes [24]. For
professional athletes, a larger internal rotation of the rear
foot at the end of the lead can help the players to complete
the gait better, and, with the larger abduction of the forefoot,
it is beneficial to maintain the stability of the body’s center of
gravity. In addition, using V3D technology and high-speed
cameras, we found that, during Phase I footwork movement,
professional table tennis players are used to landing on the
rear foot area, while beginners use the front corner area.)is
also explains why, during this process, the peak pressure of
professional athletes occurs in three areas of the medial and
lateral hindfoot and the lateral forefoot; for beginners, peak
pressure occurs in three different areas: the big toe, the
medial forefoot, and the middle. At the same time, this
finding can illustrate that professional athletes can better
distribute the body’s center of gravity on the entire sole

plane, providing a more stable swing foundation for the next
stage [25, 26]. At the end of the lead-in period, professional
athletes showed less hindfoot varus and forefoot valgus and
greater extension of the big toe, which was beneficial to
better maintain the balance of the center of gravity and
adjust the posture for the rapid transition to be prepared to
the next stage. From the results of the study, it was found
that professional athletes have a more stable body weight
transfer ability in the parallel gait. Professional athletes
showed significantly greater dorsiflexion in the forefoot,
relative to the hindfoot and relative to the tibial angle of the
hindfoot than beginners. According to the systolic relaxation
theory, the elastic potential energy previously stored in
tendon extension can increase the concentric contraction of
the muscle, which means that the professional table tennis
player’s greater dorsiflexion during the full lead phase can
store more energy for the swing phase.)e limitations of the
author’s study are manifested in the following aspects: First,
the author’s study lacked a gender-specific comparison of
parallel gait and cross gait due to limitations in recruiting
subjects [27]. Another potential limitation is that there are
large differences in training years, although all professional
table tennis players have the same level of skill level and are
from the same university table tennis team, but this may
limit the validity of the experiment to some extent [28]. In
addition, beginners have different degrees of differences in
their learning ability; this may affect the effectiveness of gait
learning. Second, only the differences in the biomechanics of
the dominant leg were compared. In fact, the nondominant
leg also plays an important role in maintaining body stability
during the swing phase. Finally, this experiment is to
simulate the footwork movement process in actual combat,
not in real competitive competitions. Considering a series of
uncontrollable factors (athlete psychology, unfixed table
tennis balls, etc.) will affect the results of the experiment.

5. Conclusion

Research shows the following: Compared to beginners,
professional athletes spend less time performing side-step
and cross-step footwork and show a smaller range of motion
and faster angular velocity. )is verifies that professional
athletes have better ability to use foot drive and body
balance in footwork movement techniques. At the end of the
lead-up period, professional athletes in the gait show less
forefoot valgus and hindfoot varus and greater flexion of the
big toe, and the cross gait shows a smaller forefoot flexion
and abduction angle, which is conducive to maintaining the
stability of the body’s center of gravity. For professional
athletes, larger peak pressures and relative loads were found
in the lateral forefoot and medial-lateral hindfoot regions in
these two table tennis footwork styles. )e results and
analysis of this study are beneficial to provide more valuable
theoretical reference for coaches and beginners in the
process of footwork training and in the use of parallel and
cross gait, how to use foot movement to improve the quality
of technical movements and how to maintain body stability,
and there are lessons to be learned. )e author reveals in
detail the kinematics and dynamics of the foot in the three
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footwork movements of table tennis, which provides data
and theoretical basis for improving the effect of footwork
movements and preventing foot injury in table tennis
players. )e movement forms of the foot after the forehand
stride and the forehand parallel strike are similar. )ere are
similarities in the movement of the foot after the backhand
step, the backhand side step, and the backhand cross step hit
the ball. In the three footwork movements, the motion
forms of the feet when the pedals are extended and lifted off
the ground are similar.)e cross footwork is the longest, the
stride footwork is the second, and the footwork is the
shortest. In the cross-footwork method, the ball-strength-
ening foot is in the middle of the support stage, and the body
posture and the center of gravity adjustment stage appear to
be obviously unstressed or less stressed. Among the three
footwork movements, the peak force of the vertical reaction
force on the ground and the load rate of the force when the
athlete completes the cross step are the largest; moreover,
the flexion and extension range and calcaneal angle of the
force-generating foot have the largest changes; therefore, the
frequent use of cross gait by athletes may increase the
probability of foot fatigue injury. In the three kinds of
footwork movements, when the peak force of the vertical
reaction force of the ground on the hitting foot appears, the
foot is in a flipping motion before and after the maximum
valgus angle occurs, coupled with the maximum dorsi-
flexion state of the stepping joint at this time, and the
probability of injury of the stepping joint is increased. )e
main bearing area of the plantar pressure of the feet in the
three gait movements is concentrated in the forefoot area,
and the force in the midfoot area is not obvious. )e peak
value of plantar pressure in the rear area of the foot when
hitting the ball was the largest, followed by the parallel gait,
and the stride gait was the smallest. )e middle area of the
forefoot is the relatively stable main force area of the
forefoot area, the peak size of the plantar pressure on the
lateral area of the forefoot and the medial area of the
forefoot is related to the action form of the footwork, the
main force-bearing area of the forefoot area. )e peak force
of the ground reaction force received by the power foot in
the buffering stage and the kicking stage of the three
footwork movements is relatively large; therefore, special
sports shoes for table tennis should have appropriate shock
absorption and buffering functions, in order to relieve the
load of frequent impact force on the feet of table tennis
players during the game. )e peak force of the three
footwork movements hitting the power foot in the support
stage appears in the maximum dorsiflexion angle of the
restless joint and the rapid turnover of the foot. )erefore,
special sports shoes for table tennis need to provide good
stability support for the stepping joint to resist the foot in
the support stage, especially in the state of stepping and
bending, and the frequent torsional external force will re-
duce the probability of foot sports injury. Table tennis
footwork action is the active and rapid exertion of the power
foot in the stage of kicking off the ground; special sports
shoes for table tennis are required to have good energy
return performance, providing better conditions for table
tennis players to move quickly.
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�is study proposes an optimized algorithm for the navigation of the mobile robot in the indoor and dynamic unknown
environment based on the decision tree algorithm. Firstly, the error of the yaw value outputted from IMU sensor fusion module is
analyzed in the indoor environment; then, the adaptive FAST SLAM is proposed to optimize the yaw value from the odometer; in
the next, a decision tree algorithm is applied which predicts the correct moving direction of the mobile robot through the
outputted yaw value from the IMU sensor fusion module and adaptive FAST SLAM of the odometer data in the indoor and
dynamic environment; the following is the navigation algorithm proposed for the mobile robot in the dynamic and unknown
environment; �nally, a real mobile robot is designed to verify the proposed algorithm.�e �nal result shows the proposed
algorithms are valid and e�ective.

1. Introduction

�ere is a wide and extensive application of the mobile robot
in many �elds; it can ful�ll the repeated, heavy, accurate, and
complex work in many special environments; the navigation
is important for the mobile robot because it is the basic
function for the other actions of the mobile robot; it should
move freely to the destination without colliding with the
obstacles, just like people need to avoid colliding with the
other people on the road. �ere are many navigation algo-
rithms proposed which can be applied in many �elds to ful�ll
the di�erent requirement for human, so the optimization of
the navigation is necessary to make the mobile robot moving
more intelligently and e�ectively to the destination [1–3].

Di�erent from the outside static known environment, if
the mobile robot is running in the indoor dynamic unknown
environment, more con�icts and limitations will be con-
sidered; the following is a comparison between them.

�e �rst di�erence is the location and orientation func-
tion; the self-driving car is taken for example; all the cars are

running in the outside environmentwhere theGPS sensor can
receive the satellite signals properly, so GPS can show the
accurate position of the car on the roads, but if the car is
running in the indoor environmentwhere the satellite signal is
weak or shielded, theGPS functionwill be unavailable and the
correspondingGPSpositioning functionwill be limited. It can
only search few or no satellites and it cannot get the accurate
position. �e IMU sensors have the same problem, so the
mobile robot cannot get its location and orientation through
the IMU sensors in the indoor environment [4, 5].

�e second di�erence is all environments are known for
self-driving car because the map of all roads is provided for
the car, but sometimes the mobile robot needs to work in the
unknown environment where no map is provided, such as
the environment of 24-hour lobby �lled with moving people
where it is not easy to build the map with SLAM technology
[6]; otherwise, the mobile robot may need to ful�lling
burrow adventure tasks where it is a totally unknown en-
vironment, so the mobile robot cannot locate its position on
the map if it is running in an unknown environment.
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�e third di�erence is that sometimes mobile robot
cannot be located in the dynamic environment; the home
service mobile robot is taken for example; although it can
build the map for the environment inside the house with
SLAM, but people may move the position of the home
appliance sometimes, so the mobile robot will recognize the
wrong position through feature point matching whose data
come from the laser sensor or the camera [7].

Based on the above comparisons, as well as considering
the limited CPU and battery power for the mobile robot, the
navigation algorithm in the indoor dynamic unknown en-
vironment should be improved.

2. Decision Tree Algorithm for the Yaw
Value from IMU Sensor Fusion Module
and Odometer

2.1. YawValue from IMU Sensor FusionModule in the Indoor
Environment. In the navigation process of the mobile robot,

Figure 1: Gyroscope.
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Figure 2: �e 8-order curve �tting for the drifting yaw value.
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Figure 3: �e 4-order improved curve �tting for the drifting yaw
value.

Figure 4: IMU sensor fusion module with GPS, gyroscope, elec-
tronic compass, magnetometer, and accelerometer.
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it is necessary to get the accurate current orientation of the
mobile robot in every second, which can be obtained from
gyroscope shown in Figure 1.

�e output data of the gyroscope will be unavailable in
the indoor environment; for example, when the mobile
robot stops rotating and keeps static in the indoor envi-
ronment, after the PID processing for gyroscope, the yaw
value is collected and marked with the red cross as shown in
Figure 2. It is obvious that the yaw value is still drifting and
gradually maintains stability after 300 seconds (5 minutes);
the blue line in Figure 2 shows the curve �tting for the yaw
value during 300 seconds; the 1–7-order curve �tting is not
perfect, but the 8 order can �t the curve more accurately as
shown in Figure 2; the �tting function is

y � 0.00000000000003 × x8 − 0.000000000000086 × x7

+ 0.000000000049473 × x6

− 0.000000015493482 × x5 + 0.000002873185886 × x4

+ 0.021422402741956 × x2 − 0.761774606869785 × x
+ 47.571395698231385.

(1)

Formula (1) is too complex and contains lots of double
�oat data calculations which will consume lots of CPU
resources and battery power, from the observation of Fig-
ure 2, that the data often drift dramatically in the �rst 30
seconds, which makes the curve complex and brings in lots
of high-order term; if the data in the �rst 30 seconds can be
deleted, it will simplify the curve �tting and polynomial
formulas, compared with the other groups test data of yaw
value; it is summarized that the yaw value will always drop
10%–20% in the �rst 30 seconds; the yaw value data at 30th
second are often 80–90% of the initial yaw value, so it is often
85% of the initial yaw value for average.

Figure 3 shows the fourth-order improved curve �tting
for drifting yaw value, and the yaw data in the �rst 30
seconds are deleted; the �tting formula is

y � 0.000000003 × x4 − 0.000002660 × x3 + 0.000647 × x2

− 0.0514723 × x + Yi × 0.85.
(2)

It is clear that the 4-order curve �tting is more simple; if
x has an assigned value as 270, the stable yaw value can be
computed according to formula (2), but it is still not accurate
because the yaw value comes from only one gyroscope in the
indoor environment; if the cost of the device for the mobile
robot is not considered, the multisensor fusion algorithm for
GPS, gyroscope, electronic compass, magnetometer, and
accelerometer is better than data processing for only one
gyroscope as Figure 4 shows.

�e multi-IMU sensor fusion module can be purchased
on the market, which has downloaded the software of multi-
IMU sensor fusion algorithm inside, so the output data of
this module are more accurate [8]; when the mobile robot is
rotating in the indoor environment and stops suddenly, the
output yaw value is shown in Figure 5.

Figure 5 shows that the output yaw value is periodical
which can be marked with green circle at the bottom of
Figure 5; the baud rate is 115200; there are 90 data points in a
period, and the output format is Byte, so the period is
10∗ 90/115200� 0.0078125 second; in one period, the data
still drift dramatically; it is needed to compute the mean yaw
value in one period, which is 90 degree in Figure 5.

If the test is repeated for 10 times, when every time the
mobile robot rotates and stops at a same direction, an object
is placed to verify it is the same direction for 10 times’ test,
the result of 10 times test is shown in Figure 6.

From Figure 6, for the same direction in the indoor
environment, the yaw value from one multi-IMU sensor
fusion module is di�erent every time and the range of value
is between 87 to 94 in 10 times’ test, so the yaw value from
IMU sensors is not accurate in the indoor environment.

2.2. Odometer Data from the Processing of Adaptive FAST
SLAM Algorithm. �ere is another method to obtain the
yaw value, and the odometer can compute the yaw value [9];
generally, the reduction ratio of the gear motor is 1 : 50; the
output pulses from the optical-electricity encoder is 500
when a DC motor rotate a circle; when gear motor connects
to DC motor, the output pulse is 25000 when the wheel
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Figure 5: �e output yaw value from multi-IMU sensor fusion module.
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rotates in a circle; although the yaw value can reach a high
accuracy when there is 25KHz pulse outputted, there is still
some error exists as shown in Figure 7.

�e error is about 360/25000� 0.0144 degree for a grid of
optical-electricity encoder; when the mobile robot moves for
a long time, the error will be accumulated to a large value; at
the same time, ground friction is another source of error,
especially when the mobile robot collides with a heavy
obstacle and the wheel is slipping in the dynamic envi-
ronment; in this status, the optical-electricity encoder is still
computing, but the yaw value does not change; usually, the
sensor error and observation error all can be accumulated,
which is accumulated error. Because the true yaw value can

be measured from round circle ruler in the indoor envi-
ronment, so the accumulated error can be computed.

If the accumulated error is v(k), the diameter of wheel is
D, and the pulse from optical-electricity encoder is P,
through analyzing the status of the mobile robot in Figures 8
and 9, the systematic observation model can be obtained
from

the error
exists in this

area

Figure 7: �e error exists in each gap of grid of the optical-
electricity encoder.
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Figure 8: �e yaw value of the mobile robot from the odometer.
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Figure 6: �e 10 times’ test of the output yaw value from multi-IMU sensor fusion module.
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Figure 9: �e simulation of the mobile robot moves in the indoor environment.
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Figure 10: �e error of EKF algorithm for the yaw value.
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Z(k) �
r(k)
ϕ(k)[ ] + v(k)

�
BC

c − β
[ ] + v(k)

�
(Bx − Cx)2 +(By − Cy)2( )

1/2

tan−1 Cy − By( )/ Cx − Bx( )( ) + π/2−

∑ki�0D × P × ti/F ×
���������
AB2 + BC2
√





+ v(k).

(3)

�e state estimation of the mobile robot is analyzed to
get the method to eliminate the accumulated error; the
purpose is to obtain the maximum probability of the state of
the mobile robot:

x̂ � arg
max

x
p(x|v, y). (4)

Formula (4) can be decomposed by Bayes formulas, so
the probability of pose under the condition of obtaining
sensor value and observation value can be decomposed as
the following formula:

Figure 12: �e 360 classi�cations of the decision tree.

Figure 13: �e detailed information of the decision tree.
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Figure 14: �e movement of the mobile robot in the dynamic
unknown environment.
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x � arg
max

x


K

k�0
p yk|xk(  · p x0|x

⌣

0 

K

k�0
p xk|xk−1,vk( ⎛⎝ ⎞⎠.

(5)

Usually, the distribution of the probability of the input
value and observed value obeys Gauss distribution; in order
to simplify the expression and computation, the maximum
likelihood estimation is computed; for example, prior
probability before the observation in each step can be
expressed as the following:

ln p xk|xk−1, vk(  � −
1
2

xk − Ak− 1xk− 1 − vk( 
T
Q

−1
k xk − Ak−1xk−1 − vk( 

−
1
2
ln (2π)

M detQk 
T
,

(6)

where Qk is the noise in the moving process and Ak−1 is the
transfer matrix at time k-1 because the first part of the
formula (6) is relative to the states x, which can be expressed
as

J(v,k)(x) � −
1
2

xk − Ak− 1xk− 1 − vk( 
T
Q

−1
k xk − Ak−1xk−1 − vk( , (7)

where J(v,k)(x) stands for the error from the real value to the
estimated value, so it is necessary to get the minimum value
of J(v,k)(x) as follows:

zJ(v,k)(x)

zx
T

� 0, (8)

where it means that when J(v,k)(x) get the minimum value, x
can get the suitable estimated value whose probability is the
maximum value; in this way, the EKF function can be
deduced.

From Figure 10, it is obvious that, after the processing of
EKF algorithm, the error of the yaw value is still large. EKF
algorithm only considers the linear system; for the assessment
of the nonlinear system, EKF algorithm will not be effective
because it ignores Taylor’s high-order term, which makes the
big error of the status assessment. Because the particle filter
algorithm has no limit for the system noise, it is taken as the
good solution for the nonlinear Gaussian system [10–12].

However, as the number of particles increases, the
computational complexity will also increase. In addition,
due to the sequential importance sampling particle filter,
the samples with bigger weight are chosen for many times,
resulting in a decline in the diversity of the particle
collection of samples, and thus, there will be sample
depletion problems [13–15].

Fast SLAM is the universal SLAM technology, which can
run the particle filter with few particles; similarly, low-di-
mensional KF is used to filter the surrounding features with
known absolute position and consistency. Adaptive
resampling algorithm can improve Fast SLAM algorithm; it
sets the threshold number of resampling particles as 0.6
times of particles, which can take effective resampling op-
eration by real time, computing effective particle number
and particle degradation degree, to deal with the problem
“sample degeneration” and “sample impoverishment” which
is result in the frequent resampling [16].

*e test between Fast SLAM and adaptive Fast SLAM is
conducted on the mobile robot; in Figure 11, it is shown that
when the mobile robot moves for a longer time, the yaw
value error in adaptive FAST SLAM is much lower than it in
FAST SLAM, so the yaw value which comes from odometer
will be more accurate if they are processed by adaptive FAST
SLAM [17].

Table 1: *e relationship between angle of destination and turning direction.

*e angle of destination compared the current orientation Turning direction
If stop forward � 0 and angle of destination is between 340° ∼ 20° Forward
If stop forward> 0 and angle of destination is between 340° ∼ 20° Right
If angle of destination is between 20° ∼ “160°” Right
If stop forward � 0 and angle of destination is between 160° ∼ 200° Backward
If stop forward> 0 and angle of destination is between 160° ∼ 200° Right
If angle of destination is between 200° ∼ “340°” Left

Figure 15: *e designed mobile robot.
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2.3. Decision Tree Algorithm. Lots of the data are obtained
from the IMU sensor fusion module and the odometer every
second, which can be analyzed through machine learning
algorithms; considering the limited CPU and battery power
of the mobile robot, the complex machine learning algo-
rithms are not suitable for running on the mobile robot. For
example, SVM algorithm can convert the data from low
dimension to high dimension to classify the data into cat-
egories, but it will consume lots of hardware resource and
take long time [18], so decision tree algorithm is suitable to
run on the mobile robot to predict the yaw value every
second because it runs fast and save CPU computation
compared with the other machine learning algorithms.

Usually, decision tree algorithm can be used on the
classification, but not prediction [19]; if the yaw value can be
divided into 360 classifications, every classification stands
for one degree; then, the classification can be converted into
prediction.

*e true yaw value can be measured by the round ruler,
and there are only two attributes data, one is yaw value
comes from the IMU sensor module and the other is the yaw
value which comes from the odometer which is processed by
adaptive FAST SLAM.*e large number data can be divided
into training set, test set, and validation set, with the K fold
cross-validation method; then, the data can be trained to get
a decision tree model [20]. It should be noted that the data
should contain the yaw value when the mobile robot is in
some special status, such as the wheel of the mobile robot
slips when mobile robot collides with a heavy obstacle in the
dynamic environment, or the mobile robot in the dense
cluster of buildings where the Earth magnetic field is very
weak and the outputted data from IMU sensor fusion
module are vibrating dramatically; in this way, the over-
fitting ability of the model will be intensified.

In Figure 12, the yaw value can be classified into 360
classifications through the processing of decision tree

Figure 16: *e LCD and touchscreen with camera video display in the embedded Linux system.

mobile robot

up

le� right

down

stop manual mode

camera video

confirm cancel

laser scan sensor

Figure 17: *e software on the PC.
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algorithm, and each classification stands for the predicted yaw
valueineachsecondfor themobilerobot; ifFigure12iszoomed
larger, some details can be visualized as shown in Figure 13.

In Figure 13, the each classification is distributed on the
end point of the tree, the value in each end point is a matrix
that contains 360 integers, in which one is 1 and others are 0,
the position of integer 1 in the matrix stands for the cor-
responding yaw value. *e outputted accuracy of the yaw
value from the decision tree can reach 99%; it is very near the
true yaw value which is measured by the round ruler, which
provides a method to predict the true yaw value of the
mobile robot in the indoor environment.

After the accurate yaw value is obtained in the indoor
dynamic environment, the following is to judge the next step
movement when mobile robot is in the dynamic unknown
environment, as shown in Figure 14; the black object in
Figure 14 is the dynamic moving object; the red line is the
scanned environment from the laser scanning sensor. If the
length of the mobile robot is 600mm, it will go from the gap
between moving objects whose length is larger than 600mm
while whose orientation is most near the angle of the des-
tination. *e distance and angle of the obstacles can be
obtained from the laser scanning sensor, the location of the
mobile robot can be computed from the odometer through
adaptive FAST SLAM algorithm, and the orientation of the
mobile robot can be computed through the decision tree
algorithm. If there is an object appearing in the “320°” ∼“40°”
of the mobile robot, the mobile robot will stop move forward
and start rotate left or right to move bypass the object; in this
situation, the bit stop_forware is 1, else it is 0; based on the
above analysis, the next step movement can be judged
according to Table 1.

According to the above analysis, the mobile robot can
move to the destination without colliding with moving
obstacles in the indoor dynamic unknown environment.

3. Experiment

A mobile robot is designed by us; the CPU is S5PV210 CPU
with ARM structure and OS is embedded Linux system,
which is shown in Figure 15. On each side of the mobile
robot, the belt connects 2 wheels that are driven by the DC
motor and 1 : 50 reduction ratio gear motor, so the mobile
robot can bear heavy object on it.

For hardware of the mobile robot, the first is the main
board with “S5PV210” CPU and various connectors, which
connecting the following IMU sensor fusion module, USB
camera, LCD display, and touch screen operation, Serial port
to Bluetooth module, USB to wifi module, and laser scan
sensor.*e second is theMCU board; it can send the speed of
themotors to the serial port of mainboard and can receive the
motor control command from the mainboard through the
designed protocol. Because the Linux system is not the real-
time operating system, the ARM board cannot read the high
frequent pulse accurately, so theMCU board takes the task to
read the 25KHzmotor speedpulse.*e third part is the power
board with SCM6716 chipset to supply the large current and
power, and the peak current can reach 1.8A, which is as-
surance that the mobile robot can carry the heavy objects.

Various widgets on the LCD is designed with the em-
bedded QT in the embedded Linux system, which is shown in
Figure 16; through the signal and slot principle of QT, it can
fulfill theLCDand touch screen functions.*esoftwareon the
PC isdesigned to control themobile robot andalso to show the
camera video and laser scanning environment, as shown in
Figure 17.*eAndroidAPP is designed to communicatewith
the mainboard with Bluetooth protocol, which can send the
value and command of the mobile robot to the Serial-Blue-
tooth module on the mainboard, as shown in Figure 18. *e
mjpeg-streamer is a universal tool for the remote monitoring
in the B/S structure through the TCP/IP protocol, which can
run on the mobile robot in the embedded Linux system; the
camera video can be shown on Firefox browser in the Win-
dows system with mjpeg-streamer as shown in Figure 19.

*e map of the laboratory environment is not stored in
the mobile robot; in order to test the navigation algorithm in
the real world environment, the mobile robot is running in
our laboratory environment which is the indoor dynamic

Figure 18: Android APP.
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Figure 19: Remote monitoring on Firefox browser.

Door 1 step 2

step 3

Step 1 destination angle: 300

destination distance: 4300 mm

Initial position

Figure 20: Navigation test of the mobile robot in the laboratory environment.

Figure 21: �e navigation test on the designed mobile robot in the laboratory environment.
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unknown environment just as shown in Figures 20 and 21;
compared with initial position, the angle of destination is
300° and the distance of destination is 4300mm which can
be inputted in the Android APP; the orientation of the
mobile robot can be computed according to the decision tree
algorithm; the turning direction is judged according to
Table 1 in every second; the angle of destination and distance
is calculated and updated again in every second; finally, it
can move to the destination without colliding with the
obstacles on the path.

4. Conclusion

*e testing result shows the proposed navigation algorithm
is effective and real time responding in the indoor dynamic
unknown environment. Compared with other algorithms,
themobile robot can obtain the accurate orientation through
the decision tree algorithm in the indoor environment; it can
obtain its location through the odometer data which are
processed by adaptive FAST SLAM algorithm in the dy-
namic and unknown environment; it can scan the distance
and angle of moving obstacles through the outputted data
from the laser scanning sensor, which provide the data to
judge the next step movement as shown in Table 1 in the
dynamic and unknown environment.

*ere are some challenges in the navigation algorithm
and realization of the mobile robot; one challenge is how to
obtain the accurate orientation of the mobile robot in the
indoor environment; through the decision tree algorithm,
the predicted yaw value is much accurate especially when
there is serious slipping of the wheels. *e other challenge is
that how to make the synchronization of the two threads;
there is always errors when reading the outputted data from
IMU sensor fusion module; finally, the problem detected
that another thread is processing this data while this thread
is reading this data; after adding the mutex lock on two
threads, the none synchronous problem of two threads is
solved and the reading and processing of the data from IMU
sensor fusion module becomes normal.

*e advantage of the proposed navigation algorithm is
that it can be applied in the indoor dynamic unknown
environment where there is the working environment for
the home service robot; especially, this algorithm can save
lots of CPU computation and battery power for the mobile
robot which runs on the embedded platform. *e next step
work is to design and apply the deep learning algorithm on
the mobile robot, which can recognize the human face and
the appearance of home appliances, making the home
service robot more stable and intelligent.
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Since the existing music emotion classi�cation researches focus on the single-modal analysis of audio or lyrics, the correlation
among models are neglected, which lead to partial information loss. �erefore, a music emotion classi�cation method based on
deep learning and improved attention mechanism is proposed. First, the music lyrics features are extracted by Term Frequency-
Inverse Document Frequency (TF-IDF) and Word2vec method, and the term frequency weight vector and word vector are
obtained. �en, by using the feature extraction ability of Convolutional Neural Network (CNN) and the ability of Long Short-
Term Memory (LSTM) network to process the serialized data, and integrating the matching attention mechanism, an emotion
analysis model based on CNN-LSTM is constructed. Finally, the output results of the deep neural network and CNN-LSTMmodel
are fused, and the emotion types are obtained by Softmax classi�er.�e experimental analysis based on the selected data sets shows
that the average classi�cation accuracy of the proposed method is 0.848, which is better than the other comparison methods, and
the classi�cation e�ciency has been greatly improved.

1. Introduction

Due to the complexity of music duration and composition,
the emotional features extracted from music show the
characteristics of large quantity, multiple dimensions, and
di�cult to analyze [1]. �e results of music emotion clas-
si�cation can be well applied to music recommendation
function to reduce the disadvantages of collaborative �l-
tering recommendation [2, 3]. At the same time, music can
artistically express the emotional information contained
therein, and listeners can also obtain emotional tendency
through music audio and lyrics information [4]. Music
emotion analysis can be well applied to the music recom-
mendation function. Major online music applications have
launched the music recommendation function to recom-
mend suitable music and improve the user experience by
analyzing the listening habits of di�erent users [5, 6].
However, most of the applications recommend popular
songs but ignore personalized works, which is di�cult to
meet the needs of listeners under di�erent emotions.

�erefore, the research on emotional classi�cation of songs
has a good application prospect [7].

Before the emergence of intelligent algorithms, the way
of establishing classi�cation labels mainly depended on
manual work, and the songs with di�erent music styles were
established into corresponding song lists [8]. However, such
methods are not only ine�cient, but also have high re-
quirements for manual experience, and the classi�cation
accuracy is also uneven [9, 10]. On the basis of manual
classi�cation, the traditional classi�cation methods are
gradually mature, which mainly include methods such as
logistic regression, naive Bayes, random forest, and support
vector machine [11]. For example, Rao Veeranki et al. [12]
analyzed and compared the performances of four traditional
methods in the process of music emotion classi�cation:
logical regression, naive Bayes, random forest, and support
vector machine, and took the parameters such as mean,
variance, kurtosis, and skewness as analysis indicators,
which e�ectively improved the e�ciency of music emotion
classi�cation [12]. However, the targeted feature extraction
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in mixed audio needs to be improved. Kumar and Vardhan
[13] made full use of other emotional features according to
the rule-based emotion classification algorithm, and ob-
tained better classification accuracy by adding more words
to the dictionary [13]. However, the granularity segmenta-
tion of music needs to be further improved. Tiple and
Patwardhan [14] proposed a new emotion classification
system through link preprocessing, feature extraction, and
classification steps [14]. 'e proposed Spiking Neural
Network (SNN) classifier based on gradient descent was
used to process frames and extract the time, spectrum, and
energy features related to music. Combined with the optimal
weight value to reduce the training error, the gradient de-
scent method was optimized. Chen and Li [15] proposed a
multi-modal ensemble learning method based on stacking
[15]. 'is method was different from the feature-level and
decision-level fusion methods. However, this classification
method is inefficient in the environment facing a large
number of new music creation, and cannot flexibly meet the
needs of category expansion in the later stage [16].

Nowadays, classification algorithms based on machine
learning methods and deep neural network learning have
carried out extensive research in the fields of audio, image
and text, and achieved rich results [17, 18]. With the rise of
artificial intelligence-related technologies, computers can
realize complex emotion analysis and calculation, and au-
tomatically output emotion analysis results through algo-
rithms. Scholars’ researches on music emotion feature
extraction and classification model are also gradually carried
out. Hizlisoy et al. [19] proposed a music emotion recog-
nition method based on CNN-LSTM [19]. 'e experimental
evaluation on the constructed emotional music database
effectively showed the good performance of the proposed
method. However, this method ignores the timing features
of audio itself. Sorussa et al. [20] proposed a digital music
emotion classification system with different emotion cate-
gories, which used supervised machine learning technology
to identify the acoustic features and create predictionmodels
[20]. 'is method effectively improves the accuracy of the
algorithm classification, but the efficiency of machine
learning needs to be improved. Gan [21] proposed a re-
current neural network method with channel-attention
mechanism to classify the music features [21]. 'e above
machine learning methods have achieved good results in the
field of music emotion classification, but in the process of
dealing with lyrics and melody, the relationship between
lyrics and melody emotions is separated in different ways,
without considering the consistency of emotion between
lyrics and melody [22], so there is room for further opti-
mization of the detailed classification of music emotion.

Aiming at the problem that most existing classification
methods are difficult to deal with multi-dimensional and
complex music texts, a music emotion classification method
based on deep learning and improved attention mechanism
is proposed. Its innovations are summarized as follows:

(1) Aiming at the problem of high dimension and
sparsity of word vector, the proposed method
combines CNN and LSTM to construct emotion

classification model, and integrates the matching
attention mechanism to further improve the classi-
fication accuracy.

(2) In order to solve the problem of insufficient per-
formance of single feature classification, the pro-
posed method uses CNN-LSTM model and deep
neural network to process word vector and word
frequency weight vector, respectively, and carries out
feature concatenation to ensure the reliability of
emotion classification.

2. Lyrics Feature Extraction

2.1. TF-IDF Feature Extraction. Term Frequency-Inverse
Document Frequency (TF-IDF) is a feature extraction
method that represents the weights according to the fre-
quency of word items in the text. TF-IDF can calculate the
number of word occurrences by means of probability sta-
tistics, evaluate the proportion of word items in the text to
determine the importance of the word, and use this to
represent the emotional polarity of the lyric text. 'e more
times an emotional representative word appears in a lyrics
text, the higher the importance of the emotional word in the
emotional classification evaluation. Integrating all word
frequency information, the emotional tendency of the whole
lyrics text can be evaluated [23].

TF is the word frequency of a word, indicating the
number of times a word item appears in the text. TF is
calculated as follows:

tf(i, j) �
n(i, j)

kn(k, j)
, (1)

where n(i, j) represents the number of times that word wi

appears in document dj, and its denominator represents the
total number of words in the document.

IDF is the inverse text frequency. 'e fewer times the
current text contains word items, the stronger the classifi-
cation ability of the word items to the text. It can be obtained
by dividing the total number of words in the data set by the
number of samples containing word items and through
logarithmic operation. IDF is calculated as follows:

idf(i) � log
|D|

j: ti ∈ dj 
, (2)

where |D| represents the number of all documents, and the
denominator represents the number of documents con-
taining the word wi.

'e TF-IDF calculation result is represented by the
product of TF and IDF. If the current word item appears less
in the current category and more in the overall sample, the
larger the TF-IDF value, the higher the classification ability
of the feature item. To sum up, the core of TF-IDF text
feature extraction method is to remove the influence of
common words and retain important features with text
resolution.

TF-IDF is a simple and convenient text word frequency
feature extraction method, but it also has some defects. 'e
words in the text are regarded as independent feature items,
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ignoring the relationship between words and ignoring the
relationship between words and the whole article. 'is
representation method has good statistical significance for
local content, but ignores the integrity of the text, resulting
in the loss of fine-grained emotional semantic content. For
example, a certain emotion polar word only appears in the
song lyrics text of this emotion, but less in other emotion
types, which will lead to the error of emotion evaluation.

2.2. Word2vec Word Vector. Word2vec is a distributed text
representation method, which maps each word item in the
text to a word vector. Word2vec improves the shortcomings
of the traditional deep learning word embedding model,
with faster training speed and fewer vector dimensions.
Word2vec usually includes two model structures: Continues
Bag of Words (CBOW) and Skip-Gram, as shown in
Figure 1.

'e model includes input layer, projection layer, and
output layer. In CBOW method, the surrounding words are
used to predict the central word, so as to use the prediction
results of the central word to represent the a priori prob-
ability; Skip-Gram uses the central word to predict the
surrounding words, so as to predict the overall result and
represent a posteriori probability. 'erefore, CBOW will be
faster than Skip-Gram in practical use. 'e parameter di-
mension of Word2vec-generated word vector is related to
the number of hidden layer units in the network.'e default
value of the program is 100 dimensions.

Word2vec also has some defects: because words and
vectors are one-to-one, the problem of polysemy cannot be
solved; a static word vector representation, although it has
strong universality, it cannot be dynamically optimized for
specific tasks. For special text types such as lyrics, text in-
formation is different from evaluation text, which can be
expressed directly through the emotion polar words. 'e
implicit semantic expression in lyrics is often difficult to
summarize emotion through separated word frequency in-
formation. 'e word vector method integrating context se-
mantic information has better classification performance [24].

3. Proposed Lyrics Emotion
Classification Model

3.1.Model Construction. After preprocessing the lyrics text,
two emotion feature vectors, vector space model and
distributed vector representation, can be extracted.
Word2vec is extracted as word vector representation,
which can be applied to deep learning methods, but it often
has the characteristics of high dimension and sparsity. A
single network model cannot deal with the features well.
'e architecture of CNN-LSTM not only has the advantage
of CNN extracting local features, but also has the advantage
of LSTM connecting the extracted features in sequences.
Although TF-IDF representation method based on word
frequency statistics has some defects in the semantic
representation, it also has good distinguishing ability for
text information with prominent keywords. In order to
integrate the emotional feature representation of two kinds
of text, a lyric emotion classification model based on CNN-
LSTM is constructed. 'e model architecture is shown in
Figure 2.

'e proposed model is divided into two parts: word
vector +CNN-LSTM and word frequency weight +Deep
Neural Network (DNN). First, CNN is used to extract
multiple sets of word vector features of the input text, and
the extracted features are integrated into the input of LSTM
neural network to output a new set of word vector feature
representation. 'en, the word bag model vector extracted
by TF-IDF is processed by DNN. 'e features of the two
categories are concatenated as the fusion representation of
lyrics text, which is finally classified and output by Softmax
to obtain the text emotion classification results.

'e lyrics emotion classification model based on CNN-
LSTM is similar to the audio emotion classification model in
network structure. 'e inputs of the audio classification
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Figure 1: Word2vec training word vector model.
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Figure 2: Emotion classification model of lyrics based on CNN-
LSTM.

Computational Intelligence and Neuroscience 3



model are spectrogram and low-level descriptor features,
respectively, while the inputs of the text classification model
are word vector and word frequency weight vector, re-
spectively [25]. 'e proposed model also has some per-
formance differences when applied to audio features and text
features. Because the audio feature dimension depends on
the extracted spectrum description feature, the sequence
length depends on the segmentation mode and frame in-
terval of the original music; the text feature dimension
depends on the distributed representation dimension set in
the feature extraction stage, and the length of the text se-
quence is directly related to the number of word items. For
the theme of song audio classification, CNN plays a leading
role in the CNN-LSTM combined network. CNN is used to
extract spectrum feature, which requires deeper convolution
operation. 'e size of convolution kernel and stride will
affect the classification performance. For the propose of
lyrics text classification, the original serialized text feature
word vector is difficult to train due to its high dimension and
sparsity. CNN mainly provides feature compression ability.
Bidirectional LSTM and matching attention mechanism
have a greater impact on classification accuracy than con-
volution layer.

BiLSTM is a structure composed of forward LSTM and
backward LSTM, which can well complete the extraction of
data features. BiLSTM can well analyze bidirectional data
information and provide more fine-grained calculation. 'e
calculation process is as follows:

h
→

t � f W
�→

· xt + W
�→

· h
→

t−1 + b
→

 ,

h
←

t � f W
←

· xt + W
←

· h
←

t−1 + b
←

 ,

yt � g(U · [h
←

; h
→

] + c),

(3)

where, one LSTM layer processes the sequence from left to
right, and the other LSTM layer processes the sequence
from right to left. W

�→
and W
←

represent the network hidden
layer parameters, xt represents the input data, h

←

t and h
→

t

represent the output results of the two LSTM layers at time
t, b

→
and b
←
represent the offset value, and yt represents the

output of BiLSTM. 'e BiLSTM structure is shown in
Figure 3.

3.2. Model Description

3.2.1. Input Layer. 'e input of the model is audio feature
data. 'e original music file is preprocessed, and the word
vector and word frequency weight vector are obtained, re-
spectively. 'e feature size of each spectrogram is nor-
malized to 256× 256× 3, where 256 is the width and height
of the image, and 3 represents the number of channels (RGB)
of the color spectrogram.

3.2.2. CNN Layer. 'e detailed view of the CNN layer model
is shown in Figure 4. In the model implementation, CNN
layer includes two convolution layers and two pooling layers.
'e input of first convolution is the word vector, the

convolution operation is performed through 64 convolution
kernels with size of 2× 2 and step of 1, and Relu is used as the
activation function [26].

'e output vector size H of CNN depends on G (input
size), κ (convolution kernel size), P (padding size), and τ
(step size). 'e calculation is as follows:

H �
(G − κ + 2P)

τ + 1
. (4)

During the convolution feature extraction, first, use a
single convolution kernel to calculate each local feature of
the input. 'en, concatenate the calculated features verti-
cally, and finally perform nonlinear calculation on the
concatenated features through the activation function to
obtain the final convolution feature. 'e mathematical ex-
pression is as follows:

h1κ(i) � f Jκ · X(i: i + κ − 1) + b( ,

h1κ � h1κ(1); h1κ(2); · · · ; h1κ(H); ,

hr1κ � Relu h1κ ,

(5)

where, Jκ represents the convolution kernel with height κ, H
is the size of the output vector, h1κ(i) is the i-th local feature,
hr1κ is the output c8onvolution feature, X is the input, and f

is the tanh activation function.

3.2.3. LSTM Layer. In order to fuse different features to
improve the classification accuracy, cascade is used to
connect the merged results as the input of LSTM layer. 'e
mathematical expression is as follows:

LSTM
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Figure 3: BiLSTM structure.
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hp1κ � max hr1κ ,

h1 � φ hp1κ, hp2κ( ,
(6)

where, hp1κ is the result of pooling operation; φ is the merge
connection function, and h1 is the input of LSTM.

'e word vectors generated from the sample set are
further extracted by the CNN layer. Specifically, for the lyrics
sample represented as [v(1), v(2), . . . , v(T)], where T is the
number of frames after lyrics segmentation. After passing
through the CNN layer, a sequence vector [c(1),

c(2), . . . , c(T)] is obtained as the input of the LSTM layer. 'e
detailed view of LSTM model is shown in Figure 5.

Input the vector output from the previous layer and
selected by the feature into the bidirectional LSTM. 'e
LSTM layer in the model has 128 units, and the output
results can be expressed as [l(1), l(2), . . . , l(T)].

3.2.4. Matching Attention Mechanism. For fine-grained
emotion analysis, the ordinary attention mechanism cannot
accurately extract the target words of fine-grained elements,
resulting in the low accuracy of emotion analysis. 'erefore,
based on the original attention mechanism, a matching
attention mechanism is built to improve this problem. 'e
input of attention matching mechanism includes two parts.
One part is the weighted word vector after the feature fusion
of Word2vec word vector feature and TF-IDF feature based
on word frequency statistics; the other part is the word
vector generated after the fine-grained feature information
in the data set is sent to Word2vec. First, these two parts of
input are fed into the matching attention mechanism, and
the context information and fine-grained element infor-
mation qs are captured at the same time.'e calculation is as
follows:

qs � Average
1
m



m

i�1
eai

,
1
n



n

j�1
eωj

⎛⎝ ⎞⎠, (7)

where, Average represents the average value of the input
vector, eai

is the word vector, eωj
is the weight word vector,

and m and n are the numbers of word vectors and weight
word vectors, respectively. In order to make the information
of fine-grained elements meaningful, only the dimensions
related to fine-grained elements will be retained in the Qt,

while other dimensions will be deleted. 'e calculation
process is as follows:

Qt � ωt · qs + bt, (8)

where Qt is the weight vector of k fine-grained elements. It
mainly looks for the dimensions related to fine-grained
elements by looking at the words nearby in the word vector
space. ωt and bt represents the weight matrix and offset
vector, respectively. After the loss function is determined,
the parameters in ωt and bt can be updated by gradient
descent method. When the loss function converges, the
optimal solution can be obtained. 'en multiply Qt by a
randomly initialized matrix ψ to obtain the target word as

matching the fine-grained elements identified by matching
attention, which is expressed as follows:

as � ψ · Qt, (9)

where, the dimension of ψ is k× d. It can be updated by
gradient descent method.

Finally, matching attention weight pi is calculated
according to as. 'e calculation is as follows:

pi �
exp tanh h

T
i · ω0 · as  


n
j�1 exp tanh h

T
j · ω0 · as  

, (10)

where ω0 ∈ R
d×d is a trainable weight matrix, h is the output

of LSTM hidden layer.
Finally, the weighted sum of the hidden vector hi gen-

erated by the bidirectional LSTM and thematching attention
weight pi is used for the sentence representation Zs of
emotion classification, which is expressed as follows:

Zs � 
n

i�1
pihi. (11)

Take Zs as the feature of the final emotion classification
and put it into the fully connected layer for linear trans-
formation, and Softmax classifier is used for emotion
classification to obtain the final emotion ϕ. 'e mathe-
matical expression is as follows:

ϕ � softmax ωZ · Zs + bZ( . (12)

3.2.5. DNN Layer. 'e input of DNN layer is the word
frequency weight vector, which contains three hidden layers,
also known as FC (fully connected layer). All nodes of FC in
the network are connected with the nodes of the previous
layer to achieve the purpose of integrating feature infor-
mation and reducing dimension.'e number of nodes of the
three FCs in the model is 256, 128, and 64, respectively. 'e
dimension of the input feature is further compressed after
passing through the DNN layer.

3.2.6. Output Layer. 'e output layer consists of FC and
Softmax. First, the output of word vector features through
CNN layer, LSTM layer, and attention mechanism layer and
the output of word frequency weight vector features through

LSTM

Feature sequence

Fully Connected

Figure 5: LSTM model.
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DNN layer are concatenated as the final classification feature
vector representation. Output classification is through FC
and Softmax layers. 'e Softmax layer is a loss function,
which is used to map the output to the probability interval to
obtain the classification probability distribution, so as to
output the classification results. 'e model is actually
classified into four emotional categories: happy, sad, healing,
and calm.

4. Experiments and Analysis

In order to build a parallel corpus of Chinese audio and
lyrics, the data source is locked on the domestic music
platform, and the data is collected based on the target of the
task. In order to select the songs with higher quality, the
songs with more credibility are selected, that is, the songs
with a playback times of more than 2.5 million. In order to
further carry out the task of music emotion classification,
four kinds of emotion labels with happy, sad, healing, and
calmwere selected as candidates. A total of about 6000music
were collected. After further screening of song length, audio
quality and language, 5286 music were finally retained as the
candidate data set. On this data set, it is divided into two
parts: training set and test set. 'e specific information of
each data set is shown in Table 1.

In the experiment, the lyric text is preprocessed. First,
the word segmentation is carried out to remove the invalid
information related to music composition and stop words,
and constructs a pure lyric text word item combination
representation. 'en, the text is transformed into a digital
vector recognized by the computer through different
feature extraction methods, and the feature dimension of
the text vector is set to 100 dimensions. Finally, input
them to the classifier to output the emotion classification
results. 'e parameters of LSTM model are shown in
Table 2.

4.1. Classification Accuracy of Different Text Features. 'e
experiment adopts different word frequency weight vector
feature extraction methods to verify the emotional classi-
fication performance of lyrics. First, the preprocessed text is
represented by text vector through TF-IDF and Word2vec
feature extraction methods, and then the same SVM clas-
sifier is used to output the emotion classification results. 'e
classification accuracy of different text extraction methods is
shown in Table 3.

As can be seen from Table 3, TF-IDF is completely
based on the features of word frequency. When facing the
sample data with implicit emotional semantics such as
lyrics, the emotional classification performance is slightly
insufficient, and the average classification accuracy is only
0.701. At the same time, the distributed word vector
feature representation extracted by Word2vec tool has
also achieved good accuracy in SVM classifier. 'e clas-
sification accuracy of happy emotion is as high as 0.801
and the average classification accuracy is 0.746. 'is
distributed vector can be well used as the input of deep
network method.

4.2. Classification Accuracy of Different Attention
Mechanisms. In order to study whether the matching at-
tention mechanism can further improve the performance, it
is compared with the traditional attention mechanism. 'e
evaluation results of the joint training model on the selected
data set are shown in Table 4, in which the average classi-
fication accuracy is used for performance evaluation.

It can be seen from Table 4 that the matching attention
mechanism significantly improves the classification per-
formance of the model, and its average classification ac-
curacy is 0.826, which is 0.073 higher than that of the
traditional attention mechanism. 'e traditional attention
mechanism cannot accurately extract the target words of
fine-grained elements, resulting in the low accuracy of
emotion analysis. 'e matching attention mechanism can
solve this problem, and greatly improve the classification
accuracy combined with the context information.

4.3. Experimental Comparison and Analysis with Other
Methods. In order to demonstrate the performance of the
proposed method, it is experimentally analyzed with

Table 1:'e size of the data set and the number of songs contained
in each type of emotion.

Training set Test set Total
Happy 1078 194 1272
Sad 1267 317 1584
Calm 882 221 1103
Healing 1061 266 1327
Total 4288 998 5286

Table 2: Parameter setting of LSTM network model.

Parameter Value
Loss function Softmax
Optimizer Adam
Learning rate 0.01
Activation function Tanh
Dropout 0.03
Batch size 50
Epoch 30

Table 3: Classification accuracy results of different text features.

Text features TF-IDF Word2vec
Classification method SVM
Happy 0.762 0.801
Sad 0.735 0.779
Calm 0.647 0.698
Healing 0.661 0.703
Average 0.701 0.746

Table 4: Experimental results of three attention mechanisms.

Model Classification accuracy
Traditional attention mechanism 0.753
Matching attention mechanism 0.826
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Reference [14, 15, 19] on the selected data set. 'e classi-
fication accuracy of different emotions in lyrics is shown in
Figure 6 and Table 5.

As can be seen from Figure 5 and Table 5, the proposed
method combines the characteristics of CNN and LSTM,
constructs an emotion analysis model based on CNN-LSTM,
and combines DNN network learning to greatly improve the
accuracy of music emotion classification, with an average
classification accuracy of 0.848. 'e fusion processing of
deep learning network improves the classification perfor-
mance, especially integrates the matching attention mech-
anism, accurately extracts the target words of fine-grained
elements, and significantly improves the classification ac-
curacy of emotional types such as calm and healing, which
are 0.056 and 0.045 higher than those in reference [19].
Reference [19] uses CNN-LSTM architecture to complete
music emotion recognition. Although the average classifi-
cation accuracy reaches 0.815, it is easy to confuse emotion
types such as calm and healing, and the performance needs
to be improved. Reference [14] classifies emotions based on
gradient descent SNN classifier, and reference [15] classifies
emotions based on stacking multi-modal ensemble learning
method. Both of them are difficult to accurately distinguish
massive and complex music types, and the average classi-
fication accuracy is about 0.800. In conclusion, the proposed
method uses the comprehensive feature extraction ability of
CNN and the ability of LSTM to process the serialized data

to obtain better classification results, and has stable per-
formance and high robustness under each subclassification.

5. Conclusion

Music contains rich human emotional information. 'e
study of music emotional classification is helpful to organize
and retrieve massive music data. Because of the large
number and multiple dimensions of music, it is difficult and
incomplete to extract emotional features. 'erefore, a music
emotion classification method based on deep learning and
improved attention mechanism is proposed. 'e word
frequency weight vector obtained based on TF-IDF is input
into DNN for feature analysis, and the word vector obtained
by Word2vec method is sent into the emotion analysis
model based on CNN-LSTM. After the output of the two
feature extraction channels are fused, the output layer
outputs the emotion type. 'e experimental results based on
the selected data set show that matching attention mecha-
nism can more accurately extract the target words of fine-
grained elements and improve the classification perfor-
mance. Compared with the traditional attentionmechanism,
its average classification accuracy is improved by 0.073.

'e processing of audio features in this paper is still a
little rough. Only using the existing common features cannot
fully reflect the relationship between music structured in-
formation and human emotion. 'erefore, the feature ex-
traction method with more music emotion classification
ability can be further explored.
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National dance is an important symbol of national spiritual culture, as it embodies each nation’s unique history, living habits,
ideology, and culture. Many Chinese ethnic groups have developed their own dance forms and styles, each with their own set of
charms. Strengthening our understanding of its style and characteristics is critical to our understanding of the national dance. To
begin with, this paper proposes a patch-based multiview stereo reconstruction scheme that can accurately reconstruct 3D
character models. �e movement capture system then collects national dance movement data and uses them to drive a three-
dimensional character model that generates dance visual animation. In the human skeleton model, a spatial-temporal HMM
(hidden Markov model) is proposed that not only studies the temporal information of human movements but also the spatial
information of adjacent connection points. �e recognition rate of this algorithm increases to 95.68 percent when the number of
setting points is increased to ten and to 98.28 percent when the number of setting points is increased to twenty, according to the
research. �e experimental results show that the 3D reconstruction model of ethnic dance developed in this paper is capable of
meeting the goal of ethnic dance digitalization while being simple to use, being low in cost, and with a good display e�ect.

1. Introduction

�ree factors make up the essence of dance style: formal
characteristics, thoughts, and images of dance works. �ey
are concerned not only with the expression of the external
form of dance works but also with the transmission of
spiritual ideas. Many factors in�uence the formation and
development of a dance style, including the social envi-
ronment, history, and culture, as well as the personal
preferences and aesthetics of the dancers. �e styles and
characteristics of di�erent national dances are obviously
di�erent, in�uenced by regional, national psychology, cul-
ture, and other factors. People will gain a better under-
standing of ethnic dance style characteristics by comparing
the style characteristics of di�erent ethnic dances. National
dancers use special costumes or auxiliary props such as a
stage to assist dancers in performing and silk to express
dance images, in addition to using body movements to
express national dance culture. �e e�ective arrangement of
dance movements and e�orts to use the arrangement and

�exible design of shapes to form a good dance performance
image share many similarities with national dance art and
painting art. �e lines produce products that satisfy the
aesthetics, interesting dance steps, and emotional resonance
of the audience.

National dance has a long and ancient history as a
phenomenon of dance culture and embodies a speci�c style
and a speci�c form, as well as historical changes and the
development of the times in a speci�c period, i.e., the de-
velopment of the times has a far-reaching impact on the
national dance culture. To demonstrate the national dance,
Piniés et al. used 3D modeling and human motion capture
technology, and the model used in the dance was an ani-
mation model drawn by hand [1]. Ma et al. proposed a dance
training system that combines motion capture and virtual
reality by capturing imitation motion, projecting it on the
screen using virtual reality technology, and providing
feedback, but there occurred a large error in capturing
motion [2]. Jones et al. proposed to perform three-di-
mensional convolution in the CNN (Convolutional Neural
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Network) convolution layer, in order to capture the dis-
tinguishing features of spatial and temporal dimensions [3].
By extracting 16 joint points, Liu et al. were able to perform
motion tracking and attitude analysis. Because the human
body’s movements are flexible, simply changing the joints
will result in a large error in recognizing the movements of
the human body [4]. Werner et al. used the metric learning
algorithm twice during the time-consuming model training
stage. ,is means that achieving the real-time recognition
effect for an unfamiliar action is difficult for the algorithm
[5]. Furthermore, because this type of algorithm must make
complex decisions in order to eliminate a large number of
false 3D graphics primitives, the search volume is too large
and the efficiency is too low, making it unsuitable for
widespread use. It is the most effective means of improving
the efficiency of the bottom-up recognition algorithm by
aligning it with engineers’ drawing methods and starting
from a higher level of graphic semantics.

Video technology research has become one of the hottest
topics in academia in recent years. Video motion recognition
is one of the most important video technologies for the ap-
plication of video intelligence, and it is widely used in many
fields [6, 7]. As a result, using 3D reconstruction technology to
protect Chinese national dance art and culture is critical. ,e
national dance artists are reconstructed using 3D recon-
struction technology [8], their images are saved in digital form
on the computer, and a model of national dance artists driven
by dance scores is imported. ,e underlying data are selected
and analyzed in the feature extraction stage, and the action
information is modeled on the data to obtain the human
action pattern. It is a crucial component of human motion
recognition that has a direct impact on the accuracy and
robustness of the system. It investigates not only the time series
data of human movement but also the spatial data of adjacent
connection points in the human skeleton model, in order to
better reflect the fundamental law of feature distribution.

1.1. Main Research Contributions

(1) ,is document combines camera image array and
Kinect principle to collect depth images and calcu-
lates the 3D point cloud coordinates and normal
vectors of depth images. ,en, this paper uses the
camera pose matrix estimation method with edge
feature points as the auxiliary relationship to realize
point cloud matching, and the generated point cloud
is triangulated to form a triangular surface model.

(2) People should not only judge the type of action
according to the image when the action is still but
also pay attention to the whole changing process of
the action from the beginning to the end. In this
paper, a human motion recognition algorithm based
on 3D joint space-time information is proposed. ,e
algorithm extends the one-dimensional hidden
Markov model, which studies time series informa-
tion, to spatial time series HMM, which not only
studies the time series information of actions but also
studies the spatial information of events.

1.2. Structural Arrangement. Section 1 introduces the re-
search background and significance and then gives the main
work of this paper. Section 2 mainly introduces the related
technologies of 3D reconstruction. Section 3 puts forward
the concrete methods and implementation of this research.
Section 4 verifies the superiority and feasibility of this re-
search model. Section 5 is the summary of the full text.

2. Related Work

2.1. Research on 3D Reconstruction Technology. 3D recon-
struction is an important part of the field of artificial vision,
in which the recovery of 3D structures of objects and scenes
from 2D image sequences based on motion information has
always been an important research content of 3D recon-
struction. In order to get more detailed information from the
model, it is necessary to reconstruct a dense point cloud.
,erefore, it is very important to solve the problem of dense
pixel matching in image sequences.

Ma et al. proposed an energy function, which contains
not only a constant brightness term but also a regularization
term, which can supplement the optical flow information of
weak texture areas [9]. Hernando et al. adopted effective
duality based on optimization scheme and extended it to
video registration of multiframe optical streams by estab-
lishing a long-term temporal coherence model with sub-
space constraints [10]. Han et al. proposed that the subspace
constraint should be regarded as an implicit long-term
trajectory regularization term in the whole video, and the
time-consistent optical flow can be obtained [11]. Lu et al.
proposed using subspace constraints to build a multiframe
optical flow model and made a clear reasoning on occlusion
[12]. However, this method is limited by the hard subspace
constraint of the known principal component analysis base,
which is calculated by sparse feature tracking.

,e method of model reconstruction through the soft-
ware can provide abundant components and functions by
the software itself, and it is convenient to construct the
Wang Wei model, which provides convenience for the
design of the article model. Kottkamp et al. proposed an
automatic surface generation system [13]. ,e system uses a
handheld camera to collect image sequences, and through
multiview feature matching, it can automatically complete
camera calibration and layered reconstruction of object
surface. Boden et al. constructed the RGB-D mapping
system by using the depth and color information collected by
Kinect [14]. ,e system combines battery correction and
visual feature matching and realizes the postregistration of
three-dimensional point clouds. ,en, through closed-loop
detection and global optimization, the indoor scene can be
reconstructed in real time. Chen et al. realized real-time 3D
reconstruction by using mobile Kinect and studied the
physical interaction and multitouch of the reconstructed
scene [15].

2.2. Research on Human Motion Recognition Technology.
,e features of human motion recognition learned by tra-
ditional methods cannot cope with the troubles caused by
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complex scenes, and the problems to be solved are limited.
,e way of deep learning conforms to the mechanism of
human perception of the world. When there are enough
samples, the features learned through deep network often
have certain semantic features.

Yin et al. divided the human skeleton into five parts,
represented by five subnetworks, and then fused them at the
high level. An end-to-end recurrent neural network method
based on the skeleton is proposed for human body recog-
nition [16]. Iosifidis et al. put forward a new cyclic attention
neural network, which uses separated spatial attention to
improve the accuracy in the data set [17]. Almazán et al. put
forward a dance training method based on systematic de-
sensitization, defined the function of systematic desensiti-
zation training, and concluded that this method can help
athletes to master sports dance skills [18]. Wang applied
support vector machine to motion recognition, and they
classified the extracted local feature vectors linearly. Later,
many researchers used support vector machine in the rec-
ognition process [19]. Wang et al. combined the features of
skeleton and contour, considered the boundary of contour
itself, and used the background removal method to obtain
contour [20]. ,en, the histogram of human body shape is
calculated by a radial algorithm centered on silhouette, and
the final descriptor is obtained by combining the two fea-
tures. Chang et al. used inertial sensors and depth cameras to
capture the actions of cooking food (such as cutting food,
subpackaging food, and eating food) [21]. Referring to the
acceleration measured with the wearable inertial sensor, the
coordinates and displacements of the human wrist, elbow,
and shoulder can be estimated according to the depth data.

3. Methodology

3.1. %ree-Dimensional Reconstruction of the National Dance
Style Characteristics

3.1.1. Overall Framework. ,e primary goal of the national
dance deductive process is to use the image deductive
process to allow the audience to truly experience and feel the
allure of dance as an art form. Each nation’s physical for-
mation and dynamic characteristics are not only closely
related to the nation’s historical development but also the
result of artistic creation. Dance is thus not only an artistic
expression but also a symbol of traditional culture and
customs. Every feature of each historical stage is reflected in
national dance, which has always been the carrier of popular
culture. In a unique way, it preserves and accumulates
cultural factors at various historical stages. ,e model’s
accuracy is always inversely proportional to the amount of
data stored. A portion of the storage space will be sacrificed
in order to achieve high accuracy, and the compression of
the storage space will inevitably result in a decrease in ac-
curacy. As a result of the discrepancy between the amount of
data and the model’s accuracy, the strain reference template
is chosen for the measured point cloud. ,e first box’s point
cloud template is arbitrary and can be a standard template.
,e previous frame’s point cloud is used as the reference
template for the next frame after nonrigid body registration,

and then, the rigid body’s point cloud registration method
with two viewpoints is used for preregistration. ,is is to
strike a balance between accuracy and data volume so that
the final model can satisfy both computers and users.

Using the depth data collected by mobile Kinect, high-
quality 3D models can be reconstructed in real time. ,e
technical framework of the Kinect Fusion system is shown in
Figure 1.

Firstly, the system collects the original depth data
through Kinect and then calculates the unit coordinates and
normal vectors from the spatial point cloud. ,en, the
absolute camera pose is calculated by iterative algorithm,
and the point cloud registration operation is carried out. In
the process of point cloud merging, different from the
previous simple point cloud merging methods, the system
uses truncated symbolic distance function to map the point
cloud data into a global cube to realize the merging. Finally,
the ray tracing method is used to model the surface
according to the current camera pose.

Because the obtained depth map contains some holes, it
is necessary to repair the depth map in order to improve the
quality of subsequent reconstruction. In this paper, the
method of joint bilateral filtering is used to draw depth data.
Its basic idea is to use the RGB image as the guide map and
fill the missing information in the depth map with its full-
edge information.

,e filtered depth map is expressed as

Dx
′ �

ijw
s
i,jw

c
i,jw

z
i,j

ijwi,j

, (1)

where ws
i,j, wc

i,j, and wz
i,j is the spatial weight, color weight,

and depth weight, respectively.
,e data processing flow of the system mainly includes

three parts: calibration, acquisition, and registration, as
shown in Figure 2.

After the system is started, first initialize the system
parameters, setting the Kinect depth frame resolution to
650× 460 and the frame rate to 20 frames per second, and
initialize Kinect Fusion-related parameters. In the acquisi-
tion stage, Kinect Fusion integrates them into their global
surface model system and uses the ICP (Iterative Closest
Point) algorithm.

Estimation of the current position of Kinect: in the
registration stage, two point clouds are fitted to the same
coordinate system, which provides a good starting position
for the subsequent ICP algorithm and improves the regis-
tration accuracy. In the calibration stage, the point clouds
obtained by two Kinect cameras are adjusted to the same
coordinate system. ,e calibration process only needs to be
done once after the hardware platform of the system is built.

3.1.2. Point Cloud Registration. Point cloud registration is
the key link of network reconfiguration technology, and the
accuracy of point cloud registration directly affects the
quality of the reconfigurationmodel. Because the accuracy of
image processing is usually high, this step needs a lot of
calculations, so the execution efficiency becomes one of the
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criteria to judge the algorithm. Besides efficiency, the ac-
curacy and completeness of reconstruction must also be
considered, because these factors determine the quality of
the point cloud. In the process of recording consecutive
frames, the body shape parameters of the same measured
object must be the same. Firstly, the shape parameters of the
standard model are selected as reference elements and then
optimized according to the cost function, which is optimized
frame by frame.

PMVS (Patch-Based Mufti View Stereo) algorithm is the
best multiview stereo reconstruction algorithm at present. In
addition, in order to distinguish between rendering and
sparse reconstruction, this step is also called dense recon-
struction. PMVS only reconstructs rigid structures. It will
automatically ignore nonrigid structures, such as pedestrians
in front of buildings. Given a set of oriented 3D points, the
3D coordinates and normal of each point are estimated.
When the Kinect acquisition scene is mainly composed of
walls and other planes, the ICP algorithm adopted by Kinect
Fusion will terminate the iteration problem ahead of time,
and the camera pose cannot be accurately estimated at this
time, which will affect the results. It is not difficult to imagine
that this problem can be solved by adding other corre-
sponding nearest point pair selection methods. ,erefore,
this paper adopts the method of adding the edge features
corresponding to the nearest points to avoid this problem.

Because the number of edge feature points in the reg-
istration process is much smaller than the number of nearest
points corresponding to the original method, the error
function between the nearest points of the edge is relatively

Original depth image

Generated depth data

Camera attitude matrix
estimation 

Point cloud fusion Point cloud rendering

Updated point cloud data

Figure 1: System framework.
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weak. Here, the weight coefficient α is used to amplify the
edge characteristic error function and increase its propor-
tion in the total error function. So the final error function is
shown in the following equation:

E′ Tg,i  � E1 + αE2, (2)

where it is the error function before modification, namely,

E1 � 
u

Tg,i
_Vi(u) − V

g

i− 1(u) 
T

· N
g
i−1(u)

������

������2
,

E2 � 
q

Tg,i
_Vi(q) − V

g

i−1(q)
�����

�����2
.

(3)

From the operations given above, we can get the final error
function E′(Tg,i), which is consistent with the original
error function of Kinect Fusion, and E′(Tg,i) can also be
transformed into linear equations for least square
optimization.

,e center coordinate and normal vector of the patch are
optimized to maximize the average correlation coefficient. In
the optimization process, the center point of the patch is
fixed on the ray of the reference image and the optimization
degree of freedom is 3. ,e z coordinate of the center of the
patch represents the two angles α and β of the normal vector.
,e equation of the slope is shown as follows:

a X − Xc(  + b Y − Yc(  + c Z − Zc(  � 0. (4)

,e relationship between normal and direction angle is
a � cos α cos β, b � sin α cos β, and c � sin β.

3.1.3. Body Shape and Posture Estimation. ,e Poisson
reconstruction method is used to reconstruct the surface of
the recorded point cloud. Poisson reconstruction can
consider all sampling points globally and has good ro-
bustness. After the surface is reconstructed, texture map-
ping is performed according to the vertices of the human
mesh and the nearest neighbors of the human point cloud.
For the vertex of each patch in the model, we find the
nearest point in the point cloud, calculate the distance
between the corresponding points, and assign the texture
coordinates of that point to the vertex if it is less than the
threshold. Considering the extensive research value and
application prospect of the 3D human body model, this
section proposes a method of human body model recon-
struction combined with the human body model for
nonrigid reconstruction of the dynamic human body.
SMPL (Skinned Multiperson Linear) can accurately rep-
resent various postures and body shapes of the human body
according to the deformation of skin apex, can simulate the
bulge and depression of human muscles and other tissues
during limb movement, so as to avoid surface deformation
during movement, and can accurately describe the human
body. Stretched and contracted muscles show the same soft
tissue movement as real people.

,rough rigid body registration, the two models are
preregistered, and then the shape and posture parameters of
SMPL are optimized to obtain the final model. ,e cost
parameters are constructed as follows:

E(β, θ) � λm2sEm2s + λβEβ(β) + λθEθ(θ). (5)

Among them, Eβ in the cost function is the prior constraint
term of body shape and Eθ in the cost function is the
constraint of posture, which helps to prevent unnatural
posture. ,e obtained body shape parameters and posture
parameters are input into the SMPL generation model, and a
complete three-dimensional human body model is obtained.

,e constraint term Em2s represents the sum of the
distances of the corresponding points between the recon-
structed points and the standard model:

Em2s(M, P) � 
mi∈vis(M)

ρ min mi, v
����

���� .
(6)

Here, M is the model surface, P is the scanning point cloud,
function vis(M) represents the effective visible model ver-
tex, mi is the effective point on P, ρ is the robust
Geman–McClure function, and v is the point corresponding
to mi point on the SMPL model. λm2s is its weight term.

3.2. Dance Movement Recognition

3.2.1. Feature Extraction. National dance is a form of time
and space coexistence art. It, like other straight tree arts, has
cultural and individual characteristics that are connected
through communication. ,e passage of time and space has
brought about significant changes in people’s lives and
cultures. National dance should be based on current events.
At the same time, folk dance follows the rhythm of the times
and incorporates its characteristics. ,e theme and dance
form were innovated and arranged in accordance with
China’s different revolutionary histories and modern
opening periods, reflecting the characteristics of the times at
the time. ,e goal of extracting local features in human
motion recognition is to pique people’s curiosity. In the part
of a motion that changes significantly, there is no need to
locate and track the entire human body. External envi-
ronmental factors such as the change in human body shape,
the change in shooting angle, the change in illumination, and
the problem of occlusion have strong anti-interference
properties.

In the experiment of this chapter, (xi, yi, zi) is used to
represent the three-dimensional coordinate of the ith bone
joint and J � [J1, J2, . . . , JM] represents the selected M bone
joints. ,e calculation method of displacement vector fea-
tures is as follows:

d
t
i �

J
t+1
i − J

t−1
i

ΔT
, t � 1, 2, . . . , N, i � 1, 2, . . . , M, (7)

whereJt
i represents the coordinate of the ith bone joint in the

t frame, N represents the serial number of the frame in
which the bone joint is located, and M represents the
corresponding label of the selected bone joint. ΔT represents
the time interval between the t + 1 frame and the t − 1 frame.

Content-based retrieval technology has been proved to
be very effective and fast in similarity search of large-scale
data. ,erefore, this section is devoted to extending the
retrieval technology to real-time motion recognition.
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General templates representing various categories can be
used as template patterns to directly match and identify test
actions.

Assume that x andy represent a frame of the test sample
and the general template, respectively, to support the sim-
ilarity calculation:

hp(x, y) �
1, xp ∈ yp,

0, otherwise.
 (8)

Here, if the two x andy do not match, s(x, y) is no longer
assigned to zero, but a negative value, and hp(x, y) − 5 is
given as punishment, thus enhancing the difference between
different actions.

In the process of recognition, each part of it is searched
in its corresponding key table in turn. ,e accumulated
scores of these results can be used as the identification basis,
and the specific identification process is shown in Figure 3.

After the previous steps, the key frame is represented by
a five-dimensional vector, where each dimension represents
the pose mapping of a part of the frame. For each dimension,
we look for its match on its corresponding key. ,erefore,
five sets of search results are returned for these five di-
mensions.,erefore, we need to further analyze these search
results and find the matching results from the intermediate
frames. ,e input frame can always find as many matches as
possible, which leads to the accurate classification of similar
actions. Finally, input action recognition is determined by
the general template with the highest performance score.

3.2.2. Action Classifier Design. HMM (hidden Markov
model) is a dynamic model based on stochastic process and
probabilistic observation. It is widely used in the recognition
of various dynamic process systems involving state transi-
tion, such as speech recognition, handwriting recognition,
and motion recognition. Its basic assumptions include the
output independence hypothesis and the Markov hypoth-
esis. ,e value is implicit, and it is one of some finite se-
quence of states. Markov hypothesis means that the current
state completely depends on the state of the previous mo-
ment, and there is a fixed probability of this dependence
between states.

Evaluation is the first problem to be solved in the motion
recognition algorithm based on HMM, because given the
observation sequence O and multiple HMMs, it is necessary
to judge which HMM produced the observation sequence O

according to the evaluation results.
,ere are two solutions to the evaluation problem: the

forward algorithm and the backward algorithm.,eMarkov
hypothesis is extended to the two-dimensional case. ,e
state of the feature block depends on the state of the left
feature block and the state of the upper feature block. ,ere
is a fixed probability between these states.

Both forward probability and backward probability can
be calculated effectively by recursion. Unlike the new for-
ward algorithm proposed in this paper, the iterative se-
quence of backward algorithm is from right to left and from
bottom to top. ,e backward algorithm iteratively calculates
ϕw+1

i (m, x) and βw
i+1(m, n), which represents the backward

probability of the joint state of adjacent feature blocks. ,eir
definitions are as follows:

βw
i+1(m, n) � p o

w+1,...,W
i+1 , Ot+2, . . . , OT|q

w
i � sm, q

w
i+1 � sn ,

ϕw+1
i (m, x) � p Oi+1, . . . , OT|q

w
i � sm, q

w
i � sx( .

(9)

4. Experiment and Results

In order to quantitatively compare the 3D SMPL human
body models reconstructed by this method, this section uses
the shadow recovery shape 3D reconstruction method to
establish the standard 3D human body template and adds
additional illumination constraints on the basis of this
method. In order to optimize the depth value, this method
integrates the illumination information of the object surface
and the generated 3D model is smoother and contains more
detailed information of the object surface.

,en, the three-dimensional human body model
reconstructed by the first two methods is registered with the
standard template, and the nearest geometric distance be-
tween the reconstructed model point and the standard
template is calculated and represented by pseudo-color. By
comparing the root mean square values of the generated
model and template, the similarity between the model and
template can be effectively reflected. ,e error comparison
of the former two methods is shown in Figure 4.

According to the calculation of Figure 4, the average root
mean square error of this method is 2.23 times that of this
method and the reconstruction effect of this method is
better.
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Figure 3: Real-time motion recognition process.
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For each group of data sets, we conduct a user-inde-
pendent group action pattern recognition experiment, and
we select three collected samples as training sets and the
other two as test samples. As shown in Figures 5 and 6, for
each action type, only the first two training samples are
selected for each captured topic for training; that is, there are
only 6 training samples for each action type.

It can be seen from the results that the recognition
accuracy of this method is the highest among all methods.
As far as human perception is concerned, they belong to
the same action category, but due to different arm actions,
the action data values may be quite different. ,erefore,
when these actions are calculated and recognized as a
whole, the recognition accuracy will be seriously affected
and our limb-based segmentation method can avoid this
shortcoming.

In this section, on the basis of the above experiments, some
extended experiments are made. Table 1 gives the comparison
of the algorithm proposed in this paper and the training time of
a single sample in each stage of reference [19–21].

It can be seen from Table 1 that the average training time
of the model in [19] for a single sample is more than 20 times
higher than that of the algorithm in this paper. ,e amount
of data in this database is relatively small, so this time cannot
be ignored for a database with a relatively large amount of
data. It can be concluded that the algorithm in this paper can
basically recognize human movements in real time. More
importantly, the algorithm in this document does not need
human intervention. According to different databases, the
parameter values can be automatically adjusted according to
the input data, and the adaptability is strong.

In order to reduce the randomness of the clustering
process, nine people are used for training and one person is
used for testing in the database, which is a one-time cross-
validation method. Table 2 shows comparison with the other
literature studies.

As can be seen from Table 2, the recognition rate of this
algorithm basically exceeds that of all the current literature.
It is easy for an algorithm to achieve a high recognition rate
in the database, but it is very difficult to increase it by a few
percentage points on the existing basis.

,e auxiliary training method collects the coordinate
points of each trainer’s motion joints and compares them
with the standard movements. ,e Kinect is used to collect
the position of the trainer’s motion coordinates, and the
error values of the motion joint coordinates obtained by the
three methods are compared to assist the dance method.
Compared with the data collected by Kinect, the detailed
analysis of joint angle capture in motion capture shows the
experimental results in Figure 7.

In Figure 7, the method designed in this paper is more
accurate in angle capture than other comparison methods. It
can be known that the analysis method of folk dance style
characteristics based on 3D reconstruction designed in this
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paper has higher accuracy in capturing the trainer’s
movement position and can form a more accurate contrast
with the standard movement, thus realizing error correction
in auxiliary training.

,e experiment will investigate the influence of test
sample noise on spatio-temporal HMM recognition per-
formance. ,e test sample feature space is composed of
Gaussian noise with different signal-to-noise ratios. At this
time, the number of training samples is set to 50% of the total
number of samples. In the experiment, feature information
from different joint points is used to represent the features of
the human body model and the influence of feature di-
mensions on the recognition rate of the model is tested. ,e
results are shown in Figure 8.

,e change of curve reflects the influence of the di-
mension change of skeleton model features on the recog-
nition algorithm. ,e larger the dimension, the richer the
skeleton model features. When the feature dimension in-
creases, the recognition rate increases, while the recognition
rate of one-dimensional Markov model algorithm decreases.
When the number of joints increases to 10, the recognition
rate of our algorithm increases to 95.68%, and when the
number of joints increases to 20, the recognition rate of our
algorithm increases to 98% and 28%. When the feature
dimension is small, the reason for the low recognition rate of
our algorithm in this paper is that the spatial dependency
between low-dimensional feature blocks is fuzzy and the
dependency is easily affected by noise in the training feature
space, which will affect the performance of our algorithm.
Experimental results show that the proposed algorithm is
superior to the one-dimensional Markovmodel algorithm in
recognition rate and robustness in solving high-dimensional
human motion recognition problems.

5. Conclusions

Ethnic dance is a powerful reflection of a country’s culture,
national identity, and historical tradition. Dances of various
nationalities have their own distinct styles as an important
cultural card of a nation. It is necessary to understand the
style characteristics of national dance in order to better
understand its performance characteristics and improve its
performance effect. ,is is done by first understanding its
basic characteristics. ,e upper and lower parts of the hu-
man body are scanned with two Kinect depth cameras, and
the two 3D point clouds obtained by scanning are spliced to
create a complete 3D model of the human body. ,e one-
dimensional hiddenMarkov model is extended to the spatial
time series HMM in order to solve the dimension disaster
caused by the three-dimensional representation of the

Table 1: Training time comparison.

Method Feature
extraction (ms)

Feature
processing (ms)

Training
classifier (ms)

Methods of
this paper 6.693 0.524 6.632

Literature [19] 6.358 6.012 2012.214
Literature [20] 10.332 18.324 1869.367
Literature [21] 7.213 9.668 2231.47

Table 2: Comparison between identification results and main-
stream methods.

Method Recognition rate (%)
Methods of this paper 88.6
Literature [19] 93.2
Literature [20] 90.7
Literature [21] 97.8
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human body. ,e recognition rate of this algorithm in-
creases to 95.68 percent when the number of joints is in-
creased to ten and to 98.28 percent when the number of
joints is increased to twenty, according to the experimental
results. ,is method is quick and simple to use, and it can be
applied to augmented reality, ethnic dance style analysis, and
other applications.

Data Availability

,e data used to support the findings of this study are
available from the author upon request.
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Graph simultaneous localization and mapping for three-di-
mensional reconstruction of large and complex environments
using a multicamera system,” Journal of Field Robotics, vol. 27,
no. 5, pp. 561–586, 2010.

[2] S. Ma, R. Zhu, C. Quan, L. Chen, C. J. Tay, and B. Li, “Flexible
structured-light-based three-dimensional profile reconstruc-
tion method considering lens projection-imaging distortion,”
Applied Optics, vol. 51, no. 13, p. 2419, 2012.

[3] H. G. Jones, K. P. Mingard, and D. C. Cox, “Investigation of
slice thickness and shape milled by a focused ion beam for
three-dimensional reconstruction of microstructures,”
Ultramicroscopy, vol. 139, pp. 20–28, 2014.

[4] M. Liu, L. Zhang, and C. Li, “Nonuniform three-dimensional
configuration distributed SAR signal reconstruction clutter
suppression,” Chinese Journal of Aeronautics, vol. 25, no. 3,
pp. 423–429, 2012.

[5] H. Werner, J. Lopes, G. Tonni, and E. Araujo Junior, “Plastic
reconstruction of fetal anatomy using three-dimensional ul-
trasound andmagnetic resonance imaging scan data in a giant
cervical teratoma. Case report,” Medical Ultrasonography,
vol. 17, no. 2, pp. 252–255, 2015.

[6] Y. Hu, J. Zhan, G. Zhou et al., “Fast forest fire smoke detection
using MVMNet,” Knowledge-Based Systems, vol. 241, Article
ID 108219, 2022.

[7] X. Ning, K. Gong, W. Li, L. Zhang, X. Bai, and S. Tian,
“Feature refinement and filter network for person Re-iden-
tification,” IEEE Transactions on Circuits and Systems for
Video Technology, vol. 31, no. 9, pp. 3391–3402, 2021.

[8] W. Cai, D. Liu, X. Ning, C. Wang, and G. Xie, “Voxel-based
three-view hybrid parallel network for 3D object classifica-
tion,” Displays, vol. 69, Article ID 102076, 2021.

[9] H. Ma, Z. G. Liu, Y. Bao, P. X. Ran, and N. S. Zhong,
“Morphology and three-dimensional reconstruction of the
digestive system of Periplaneta americana,” Journal of Medical
Entomology, vol. 46, pp. 165–168, 2009.

[10] J. Hernando, D. Geijo, I. O. Leizaola-Cardesa et al., “Re-
construction of liposarcoma resection defect with a made-to-
measure polyethylene prosthesis using three-dimensional
digital technology,” Journal of Craniofacial Surgery, vol. 29,
no. 1, pp. 16-17, 2018.

[11] Q. Han, A. Zhang, C. Wang, K. Yang, and J. Wang, “Ap-
plication of three-dimensional reconstruction to improve the
preoperative measurement accuracy and applicability of

femoral neck torsion angle,” Medicine, vol. 98, no. 45, Article
ID e17727, 2019.

[12] M. Lu, Y. Li, Y. Luo, W. Zhang, Y. Zhou, and C. Tu,
“Uncemented three-dimensional-printed prosthetic recon-
struction for massive bone defects of the proximal tibia,”
World Journal of Surgical Oncology, vol. 16, no. 1, p. 47, 2018.

[13] H. Kottkamp, G. Hindricks, G. Breithardt, and M. Borggrefe,
“,ree-dimensional electromagnetic catheter technology:
electroanatomical mapping of the right atrium and ablation of
ectopic atrial tachycardia,” Journal of Cardiovascular Elec-
trophysiology, vol. 8, no. 12, pp. 1332–1337, 1997.

[14] S. Boden, M. Bieberle, G. Weickert, and U. Hampel, “,ree-
dimensional analysis of macroporosity distributions in
polyolefin particles using X-ray microtomography,” Powder
Technology, vol. 188, no. 1, pp. 81–88, 2008.

[15] J. Chen, S. Huang, and W. Zhao, “,ree-dimensional defect
inversion from magnetic flux leakage signals using iterative
neural network,” IET Science, Measurement & Technology,
vol. 9, no. 4, pp. 418–426, 2015.

[16] H. Yin, J. Wang, J. Lin, D. Han, C. Ying, and Q. Meng, “A
memory-attention hierarchical model for driving-behavior
recognition and motion prediction,” International Journal of
Automotive Technology, vol. 22, no. 4, pp. 895–908, 2021.

[17] A. Iosifidis, A. Tefas, and I. Pitas, “Multi-view action recog-
nition based on action volumes,fuzzy distances and cluster
discriminant analysis,” Signal Processing, vol. 93, no. 6,
pp. 1445–1457, 2013.

[18] J. Almazán, E. Valveny, A. F. ornés et al., “Pattern recognition
and image analysis,” Lecture Notes in Computer Science,
vol. 45, no. 9, p. 3047, 2013.

[19] P. Wang, “Research on sports training action recognition
based on deep learning,” Scientific Programming, vol. 2021,
no. 7, pp. 1–8, 2021.

[20] L. Wang, J. Lan, and W. Wei, “Application of acceleration
sensor in upper body motion information acquisition and
attitude recognition,” Revista de la Facultad de Ingenieria,
vol. 32, no. 11, pp. 191–196, 2017.

[21] Z. Chang, X. Ban, Q. Shen, and J. Guo, “Research on three-
dimensional motion history image model and extreme
learning machine for human body movement trajectory
recognition,” Mathematical Problems in Engineering,
vol. 2015, Article ID 528190, 15 pages, 2015.

Computational Intelligence and Neuroscience 9



Research Article
Comparative Study of Physical Education Teaching in Middle
Schools at Home and Abroad Using Clustering Algorithm

Dejun Tan

Huizhou University, Huizhou 516001, China

Correspondence should be addressed to Dejun Tan; 2017107142@ctgu.edu.cn

Received 20 March 2022; Revised 8 May 2022; Accepted 11 May 2022; Published 18 June 2022

Academic Editor: Xin Ning

Copyright © 2022 Dejun Tan. �is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Physical education in middle school is very important for teenagers, so it is also crucial to understand the di�erences between PET
(Physical Education Teaching) systems in middle schools at home and abroad.�e frontier and hotspot of PETresearch in middle
schools at home and abroad are examined in this paper using citation analysis, information visualization, and cluster analysis, as
well as CiteSpace software. �e �ndings show that PETmethod research in China is qualitative, whereas PETmethod research in
middle schools around the world is quantitative evaluation and empirical research. Domestic research hotspots focus on
classroom instructional design, whereas foreign countries focus on load identi�cation theory’s application in instructional design.
Frontier research in the United States is dispersed and covers a wide range of topics, whereas research in other countries focuses on
cognitive load theory. �e classi�cation time of this improved algorithm is reduced by 190.97 seconds when compared to the
traditional KNN algorithm, and the total time is increased by more than 50%. According to the �ndings, nonsports or nonsports
in�uencing factors should be given more consideration in the study of adolescent physical �tness decline in China.

1. Introduction

Physical education is one way for schools to implement
comprehensive education, and physical education in all
levels and types of schools plays an important role in sports
development. �e purpose of the physical education cur-
riculum is to assist students in mastering the fundamental
theoretical knowledge of physical education as well as the
fundamental skills of scienti�c exercise, as well as to establish
a correct view of physical education, in order to achieve the
goal of improving physical �tness and health. It can help us
understand and discuss the interaction of various factors and
their various forms in the overall process of Physical Edu-
cation Teaching, which is conducive to dynamically grasping
the essence and law of the process [1]. In general, there are
many PET (Physical Education Teaching) systems in middle
schools that can help to develop the teaching system in
middle schools. Physical education is an important part of
our country’s middle school education, with a focus on the
combination of physical education and �tness, as well as the
function of leisure and entertainment [2]. With China’s

middle school physical education reform progressing, de-
veloping a scienti�c and e�ective middle school physical
education model is becoming more important in addressing
the practical issues that the current social environment
imposes on the development of school physical education in
the country. It is critical to study the PET model abroad
because it is at the forefront of the development of high-level
theory of school physical education.

PETmode is a teaching program that encapsulates a set
of teaching principles. It consists of a relatively stable
teaching process structure and teaching method system,
which is primarily re�ected in the design and imple-
mentation of units and teaching courses [3]. Teaching,
according to Xiong et al. [4], is a step toward transforming
learning experiences into units, courses, and procedures.
Alternatively, it is the process by which teachers teach
students to absorb knowledge and skills [4]. Alves et al. [5]
believe that education is a form of social power and that
knowledge allows some people to control others [5]. Oliveira
et al. [6] believe that the social environment plays an im-
portant role in the development of children and that social
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activities can explain cognitive changes in children [6].
Learning, according to Barker et al. [7], is a process of
reorganizing the cognitive system as well as a series of
processes of acquiring knowledge from the media, imitating
knowledge, and incorporating it into the knowledge
framework [7]. It is stated that classroom learning moti-
vation is a natural characteristic of students, not a result of
teacher manipulation. By drawing concept maps, Kim et al.
[8] developed a teaching tool to help us check whether
students truly integrate new knowledge into their cognitive
structure [8]. )is methodology and conceptual relationship
framework are extremely useful. PET theory and practice are
linked by the fact that the PETmodel is not only theoretical
but also operable. A comparison of Chinese and foreign PET
models will aid us in absorbing the positive aspects of foreign
PETmodels and serve as a useful reference for China’s PET
model reform.

Sports and PET are both effective ways to encourage
teenagers’ healthy development. Excellent PE teachers play a
critical role in assisting students in developing their physical
fitness, competitiveness, and self-confidence. Physical edu-
cation majors bear the burden of training future physical
education teachers, and the quality of that training is directly
related to whether or not the training plan for undergraduate
talents of physical education majors is scientific, reasonable,
and in line with national conditions. )e main goal of
comparing PET schemes in middle schools in the United
States and other countries is to see if foreign models and
experiences can help improve the quality of domestic
physical education professionals.

)e main creative points of this paper are as follows: (1)
By using the method of citation analysis, the knowledge
maps of the development of PE teaching design in middle
schools at home and abroad were constructed, respectively,
and the development of PET design in middle schools at
home and abroad was comprehensively compared and
analyzed. By looking for the key nodes in the process of
cluster analysis of cocited documents, this paper compares
the key documents that have changed the research field in
the history of PET design in middle schools at home and
abroad in recent ten years. (2) )rough the comparative
analysis of physical training research at home and abroad,
this paper finds out the shortcomings of physical training
research in China and the gap between China and foreign
countries, then provides new ideas and methods for the
development of physical training in China, and at the same
time provides some references for theoretical research of
physical training in China.

2. Related Work

2.1. Study on PET. Brian et al. started with the concept of
curriculum, pedagogy, and evaluation as interrelated school
information system, put forward and discussed “quality
sports” with curriculum, pedagogy, and evaluation as basic
dimensions and the meaning of sports quality in each di-
mension, and thought that to realize quality education in
PET, it is necessary to pursue and demonstrate quality

education within and between curriculum, pedagogy, and
evaluation [9]. Roure and Pasco [10] believe that physical
ability is the athletic ability of the human body through the
nerve-muscle system based on the energy metabolism of the
three energy supply systems [10]. Ayers and Woods [11]
regarded citation network as a directed acyclic network
formed by a series of events and papers in time series, used a
search algorithm to explore the events that can represent the
mainstream direction and the connection paths that play a
key role in the formation of citation network, and put
forward the critical path algorithm in citation network [11].
Giordano and Christopher [12] pointed out that British
universities implement the training goal of “thick founda-
tion and wide caliber.” )e training of sports talents in
Japanese middle schools is adjusted and improved according
to the social demand for sports talents [12].

Amatori et al. [13] pointed out that, with the change in
social demand for sports talents, the training goal of physical
education major in colleges and universities has changed
from specialized training of physical education teachers to
training comprehensive talents and applied talents with
strong adaptability [13]. Li and Fan’s [14] research focuses
on the analysis of childhood feelings. It is necessary to carry
out education, which is the way for every individual to feel
the world [14]. Sui [15] thinks that the influence of social
factors and cultural factors is very important in the personal
learning process. It should be emphasized that people will
internalize their social environment and their cultural ex-
pression in the process of learning [15]. Osborne et al. [16]
have proved that physical education class is regarded as a
secondary course in many middle schools, so it has not been
highly valued, the teaching equipment of this course is
backward, and the concern of leaders at all levels has not
been fully implemented [16]. Garnham [17] believes that the
rapid development of modern society has greatly improved
people’s living standards, people pay more and more at-
tention to physical and mental health, and people’s attention
has gradually turned to physical exercise [17].We should put
the reform of physical education at the top of the govern-
ment’s education department and actively promote the
reform of physical education.

2.2. Overview of Clustering Algorithm Research.
Clustering algorithm [18, 19] has achieved remarkable re-
sults since it was applied to data mining analyzed some
clustering methods from the perspective of data mining
(such as strict distinction between similarity and distance
measurement and relevant optimization criteria applied to
clustering) put forward a method to determine the initial
clustering center by using the neighbor information of data
points, which also has a certain reference value. Chen and
Qiu [20]used the multidimensional grid data structure of
attribute space to divide the space into multiple cell grids
[20]. According to different levels of resolution, it stores
multiple levels of cell grids, which form a hierarchical
structure, and each high-level cell grid is divided into
multiple lower-level cell grids.
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Qin et al. [21] proposed a method to automatically
optimize parameters. Clustering algorithm based on a
synchronous model can alleviate some difficult problems of
clustering analysis and noise detection on traditional data
and has the characteristics of dynamic, local, and multiscale
analysis, which can solve the difficulties faced by clustering
analysis of large-scale data to a certain extent [21]. Yang et al.
[22] proposed a simple nearest neighbor clustering algo-
rithm based on statistics, which can eliminate background
noise and isolated points and detect clustering areas with
different densities from some data sets [22]. Baracchini et al.
[23] showed how to reduce the time cost of clustering al-
gorithm by using the idea and method of nearest neighbor.
)is idea based on nearest neighbor can still be applied to the
clustering method based on the synchronous model.
)erefore, we think this problem has certain research sig-
nificance [23].

3. Methodology

3.1. Design of Clustering. Data mining technology has been
widely used in finance, commerce, medicine, and other
fields. In recent years, educational informatization has been
popularized continuously. It is an inevitable trend to develop
data mining technology in the field of education, analyze
these complicated educational data, study teachers’ teaching
methods, and improve students’ learning effect. Applying
data mining analysis technology to analyze and predict
mixed teaching behavior in middle schools and providing
powerful decision-making or guidance for teachers and
learners is the focus of current research, and it is also a
realistic problem to be solved urgently. Data mining is a
process of extracting data information that meets different
business objectives and feeding back the information to
users based on massive data analysis. In order to obtain
potentially effective information to meet the needs of users,
it is necessary to fully tap the surface information, remove
redundant data, and display key data to users intuitively.
Prediction and description are two goals of data mining.
Prediction refers to the use of some information fields and
variables in the database to predict hidden useful infor-
mation, and description refers to the description of data into
understandable patterns.

Because clustering is done without knowing the data
structure of data pattern, it is difficult to judge what is a good
transformation of feature space and the selection of feature
subset. In fact, for some data sets, one standard can produce
good results, while other data sets show the opposite results.
)e problem of pooling high-dimensional data comes from
different angles. Besides designing new dimensionality re-
duction algorithms, we should also study the integration
method of dimensionality reduction of high-dimensional
data. Figure 1 shows the general steps of this method.

Clustering consists of two parts: set constructor  and
consensus function Γ. For a given data set, the set con-
structor generates a set of clustering schemes, and the
consensus function analyzes and processes multiple clus-
tering schemes of the set and finally outputs an optimized
clustering scheme.

When there is a certain degree of linear correlation
between variables in matrix X, the change of data X will be
mainly reflected in the direction of the first few load vectors,
and the projection of data matrix X on the last few load
vectors will be very small, which is mainly caused by
measurement noise. In this way, thematrix Xs can be written
into the following formula after principal component
decomposition:

Xs � t1p
T
1 + t2p

T
2 + · · · + tkp

T
k + E � Xs + E, (1)

where E is the residual matrix, which represents the change
ofX in the direction of pk+1 to pm load vector, and it explains
the measurement noise and model error factors. If only the
reserved k principal component vectors (k<m) are used to
reconstruct the original data, the estimated data matrix Xs

and residual matrix E can be expressed as

Xs � 
k

i�1
tip

T
i ,

E � 
m

i�k+1
tip

T
i .

(2)

)e consensus function analyzes and processes
according to the pooled set to generate the final pooled
result. Because there is no clear correspondence between
groups in a cluster and those supervised set combination
methods cannot be directly applied, it is difficult to combine
cluster sets.

)ere are two advantages of using the consensus
function to partition graphs in this section:

(1) Graph division has a good learning area, and the
algorithm of clustering to spectrum has been suc-
cessfully applied in a large number of applications.

Primary 
data

Random dimensionality 
reduction

Base 
clustering 2

Base 
clustering 1

Base 
clustering N

Consensus function

.....

Figure 1: High-dimensional data clustering set process.
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(2) When calculating the weight of edges in a graph, the
clustering set gives a simple and effective measure-
ment method to define similarity, which is a pre-
requisite for the success of graph division.

For simplicity, we only use the grouping set part of this
method. In the process of building a cluster set, every time
the base clustering algorithm is executed, a similarity matrix
will be generated. Finally, all similarity matrices will be
combined into a main similarity matrix to generate a
similarity map. )e graph is divided into several subgraphs,
and each subgraph is connected and can be labeled as a
group. )e similarity matrix is constructed as follows
according to the probability density function:

P sj | xi  �
p xi | sj  × P sj 


m
k�1 p xi | sk(  × P sk( 

, (3)

where m is the number of clusters, Σj is the covariance
matrix of relative cluster j, and uj is the mean value of data
objects in cluster j. )e probability includes two parts: input
data and clustering results. )erefore, the density vector is a
good method for similarity measurement.

3.2. Feature Selection and Dimension Reduction. )e general
method of feature dimension reduction is to evaluate each
original feature with an evaluation function, calculate its
weight, and select features with high weight to form feature
subsets. )e basic process is as follows (Figure 2).

(1) Initially, the feature set includes all original features.
(2) Calculate the evaluation function value of each

feature in the feature set.
(3) Sort features according to the value of the feature

evaluation function.

(4) Select the first k features as feature subsets.
(5) According to the selected feature subset, the di-

mension of the text vector is compressed to simplify
the representation of the text vector.

Generally speaking, the feature item set should have
three characteristics: a complete feature item can truly
represent the target content. According to the difference in
feature vectors, objects can be distinguished from other
documents. )e dimension of the refined feature vector
should be as small as possible.

)e idea of possibility matching is to attach a mem-
bership function of the fuzzy set to each element in the
sample based on the possibility theory so as to limit the
evaluation values compatible with the elements, which
represent the range values of attributes represented by
atoms. )e elements in the sample are described by a
probability distribution, which indicates the inaccuracy and
uncertainty of the data. )e similarity of two samples is
calculated by calculating the matching degree between
sample objects.

Let the sample space be U, p ∈ U, q ∈ U, μp(u) as the
membership function of p and π(p) as the probability
distribution of p, both of which are functions from U to
[0,1]. In order to calculate the similarity between sample p

and sample q, two measurement functions are introduced:
possible similarity and necessary similarity.

)e possible similarity of p to q is as follows:

f(p) � π(p, q)

� Sup
u∈p

min μp(u), πq(u) .
(4)

f(p) gives the possible similarity between sample p and
sample qq, that is, the degree of matching between the set
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tone of values compatible with sample p and the set of
sample q values.

)e necessary similarity between p and q is as follows:

g(p) � N(p, q) � Inf
u∈p

max μp(u), 1 − πq(u) . (5)

g(p) gives the degree of certainty of p − q compatible
values, that is, the degree to which the set of possible values
of q is contained by the set of p compatible values.

Probabilistic clustering analysis is the application of
probabilistic matching in clustering analysis. Traditional
fuzzy clustering analysis can be roughly divided into two
categories: one is based on fuzzy equivalence relationships,
and the other is based on fuzzy similarity relationships. A
clustering method based on fuzzy equivalence relations is
known as probabilistic clustering. When the sample space is
a finite set, a fuzzy equivalence matrix represents the fuzzy
equivalence relation, while a Boolean equivalence matrix
represents the ordinary equivalence relation. )e fuzzy
equivalence matrix is then converted to a Boolean equiva-
lence matrix, resulting in a clustering analysis process.

3.3. Text Classification of PET Research in Middle Schools at
Home and Abroad. Because cluster analysis can aid in the
exploration of unknown data structures, the results of its
analysis can provide the best sample set for classification and
other tasks and reduce the workload of empirical analysis
such as manual annotation, and it has become the starting
point for a series of data analyses. It is widely used in de-
scriptive and predictive models to help analyze the known
data structure. Clustering analysis and classification fall
under the category of machine learning when it comes to
developing a learning model. As a result, studying arbitrary
family shape processing and large-scale text classification
through clustering is extremely important from the per-
spective of machine learning.

Calculate the Euclidean distance or cosine similarity
between the sample to be classified and the known training
sample, find the K nearest neighbor texts with the closest
distance or the greatest similarity to the text to be classified,
and then judge the K nearest neighbor texts of the text to be
classified according to the category of the text to be classified
[19]. Considering the distance and angle between two
vectors, the representative function is defined. )e defined
representative function is applied to KNNweight calculation
instead of the category attribute function.

Let the known category of training text di be Cj, and
define the importance of di to category Cj as the repre-
sentative function u(di, Cj), as shown in (6).

u di, Cj  �
1

Dist di, Cj 
× Sim di, Cj , (6)

where Cj represents the center vector of category Cj, which
is to add all the text vectors of category Cj and then average
them. Dist(di, Cj) represents the Euclidean distance from
the training text di to the center of the categoryCj to which it
belongs, and Sim(di, Cj) is the cosine similarity between the

training text di and the center of the category Cj to which it
belongs.

)e value of K is determined by the spatial distribution
of all points and can only be adjusted by the experimental
results. Common methods for calculating distance include
cos distance and Euclidean distance. In this paper, the cos
distance formula is used to calculate the distance. Assuming
there is a vector A, B, the cos distance between them is
calculated by the following formula:

Dcos �
A · B

|A| · |B|
. (7)

A, B and the denominator is the product of the length of
the vector A, B.

In this paper, the naive Bayes classifier is used for
comparative experiments. It is a classification method based
on the Bayes rule, which is expressed as follows:

P(h|D) �
P(D | h)P(h)

P(D)
. (8)

P(h) is the prior probability of assuming h, P(D) rep-
resents the prior probability of training data D, P(D | h)

represents the probability of observing data D when h holds,
and P(h | D) is called the posterior probability of h.

)e category attribute function y(di, Cj) in the KNN
algorithm will be replaced by the following formula:

y di, Cj  �
u di, Cj , di ∈ Cj,

0, di ∉ Cj.

⎧⎨

⎩ (9)

In the KNN text classification algorithm, the improved
K-medoids algorithm is applied to cut the training text. In
the classification process of the KNN algorithm, the rep-
resentative degree u(di, Cj) is used to replace the category
attribute function y(di, Cj). )e flow of this improved al-
gorithm is shown in Figure 3.

4. Experiment and Results

4.1. Analysis and Comparison of PET Research Hotspots at
Home andAbroad. In this paper, CiteSpace software is used
to analyze the literature data with similar themes. Because
the research methods used in this paper (word frequency
analysis and cocitation analysis) have certain requirements
for references and keywords in literature data, this index
mainly checks literature data and CSSCI, and the database
does not contain bibliographic data. During the operation,
15 items of bibliographic information and related infor-
mation were counted, as shown in Figure 4. )ese 15 items
reflect the most concerned hot topics in the field of PET
research abroad.

Among these 15 papers, the papers involved the research
of the combination of self-determination theory and PET.
)erefore, the self-determination theory is also one of the
hottest research points in the field of PET research abroad.
Emphasis is placed on the influence of language and be-
havior of PE teachers on students and their professional
development. Physical education courses are also studied
according to the characteristics of girls. It can be seen that
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the research field of PET abroad is biased toward women.
)e keyword frequency statistics in a specific period is the
concentrated expression of the research focus in a specific
field in that period. )erefore, keyword frequency is an
important index to reveal research hotspots in specific fields.
In this work, the information of 10 articles cited twice is
counted, as shown in Figure 5. )ese 10 documents will
reflect the most concerned hot topics in the field of PET
research in China.

It can be seen that the research hotspots represented by
keywords in the keyword cooccurrence network mainly
focus on school physical education, physical education,
physical education curriculum, middle school physical ed-
ucation, physical education teachers, PETmethods, physical

education concepts, traditional physical education, national
physical education, physical education, and health curric-
ulum standards and educational theories. )is conclusion is
generally consistent with the key research points reflected in
the previous highly cited literature.

China’s PET practice research should appropriately in-
crease the research on sports from the perspective of public
health. At present, the research on PET practice in China is
mostly biased toward students’ physical condition, and the
research on sports from the perspective of public health
should be appropriately increased. China’s physical edu-
cation curriculum survey should pay more attention to the
details of the physical education class program. At present,
China’s physical education curriculum research tends to pay
more attention to the standards or reforms of physical
education and health curriculum and should appropriately
increase the research on the details of physical education
curriculum (such as students’ physical activity level).

4.2. Comparative Analysis of ResearchHotspots of PETDesign
in Middle Schools at Home and Abroad. Comparing the hot
keywords at home and abroad, we can see that there are
some similarities between them. )e same hot field reflects
the intersection of teaching design research at home and
abroad, and it is also the mainstream research field at home
and abroad. Due to the different degrees of attention paid to
some hot keywords, the research enthusiasm and depth will
be different (Figure 6).

From the ontology of instructional design, foreign
countries pay more attention to the research of teaching
strategies, while domestic countries pay more attention to
the research of teaching methods and models.)e frequency
of attention to constructivism theory research in China is
relatively high and central, while that in foreign countries is
relatively low, which shows that the attention to construc-
tivism theory in China is higher than that in foreign
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countries in the past decade. In addition, foreign countries
gradually pay attention to the influence of emotional factors
on students’ learning effect, and the study of learning
motivation is highly valued. However, the frequency of
student-centered middle school students’ hot words in
China is only 7. In recent years, the domestic educational
circles have vigorously advocated the design concept of
constructivism, but in practice, the dominant position of
students is often neglected.

Foreign countries focus on the research of teaching
strategies, while domestic countries focus on the research of
teaching methods and models. )ere are many discussions
on the ontology of instructional design in China. At present,
in the information age, informational instructional design
and networked instructional design have become hot spots,
while foreign countries focus on performance technology
research.

Using the mutation word detection technology and
CiteSpace software algorithm, combined with the time
distribution characteristics of word frequency, keywords
with high-frequency change rate are detected from subject
words, which are called mutation words. Determine the
frontier research and development trend of specific disci-
plines or fields. After importing the data into CiteSpace, 41
domestic variant words and 3 foreign variant words can be
detected, and their time zone views can be obtained by
running them separately. )e statistics of variant words in
domestic instructional design are shown in Figure 7. Sta-
tistics of variant words in foreign instructional design are
shown in Table 1.

It is clear that domestic research has progressed in the
area of exploration, which is consistent with the findings of
other national researchers. Every year, hot research topics in
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instructional design are identified, but the research is not
innovative. Since then, the focus of instructional design
theory research has shifted to cognitive science, particularly
distraction research, and no new research topics have
emerged. When compared to domestic research, foreign
boundary research, cognitive load, and distraction effect
have not piqued domestic researchers’ interest. More
practical research closely related to national instructional
design appears to be more important to national researchers.
Localization of instructional design theory research entails
combining foreign culture with traditional Chinese culture
and social needs, as well as reconstructing and internalizing
theoretical achievements in instructional design from other
countries that do not meet China’s needs. In reality, what
exists is a theoretical system with Chinese characteristics.
Teaching design research is inherently boring, and any re-
search results necessitate the investment of time and energy
by researchers, which can be exchanged through hard work.
It is commendable that researchers pay attention to the latest
trends, new theories, newmodels, and new technologies.)e
original research can be abandoned, and researchers must
pay attention to the application of new hotspots.

Physical training is an important part of physical
training. In recent years, some domestic scholars have
conducted many valuable theoretical and empirical studies
on the research status, existing problems, and future de-
velopment trends of physical training, most of which are
based on local conditions.)ere are relatively few researches

on visual angle, subjective thinking, and qualitative analysis,
as well as macroscopic understanding and quantitative
analysis of physical exercise theory and practice at home and
abroad. According to the visualization results, the keyword
distribution of physical exercise research at home and
abroad is drawn, as shown in Figure 8.

From the time distribution point of view, China’s
physical training research started late, but with the rapid
development of modern competitive sports and the vigorous
promotion of national fitness, China’s physical training has
undergone tremendous changes compared with the past.
Foreign countries have a wide range of research objects on
physical training, while China’s research objects on physical
training are relatively limited, mostly concentrated on a few
elite athletes of various competitive sports.

)e research field of physical exercise in China is mainly
concentrated in the field of competitive sports. Compared
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Table 1: Statistics of abrupt words in foreign instructional design.

Year Rate of
mutation Frequency Keyword

2011 2.36 13 Curriculum practice

2012 2.88 21 Information-based
instructional design
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with foreign countries, there is less research on physical
training in other aspects such as mass fitness and national
physique; that is, the development of physical training in
competitive sports and mass fitness is uneven. Foreign
countries pay more attention to the synchronous develop-
ment of theory and practice, while domestic theoretical
research of physical training lags behind practice, with
competitive sports as the main theoretical research and
certain repetitiveness of research contents. Pay attention to
the physical health, mental health, and cognitive status of
teenagers and the elderly in order to improve their physical
health and quality of life. However, many empirical studies
in China have the largest number of athletes among them,
and their main purpose is to improve the recovery quality
and achieve better quality of life and good results.

4.3. Performance Analysis of Clustering Algorithm. )e ex-
perimental Chinese corpus is used, and the training set and
the test set do not overlap. )e selected text categories in-
clude 30 categories, like art, education, history, law, trans-
portation, politics, and so on. )e training text set contains
9809 texts, and the test text set contains 9813 texts. )e
comparison results of algorithm time performance are
shown in Table 2.

It can be seen from Table 2 that, compared with the
traditional KNN algorithm, the sorting time is reduced by
190.97, and the total time is increased by more than 50%. To
sum up, compared with the traditional KNN algorithm, the
improved KNN algorithm in this paper has a significant
improvement in time performance.

5. Conclusions

In this study, the frontier and key points in the field of PET
research in middle schools at home and abroad are inves-
tigated, scientometrics and clustering algorithms are com-
prehensively applied, and quantitative analysis and
qualitative analysis are combined. Self-determination theory
has been discovered to be one of the hottest research hot-
spots in the field of PETresearch in other countries. Physical
education curriculum research in China has a tendency to
focus on the standard or reform of physical education and
health curriculum. )e frequency and centrality of con-
structivism theoretical research in China are higher, whereas
the frequency and centrality of constructivism research
abroad are lower. Both at home and abroad, emphasis is
placed on the methods, steps, and scheme design of the
teaching process, with foreign countries placing a greater
emphasis on teaching strategy research. Physical training
research in China is primarily focused on competitive sports,
and the development of physical training in competitive

sports, mass fitness, and other areas is uneven. Foreign
countries place a greater emphasis on the simultaneous
development of theory and practice, whereas domestic
physical training theoretical research lags behind practice.
When compared to the traditional KNN algorithm, this
algorithm reduces classification time by 190.97 seconds
while increasing total time by more than 50%. Improving
one’s ability to face the educational world necessitates a large
number of teaching resources in order to improve classroom
teaching quality.

Data Availability
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In order to explore the kinematics and muscle force characteristics of competitive Taijiquan arm manipulation, and solve the
problems of arm trajectory and control in the process of manipulation, this study puts forward the sports biomechanical analysis
of arm manipulation in competitive Taijiquan.  e technical characteristics and muscle force characteristics of 15 athletes from
the competitive Taijiquan team of Xi’an Institute of physical education were studied. Use Excel 2007 and SPSS17.0 to statistically
analyze and process the original data. According to the actual needs, the data indicators are summarized.  e combined
movements of competitive Taijiquan armmanipulation are captured through high-speed photography, and the kinematic data are
statistically analyzed, mainly from the two aspects of action amplitude change and action braking.  e results show the action
track length, relative track length, and action track length of each plane of the two combined hands. e order of the two combined
action tracks is: combination 1> combination 2, in which the action track in the sagittal plane is the longest in combination 1, and
it can also be considered that the motion amplitude in the sagittal plane is the largest in combination 1. e average acceleration of
group A in the �rst beat is 0.51m/s2 smaller than that of group B, and the value is 0.22m/s2 smaller.  erefore, the deceleration of
group A is larger than that of group B, and the braking capacity of group A is slightly stronger than that of group B. In the second
beat, the average acceleration of group B is 1.5722m/s2 larger than that of group A, and the value is 0.210m/s2 larger.  e average
acceleration of group A in the third, fourth, �fth, and sixth beats is 0.9, 3.728, 0.57, and 0.837m/s2 smaller than that of group B, and
the values are 0.466, 0.174, 0.250, and 0.003m/s2 smaller, indicating that the braking capacity of group A in the third, fourth, �fth,
sixth, and eighth beats is slightly stronger than that of group B. In the braking of each beat in combination 1 and combination 2 of
group AB, the braking ability of arm manipulation of group A is stronger than that of group B. In competitive Taijiquan, the
movement techniques of manipulation include: bouncing technology, braking technology, and control technology. For arm
manipulation, athletes should have the ability of “braking” technology. In the correlation analysis of movement track length, RMS
and I EMG, the score of athletes in group A is high, and there is no correlation between movement track length and RMS. ere is
a signi�cant correlation between RMS and movement track length in group B, and the correlation degree is moderate.  is shows
that when the movement of group B athletes is completed, the muscles are in a state of tension, the movement skills are not
mastered well, and the energy saving is not achieved. During training, we should pay more attention to the proprioception of
muscles and form a correct way of muscle exertion.

1. Introduction

After years of experience in the �eld, the success rate of
competitive Taijiquan di¡cult movements gradually tends
to be stable. In the application of di¡cult movement training
methods, professional teams in various provinces and cities
are di¢erent, but they are developing towards scienti�c and
systematic training. Because the di¡cult movement of
competitive Taijiquan requires one foot landing support, and

the connection di¡culty coe¡cient is very large, so that
when competitive Taijiquan competition is carried out in the
competitive �eld, there will still be mistakes and points
deducted in the di¡cult movement.  rough the investi-
gation on the selection and completion of di¡cult move-
ments of competitive Taijiquan, this study explores the
training methods of di¡cult movements, so as to contribute
to the scienti�c and sustainable development of competitive
Taijiquan in China [1]. From the situation of Chinese
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competitive Taijiquan competition, the problems of athletes
in difficult movements mainly include jumping, shaking,
foot rolling, incoherent connection between front and back
movements, and so on [2]. +erefore, we should understand
the basic characteristics of difficult movements and fully
realize the significance of the success of difficult movements
for athletes to achieve excellent results. On this basis, the
training system of difficult movements of competitive Tai-
jiquan is designed, which has high research value and
practical significance for enriching the training methods of
difficult movements of competitive Taijiquan. +is study
summarizes the influencing factors involved in the difficult
movement training of competitive Taijiquan, scientifically
summarizes and systematically summarizes the methods
and steps of difficult movement training of competitive
Taijiquan according to the results of questionnaire and
interview survey, hoping to provide theoretical basis for
improving the overall level of difficult movement comple-
tion, find and make up for the shortcomings of difficult
movement training methods, and provide theoretical ref-
erence for the training practice of competitive Taijiquan
[3, 4]. Dynamic analysis is not carried out independently,
and it often needs kinematic means to assist it. Synchronous
measurement of kinematics and dynamics will better and
more scientifically collect and analyze experimental data.
Generally, the force value on the body ground or the peak
value of flexion and extension muscle group when over-
coming resistance can be measured by means of force
measuring platform, isokinetic muscle strength tester, and
plantar pressure. It is generally used to study the force value
at a certain time of a sports event and the explosive power of
athletes. Figure 1 shows the biomechanical factors affecting
the economy of running [5].

2. Literature Review

Ding et al. used Ariel kinematics video fast feedback analysis
system to analyze the three-dimensional kinematics of the
rotating shot put technology of two excellent male shot
putters in China. +e whole action process was divided into
six space-time points, and each space-time point was
quantitatively analyzed [6]. Acosta and others used the
three-dimensional image analysis method to analyze the
kinematic characteristics of Chinese professional football
players throwing long-distance out of bounds, and came to
the conclusion that they want to throw long-distance and
high-quality out of bounds. Athletes need to mobilize their
body muscles as much as possible for orderly swing from
bottom to top, and can release the ball within a reasonable
and effective angle range [7]. Lee and others used six optical
cameras to obtain the lower limb technical action images of
10 men’s volleyball players during the take-off period of
front and rear buckle. +rough the analysis and research on
the kinematic characteristics of the obtained data, it is
concluded that the rear spike has shorter take-off time and
larger parallel distance than the front buckle. +e technical
requirements of the front and rear breasting are different in
the take-off stage [8]. Peng and others used the biome-
chanical principle to study and analyze the volleyball spiking

action, and concluded that the force order of spiking action
[9]. Rodrigues and others believe that testing and analyzing
the indexes of kinematics, dynamics, and biology is the main
research method and means of sports biomechanics, and the
kinematics research method is one of its main research
methods [10]. Kim and others have summed up the me-
chanical principles and requirements of the Taijiquan push
hand technical action of “its root is in the foot, hair is in the
leg, dominates the waist and shape is in the finger” with
mechanical common sense and empirical perception [11].
Sun and others define Taijiquan pushing hand as a com-
petitive skill project that follows certain rules and uses
techniques such as hugging, stroking, squeezing, pressing,
picking, eight, elbow, and leaning. Both sides stick together,
judge each other’s strength through the feeling of muscles,
and then push each other out with strength to determine the
outcome [12]. Anderson and others interpreted Taiji
pushing hand as: two people are opponents of each other.
According to the principle of “sacrificing themselves to
others, calling for smooth delivery, sticking to each other,
and not losing the top”, they use the methods of shed,
stroking, squeezing, pressing, picking, eight, elbow, leaning,
advancing, retreating, looking, looking, and fixing to find
out each other’s strength and intention through the feeling
of their skin, and achieve the form of sports to win each other
in an effective way when they have the opportunity and
power [13]. Wampler and others described in detail the
technical movements of Taijiquan hand pushing, and
summarized that the four techniques of holding, stroking,
squeezing, and pressing are the main technical movements
of Taijiquan hand pushing, which also explains the im-
portance of shed, stroking, squeezing, and pressing in the
process of Taijiquan hand pushing [14]. Ahmed and others
proposed that Taijiquan push hand is based on the principle
of “stick with touch, do not lose, do not top, do not be too
short, bend and stretch with bending”, using eight tech-
niques and strength of “shed, stroke, squeeze, press, pick,
clear, elbow, and lean”, to practice the sensitivity of skin
touch and inner body feeling of limbs, and find out the
changes of each other’s strength, such as direction, size,
rigidity, reality, length, speed, and so on [15].

Based on the current research, this study puts forward
the sports biomechanical analysis of arm manipulation in
competitive Taijiquan. Using the synchronous measurement
method of three-dimensional high-speed camera (casio-
fh25) and s EMG (megawin6000), this study studies the hand
movements of 15 teams in a sports college, evaluates the
quality of 15 athletes, and carries out two groups of com-
bined movements. +e scores were divided into AB group
and statistically analyzed by Excel 2007 and spss170. +e
results show that in the braking of each beat in combination
1 and combination 2 of group AB, the braking ability of arm
manipulation of group A is stronger than that of group B. In
competitive Taijiquan, the movement techniques of ma-
nipulation include: bouncing technology, braking technol-
ogy and control technology. For arm manipulation, athletes
should have the ability of “braking” technology. In the
correlation analysis of movement track length, RMS and i
EMG, the score of athletes in group A is high, and there is no
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correlation between movement track length and RMS.+ere
is a significant correlation between RMS and movement
track length in group B, and the correlation degree is
moderate.

3. Method

3.1. Research Object. +is study takes the technical char-
acteristics and muscle force characteristics of 15 athletes
from the competitive Taijiquan team of Xi’an Institute of
Physical Education to complete the arm manipulation of
competitive Taijiquan.

3.2. Research Methods

3.2.1. Subjects. About 15 athletes from the competitive
Taijiquan team of a sports college were divided into 4
athletes with grade and 11 athletes without grade, including
10 males and 5 females. And the special years of the subjects
were more than 3 years. +e height of all subjects was
1.77± 0.09m, the weight was 62.59± 8.85 kg, the age was
20.94± 1.44 years old, there was no medical history, and the
test was in good condition without muscle fatigue. Finally,
the athletes are grouped according to the scoring results of
the athletes’ arm manipulation.

3.2.2. Test Action. +e exercise of competitive Taijiquan is
complex and changeable, with certain innovation. In the
competitive Taijiquan competition, they all appear in the
form of combination, so the actions tested in this study are
reflected in the form of combination. +e arm manipulation
of competitive Taijiquan can be divided into: take the
shoulder joint as the axis, lift the arm in a certain direction
and stop at a certain position, and the range of motion is no
more than 180° [16, 17]. Flexion and extension: the upper
arm is fixed and the elbow joint is the axis. +e elbow joint is
extended from straight to curved or from curved to straight.
Winding/looping: arc movement of both arms or one arm
with the shoulder as the axis or the forearm with the elbow
joint as the axis. In the daily training of competitive Taiji-
quan, the basic arm manipulation movement combination

will be practiced, and combined with the basic arm ma-
nipulation movement of competitive Taijiquan, so these
basic movements are divided into two combination
movements. Since the rhythm of the single action structure
of winding/looping is not easy to control, the combined
action test is not carried out for the action structure of
winding. +e main actions of combination 1 are: front lift,
up lift, side lift, and down lift. +e action of combination 2 is
also a lift, including side up lift and side down lift. Among
them, chest crossing is only a connecting action [18]. In the
test, under the unified beat, the beat is 120 beats/minute, and
the athletes complete two movements with heel lifting, and
take the best group of movements for analysis.

3.2.3. Experimental Equipment. Equipment required for
kinematics: 2 CASIO-FH25 high-speed cameras in Japan;
Stereo calibration frame; lampstand; Tape measure; 1 syn-
chronous lamp; American APAs image analysis system.

Equipment required by sEMG: Finland megawin6000
surface electromyography wireless remote tester, sampling
frequency of 1000Hz, 17 packs of electromyography, 1 bottle
of 75% medical alcohol, 1 shaving knife, and 1 pack of
medical tampon.

Equipment required for sEMG standardized test: use
Lifefitness and purelength fitness equipment, including
pastor chair biceps trainer; Gantry comprehensive trainer;
Dumbbells; Sitting high tension back muscle trainer [19].

3.2.4. Experimental Content. Test of high-speed camera: in
this test, two high-speed cameras are used for synchronous
shooting, and the shooting frequency is 30Hz to analyze the
kinematics of the action image.

Test of actual action sEMG. sEMG test muscles include
biceps brachii, triceps brachii, middle bundle of deltoid and
latissimus dorsi on the left and right sides, with a total of 8
muscles.

sEMG standardized test.
+e maximum random isometric contraction (MIVC)

strength test was performed on the tested muscles, and the
test results were taken as the standardized value (100%).

Running 
economy

Influencing 
factors

Evaluation 
measurement

Biomechanical 
factor

Interior: space-time, 
kinematics, dynamics

Exterior: Shoe 
interaction with 

the ground

Individual specific 
adjustment to 

improve 
performance

Figure 1: Biomechanical factors affecting running economy. It is generally used to study the force value at a certain time of a sports event
and the explosive power of athletes.
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3.2.5. Indexes Selected in the Experiment. Kinematic indexes
and s EMG indexes are selected in this study.

Kinematic index:
Original coordinates: in this study, the original coor-

dinates of each athlete’s hand on the X, y and Z axes are
selected to calculate the athlete’s action track length [20].

Linear speed, this study selects the linear speed from the
upper arm to the forearm, and obtains the arm braking effect
of each athlete through the change of linear speed.

sEMG indicators:
RMS index, RMS is selected in this study to explore the

rhythmicity of motor unit recruitment and excitation of each
muscle. +e calculation formula of RMS is as follows:

RMS �

��
1
N





N

i�1
Xi. (1)

I EMG index, this study selects iEMG to explore the
participation of muscle fibers. +e calculation formula is

iEMG � 
N1

N2
X(t)dt, (2)

N2 is the starting point of integration; N1 is the end point of
integration; X(t) is the function value of EMG curve; DT is
the sampling interval, in millivolts per second.

3.2.6. Mathematical Statistics. Use Excel 2007 and SPSS17.0
to statistically analyze and process the original data. Summarize
various data indicators according to the actual needs. Excel
2007 makes statistics and summary of the data, and uses in-
dependent sample t-test and correlation analysis to analyze the
correlation and difference of the data. If P< 0.05, there is
significant difference between the mean values of the two
samples; if P< 0.01, there is very significant difference between
the mean values of the two samples [21, 22].

3.3. Experimental Process. Two high-speed cameras (casio-
fh25, Japan) were used to shoot in the gymnasium of Xi’an
Institute of Physical Education by using the method of three-
dimensional fixed camera photography. +e two cameras
and the subjects were in an isosceles right triangle [23]. +e
shooting distance is 7m, the machine height is 1.0m, the
focal length is 49mm, and the shooting frequency is 30Hz.
Use the Finnish MegaWin6000 surface electromyography
wireless telemetry system to test it synchronously, and carry
out standardized test for each muscle tested.

3.3.1. Test the Main Muscles of the Movement. Analyze the
participating muscles of the test action from human anat-
omy, and analyze the actions of the two combinations, re-
spectively. +e results are as follows.

+e participating muscles of each action in combination
1: Front lift, up lift, and side lift: biceps brachii, triceps
brachii, deltoid, latissimus dorsi, extensor digitorum, ex-
tensor ulnaris lateralis, and pectoralis major. Downward lift:
biceps brachii, triceps brachii, deltoid, latissimus dorsi,
extensor digitorum, and extensor ulnaris lateralis [24].

Participating muscles of each action in combination 2:
Chest cross, side down lift: biceps brachii, triceps brachii,
deltoid, latissimus dorsi, extensor digitorum, and extensor
ulnaris lateralis. Side lift: biceps brachii, triceps brachii,
deltoid, latissimus dorsi, extensor digitorum, extensor
ulnaris lateralis, and pectoralis major.

3.3.2. Basis of Muscle Selection. +e muscles selected in this
study are selected according to the structure of human
anatomy, muscle function, and the characteristics of surface
electromyography wireless remote test system. +e biceps
brachii spans the shoulder joint, elbow joint, and proximal
radioulnar joint, so it has an effect on these three joints. +e
biceps brachii is divided into long head and short head. +e
main function is to bend the elbow joint and turn the
forearm back [25]. Triceps brachii is located behind the
humerus. Its main function is to extend the elbow joint and
help the shoulder joint extend back and adduct. +e middle
bundle of deltoid muscle is located at the shoulder joint, and
its main functions are shoulder abduction, flexion and
pronation, extension and pronation. Latissimus dorsi is
located at the back of the waist and the posterolateral
sternum. Its main functions are shoulder joint extension,
adduction, and internal rotation.

4. Results and Analysis

4.1. Kinematic Characteristics of Arm Manipulation.
+rough high-speed photography, the combined movement
of competitive Taijiquan arm manipulation is captured,
analyzed by the American APAs image system, and the
kinematic data are statistically analyzed, mainly from the
two aspects of action amplitude change and action braking.
+e results are as follows.

4.1.1. Change of Arm Manipulation Range. In competitive
Taijiquan, the range of movement is one of the standards to
judge the quality of athletes’ movement completion. Action
trajectory refers to the spatial characteristics of the action
composed of the route that a part of the body passes from the
starting position to the end. In kinematics, the length of
action trajectory can be used to reflect the size of action
amplitude. In arm manipulation, there are “route” re-
quirements for combined action. +e “route” of an action is
the trajectory from one action to another. If the combination
of manipulation action is straight arm, it is required to take
the farthest “route”. If the arm action is from bending arm to
straight arm, it is required to take the shortest “route”. In this
study, because the athletes have a long sports life and the
action routes of combined actions meet the above re-
quirements, the action amplitude of combined actions of
groups A and B is analyzed by the length of action track in
biomechanics. +e calculation of the length of the action
track is based on the original coordinates of the athlete’s
completion of the action. +e length from the second co-
ordinate point to the first coordinate point is obtained, then
it is superimposed, and finally the sum is obtained to obtain

4 Computational Intelligence and Neuroscience



the track length of the complete action. Available formula is
as follows:

L � 

�����������������������������������

Xn+1 + Xn( 
2

+ Yn+1 − Yn( 
2

+ Zn+1 − Zn( 
2



, n � 1, 2, 3, . . . ,

(3)

where L is the length of action track.
+e hand is the limb end of the arm, and the movement

track of the hand can be regarded as the movement track of
each combined action.+e track length of an athlete can also
represent the range of motion of the athlete. In this study, the
movement trajectory of the hand is selected, the trajectory
length of the left and right hands is calculated, respectively,
and then the average value is taken to reflect the trajectory
length of the athlete’s movement in the combination. Due to
the difference of gender and height, the relative track length
is obtained by the ratio of action track length to height. In
order to more intuitively understand the movement tra-
jectory changes of each combined action, select the move-
ment trajectory of Jiang’s left and right hands in group A and
Niu’s left and right hands in group B.

It can be seen from Table 1 that there is no significant
difference between the two groups from the results of t-test.
According to the action structure, the combined actions
include flexion, abduction, adduction, and so on. In terms of
numerical value, group A was longer than group B in terms
of track length in horizontal plane, sagittal plane, frontal
plane, and relative track length. In terms of relative track
length, group A is 19.2 cm longer than group B on the
sagittal plane, 7.5 cm longer than group B on the frontal
plane, and 13.5 cm longer than group B on the horizontal
plane. +e longest length of group A is in the sagittal plane,
and the longest length of group B is in the frontal plane. In
combination I, the action amplitude of group A is greater
than that of group B. It can be considered that the combined
action has a long trajectory in the frontal and sagittal planes.

+is is due to the action structure. +e first four beats
and the last four beats of the combined action of combi-
nation I are symmetrical actions, in which the front lift (the
first beat and the seventh beat) and the up lift (the second
beat and the sixth beat) mainly move in the frontal plane and
horizontal plane, and the side lift (the third beat and the fifth
beat) and the down lift (the fourth beat and the eighth beat)
mainly move in the sagittal plane and horizontal plane.
Combined with the relative track length, the action am-
plitude of group A in front lift and up lift is greater than that
in side lift and down lift. +e range of side lift and down lift
in group B was greater than that in front lift and side lift.

+e action trajectories of the two groups of hands are
different on each plane, so the statistical analysis of the
trajectories of XY (horizontal plane), XZ (frontal plane), and
YZ (sagittal plane) on each plane is shown in Table 2.

It can be seen from Table 2 that there is no significant
difference between the two groups from the results of t-test.
According to the action structure, the actions of combi-
nation 2 include flexion, external rotation, adduction, and so
on. In terms of numerical value, group A was longer than
group B in terms of track length in horizontal plane, sagittal
plane, frontal plane, and relative track length. From the

perspective of relative trajectory, the longest is in the hor-
izontal plane. On the horizontal plane, group A is 34.8 cm
longer than group B. Secondly, in the sagittal plane, group A
was 11 cm longer than group B. +e shortest length was on
the frontal plane. Group Awas 8.1 cm longer than group B. It
can be considered that in combination 2, the trajectory of
motion on the horizontal plane is the longest. +is is due to
the structure of the action. +e combination two has four
beats, in which the chest cross two beats (the first beat and
the third beat) mainly move in the horizontal plane and
sagittal plane. +e action structure of side up lift and side
down lift is the same, but the end position of the action is
different. One is side up (45° inclined up) and the other is
side down (45° inclined down). Its moving surface is the
same. +e two beat actions move on the frontal plane and
horizontal plane. Combined with the action structure and
research results, it shows that the combined action of
combination 2 has the longest trajectory on the horizontal
plane, that is, the maximum motion amplitude on the
horizontal plane.

Based on the above, the action track length, relative track
length, and action track length of each plane of the two
combined hands. +e order of the two combined action
tracks is: combination 1> combination 2, in which the ac-
tion track in the sagittal plane is the longest in combination
1, and it can also be considered that the motion amplitude in
the sagittal plane is the largest in combination 1. +e action
track of combination 2 is the longest on the horizontal plane,
and it is considered that the movement amplitude of
combination 2 is the largest on the horizontal plane. In the
action trajectories of these two combinations, the action
trajectories of group A are longer than those of group B, and
the action range of group A is larger than that of group B in
the three combinations, which is consistent with the score
results of the referee. +erefore, the length of action tra-
jectories can be used as one of the criteria for judging the
arm manipulation of athletes. +e reason for the difference
between the action trajectories of the two combined actions
is that the beat is inconsistent: among them, combination 1 is
an eight beat action and combination 2 is a four beat action.
Difference of action structure: because each combined action
structure has its own characteristics, the motion trajectory of
each combination is different. Combined with the height
difference between the two groups of athletes, there is no
significant difference. +e difference between the mean
values is only 0.94 cm, and the movement structure is
consistent. +e reason for the difference in the length of
movement track between the two groups of AB is that the
movement of group B athletes is not “in place”. In particular,
the action of lifting requires a certain angle of arm action.
For example, the forward lift requires the arm to be parallel
to the ground when the action is in place, and the upward lift
requires the arm to be located on the ear side. In training, the
coach requires the “arm to clamp the ear”.+e action route is
not clear: in competitive Taijiquan, the action of lifting
requires taking the “farthest route”. For example, in com-
bination 1, the “farthest route” should be taken from the
front lift to the upper lift, and the same is true from the upper
lift to the side lift. Some of thesemovements require themost
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recent route. Flexibility of shoulder: from the results, the
movement track length of group B is smaller than that of
group A, indicating that the flexibility of group A’s shoulder
is better than that of group B. When athletes do movements,
they shrug and pinch their shoulders, especially when their
arms are up. Some athletes are used to shrugging their
shoulders. For this phenomenon, athletes should strengthen
the practice of proprioception, always remind when doing
actions, and slowly correct this wrong habit.

4.1.2. Arm Action Braking Effect. In competitive Taijiquan,
whether the arm manipulation action of a single action or
the combined arm manipulation action, each beat action
needs to have “braking”. In the kinematic index, the change
of midline speed can be reflected from the moment of
maximum online speed to the end of the action or the
moment when the speed drops to zero. +e speed change
during this period is the “braking” of the arm, which is
expressed by Δv and the average acceleration a, according to
the formula

a �
Δv
Δt

. (4)

+rough the index of linear speed, the Δv value and
average acceleration of each athlete’s left hand and right
hand in each beat are calculated, and then the average value
is taken. +e mean value can be considered as the speed
change during the braking of the athlete’s arm movement.
+e results of Δv and average acceleration of each beat
between the two groups are shown in Tables 3 and 4.

+e arm braking changes and t-test results of each beat in
combination I are shown in Table 3. It can be seen from
Table 3 that in terms of speed change, the minus sign only
represents the deceleration process. In terms of value, the
change trend of the two groups of speeds is consistent with
the acceleration. +e average acceleration of group A in the
first beat is 0.51m/s2 smaller than that of group B, and the Δv
value is 0.22m/s2 smaller. +erefore, the deceleration of

group A is larger than that of group B, and the braking
capacity of group A is slightly stronger than that of group
B. In the second beat, the average acceleration of group B is
1.5722m/s2 greater than that of group A, and the Δv value is
0.210m/s2 greater. +e average acceleration of group A in
the third, fourth, fifth, and sixth beats is 0.9, 3.728, 0.57, and
0.837m/s2 smaller than that of group B, and the V value is
0.466, 0.174, 0.25,0 and 0.003m/s2 smaller, indicating that
the braking capacity of group A in the third, fourth, fifth,
sixt,h and eighth beats is slightly stronger than that of group
B. +e Δv value and average acceleration of group B in the
seventh beat are less than those of group A. It can be
considered that the braking capacity of group B in the
seventh beat is slightly stronger than that of group A.+e Δv
value and average acceleration of group A in the eighth beat
are smaller than those of group B, the deceleration of group
B in the eighth beat is larger than that of group A, and the
braking capacity of group A is slightly stronger than that of
group B. It can be seen from the above that in the eight beat
action of combination 1, the braking ability of group A is
stronger than that of group B in the six beat action, and the
braking ability of group B in the two beat action is stronger
than that of group A. It can be considered that in the
combination action of combination 1, the braking ability of
athletes in group A is stronger than that of group B. +e
braking action of the second and seventh beats is the
change between the front lift and the up lift. +e braking
action of the second beat is the braking action from the
front lift to the upper lift, and the braking action of the
seventh beat is the braking action from the upper lift to the
front lift. +e changes between the two movements of the
athletes in group A are not as good as those in group B. +e
braking capacity of other actions of group B is not as good
as that of group A.

In combination 2, the braking changes of the arm at each
beat are shown in Table 4. It can be seen from Table 4 that
from the numerical point of view, the change trend of the
two groups of speeds is consistent with the acceleration. +e
Δv value and average acceleration of the first, second, and

Table 2: Action track length of group AB hands.

XY XZ YZ
Group A track length 5.182± 0.576 4.548± 0.288 4.598± 0.53
Group B track length 4.617± 0.476 4.386± 0.387 4.428± 0.472
Difference (A-B) 0.568 0.163 0.169
Group A relative track length 3.032± 0.400 2.658± 0.238 2.689± 0.238
Group B relative track length 2.684± 0.299 2.548± 0.23 2.577± 0.318
Difference (A-B) 0.349 0.12 0.082

Table 1: Track length of group AB hand.

XY XZ YZ
Group a track length 6.076± 0.531 7.467± 0.442 7.572± 0.456
Group B track length 5.869± 0.29 7.382± 0.357 7.278± 0.344
Difference (A-B) 0.194 0.086 0.275
Group a relative track length 3.545± 0.384 4.362± 0.330 4.424± 0.349
Group B relative track length 3.412± 0.175 4.285± 0.202 4.24± 0.255
Difference (A-B) 0.136 0.076 0.193
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fourth beat actions of group A are less than those of group
B. from the perspective of braking effect, the braking ability
of the armmanipulation combination actions of group A of
the first, second, and fourth beat is stronger than that of
group B. +e Δv value and average acceleration of group B
in the third beat are less than that of group A. From the
perspective of braking effect, the braking ability of group B
in the third beat is better than that of group A. +e braking
of the third beat is the action of lifting from the side up to
the chest cross. In this beat, the braking of group A is
stronger than that of group B. On the whole, in combi-
nation 2, the braking ability of arm manipulation in group
A is stronger than that in group B, and the arm manip-
ulation braking technology in group A is better than that in
group B.

Based on the above data results, from the results of t-test,
there is no significant difference between AB and ab groups
(P> 0.05). From the numerical point of view, in the braking
of each beat in combination 1 and combination 2 of group
AB, the braking ability of arm manipulation of group A is
stronger than that of group B. In competitive Taijiquan, the
movement techniques of manipulation include: bouncing
technology, braking technology and control technology. For
arm manipulation, athletes should have the ability of
“braking” technology. +rough the braking technology, we
can see the athlete’s control over the action, and through the
action control ability, we can evaluate the athlete’s ability
and level. Generally speaking, athletes with good action
braking ability also have a good grasp of action control and
understanding. +e braking ability of the movement also
reflects the athlete’s control of muscle tension and relaxa-
tion. From the formation process of motor skills, it shows
that the inhibition of motor center in cerebral cortex has
been established and the formation of motor skills is au-
tomatic. +e braking ability of group B athletes is weaker
than that of group A. the main reasons are: the muscle
exertion mode is wrong: the main exerting muscles of group
AB athletes may be different, so there are differences in the
muscle parts of action exertion. +ere are differences in
muscle tension and relaxation ability: in competitive Taiji-
quan, athletes need to exert force and brake quickly, and
have high requirements for muscle tension and relaxation
ability. +e ability of muscle tension and relaxation can be
called energy saving in physiology. +e ability of excellent
athletes in this aspect is greater than that of ordinary athletes.
+ere are some wrong movements: because the sports years
of the two groups of athletes are more than three years, the
movements have been automated.+e original wrong action
has also become automatic and difficult to correct.

4.2. s EMGAnalysis. +e s EMG of this study was carried out
simultaneously with high-speed photography to explore the
muscle force characteristics of athletes in each combination.
+e main muscles tested are: left biceps brachii, left triceps
brachii, left deltoid middle bundle, left latissimus dorsi, right
biceps brachii, right triceps brachii, right deltoid middle
bundle, and right latissimus dorsi. RMS and EMG were
selected to judge the strength of each muscle activity.
Considering the difference of sebum thickness among
athletes, it is impossible to make a direct comparative
analysis. In the process of the experiment, each muscle is
standardized, and then the standardized value of each athlete
is obtained, and of each athlete is compared and analyzed.

4.2.1. Combination 1 s EMG Feature. +e standardized value
of RMS of combination 1 is shown in Figure 2.

As can be seen from Figure 2, the maximum muscles of
the two groups are different. Group A is 118.87% of the right
latissimus dorsi, group B is 75.78% of the left triceps brachii,
and the minimum muscles are the left biceps brachii, group
A is 12.87%, and group B is 10.78%. From the above figure,
we can see that the standardized values of the muscles and
standardized actions on the right are larger than those on the
left. In group A, the latissimus dorsi and triceps brachii on
both sides and biceps brachii were larger than those in group
B, and the RMS standardized values of other muscles in
group B were larger than those in group A.

+e i EMG features of the combination are shown in
Figure 3.

It can be seen from Figure 3 that in the combined arm
manipulation, the standardized values of latissimus dorsi on
both sides of group A are larger than those of other muscles,
and the standardized values of triceps brachii on the left and
biceps brachii on the right in group B are larger than those of
other muscles. +e lowest standardized value of the two
groups was the left biceps brachii.

Based on the above standardized values of RMS and I
EMG, the muscle standardized values of the two groups
changed, but the change trend of their standardized size was
unchanged. In the exercise of combination 1, the arms on
both sides start to act at the same time. It is found that the
standardized value of athletes in group AB is greater on the
right than on the left. +is is because the dominant hand of
most athletes is the right hand, which is related to personal
sports habits. Combined with the standardized values of
RMS and I EMG in Figures 3 and 4, it is found that the
recruitment ability and excitation rhythm of motor units of
latissimus dorsi muscle in group A are stronger than those of

Table 4: Arm action braking of group AB.

Rhythm 1 2 3 4
Group A Δv −3.498± 0.31 −3.72± 2.44 −9.8± 0.44 −5.18± 1.29
Group B Δv −4.09± 0.99 −3.26± 0.49 −8.56± 0.43 −4.72± 0.8
Difference A-B Δv −0.7 −0.46 −1.24 −0.45
Group A a −14.88± 6.12 −23.82± 17.47 −13.42± 7.46 −19.67± 9.38
Group B a −13.46± 5.32 −18.22± 7.94 −14.7± 4.44 −19.18± 8.58
Difference A-B a −1.41 −5.6 −1.27 −4.99
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other muscles, and the participation of muscle fibers is also
more than that of other muscles. It can be considered that
the latissimus dorsi muscle is the main muscle involved in
the arm manipulation of group A, and the triceps brachii on
the left and biceps brachii on the right in group B have
stronger recruitment ability and excitation rhythm of motor
units than other muscles, and the participation of muscle
fibers is also more than other muscles. It can be considered
that the main muscles in group B are the triceps brachii on
the left and the biceps brachii on the right. Combined with
the scoring results of the referees on the athletes’ arm
manipulation movement, the athletes in group A are higher
than those in group B, which shows that the action com-
pletion quality of group A is high, and it can be considered
that the action force mode of this group of athletes is more
correct than that of group B. +erefore, the main muscles of
combined arm manipulation are latissimus dorsi on both
sides. +e athletes in group B should improve the way of
exertion, no longer take the left triceps brachii and the right
biceps brachii as the main exerting muscles, but change to
latissimus dorsi.

4.2.2. sEMG Characteristics of Combination 2. +e stan-
dardized value of RMS of combination 2 is shown in
Figure 4.

As can be seen from Figure 4, among the standardized
values of all muscles in group A, the maximum value is
89.61% of the latissimus dorsi on the right, and the mini-
mum value is 11.32% of the biceps brachii on the left. Among
the standardized values of all muscles in group B, the
maximum value was 56.31% of the biceps brachii on the
right and the minimum value was 17.69% of the latissimus
dorsi on the left. +e RMS standardized values of bilateral
latissimus dorsi, right triceps brachii, and middle bundle of

right deltoid in group A were higher than those in group
B. In general, the standardized value of the right muscle in
group A was greater than that in group B, and the stan-
dardized value of the left muscle in group B was greater than
that in group A.

+e i EMG characteristics of combination II are shown
in Figure 5.

As shown in Figure 5, in the combined second-hand arm
manipulation, the standardized value of latissimus dorsi on
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Figure 2: RMS standardized values of muscles in group AB. In
group A the latissimus dorsi and triceps brachii on both sides and
biceps brachii were larger than those in group B and the RMS
standardized values of other muscles in group B were larger than
those in group A.
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Figure 3: Standardized values of I EMG of muscles in groups B and
AB. +e lowest standardized value of the two groups was the left
biceps brachii.
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Figure 4: RMS standardized values of muscles in group AB.
Among the standardized values of all muscles in group (B) the
maximum value was 56.31% of the biceps brachii on the right and
the minimum value was 17.69% of the latissimus dorsi on the left.
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both sides of group A is the largest, and the lowest stan-
dardized value is the left biceps brachii. In group B, the
standardized values of the left triceps brachii and the right
biceps brachii were greater than those of other muscles, and
the smallest value was the left latissimus dorsi.

Based on the above standardized values of RMS and I
EMG, the muscle standardized values of the two groups
changed, but the change trend of their standardized size was
unchanged. It is found that the muscle force on the right side
of the athletes in group AB is greater than that on the left,
indicating that the dominant hand of both groups is the right
hand. +is is because the dominant hand of most athletes is
the right hand, which is related to personal sports habits.
Combined with the standardized values of RMS and I EMG
of latissimus dorsi in Figures 4 and 5, it is found that the
recruitment ability and excitation rhythm of motor units of
latissimus dorsi in group A are stronger than those of other
muscles, and the participation of muscle fibers is also more
than that of other muscles. It can be considered that in the
arm manipulation of combination 2, the latissimus dorsi
muscle is the main muscle involved in group A, and the
recruitment ability and excitation rhythm of motor units of
right biceps brachii and left triceps brachii in group B are
stronger than those of other muscles, and the participation
of muscle fibers is also more than that of other muscles. It
can be considered that the main muscles in group B are the
right biceps brachii and the left triceps brachii. Combined
with the score results of the referee on the athletes’ arm
manipulation movement, it shows that the movement
completion quality of group A is high, and it can be con-
sidered that the movement force mode of this group of
athletes is more correct than that of group B. +erefore, the
mainmuscles for the armmanipulation of combination 2 are
the latissimus dorsi muscles on the left and right sides.

According to the characteristics of RMS and i EMG in
these two combinations, the latissimus dorsi muscle is the
mainmuscle in group A in the three combinations.+emain
muscles involved in group B in combinations 1 and 2 are the
right triceps brachii and the left biceps brachii. In com-
petitive Taijiquan, the basic form requirements for athletes
are: lift the heels of both feet, clamp the legs and hips inward,
clamp the shoulder blades backward, straighten the spine,
sink the shoulders, center the head, open both hands,
straighten the arms, put the five fingers together, and force to
the fingertips. +e control of athletes’ basic posture also
reflects the control ability of athletes to a certain extent.
Combined with the structure and function of muscles and
the research results, it can be considered that the basic shape
of group A is better than group B, and the control ability of
group A is stronger than group B. From the perspective of
sports skills, the athletes in group A have a high degree of
energy saving, good nerve control over muscles, and less
redundant actions. It is suggested that athletes and coaches
should mainly focus on the training of latissimus dorsi
muscle in the training of arm manipulation, instead of the
traditional arm muscle strength training.

In the correlation analysis of motion trajectory length,
RMS and i EMG, there was no linear correlation in group A
and moderate correlation in group B. +e correlation be-
tween action track length and RMS and i EMG in group B
was greater than that in group A. Combined with the ref-
eree’s score results, the athletes in group A have high scores,
and there is no correlation between the three indexes of
action track length and RMS. +ere is a significant corre-
lation between RMS and movement track length in group B,
and the correlation degree is moderate. +is shows that
when the movement of group B athletes is completed, the
muscles are in a state of tension, the movement skills are not
mastered well, and the energy saving is not achieved. During
training, we should paymore attention to the proprioception
of muscles and form a correct way of muscle exertion.

5. Conclusion

+is study provides a biomechanical analysis of the move-
ments of Taijiquan hands. In this study, biomechanical
research methods and tools were used to analyze the arm
manipulation of competitive Taijiquan, and the problems of
kinematics and muscle strength characteristics were solved.
Pull and control arm movement during adjustment. Using
the synchronous measurement method of three-dimen-
sional high-speed camera (casio-fh25) and s EMG (mega-
win6000), this study studies the hand movements of 15
teams in a sports college, evaluates the quality of 15 athletes,
and carries out two groups of combined movements. +e
scores were divided into AB group and statistically analyzed
by Excel 2007 and spss170. +e kinematic characteristics of
arm exercise and the strength characteristics of eight muscles
(biceps, triceps, middle deltoid, and major muscle) were
studied in the two groups of athletes.+e results show that in
the competitive Taijiquan movement combining hand and
chemistry, the movement of group a athletes is close to the
music rhythm, and the movement coordination conforms to
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Figure 5: Standardized values of i EMG of muscles in group AB. In
group B the standardized values of the left triceps brachii and the
right biceps brachii were greater than those of other muscles, and
the smallest value was the left latissimus dorsi.
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the rhythm of group A, which is more than that of group
B. +e larger the relative trajectory, the greater the motion
amplitude and the higher the elongation. +e length of track
a is longer than that of group B, which is consistent with the
scoring results. +e “braking” method is very important.
Comparing the normal values of RMS and I EMG during ab
exercise between the two groups, the right muscle load was
greater than the left. When combined with arm exercises, the
core muscles use the left and right back muscles. +e main
muscles in group A are back muscles, and the main muscles
in group B are triceps and biceps. In order to further brake
the hand action, you can switch the hand action from two
times to one blow, and feel the braking process. For athletes
who have completed the action automation, special attention
should be paid to the “in place” of the action.
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In order to improve the quality of life of breast cancer patients, this paper will apply continuous early intervention to the nursing of
breast cancer patients. e continuous early intervention nursing model can propose countermeasures for the health problems
faced by patients with postoperative chemotherapy. In order to analyze the e�ect of continuous early intervention nursing on
negative emotions and quality of life in breast cancer patients, the e�ect of continuous early intervention in improving the quality
of life of breast cancer patients is analyzed by means of experimental research.e control group is given routine nursing, and the
observation group is given continuous early intervention nursing intervention. Moreover, this paper obtains data statistics in
combination with statistical analysis. rough the comparison of the test results, it can be seen that the implementation of
continuous early intervention nursing intervention in breast cancer patients can improve the nursing e�ect, e�ectively relieve the
negative emotions of patients, and improve the quality of life of patients.

1. Introduction

With the progress of modern medicine and the enhancement
of people’s awareness of health care, most breast cancer
patients can get early diagnosis and early treatment and the
long-term survival rate after surgery is also gradually im-
proved.erefore, how to improve the quality of life of breast
cancer patients has attracted widespread attention in the
medical community. Quality of life, a multidimensional
concept, is people’s subjective experience of goals, values,
expectations, and living conditions. Clinically, quality of life is
commonly used to evaluate the impact of disease and
treatment on the physical, psychological, and social functions
of patients. e quality of life of breast cancer patients is a
dynamic indicator that changes with lifetime and is a�ected
by many factors. Existing studies have shown that patients’
physical symptoms, self-esteem, psychological stress, self-ef-
�cacy, and ability to cope with and adapt to diseases are all
in�uencing factors of quality of life. First of all, the fact of
having breast cancer is a serious stress and crisis event for
both the patient and the family members. e diagnosis and

surgical treatment of breast cancer is a process that most
breast cancer patients have to go through. is process will
have a huge impact on the patient’s psychological, social, and
family functions and then seriously a�ects the quality of life of
breast cancer patients. Secondly, modi�ed radical mastectomy
for mastalgia can improve the cure rate of tumors, but it also
damages the patient’s skin, breast, fascia, muscle, and other
tissue structures. is can easily lead to pathophysiological
conditions such as soft tissue �brosis, decreased muscle
contractility, disruption of lymphatic pathways, and increased
nerve sensitivity. After modi�ed radical mastectomy for
breast cancer, the skin lymphedema of the a�ected limb, the
functional impairment of the loyal limb, and the movement
disorder of the shoulder joint caused serious distress to the
patient and seriously a�ected the quality of daily life of the
patient. ird, the absence of breasts after surgery results in
physical defects and changes in women’s self-image, resulting
in serious damage to the patient’s self-esteem. At the same
time, changes in self-e�cacy and social adaptability a�ect the
patient’s normal work and life and reduce the patient’s quality
of life.
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+e perioperative period is a dangerous period in terms
of the occurrence of negative emotions and abnormal
adaptive behavior, which seriously affects the patient’s
compliance with surgical treatment and greatly affects the
patient’s prognosis, quality of life, and survival time. +e
perioperative period is a critical period for the treatment of
breast cancer patients, and it is also a period of concentrated
outbreaks of various physiological dysfunctions and psy-
chological crises. Studies have shown that breast cancer
patients have more psychological problems during the
perioperative period and negative emotions such as anxiety
are prominent, which is much higher than that of healthy
people. However, at the same time, the perioperative period
is also a critical period for functional exercise, prevention of
complications, psychological adjustment, obtaining more
social support, and establishing a good social adaptation
function. +e early postoperative period of breast cancer is
the best time to start functional exercise, which can effec-
tively prevent postoperative upper limb dysfunction. At the
same time, family is the most important source of support
for perioperative patients. +e care, understanding, and
support of family members, especially spouses, can enhance
the patient’s expectation of life, improve self-esteem, ef-
fectively enhance the patient’s confidence in coping with
difficulties, and better maintain their social adaptation
function, thereby improving the quality of life of breast
cancer patients.

2. Related Work

In [1], a survey of 200 breast cancer patients showed that a
total of 14 symptoms were significantly negatively correlated
with the quality of life of patients. Among them, the top five
symptoms were lack of vitality, hair loss, mental stress,
sweating, and anxiety. +e top 5 most distressing symptoms
for patients were hair loss, feeling “I do not look like myself,”
poor sleep, loss of appetite, and lack of energy. +e research
in literature [2] shows that the pain and edema of the af-
fected limb after surgery have a certain degree of influence
on the quality of life of loyal patients and the painful mouth
maggots will also affect the quality of life of patients. In
improving the quality of life of patients, the first thing to do
is to maximize the control of symptoms [3]. Medical staff
should pay enough attention, because these symptoms will
accompany patients through every day; if these symptoms
improve, the quality of life of patients will naturally improve.
Literature [4] investigated the quality of life of 70 cancer
patients before and after cancer pain treatment. +e results
showed that pain can comprehensively affect the quality of
life of patients and effective analgesic treatment can sig-
nificantly improve the quality of life of patients. Literature
[5] systematically evaluated the effect of functional reha-
bilitation training in patients after breast cancer surgery, and
the results showed that progressive limb rehabilitation
training and whole body rehabilitation exercise in patients
after breast cancer surgery can effectively improve the
function of the affected limb and improve the quality of life.
Relief of fatigue symptoms in patients with chemotherapy
and radiotherapy has a certain effect. Individualized aerobic

exercise can improve the patient’s fatigue state and improve
the patient’s quality of life [6]. Postoperative breast cancer
patients experience heaviness, swelling, tenderness, and
numbness before developing upper extremity lymphedema,
so early guidance and intervention are imperative. Clinical
nurses should provide patients and their families with
personal care guidance for lymphedema, so that patients and
their families can master the correct long-term supportive
treatment methods for the prevention of lymphedema [7].
Breast cancer patients have more psychological problems in
the process of diagnosis, treatment, and rehabilitation,
which has been proved by more and more studies [8].
Suffering from cancer is a strong stress stimulus for most
people. Breast cancer and its surgical treatment can lead to
obvious stress reactions in patients, such as anxiety, de-
pression, anger, fear, and other negative emotions, which
affect treatment and recovery. To a certain extent, the quality
of life of patients and the whole family decreases [9]. Lit-
erature [10] studies have shown that systematic psycho-
logical intervention for breast cancer patients can effectively
alleviate their negative emotions and improve their quality of
life. Literature [11] believes that negative life events, social
support, depression, and other psychosocial factors have a
greater impact on the immune function of cancer patients.
Most breast tumor patients have a strong stress response,
and their immune function is significantly inhibited, and the
stronger the stress response, the more severely inhibited
their immune function. After timely psychological inter-
vention, providing spiritual comfort, support, persuasion,
and hints, the patient can quickly control the chaotic
thinking and feelings and the psychological response and
immune function can be effectively improved. Perioperative
breast cancer patients have serious negative emotions, and
psychological intervention can significantly improve the
treatment of their physical diseases and their quality of life.
+e results of the study also showed that through psycho-
logical intervention, the negative emotions such as anxiety
and depression in different cancer patients were significantly
reduced and the quality of life was significantly improved.
Yang Qiaoju’s psychological intervention research con-
firmed that social psychological factors are closely related to
the occurrence and development of malignant tumors,
which is why the psychological intervention for patients with
malignant tumors received better results. +e main reason is
that psychological intervention can better relieve some of the
patients’ psychological pressure and mental burden. It en-
ables patients to receive treatment under a good emotional
experience, and at the same time, a healthy psychological
condition and a good mood can improve immunity and
improve the quality of life through the role of the neuro-
endocrine immune system, forming a virtuous circle, which
further enhances the patient’s confidence in treatment. On
the other hand, health education before and during che-
motherapy enables patients to understand a lot of chemo-
therapy knowledge, eliminate patients’ doubts and worries,
help patients establish positive coping strategies, enhance
self-care awareness, and actively help them cooperate with
treatment. Finally, psychological intervention, such as one-
on-one conversation and communication, enables patients
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to feel the greatest support and care from medical staff and
helps patients adjust to problems caused by diagnosis and
treatment [12]. +e psychological intervention measures
used in the study can effectively promote the improvement
of the quality of life of patients with breast cancer after
chemotherapy and contribute to the overall recovery of the
patients. Clinical medical staff should understand the poor
psychology of patients undergoing chemotherapy after
breast cancer surgery, master the methods of psychological
intervention, and actively carry out psychological inter-
vention to improve the quality of life of patients undergoing
chemotherapy after breast cancer surgery [13]. +e results of
literature [14] show that the psychological disorders of
postoperative patients are closely related to age. +e older
they are, the lighter the psychological barrier, because they
and their husbands have high hopes for quality of life and
prolonging life and have little requirements for sex. +e
younger the age, the more severe the mental disorder.
Improvement can be achieved to a large extent through
psychological care. Unilateral mastectomy did not affect the
postoperative quality of sexual life. In this process, medical
staff’s sense of responsibility and psychological communi-
cation ability and skills play a leading role. Correct psy-
chological guidance has a significant effect on reducing
postoperative sexual dissatisfaction. +e main reasons for
patients’ anxiety and low self-esteem before and after surgery
were concerns about affecting their sexual life. It is advised to
inform the patient that postmastectomy will not affect the
couple’s sexual life. However, it should also be noted that the
operation will bring inconvenience and embarrassment to
the sexual life of the patient and her husband. +e patient
will be ashamed to expose herself due to physical defects, and
at the same time, she will worry that sexual life will have
adverse effects on her body. In response to this problem,
patients and their husbands should be informed that this
deficiency can be compensated by nonphysical love at this
stage [15]. After a period of time, the psychology of both
parties adapts to this reality and it will naturally get better.
Psychological care can help patients adapt to the physical
changes caused by mastectomy as soon as possible, influence
patients to establish a correct understanding and evaluation
of such changes, help them adjust to their psychological state
in a timely manner, and help them to be confident in their
future life. Psychological counseling and guiding interven-
tion are very important to eliminate the anxiety and infe-
riority of patients through enlightenment. Psychological
intervention can transform the spouse’s sexual attitude and
improve the quality of sexual life. +erefore, as long as the
patients and their families are relieved of their ideological
concerns, psychological intervention can reduce the oc-
currence of postoperative sexual life dissatisfaction [16].

Studies have shown that 30% of breast cancer patients
show varying degrees of anxiety and depression and their
quality of life is significantly lower than that of the normal
population. Although the American Society of Clinical
Oncology (ASCO) has developed assessments and measures
to manage symptoms such as anxiety and depression in
cancer patients, many breast cancer patients undergoing
chemotherapy still report a high number of unmet needs,

including physical, psychological, and social support and
spiritual care [17]. A survey of support needs for breast
cancer patients undergoing chemotherapy showed that
younger patients had more information needs about the
health care system and sexuality and that unmet needs were
positively associated with patient symptom distress scores.
+e results of a survey on the quality of life of long-term
breast cancer survivors in literature [18] show that the
quality of life of breast cancer survivors is relatively satis-
factory, but there are still physical and psychological dis-
eases, and anxiety and depression are related to the
reduction of quality of life. Literature [19] shows that the
longer the breast cancer chemotherapy patients continue
early care, the better their cognition, behavior, and status of
the disease and the more confident they are to complete the
treatment. During hospitalization, cancer patients can be
cared for by medical staff, but their treatment time in the
hospital is not long, and most of the patients recuperate at
home during the intermittent period of treatment. Corre-
sponding support and guidance are of great significance.
Patients are eager to return to normal life after discharge,
and they need to be managed to prevent tumor recurrence,
symptom control, rehabilitation exercises, etc., to reduce
physical and psychological discomfort. Rehabilitation will be
of great benefit.

3. Materials and Methods

3.1. Research Object. In the experiment, breast patients who
are admitted to the hospital were selected as the research
objects. Inclusion criteria are as follows: female patients, who
were conscious and normal, underwent pathological and
imaging examinations, met the diagnostic criteria for breast
cancer, received chemotherapy after surgery, had complete
clinical data, provided informed consent, and obtained
approval by the medical ethics committee. Exclusion criteria
are as follows: showed poor active cooperation ability during
treatment or withdrawal from the study for some reason;
had systemic chronic disease or liver and kidney dysfunc-
tion; had nonprimary breast cancer; had speech, commu-
nication, audio-visual, behavioral, and other obstacles. +ey
are equally divided into the observation group and control
group completely by the random number table method.
+ere is no significant difference in general data between the
two groups (P> 0.05), which is comparable. +ere is no
statistical difference in the age composition and educational
level composition of the two groups of patients (P> 0.05),
which are comparable. +is study was approved by the
hospital ethics committee.

3.2. Experiment Method. When the patients in the two
groups are discharged from the hospital after the operation,
the responsible nurses provided health guidance for dis-
charge after the modified radical mastectomy for breast
cancer. It includes dietary guidance, key points of limb
protection, functional exercise of the affected limb, guidance
on identifying flap necrosis and subcutaneous effusion,
maintenance of drainage tubes, monitoring of drainage
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fluid, and guidance on takingmedicines for discharge. At the
same time, the patients on every Monday afternoon (control
group) or every Wednesday afternoon (observation group)
made an appointment to return to the hospital to observe the
wound. One month after the patients are discharged from
the hospital, the recovery status of the skin flap and the
functional recovery of the upper limb on the affected side
were evaluated.

On this basis, the observation group implemented di-
versified continuous early interventions. (1) 1–3 days before
discharge, the patients and their families will be evaluated for
their psychosocial status, a personalized continuous early
intervention plan will be developed, and hospital contact
information will be issued. +e specific methods and con-
tents of continuous early intervention are shown in Table 1.
(2) Composition and training of successive early interven-
tion teams: +e ward has 32 beds and 13 nurses. +e
continuous early intervention group consisted of 2 deputy
chief physicians of breast surgery, 2 nurses in charge, and 5
nurses who had worked for more than 5 years. Among them,
there is 1 lymphedema therapist and 1 psychological
counselor. +e training content includes breast cancer-re-
lated disease knowledge, wound management, physical
function assessment, common complication assessment and
coping strategies, listening and talking skills, guidance ed-
ucation on negative emotions, service awareness, nutrition,
etc. (3) Establishment of a patient basic information table:
the main contents of the control group information table
include the patient’s name, hospital number, age, admission
date, operation date, discharge date, discharge diagnosis,
phone number, diet, sleep, mood, flap recovery, incision
suture removal time, amount of drainage fluid, upper limb
swelling, and upper limb function recovery. On this basis,
the observation group information table adds the follow-up
date, follow-up content, and answers to difficult questions.
(4) Items of continuous early care.

(1) Incision Management. ① It is necessary to observe the
color, temperature, and tension of the wound flap to identify
flap necrosis and subcutaneous effusion. If it is found that
the incision is red and swollen, there is a sense of fluctuation

under the skin, or if the color of the skin flap is purple, we
should contact the management physician in time and deal
with it in time.② It is necessary to keep the incision dressing
clean and dry, and it is advised not to scratch it with the
hands to avoid infection.

(2) Drainage tube management.① It is necessary to squeeze
the drainage tube correctly to keep the drainage smooth.②
It is necessary to maintain the effective negative pressure
suction of the negative pressure drainage bottle. ③ It is
necessary to pour the drainage fluid regularly every day. If it
is found that the drainage fluid suddenly decreases sharply,
combined with chest wall pain or more fluid leakage from
the drainage tube orifice, the patient needs to go to the
hospital in time. At the same time, patients need to be
informed of the dangers of not pouring the drainage fluid in
time and the importance of recording the drainage fluid to
improve their compliance.

(3) Process of Functional Exercise of the Affected Limb. It is
necessary to formulate a personalized functional exercise
plan for the affected limb for the patient according to the
patient’s description, postoperative days, and wound heal-
ing. At the same time, it is necessary to invite family
members to participate in the plan and inform patients and
family members of the purpose and significance of func-
tional exercise of the affected limbs, so as to improve pa-
tients’ compliance and family members’ awareness of
supervision.

(4) Guidance on Diet and Emotional State. It is necessary to
distribute small prescriptions for breast cancer nutrition
diets, instruct patients to arrange meals reasonably, and fast
from greasy, estrogen-rich foods, or drugs.

(5) Psychosocial Support. It is necessary to assist patients in
discovering social support resources around them, so that
they can obtain support effectively, encourage family
members, especially spouses, to provide psychological
support, and maintain emotional stability. At the same time,
patients need to be informed that they can consult follow-up

Table 1: Comparison of SAS of patients.

Number Control group Test group Number Control group Test group
1 42.71 35.35 16 53.08 39.05
2 52.64 41.91 17 56.50 48.48
3 54.83 40.62 18 47.36 40.73
4 45.49 44.22 19 57.99 39.12
5 53.51 35.59 20 58.50 36.87
6 54.95 45.78 21 56.38 43.08
7 56.53 38.86 22 43.46 40.06
8 53.35 36.30 23 57.13 37.50
9 47.60 44.38 24 53.85 34.71
10 51.82 42.15 25 55.27 47.48
11 51.85 35.95 26 52.82 38.31
12 54.46 41.98 27 48.29 34.58
13 57.91 39.14 28 52.59 47.44
14 43.61 47.36 29 49.47 37.11
15 52.22 44.63 30 56.12 38.84
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staff if they have anxiety, depression, and other emotions or
poor sleep. In addition, it is necessary to encourage par-
ticipation in the activities of the Pink Ribbon Club and the
promotion of rehabilitation-themed salons to provide pa-
tients with more information and psychological support.

+e adverse mood changes of the two groups of patients
were recorded. Adverse mood changes were evaluated using
theSelf-RatingAnxietyScale (SAS)andSelf-RatingDepression
Scale (SDS). +ey are performed before treatment and 3
months after patient care.+e scales include 20 items, and the
cutoff value is 50 points.+e higher the score, the more severe
the anxiety or depression. Changes in the quality of life of
patients before and after nursing are recorded, and the Eu-
ropean Organization for Cancer Treatment and Research is
used to develop the RTC-QOL-C30 scoring scale. +e higher
the functional score, the better the quality of life of the patients.
+e nursing satisfaction of the two groups of patients is
compared using a self-made questionnaire, which is divided
into satisfied and dissatisfied levels. Before and after nursing,
the health knowledge mastery of the two groups of patients is
measured. In this experiment, we design a questionnaire on
health knowledge of patients after chemotherapy, including
five dimensions, representing the most basic chemotherapy
support, skin reaction, and diet.+e score adopts a three-level
scoring method, and the patient never understands complete
mastery of 3 points. +e higher the score, the higher the pa-
tient’s mastery of health knowledge.

4. Results

After nursing, the SAS and SDS scores of the two groups are
significantly decreased (both P< 0.05). +ere are statistically
significant differences in the SAS and SDS scores between the
two groups (both P< 0.05), as shown in Tables 1 and 2. +e
corresponding statistical chart is shown in Figure 1 and 2.

After nursing, the quality of life scores of the two groups
are improved (both P< 0.05). +e quality of life scores of the
observation group after intervention are significantly better
than those of the control group (all P< 0.05), as shown in
Tables 3–9. +e corresponding statistical chart is shown in
Figures 3–9.

Table 2: Comparison of SDS of patients.

Number Control group Test group Number Control group Test group
1 48.14 36.17 16 53.55 41.48
2 54.89 40.81 17 44.41 44.10
3 47.03 42.96 18 47.72 38.37
4 41.76 35.70 19 54.18 35.71
5 43.37 34.31 20 48.03 40.14
6 43.33 36.20 21 40.95 35.58
7 52.35 42.92 22 49.46 40.02
8 53.98 44.00 23 54.90 37.15
9 46.87 42.09 24 47.66 33.27
10 48.35 35.37 25 54.51 33.76
11 53.90 38.04 26 52.98 40.77
12 52.16 36.29 27 41.77 38.54
13 46.79 39.43 28 40.45 43.13
14 45.08 37.38 29 50.03 35.72
15 51.38 37.74 30 42.75 36.00
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Figure 1: Statistical chart of comparison of SAS of patients.
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Figure 2: Statistical chart of comparison of SDS of patients.
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5. Analysis and Discussion

In recent years, the incidence of breast cancer in China has
shown a gradually increasing trend and the affected

population is getting younger. Statistics show that breast
cancer has acquired the third place among all malignant
tumors. Although the diagnosis and treatment techniques
have been improved, the functional rehabilitation of nurses

Table 3: Comparison of physical functions.

Number Control group Test group Number Control group Test group
1 60.22 62.51 16 16 89.80
2 67.52 60.65 17 17 80.71
3 85.66 67.10 18 18 88.88
4 75.84 74.12 19 19 89.17
5 89.19 84.65 20 20 75.13
6 74.98 60.44 21 21 75.65
7 84.85 74.88 22 22 68.21
8 65.66 64.02 23 23 76.10
9 70.70 56.68 24 24 62.12
10 72.31 79.06 25 25 89.54
11 79.44 78.62 26 26 86.62
12 79.27 73.09 27 27 63.12
13 88.72 69.26 28 28 85.95
14 66.41 82.70 29 29 78.77
15 65.72 73.12 30 30 67.66

Table 4: Comparison of role functions.

Number Test group Control group Number Test group Control group
1 72.51 25.14 16 58.78 20.80
2 42.11 10.61 17 55.06 41.51
3 63.22 23.69 18 84.62 9.58
4 38.19 12.13 19 82.83 67.74
5 60.72 21.27 20 63.07 71.45
6 85.54 10.77 21 62.56 35.48
7 73.24 66.44 22 44.92 12.55
8 55.21 67.04 23 58.52 19.52
9 66.24 64.99 24 62.66 37.47
10 47.34 10.27 25 52.63 57.30
11 75.41 10.98 26 49.80 32.81
12 86.77 16.20 27 42.40 69.36
13 50.82 8.90 28 76.56 44.75
14 40.35 16.97 29 44.35 45.52
15 84.68 35.54 30 56.09 68.39

Table 5: Comparison of emotional functions.

Number Test group Control group Number Test group Control group
1 73.59 70.26 16 86.55 50.07
2 86.60 61.65 17 58.86 30.22
3 64.98 42.94 18 87.15 60.08
4 64.27 55.82 19 49.14 64.89
5 80.67 59.25 20 68.96 51.92
6 75.90 27.73 21 76.09 43.44
7 69.10 58.39 22 51.02 53.99
8 59.84 57.25 23 76.64 34.23
9 55.37 40.99 24 66.98 55.92
10 59.22 73.88 25 73.31 47.99
11 63.28 33.96 26 47.62 67.64
12 50.06 63.85 27 66.81 28.48
13 85.04 74.15 28 86.94 52.39
14 52.09 46.12 29 75.52 74.05
15 81.02 65.31 30 50.51 38.18
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after surgery will inevitably lead to the loss of hope for many
patients. +erefore, it is of great practical significance to
study which nursing methods are used to improve patients’
negative emotions and quality of life. +e adverse reactions

of breast cancer patients during treatment not only affect the
patients’ recovery but also affect their psychological status,
resulting in a decline in the patients’ quality of life. In the
analysis of this group, the focus is on the application of

Table 6: Comparison of social functions.

Number Test group Control group Number Test group Control group
1 77.77 16.88 16 49.94 37.74
2 41.33 23.55 17 78.33 42.01
3 65.44 48.09 18 51.93 13.18
4 30.19 18.93 19 68.79 9.50
5 76.75 53.52 20 41.46 54.55
6 33.90 52.69 21 49.72 53.34
7 55.92 35.04 22 36.42 25.83
8 31.43 39.29 23 72.48 51.37
9 46.87 38.26 24 57.09 56.74
10 47.74 36.09 25 51.37 16.48
11 40.73 35.25 26 53.79 42.50
12 52.18 41.80 27 42.09 21.45
13 49.85 53.99 28 43.54 10.56
14 37.80 49.83 29 34.89 44.72
15 59.40 22.96 30 68.69 39.99

Table 7: Comparison of cognitive functions.

Number Test group Control group Number Test group Control group
1 90.34 89.35 16 89.60 74.65
2 80.79 82.24 17 97.91 84.85
3 84.33 55.42 18 70.67 64.41
4 81.20 87.95 19 79.90 79.35
5 72.15 94.52 20 67.34 83.56
6 69.23 93.60 21 67.91 83.40
7 69.16 83.73 22 85.52 55.87
8 88.36 62.65 23 89.13 88.35
9 90.19 78.73 24 89.55 91.59
10 95.94 62.32 25 72.36 58.24
11 74.94 83.89 26 94.34 78.49
12 73.20 53.63 27 68.27 88.63
13 77.61 69.02 28 70.09 57.36
14 79.42 60.01 29 94.04 92.74
15 92.74 80.68 30 95.80 52.62

Table 8: Comparison of overall functions.

Number Test group Control group Number Test group Control group
1 31.64 53.99 16 42.71 23.39
2 24.70 23.35 17 59.09 54.13
3 68.43 31.32 18 71.18 35.44
4 73.46 36.03 19 33.71 43.98
5 62.70 23.88 20 33.07 41.21
6 25.57 35.05 21 20.95 48.32
7 39.83 28.19 22 61.42 29.16
8 69.83 38.27 23 24.72 23.74
9 40.12 23.99 24 70.87 38.72
10 47.08 32.65 25 58.63 21.97
11 42.73 30.57 26 48.09 22.39
12 25.31 50.02 27 49.42 44.41
13 56.77 38.41 28 32.59 43.38
14 28.58 50.82 29 67.90 31.31
15 60.00 45.00 30 56.40 38.79
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Table 9: Comparison of nausea and vomiting.

Number Test group Control group Number Test group Control group
1 71.95 96.44 16 67.51 87.69
2 83.21 75.07 17 46.71 64.25
3 71.57 94.08 18 82.57 91.64
4 43.23 62.72 19 77.94 75.06
5 71.94 64.00 20 50.80 64.78
6 75.31 93.38 21 55.16 71.32
7 89.72 61.94 22 46.77 67.39
8 59.10 86.00 23 50.23 66.08
9 82.30 68.92 24 94.41 83.64
10 41.97 65.84 25 68.52 63.21
11 71.04 85.39 26 95.22 74.30
12 71.35 73.55 27 95.94 73.18
13 57.62 78.71 28 93.88 65.43
14 73.52 75.45 29 80.60 66.22
15 76.92 65.44 30 73.32 94.98
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Figure 3: Statistical chart of comparison of physical functions.
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Figure 4: Statistical chart of comparison of role functions.
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Figure 5: Statistical chart of comparison of emotional functions.
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Figure 6: Statistical chart of comparison of social functions.

8 Computational Intelligence and Neuroscience



continuous early care in breast cancer. With the rapid de-
velopment of nursing disciplines, a lot of efforts have been
made in the nursing work of breast cancer chemotherapy at
home and abroad. Continuous early care is given to im-
plement discharge care on the basis of overall care, to ensure
that patients can receive the same care as inpatient care after
hospitalization, to effectively ensure the rehabilitation of
patients with humerus, and to reduce the case fatality rate of
patients. Continuous early care for breast cancer patients can
effectively reduce CRF during chemotherapy and improve
patient satisfaction. It shows that the implementation of
continuous early nursing care for breast cancer patients is
helpful for the mastery of patients’ health knowledge and has
an important effect on improving the relationship between
nurses and patients, which is consistent with the results
reported in previous studies. Moreover, various adverse
reactions after breast cancer treatment seriously affect the
quality of life of patients. As patients spend most of their
time recovering at home, this prevents continuation of care.
+e implementation of continuous early care can ensure the
continuity and integrity of nursing intervention and, at the
same time, can improve the nursing ability of patients
themselves and their families and improve the quality of life
of patients. Before nursing, there is no significant difference
in the SAS score and SDS score between the two groups
(P< 0.05). After nursing, the SAS and SDS scores of the two
groups are significantly decreased (both P< 0.05) and the
SAS and SDS scores of the observation group are signifi-
cantly lower than those of the control group at the same time
after nursing (both P< 0.05). Moreover, the quality of life of
the patients in the observation group after intervention is
significantly better than those in the control group except for
loss of appetite, constipation, diarrhea, economy, and other
dimensions (all P< 0.05). +e research results show that the
implementation of continuous early care can improve the
role function and emotional function of patients, indicating
that the implementation of continuous early care can ef-
fectively reduce the adverse symptoms of patients and ex-
tend clinical intervention from the hospital to the family.

It is necessary to standardize the way of continuous early
care and improve the professional quality of nursing staff.
Moreover, continuous early care needs to organically
combine the enthusiasm of patients for self-care and the
enthusiasm of nurses by carrying out a variety of health
education activities, which increases the trust of patients in
nursing staff and makes the satisfaction of patients improve.
In this study, continuous early care team members were
trained once a week on breast cancer specialist knowledge,
prevention and countermeasures for common complica-
tions after breast cancer surgery, identification of common
psychological problems and emotional management, and
other related subjects to improve their professional quality.
At the same time, relevant guidelines and standards are
formulated for the content and operation procedures of
continuous early care, to standardize the professional be-
havior of nursing staff and to improve the quality of con-
tinuous early care. At the same time, it is necessary to use a
convenient and economical network platform to provide
consultation services, implement health guidance, and
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Figure 7: Statistical chart of comparison of cognitive functions.
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Figure 8: Statistical chart of comparison of overall functions.
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Figure 9: Statistical chart of comparison of nausea and vomiting.
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facilitate the implementation of continuous early care for
patients in various places. +rough face-to-face guidance
and communication, the patients’ compliance with treat-
ment and functional rehabilitation of the affected limbs after
discharge can be effectively improved and their emotions
can be relieved in time. However, the disadvantage is that it
is limited by time; through telephone follow-up, patients can
feel the humanistic care of the hospital and improve nursing
satisfaction. To sum up, continuous early nursing can ef-
fectively reduce postoperative complications of breast cancer
and promote functional recovery of the upper limbs on the
affected side.+e establishment of a high-quality continuous
early care team is the guarantee of continuous early care.
+erefore, we need to develop a personalized continuous
early care program and use a variety of continuous early care
pathways. For example, carrying out continuous early care
by means of appointment follow-up time, setting up QQ
group, WeChat group, online consultation and answering
questions, follow-up consultation, telephone follow-up, etc.,
is conducive to achieving good results.
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With the massive construction of bridge infrastructures, bridge health monitoring systems have gradually matured in application
and research, but previous research has primarily focused on structural damage detection and bridge safety warnings based on
valid data. (e structural details of steel bridge panels and structural systems are determined by the coupling effects of many
intrinsic and extrinsic uncertainties, such as material properties, structural characteristics, manufacturing processes, and random
traffic loads. (e evaluation of fatigue is a difficult task. (is article first builds a big data platform, utilizing its high-efficiency
parallel computing capability and highly fault-tolerant distributed file system to achieve second-level monitoring data processing;
ensuring real-time data cleaning, data analysis, and safety warning; and building a big data analysis and processing platform with
high reliability, high availability, high storage efficiency, and high scalability of bridge health monitoring. (e big data platform
chooses HDFS for offline data storage and Spark for data analysis and modelling after comparing and analysing the benefits and
drawbacks of various big data technologies. Kafka is used for caching real-time data, and Spark-streaming is used for reading data
and real-time processing. Finally, the platform’s superiority and reliability in terms of offline computing performance, real-time
online performance, scalability, and fault tolerance are confirmed through experimental analysis; the optimal data cleaning
method is derived by comparing and analysing monitoring data noise, jump point, and drift phenomena.(is part of the research
is based on bridge temperature data with stable signals and bridge strain data with fluctuating signals, taking into account the
influence of different data types; the corresponding data missing repair algorithms are proposed for different types of data to form
a complete and general data patching method process. (e probabilistic fracture mechanics theory, in comparison to the
traditional deterministic fatigue assessment method, can better reflect the essential uncertainty of fatigue problems and is an
effective way to assess the fatigue performance of orthotropic steel bridge decks. (e goal of data patching is to ensure data
recovery accuracy of over 90%, with no patching repair required for monitoring data with too much missing data. (e endurance
life of bridge structures is predicted using a big data probabilistic statistics approach based on a variety of factors such as material
properties, construction characteristics, manufacturing processes, and random traffic loads.

1. Introduction

Bridges are the key nodes in the traffic lifeline project, and also
show the strength of the country in social and economic de-
velopment. In recent times, as the number of bridges increases
and the age of bridges increases, the focus of bridgework is
changing from “reconstruction rather than maintenance” to
“construction andmaintenance,” and even “management and
maintenance.” However, compared with the breakthrough
achievements in the fields of super flexible structure analysis,
deep-water foundation design and construction, and super
span bridge construction, there is a serious lack of research in

bridge maintenance technology, and a weak reserve of bridge
safety and health technology, resulting in the structural per-
formance of bridges decaying before they get old, and the
service life is generally much lower than the design life, and
even safety accidents occur frequently. According to statistics,
60% of the actual life of the bridge is less than 25 years, nearly
800,000 highway bridges, the proportion of dangerous bridges
is close to 15%, and the hidden danger is huge.

Large steel bridges are critical nodes and hubs in road
traffic engineering, and orthotropic anisotropic steel bridge
deck panels as the preferred deck structure for their main
girders are required to ensure their safety and reliability in
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high-quality service during thedesign life.(e fatigue cracking
problem and secondary diseases such as deck pavement
damage caused by the coupling influence of multiple factors
such as structural characteristics and force system, material
properties, environmental effects, andconstructionquality run
through the entire process of application and development of
orthotropic steel bridge panels, according to engineering
application practice and research at home and abroad. It is
difficult to repair and raise the overall cost of ownership,
making it a management issue and a technical bottleneck that
stymies the long-term development of steel bridges.

After large-scale new construction, developed countries
have shifted their focus to the repair, reinforcement, and
renovation of old buildings, and reconstruction is not only less
expensive than new construction but also recovers the in-
vestment faster. Because of the current state of bridges, in-
frastructure investments should be directed toward the
expansion and reconstruction of old and dangerous bridges.
Durability assessment and life predictionareneeded todevelop
scientifically developed repair, strengthening, and renovation
plans for existing service structures. On the one hand, dura-
bility assessment and service life prediction can reveal the
structure’s potential hazards, and based on the results, the
structure can be repaired and strengthened at an early stage of
structural performance degradation, extending the structure’s
service life, reducing economic loss, andmitigating the serious
energy and environmental problems caused by durability
failure. On the other hand, it can reveal internal and external
factors that affect the structure’s life span. (e existing de-
terministic methods are difficult to accurately consider the
influence of the randomcharacteristics of the abovementioned
key factors and may obtain unsafe fatigue performance eval-
uation results. Aiming at the shortcomings of the existing
deterministic evaluation methods, this article conducts sys-
tematic research on key issues such as fatigue load, crack
growth, and fatigue reliabilitymodel and introduces the theory
of random process and elastic-plastic fracture mechanics re-
spectively to explore the effect of constant amplitude and
random load. Based on the fatigue crack propagation char-
acteristics, the probability and statistics theory and reliability
theory are unified into the fatigue evaluation framework based
on fracture mechanics, and a fatigue reliability evaluation
method based on probabilistic fracturemechanics is proposed.
(us, targeted investments can be made according to the
surrounding environment, usage, economic conditions, etc.,
which helps to improve the design level and construction
quality of the project and improve the theory and method of
new structural durability design.

2. Related Works

(e research results of bridge health monitoring are be-
coming more mature, and some large bridges in the United
States and abroad are equipped with various monitoring
instruments and monitoring devices, as shown in Figure 1
for factors affecting bridge endurance life, primarily to
monitor these factors. (e first health monitoring systems
were installed and researched in foreign countries in 1922 on
the Ironton-Russell suspension bridge in the United States,

which had undergone several repairs and reinforcements, so
the relevant units installed health monitoring systems to
monitor the stress changes of the bridge structure, and the
bridge was operated safely for the next decades until it was
demolished [1]. In addition to the installation of bridge
health monitoring, research in the field of health monitoring
has tended to be rich and mature, and bridge health
monitoring has evolved in the direction of intelligence and
digitalization in the current era of big data.

(e material fracture prediction is closely related to the
material type, chemical composition, and manufacturing
process, and its magnitude is the key factor determining the
fatigue crack propagation characteristics of the structural
details of the steel bridge deck. (e fracture parameter values
of different steels are quite different and show significant
random characteristics due to the influence of the inhomo-
geneity of the material microstructure. In foreign studies,
literature [2] designed a bridge health monitoring system
based on strain monitoring data, using the strain monitoring
data collected todetermine the stresses generatedby live loads,
to identify valuable parameters such as live load distribution
factors and peaks, and to evaluate the structural health state of
the bridge. Literature [3] investigated the improvement in the
existing bridgemonitoring system andproposed amethod for
information integration. (e method uses a Bayesian prob-
ability model to obtain data and information from the
structural healthmonitoring system to predict the probability
of extreme values generation. (is bridge health monitoring
system has been applied to bridges in Wisconsin with good
results. A method for adaptive identification of truss struc-
tures based on the Lyapunov method is proposed in the lit-
erature [4]. (e Lyapunov method provides guaranteed
convergence for parameter estimation in the identification.
(e finite element analysis method is used to identify the
simulation model. (e simulation results show that the
adaptive estimation method can track the changes over time,
thus providing monitoring of the degraded structure. Liter-
ature [5] utilized an enhanced structural health monitoring
system using stream processing and artificial neural network
techniques (SPANNet) and applied it to a bridge in Bangkok.
(e system provides real-time monitoring and early warning
mechanisms for bridge structures by applying wireless sensor
networks, real-time data stream processing, and weighted
attack maps based on measured bending strains.

Although Chinese bridge monitoring research is lagging
behind that of other countries, bridge health monitoring re-
searchers have conducted scientific research on health mon-
itoring systems and practical research on variousmajor bridge
structures in China. Bridge health monitoring combined with
machine learning and big data platforms are gradually
emerging in today’s wave of big data and artificial intelligence.
Literature [6] proposed amethod to evaluate the service status
of bridge structures using a five-layer deep learning network
and built an accurate finite elementmodel of bridge structures
based on bridge monitoring data. (e pattern classification
technique using neural networks was analysed using dynamic
networks and genetic algorithms in literature [7], and its ef-
fectiveness in identifying structural damage of bridges was
analysed in real tests, demonstrating the technique’s feasibility.
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Literature [8] used radial basis function (RBF)neural networks
to identify bridge damage and established guidelines for lo-
cating judged damage as well as an evaluation method for the
identification effect. Literature [9] looked into a two-step
method for damage detection based on a generalized regres-
sion neural network (GRNN), which is a variant of the radial
basis (RBF) networkwith a faster training speed and a stronger
nonlinear mapping capability, and network training can be
completed instantly with high fitting accuracy. However, only
a few typical simple bridge structures have been numerically
simulated in the experimental validation stage, and there is still
a significant gap in applying it to the damage identification of
large bridge structures.(e Korhonen clustering network was
used in literature [10] to analyse isolated points of bridge
monitoring data, as well as the analysis and early warning
reference of bridge structure abnormalities based on this; the a
priori model for bridge condition assessment was also
established to explore thepotential association rules among the
attributes of bridge data, providing a data-supported basis for
bridge condition assessment.

3. A Probabilistic Statistics-Based Approach to
Bridge Life Prediction

3.1. Bridge Structure Durability Life Prediction Method.
(e service life of bridge structures has certain uncertainty
due to the environment they are in and the level of corrosion

stress. However, how to accurately predict the reliability of
bridge structures during service; guide, overhaul, and im-
prove their reliability; and ensure their service life under
harsh environments is a concern for bridge durability re-
searchers [11]. (e establishment of a reliable theoretical
relationship between the durability deterioration process
and time, based on which the service life of bridge structures
can be assessed qualitatively and quantitatively, is referred to
as life prediction of bridge structures. Empirical prediction,
comparative performance prediction, accelerated test pre-
diction, mathematical model prediction, and probabilistic
analysis (stochastic process) prediction are the main
methods for life prediction of bridge structures in general,
and these methods are often used interchangeably in
practice, rather than just one. Due to the drawbacks of
empirical and performance comparison prediction methods
[12], such as low prediction reliability, large errors, and
significant limitations in the application of new materials,
three bridge structure durability prediction methods are
widely used.

3.1.1. Accelerated Test Prediction Method. Accelerated
testing is based on test simulations to increase the level of
corrosion stress, such as increasing the temperature, hu-
midity, and concentration of corrosive ions, to accelerate the
deterioration process of bridge structure durability and
shorten its actual service life. (is method can predict the
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service life of reinforced concrete very well if the acceleration
mechanism is reasonably designed, the test operation is
reasonable, and the data collection method is correct [13].
But often in practice, due to the acceleration test mechanism
and corrosion stress level and the actual engineering cor-
rosion stress in the process of durable deterioration of
reinforced concrete between the match to be clear, whether
too high or too low scholars question the attitude, that is, the
precise value of the acceleration factor (K) has ambiguity.
According to the fatigue damage characteristics of ortho-
tropic steel bridge decks, the effects of key factors such as
materials, loads, and defects are comprehensively consid-
ered, and the fatigue reliability and time-varying laws of
typical structural details during service as well as fatigue
crack propagation characteristics are reasonably predicted.
(e evaluation method of the orthotropic steel bridge deck is
the primary issue in fatigue evaluation. Figure 2 shows the
accelerated experimental prediction method process.

3.1.2. Mathematical Model Prediction Method. (e mathe-
matical model prediction method is the most widely used in
today’s study of bridge structure life prediction, and it is
primarily based on the steel corrosion model, which is
embodied primarily through the carbonation and chloride
ion diffusion theory and other calculation models, and it has
now become an important life prediction tool. (e accuracy
and reliability of life prediction, on the other hand, are
closely linked to the logic of mathematical models, the se-
lection of material-related parameters, and the compatibility
of environmental factors, and the results are somewhat
absolute.

3.1.3. Probabilistic Analysis and Prediction Method. (e
probabilistic analysis prediction method expresses the re-
lationship between the service life of bridge structures and
time through the function of development evolution, and the
prediction result is the non-mean service life (deterministic
model), but the service life with a stochastic process, that is,
the probability that the durability of bridge structures will
fail at a certain service time point.(e durability degradation
of bridge structures is a changing process during the service
life of bridge structures because it is the result of the coupling
of various factors. For example, the hydration of MgSO4 and
cementitious materials has a double effect on bridge dura-
bility degradation. According to the need for durability
assessment, the environment in which the structure is lo-
cated should be investigated. Temperature, humidity, ag-
gressive material gases, liquids and solids, freeze-thaw cycles
and scouring, wear and tear, and other factors are all taken
into account.(e corresponding original design data and the
survey of the completed acceptance data should both be
completed at the same time. Meanwhile, the initial durability
of the bridge structure is a continuous strengthening process
with the addition of admixtures and dopants, and given this,
the probabilistic analysis-based method of predicting the life
of bridge structures is more reasonable than other methods.
Furthermore, the service life prediction based on a deter-
ministic model has certain ambiguity in the process of bridge

structure life prediction, so it is necessary to use a proba-
bilistic method to predict its service life. (e probabilistic
analysis prediction method is depicted in Figure 3.

(e durability of bridge structures has always been the
focus of scholars’ attention. With the continuous research,
scholars at home and abroad have a profound understanding
of the durability degradation process and deterioration
mechanism of bridge structures, and most of them adopt the
methods related to accelerated corrosion and have achieved
fruitful results [14]. However, the research on the durability
of bridge structures is mostly concentrated in the field of
general bridges, and relatively little research has been done
on new constructionmaterials. Along with the improvement
in people’s environmental awareness and the requirements
of sustainable development, the research on the durability of
green bridge structures and accelerated corrosion also needs
to be further clarified, to lay a solid theoretical foundation
for the promotion and application of green building
materials.

Current methods of accelerated corrosion of bridge
structures, particularly carbonation and chloride ions under
the action of the accelerated corrosion mechanism, are more
mature, and more research results based on the acceleration
of steel corrosion method have also attracted more andmore
attention from scholars. However, the electrolyte used in the
existing accelerated corrosion process is mostly an aggres-
sive solution, but due to the lack of oxygen supply in the
acceleration process, the deterioration mechanism of the
reinforcing steel is distorted, and the model of reinforcing
steel corrosion is questioned to some extent. (ere are many
models for predicting the service life of bridge structures, but
the majority of current research findings are based on a
deterministic model, that is the service life under a specific
corrosive environment or stress level. (ere is no denying
that the erosion environment in which the bridge structure is
situated changes over time, and that the corrosion stress level
is also influenced by uncertainties. At the same time, the
durability deterioration of the bridge structure is changing.
For example, under the action of a single factor, durability is
a gradual accumulation of the deterioration process, whereas
under the action of multiple factors, the coupling of various
factors sometimes slows down the deterioration rate, and
sometimes accelerates it, both have a degree of uncertainty,
so based on the deterministic model to predict the service life
of the bridge, the use of the probabilistic analysis method as a
reliability model for life prediction can better reflect the
randomness of bridge structure durability deterioration due
to various factors.

Overall, the main problems in the current study are as
follows:

(1) At present, the research on the durability deteriora-
tion mechanism of bridge structures is mostly focused
on ordinary silicate bridges, while there is little re-
search based on green building materials, such as
recycled bridge structures and magnesium chloride
cement bridge structures to accelerate corrosion.

(2) In the accelerated corrosion study of bridge struc-
tures, especially based on the accelerated corrosion
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test by electricity, the electrolyte mostly uses ag-
gressive solutions; however, in the accelerated pro-
cess with the bridge expansion and cracking, the
solution is easy to penetrate the cracks resulting in
the outflow of rust products, resulting in a certain
ambiguity of the durability deterioration process of
bridge structures under the effect of accelerated
corrosion by electricity.

(3) (ere are many methods for life prediction of bridge
structures, and the life prediction model based on
stochastic analysis is practical, but the applicability of
the probability function in the stochastic analysis
method, the calculation of relevant parameters, and
the accuracy of the prediction model need to be
further determined.

(4) (e model of the accelerated test prediction method
has certain conditions of applicability, so under the
premise of improving the accelerated corrosion
mechanism, it will be more practical to explore the
applicability and accuracy of life prediction of bridge
structures based on the reliability analysis model.

Probabilistic statistical methods can reflect the factors
affecting the durability life of bridge structures in a multi-
level and all-around way; therefore, this article focuses on
the application of probabilistic statistical methods in the
durability prediction of bridge structures.

3.2. Probabilistic Statistical Methods. Considering the ran-
dom nature of endurance life data, the correlation between
before and after data, and the effectiveness of probabilistic
statistics in the face of data and lack of theoretical models,
this section will introduce models and methods based on
probabilistic statistics used in the problem of predicting the
endurance life of bridge structures. (ese include traditional
probabilistic models, such as Bayesian classification models,
conditional random field models, etc., and statistical
learning theory, which is the basis of machine learning
theory [15–17].

Based on the Bayesian formulation, numerous related
theories have been developed. In this section, we introduce
Bayesian decision theory in statistical pattern recognition
and the Bayesian parameter estimation techniques [18] and
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Bayesian learning techniques used to apply this decision
theory in intrusion detection. (e statistical decision theory
with Bayesian decision-making as the core component is an
important foundation of statistical pattern recognition, and
the classifier designed based on it has the lowest classifi-
cation error rate or risk, so it is often used as a criterion to
measure the merits of other classifier design methods. When
using this method to build a classification model, the fol-
lowing two prerequisites must be met: (1) the probability of
the overall of each category of the sample needs to be known;
and (2) the number of categories to be classified for decision-
making needs to be known. (e problem it solves is to
determine the class to which the d-dimensional feature
vector observed on the feature space X � [x1, x2, x3, ..., xd]T

belongs, so it can be said that the Bayesian decision model-
based intrusion detection technique combines both the
feature space-based intrusion detection technique and the
probabilistic statistics-based intrusion detection technique.

Bayesian decision-making based on the minimum error
rate considers the posterior probability P(xi | X), which xi

denotes the category to which it belongs, and for the binary
classification problem, i� 1, 2; then, based on the known
probability of the overall of each category, this posterior
probability is calculated by the Bayesian formula, to de-
termine the category to which it belongs by the probability
magnitude. (e Bayesian formula is shown as follows:

P xi | X(  �
P X | xi( P xi( 

P(X)
, (1)

where P(xi) is the prior probability xi of the class, and
P(xi | X) is the conditional probability of the observation X
xi under the class, P(X) is a constant and generally need not
be considered. In practice, the prior and conditional
probabilities of each class are the premises of Bayesian
decision theory. (is requires estimation of the probability
density function, that is, it requires the use of Bayesian
parameter estimation or Bayesian learning to infer the
overall distribution given a known sample set P(xi | D).
Although the fuzzy-means clustering method based on soft
partition can evaluate the durability of multiple samples to
be evaluated and multiple evaluation indicators, due to the
problem of data resources, although there are multiple
samples, each sample has only two durability.(e evaluation
index can only show the durability of the component to a
certain extent. Unlike traditional parameter estimation,
which treats the parameter θ to be estimated as a constant,
Bayesian parameter estimation treats θ as a random variable
with a priori distribution. (e basic idea is to use the past
knowledge of θ to give a more realistic estimate of θ.

(e Bayesian parameter estimation problem can be
described as follows: first, the posterior probability density of
the parameter θ under known data Y is calculated using the
following Bayesian formula:

P(θ | Y) �
P(Y | θ)P(θ)

P(Y)
, (2)

where P(θ) is the known θ prior distribution and is the
conditional probability of the sample Y under P(Y | θ) the

parameters θ; then, the estimate θ � E(θ | Y) is calculated
according to the θ theorem.

Bayesian learning, on the other hand, solves directly for
the overall distribution P(xi | Y) by finding the posterior
probability of the parameter θ, which is expressed as follows:

P xi | Y(  �  P xi | X( P(X | Y)dxi. (3)

Its learning process is roughly encapsulated as follows:
for a fixed, it will completely determine the probability
density of x; when the sample is observed; as the number of
samples increases, the uncertainty of inference on will de-
crease. (e basic theory of statistical pattern recognition is
Bayesian decision theory, which has important implications
for modelling and designing classifiers for bridge durability
life prediction. Because Bayesian parameter estimation and
Bayesian learning are both basic probabilistic statistical
methods, they can be used in a variety of other durability life
prediction models.

3.3. Experimental Design and Analysis of Results. For dura-
bility assessment of actual projects, the reliability of the
current structural system should be evaluated not only from
the system level but also considering the time effect and
evaluating the reliability of the system at different moments
[19]. (e carbonization rate of different parts is different due
to various factors, and considering the complexity of the
carbonization process, if a single time-varying model is used
to deal with the carbonization of themembers, the results are
too subjective and difficult to match with the specific actual
project. (erefore, the Bayesian dynamic carbonation model
can be used to make dynamic corrections to the respective
carbonation based on the historical inspection data of each
part of the real bridge and then calculate the reliability of the
structural system based on the corrected carbonation depth
(Figure 4).

In the figure Ai(α, β), it indicates the carbonation depth
correction value of member i at the α moment after the
moment update; Mi(α, β) � F[Ai(k, k − 1)] is the detection
value of member i at the moment β; Ni(α, β) is the reliability
index of member i at the moment α after the moment β
update; N(α, β) � F[M1(α, β), . . . , Mi(α, β)] is the system
reliability index at the moment α after the moment β update.
From the flow chart, it can be seen that the Bayesian dynamic
linear model completes the dynamic update correction of the
carbonation depth, that is

Ai(α, β) � F[A(k, k − 1), M(i, k)]. (4)

(e component reliability calculation can be expressed
as follows:

Mi(α, β) � F Ai(k, k − 1) . (5)

And the differential equivalence recursive algorithm
completes the calculation of the component reliability to the
system reliability, that is

N(α, β) � F M1(α, β), . . . , Mi(α, β) . (6)
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A top-bearing reinforced concrete box arch bridge with a
calculated span of 81m and a calculated vector height of
13.5mwas selected here. Due to the lack of bridge inspection
data, it is difficult to collect the same bridge inspection data
for the past years, so the rapid carbonation test of concrete
was carried out in the laboratory to replace the actual
measured data of the bridge with the test data. (e stress
state of the members in the test was determined according to
the computational model, and Figure 5 shows the com-
parison of the carbonation depth of each specimen.

For reinforced concrete arch bridges, the main com-
ponents can be divided into bridge tunnel system, arch
column, main arch ring, etc. (e carbonization model of
different components is different due to different environ-
ments. (e speed should be greater than the carbonization
speed when there is no stress; while the main arch ring and
the columns on the arch are mostly eccentric compression
members, under appropriate compressive stress, the con-
crete is denser, which hinders the entry of carbon dioxide to
a certain extent and slows down the carbonization speed.
However, if the compressive stress is too large, cracks will
occur inside, whichmay facilitate the entry of carbon dioxide
and increase the carbonization rate instead.

(e Bayesian dynamic linear model is used to correct
and predict the carbonization depth. Taking the updated
carbonization depth as the effect and the corresponding
protective layer thickness as the resistance, according to the
reliability calculation method, the reliability index of the
component can be obtained at any time.(e reliability index
of the bridge system is obtained, and then the differential and
equivalent recursive algorithm is used to obtain the reli-
ability index of the bridge system after each update. It can be

seen from Figure 6 that with the introduction of their re-
spective test data, the reliability indicators of each compo-
nent have been revised to different extents. On the one hand,
some members become more reliable after the update, and
somemembers become less reliable, which has little effect on
the overall correction. It can also be seen from Figure 6 that
the reliability changes of different components are different.
If we use the reliability of components to evaluate the re-
liability of the system, not only because of the different
selection of components, the evaluation results will also be

Calibration data

Uncalibrated model
A [p (m),S,u (p (m),S)]

Calibration model
A [δ (m) ,S,u (δ (m) ,S)]

Calibration model
A [δ (m) ,S,u (δ (m) ,S)]

Validation model
A [β (m) ,S,u (β (m) ,S)]

Validation data

Calculate Two QoIĎs

Compare
D (c,v) <γ v?

Model 
invalidated

Model not 
invalidatedPrediction

Figure 4: Flow chart of dynamic reliability assessment.
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different, and no matter how you choose, the reliability of
components is always greater than the reliability of the
system, which is dangerous to a certain extent.

(erefore, when evaluating the durability of bridge
structures, it is not only necessary to start from the system
level to solve the bias brought by replacing the system with
the components, but also to reduce the subjective error by
making comprehensive use of previous empirical models
and engineering actual measurement data. In the absence of
a large amount of statistical information on carbonation, this
method can be effectively adapted to each specific project to
make a more reliable assessment, and also has an important
guiding role for the later maintenance and strengthening.

(e reliability of the system is influenced by many
factors, not only the reliability of each member, but also its
correlation coefficient, which depends on the limit state
equation of each member and is influenced by the thickness
of the protective layer and the depth of carbonation. (e
influence of the reliability of each member on the reliability

of the system is studied to determine the sensitivity of each
member to the system and to provide guidance for the
design and testing of reinforcement. (e material fracture
prediction is closely related to the material type, chemical
composition, and manufacturing process, and its magnitude
is the key factor determining the fatigue crack propagation
characteristics of the structural details of the steel bridge
deck. (e fracture parameter values of different steels are
quite different and show significant random characteristics
due to the influence of the inhomogeneity of the material
microstructure. (e thickness of the protective layer of the
members directly affects the reliability of the members. (e
thickness of the protective layer of each member is changed
from 24mm to 36mm, and the thickness of the protective
layer of one member is changed each time, and the reliability
index is calculated on the 30th day after the fourth update.
β� 3.24.

From Figure 7(a), it can be seen that when the thickness
of the protective layer is 30mm, the change in the thickness
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Figure 6: Comparison of the reliability of each component of the bridge.
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of the protective layer of the bridge deck has the greatest
influence on the reliability of the system and increasing the
thickness of the protective layer of the bridge deck within a
certain range can improve the reliability of the system, while
increasing the thickness of the protective layer of the arch
ring and column, the reliability of the system is not obvious;
if the thickness of the protective layer of the bridge deck is
reduced, the reliability of the system will be reduced im-
mediately, while the thickness of the protective layer of the
arch ring and column will be reduced by a certain amount
before the reliability of the system decreases sharply. After a
certain amount, the reliability of the system will drop
sharply. When the thickness of the protective layer remains
unchanged, the reliability index of the bridge deck is the
lowest, and the reliability change of the bridge deck has the
greatest influence on the reliability of the system, and the
component with the greatest influence on the reliability of

the system or the component with the lowest reliability, in
order to further investigate the change law, makes the
change of the reliability caused by the thickness of the re-
spective protective layer and the change of the reliability of
the corresponding system, as shown in Figures 7(b)–7(d),
where Figures 7(b) and 7(c) make the auxiliary line y� .
From the graph, it can be seen that the system reliability
index is always lower than the reliability index of each
member, according to the analysis of Figures 7(c) and 7(d),
when the thickness of the protection layer of column or arch
ring increases, the reliability index of the bridge deck re-
mains unchanged, and the lowest reliability index is the
bridge deck; therefore, when the thickness of the protection
layer of column and arch ring increases, the system reli-
ability can only be infinitely close to that of the bridge deck.
(e reliability of the system can only be infinitely close to the
reliability index of the bridge deck; while the reliability of the
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Figure 7: Effect of the thickness of the protective layer on the reliability of the system. (a) Protective layer thickness variation (mm),
(b) variation of arch ring protection layer thickness (mm), (c) variation of column protective layer thickness (mm), and (d) bridge
deck plate protection layer thickness change (mm).
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bridge deck is still the lowest when the thickness of the
protective layer of the column or the arch ring is reduced,
and the change of the system reliability is not much when the
thickness of the protective layer is reduced to the reliability
index lower than that of the bridge deck, the system reli-
ability index will be reduced with the reliability of the arch
ring or the column; from Figure 7(d), it can be seen that for
the bridge deck, the reliability is lower than that of the arch
ring and the column because the reliability is lower than that
of the bridge deck. (erefore, the change of protection layer
thickness directly affects the system reliability index, and
when the protection thickness increases to the extent that the
reliability index of the deck plate is larger than that of the
column, the change in system reliability gradually becomes
smaller and lower than that of the column, which has the
lowest member reliability at this time.

It can be seen from Figures 8(a) and 8(b) that when
there is arch or columnmaintenance, although the member
reliability can be temporarily stopped, the improvement in
the system is not large, because at this time the system has
the greatest impact on the components for the lowest re-
liability of the bridge deck, so the arch and column
maintenance on the system is not much, and from
Figure 8(c), it can be seen that when there is bridge deck
maintenance, the system reliability decreases significantly
slower, indicating that the maintenance of the bridge deck
plate has a certain slowing effect on the system, but the

system reliability is still decreasing at this time, which also
shows that the members are only part of the system, and the
influence of a single member on the system is limited. (e
maintenance of the deck slab has a more obvious im-
provement on the system’s durability. According to the
calculation results, the system reliability index is improved
by 2.55% after the maintenance of the deck slab, while the
arch ring and column are improved by 0.15% and 0.29%,
respectively, after the maintenance. (erefore, when
maintaining the bridge, the deck plate should be considered
first, and if the reliability is no longer the lowest after the
deck plate maintenance, the member with the lowest re-
liability at that moment should be considered for main-
tenance if maintenance is still needed.

Because the maintenance of the bridge deck plate has a
more obvious impact on the system’s reliability, the reli-
ability index comparison is calculated separately when the
bridge deck is maintained at different carbonation times, as
shown in the experiment above, to investigate the impact of
the maintenance time point on the change in reliability. (e
a priori model is modified by combining the testing data,
based on the Bayesian dynamic linear model, so that the
initial general a priori model can continuously incorporate
the individual characteristics of the structure and the results
are closer to the actual conditions. According to the
analysis, the reliability index change curve shifts to the right
after maintenance, and because the distance shifted is the
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Figure 8: Comparison of reliability indicators after themaintenance of different components. (a)Maintenance of bridge deck, (b) maintenance
of column, and (c) maintenance of arches.
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same, the final effect of maintenance remains the same as
long as maintenance is performed before the failure of the
member; however, the system’s reliability still decreases
when maintenance is performed on a single member, so
maintenance of the member before the system’s failure does
not guarantee.

4. Conclusion

(e ability of a structure or member to maintain its safety and
serviceability within the design life is reflected in its durability.
In this article, a combination of experimental analysis, finite
element simulation, and theoretical analysis is used to inves-
tigate how to incorporate the carbonation model of concrete
members with individual characteristics, the durability and
reliability of members and their time-varying properties, and
the system durability and reliability dyads, all while considering
the working conditions of concrete bridges in actual services,
such as loading, cracking, and even acid rain erosion. (e
research looked into dynamic reliability assessment methods.
(e following are the main conclusions: (1) (e carbonation
rate of concrete decreases under compressive stress, and the
degree of reduction is related to the ratio of compressive stress
to ultimate compressive stress; tensile stress facilitates car-
bonation, and the higher the tensile stress, the faster the car-
bonation rate. (2) (e similarity of the mechanism of action
between the carbon dioxide diffusion model and the heat
conduction equation is revealed by comparing the two,
allowing a finite element model of concrete with cracks to be
constructed and the effects of crack width and depth on the
carbonation of concrete to be discussed. (3)(e a priori model
is modified based on the Bayesian dynamic linear model by
combining the testing data, so that the initial general a priori
model can continuously incorporate the individual charac-
teristics of the structure, and the results are closer to the actual
conditions; in themeantime, in response to the finding that the
traditional Bayesian dynamic linearmodel may have a shortage
of gradually increasing deviation between the predicted data
and the measured data, the a priori model is modified by
combining the testing data, so that the initial general idea of
stepwise correction of the a priori model and prediction model
is proposed, the error correction expression is given, and the
idea’s effectiveness is tested using the algorithm. (4) By
combining the Bayesian dynamic model and the differential
equivalence recursive algorithm, a dynamic assessmentmethod
for the bridge system’s durability is presented, which can
dynamically update the structure’s durability condition at any
time based on inspection data feedback. (e algorithm’s
analysis reveals that there is a risk of replacing system evalu-
ation with component evaluation, and that the components
with the lowest reliability in tandem mode have the greatest
influence on the system, which should be considered during
inspection and maintenance.
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�e central issue in �nance is how to select a portfolio in the �nancial market. �e traditional arti�cial �sh swarm algorithm
(AFSA) is optimized in this paper, and the improved AFSA is used to solve the portfolio model. �is model generates a uniform
distribution operator using uniform distribution and combines it with the basic �sh swarm algorithm. Uniform variation occurs
when the variance of the optimal value of continuous convergence is within the allowable error. In this manner, the �sh can escape
the trap of the local extremum, obtaining the global optimal state. To validate the feasibility of improving AFSA, this paper
conducts simulation experiments on portfolio problems using MATLAB tools. Experiments show that this model has an accuracy
of 93.56 percent, which is 8.43 percent higher than that of the NSGA-II model and 3.76 percent higher than that of the
multiobjective optimization model. �e experiment shows that the algorithm in this paper can solve these types of problems well
and that, using this model, the optimal portfolio investment decision scheme satisfying investors can be obtained. �e optimized
AFSA presented in this paper can serve as an important reference for investment portfolios and has a wide range of application
possibilities in the investment market.

1. Introduction

With the increasing trend of economic globalization and
�nancial integration, the regional economy has become
more market-oriented and transparent. Market competition
is all around us, and it is becoming more �erce and diverse
[1]. While considering the enormous bene�ts that invest-
ment can bring, business should be prepared for the po-
tential risks that come with it. During the capital investment
process, rational investors will consider how to allocate a
certain amount of capital to thousands of risky securities in
order to spread the risk as widely as possible and obtain the
greatest bene�t [2].�e securities market, on the other hand,
is a �nancial trading market where risks and interests co-
exist. Its risk changes are in�uenced by a variety of factors,
including politics, economic �uctuations, policy regulation,
and company development, making it di¡cult to grasp its
essential characteristics [3]. Because of the volatile economic
environment, the types of risks faced by investors in in-
vestment also exhibit diversi�cation and variability, and the

investment risk is increasing day by day. Individual investors
and �nancial institutions face a central problem in deter-
mining how to allocate resources optimally in an uncertain
environment in order to maximize income or minimize risk,
that is, how to make portfolio selection in the �nancial
market [4]. With the ongoing development of the market
economy, investors from all walks of life are frequently
confronted with the portfolio problem when engaging in
asset investment activities. Portfolio optimization is ex-
tremely important in the �nancial �eld and has an incal-
culable impact on the growth of the market economy. Many
scholars are currently concerned about it [5]. In today’s
volatile market, how to assist investors in e¥ectively avoiding
risks has gradually become the focus of portfolio research.

�e central issue in �nance is how to select an invest-
ment portfolio in the �nancial market. �e goal of investors
is to maximize bene�ts in a low-risk environment or to bear
the least amount of risk while maximizing returns as much
as possible.�is establishes the need for investors to evaluate
the bene�ts of securities investment and diversify asset risk
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as much as possible through portfolio model optimization
[6]. Because of their high inspiration, effectiveness, and high
matching with computer language, artificial intelligence
algorithms have piqued the interest and application of re-
searchers in recent years. AFSA (artificial fish swarm al-
gorithm) is a swarm intelligence algorithmmade up of many
simple autonomous bodies. Each autonomous body is self-
contained and can interact with information in its envi-
ronment, utilizing a novel bottom-up search concept [7].
AFSA employs a novel concept that distinguishes it from
other optimization algorithms. AFSA differs from tradi-
tional design and solution methods from the specific
implementation of the algorithm to the overall design
concept, but it can be well integrated with other traditional
algorithms at the same time. AFSA’s search process is di-
vided into four stages: foraging behavior, tail chasing be-
havior, clustering behavior [8], and default behavior. *e
characteristics of AFSA, such as low initial requirements,
strong robustness, strong ability to get rid of local extremum,
and global optimization, can bring us an opportunity to
solve the portfolio optimization problem. It is precisely
because of the superior characteristics of AFSA that AFSA
has attracted great interest and extensive attention of
scholars from all walks of life at home and abroad since it
was proposed. With the deepening of the research on this
algorithm, many improved algorithms are applied, and the
application field is gradually expanded.*erefore, this paper
applies AFSA to the optimization of portfolio model. *e
innovations of this paper are as follows:

(1) *e AFSA algorithm is applied to financial market
portfolio optimization in this paper, and the original
AFSA is improved. *e adaptive improvement
concept is used in this paper to improve the field of
view and step size in the traditional AFSA. *e field
of view and step size gradually change from large to
small to meet the needs of various states of algorithm
optimization. Simultaneously, AFSA is integrated
with a free search algorithm, allowing it to be applied
to data in a portfolio problem to produce a better
portfolio.

(2) In this paper, AFSA is used to solve the portfolio
optimization problem in the investment field, and
the algorithm can jump out of the trap of local
extreme value in the optimization process, so as to
achieve the optimal value. At the same time, the
classical test function is used for simulation verifi-
cation, and a variety of investment decision-making
schemes that meet the requirements of investors are
obtained. *is study broadens the research field of
portfolio and AFSA to a certain extent.

2. Related Work

As a nonlinear programming problem, the research goal of
portfolio problem is to allocate the weight to the individuals
of a specific asset set, so as to maximize the total return or
minimize the total risk. Nowadays, many scholars use swarm
intelligence method to solve this kind of problems. At

present, the research and application of AFSA have pene-
trated into many disciplines and were used to solve practical
problems.*e algorithm has become a cutting-edge research
topic with high research value. Some scholars have studied
the application of AFSA in combinatorial optimization, but
the research in this field needs to be further deepened.

For solving the nonlinear foreign exchange portfolio
multiobjective optimization problem, Neumuller and
Rothschild added liquidity conditions and proposed a
unified method for solving portfolios [9]. Howton et al.
carried out measurement research on the risk of investment
portfolio, but there is still strong uncertainty in the mea-
surement of investment return and risk [10]. Vikas et al.
proposed the optimal portfolio model under the probability
criterion. However, there is no explicit discussion on in-
vestment risk, and investment risk is implicitly described by
the covariance of returns [5]. Au-Yeung and Chan used a
compromise algorithm to solve portfolios with linear
transaction costs [11]. Low et al. studied the relative effec-
tiveness of proxy securities, the equilibrium and disequi-
librium of portfolio investment, the interaction between
investment decision-making and capital structure optimi-
zation, and portfolio selection under financing constraints
[12]. Bekiros et al. studied a multiperiod portfolio optimi-
zation problem and algorithm with feedback control in a
fuzzy environment [13]. Sabine finally established a multi-
objective nonlinear programming model with transaction
fees by adding another objective to generate a multiobjective
function of nonlinear programming under the premise of
including the objectives of rate of return, risk, liquidity, and
so forth [14]. In order to improve the deficiencies of variance
model, Eslamloueyan and Jafari introduced conditional
value-at-risk to measure asset investment risk and estab-
lished a multiobjective investment optimization model.
Experiments show that the model can improve the ability of
investors to manage investment risks [15]. Based on the
subjective expected utility theory, Corradin constructed the
dynamic prospect theory value objective function model by
using the dynamic aversion coefficient and the wealth ref-
erence point; at the same time, considering the opportunity
constraints to ensure the capital security of investors, the
multifrequency vibration mutation particle swarm algo-
rithm was used to analyze the model. Experiments have
proved that it has good feasibility in the formulation of
practical investment decisions [16]. In order to simplify the
covariancematrix, Luque et al. introduced amultifactor tool.
Experiments have verified that the method can effectively
solve the large-scale investment portfolio problem [17].
Jappelli and Padula reviewed the evolution, improvement,
integration with other algorithms, and applications of AFSA
in various fields in recent years [18].

*e research of these algorithms has played a positive
role in promoting the solution of portfolio model.*is paper
makes a relatively in-depth study on the relevant literature
and puts forward the financial market portfolio optimization
model based on AFSA. In this paper, the field of vision and
step size in traditional AFSA are improved by self-adapta-
tion, and the field of vision and step size are gradually re-
duced from large to small, so that it can meet the different

2 Computational Intelligence and Neuroscience



state needs of algorithm optimization. Try to use stan-
dardized and random selection behavior to add variation
factors and improve the search strategy of foraging behavior,
and then iterate through roulette to select the best of the
whole fish school, so as to solve the problem of accuracy and
stability. *e simulation results show that the algorithm in
this paper has good performance and can solve the problem
of portfolio optimization.

3. Methodology

3.1. Financial Market Portfolio. *e rational allocation of
various assets to best meet the investors’ trade-off between
risks and benefits is referred to as portfolio management. In
finance, portfolio theory is a key asset management theory.
During the early stages of portfolio theory development,
investors primarily used diversification as an investment
strategy, making decisions based on their understanding of
market information as well as their historical experience and
skills [19]. According to this theory, the risks in portfolio
problems decrease as the number of assets in the portfolio
decision increases, and a diversified portfolio of assets with
very low correlation can effectively reduce the risks.
Investing behavior is frequently a long-term process for
investors. In general, a portfolio is a research method that
allows investors to correctly choose the distribution ratio of
capital investment when confronted with multiple capital
options in order to maximize profits while minimizing risks.
Modern finance and modern portfolio theory are built
around the portfolio problem [20]. *is problem discusses
how to rationally distribute an investor’s wealth among
various assets in order to achieve the goal of stable and rapid
capital growth while also controlling investment risks. Ef-
fective portfolio must meet the two following conditions:①
Risk is minimized under the given expected rate of return.②
Under the condition of given risk, the expected rate of return
is maximized. All efficient portfolios constitute efficient
boundaries or efficient frontiers.

Investment risk is the possibility that the expected in-
vestment income will be lost due to the fluctuation of the
invested assets as a result of objective factors such as the
market environment. *e manner in which an investment is
made determines the risk of the investment. According to
the causes of the risk, we can usually divide the risk into
market risk, credit risk, liquidity risk, and operational risk.
In a stochastic uncertain investment environment, the
return on risky assets is typically assumed to be a random
variable. Based on historical asset return data, investors can
accurately predict the probability distribution of their future
returns. *e term “risk” refers to the fact that the rate of
return on assets is uncertain [21]. *e term “risk-free assets”
refers to assets with a guaranteed rate of return. Risk-free
assets have at least two characteristics: fixed income and no
risk of default. In actual investment activities, portfolio
investment, as opposed to single asset investment, can play a
role in dispersing overall investment risk, so portfolio in-
vestment is a common problem in financial activities. *e
goal of an investor’s investment is to realize consistent and
rapid growth of their funds while effectively managing

investment risks. During this time, investors must constantly
readjust their wealth in order to realize their investment
intention, that is, to minimize risks and maximize returns.
Any investor wants to maximize his return on investment,
but higher returns come with higher risks. *e investment
decision-making process is a trade-off between yield and
risk, which is a decision-making problem with two objec-
tives. *e reason for building a portfolio is to reduce the
investment risk to a certain extent. Investors can find a
trade-off point between the investment income and the
corresponding investment risk in the form of portfolio, so as
to maximize the total income as much as possible when the
investment risk is certain or minimize the investment risk as
much as possible when the income is certain.

3.2. Portfolio Optimization. *e so-called optimization al-
gorithm, in fact, describes a search process or rule, and it is
based on a certain idea or mechanism, and through certain
search rules and ways, it can obtain the solution to the
problem that users want. Combinatorial optimization is one
of the optimization problems. It usually refers to the opti-
mization process of finding the optimal arrangement,
grouping, sequence, or screening of discrete events through
the study of mathematical methods or finding the optimal
solution of the objective function from a limited number of
feasible solutions. When optimizing the objective function,
the objective function with constraints is often involved, so
the solution process is complicated. With the development
of global economy, the risk of financial market is also in-
creasing. At the same time, with the development of com-
puter technology and the explosive growth of data in solving
practical problems, the traditional mathematical solution
has been unable to solve practical problems. *erefore, the
use of artificial intelligence technology to solve combina-
torial optimization problems arises at the historic moment.
At present, AFSA has been widely used. In the research field
of mathematical theory, some progress has been made in
optimizing the objective function by AFSA, and people have
paid attention to solving constrained combinatorial opti-
mization problems. AFSA is a new swarm intelligence op-
timization algorithm based on simulating biological
behavior. In the optimization algorithm, the concept of
animal autonomy is introduced, and the bottom-up design
idea is used, thus forming a new intelligent algorithm.

*e intelligent algorithm not only reduces the labor of
solving by hand but also lacks the precision of solving by
hand. We can quickly find useful information hidden in a
large number of data sets, including rules, concepts, pat-
terns, and rules, by combining computer technology and a
combinatorial optimization model. Traditional portfolio
models are based on probability theory and treat problem
uncertainty as a random phenomenon. However, there is a
lot of uncertainty in the securities market. Fuzziness is more
important than randomness in the field of subjective cog-
nition. *e modern portfolio invests in risk diversification
and employs quantitative research methods to determine the
optimal portfolio investment ratio. *e risk of the portfolio
decreases as the number of investment types in the portfolio
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increases. *e primary goal of studying portfolio models is
to learn how to control the distribution ratio of a portfolio in
order tomaximize its return.*e algorithm is primarily used
to rigorously describe a program’s iterative steps to solve
problems, and it is a generalized general program to solve
problems step by step. For an arbitrary given problem, we
say it can solve the example if there is such a method that can
find the answer to the given problem after a certain step.
During the investment process, investors must consider the
expected return rate as well as the potential risk rate of
purchasing securities. *e portfolio model must be opti-
mized in order to provide more objective and optimal de-
cisions. *e schematic diagram of optimization algorithm in
this paper is shown in Figure 1.

In order to diversify the investment risk and obtain
appropriate investment income, investors often use portfolio
investment, that is, invest a sum ofmoney in several different
securities at the same time.*e expression of mean-variance
plays a very important role in the construction of portfolio
model, providing an objective research tool for rational
investors, and is the representative of current portfolio
theory. In themean-variance model, the expected return rate
is the expected value of the return rate of the portfolio, and
the expected risk refers to the variance of the return rate of
the portfolio. Although the mean variance has laid the
foundation of modern portfolio theory and has been widely
recognized and applied, it still has some limitations. For
example: ① Variance or standard deviation cannot deter-
mine the direction of income deviation and the possibility of
future risks of investment, which are more concerned by
investors. ② Generally, the return on assets in the actual
market cannot meet the condition that it must conform to
the normal distribution, which is a strict premise. ③ *e
investment portfolio model based on this theory has a large
amount of calculation. *e main innovation of the statistical
analysis method of mean-variance probability is to quantify
the income risk in the portfolio problem. Because the in-
come and risk in the investment process are random and
uncertain, it is better to use random variables in mathe-
matical statistics for statistical analysis. *e mean-variance
model assumes that investors are risk-averse. Rational in-
vestors always hope to obtain the maximum expected return
under the condition of restraining the risk and minimize the
investment risk under the condition of restraining the ex-
pected return. A portfolio with this nature is called an ef-
fective portfolio. Compared with allowing short selling,
when using Markowitz mean-variance model to select the
optimal investment proportion vector under the condition
of not allowing short selling, the opportunity space of
portfolio will often be reduced. However, to a certain extent,
not allowing short selling can reduce market risks and in-
vestors’ risks. *erefore, short selling is often not allowed in
underdeveloped markets.

3.3. Construction of Portfolio Optimization Model in Fi-
nancial Market Based on AFSA. Artificial fish can realize
the mutual conversion of these behaviors at different times
through perception of the environment; that is, they can

realize their own behavior through behavior evaluation. *e
food concentration and crowding distance are used to
evaluate behavior. Artificial fish continue to move towards
areas with high food concentration but are not overcrowded;
then choose the best or better behavior, and finally realize
the fish swarm convergence. Traditional AFSA has a number
of flaws. For example, a fixed field of vision and step size may
cause convergence speed to be slow or convergence accuracy
to fail, and it may sometimes fall into the local extreme value
and fail to reach the global optimum. Furthermore, the
algorithm’s mathematical foundation is lacking as is the
corresponding theoretical analysis. Based on the short-
comings of the traditional AFSA, this section improves the
financial market portfolio one by one. *e basic strategy for
artificial fish movement in this paper is no longer applicable.
As a result, this paper proposes a normalization process to
address the overflow problem of feasible solutions and
employs dynamic vision and step size to improve the search
ability of the fish swarm algorithm, avoiding local extremum
and increasing optimization accuracy. When a typical
transaction cost function is introduced, the model’s con-
straint function becomes nonlinear, and the effective solu-
tion set becomes nonconvex and nonconcave, indicating
that the search space is irregular. *is necessitates using a
highly robust algorithm that avoids falling into the local
optimum. *e flow chart of the improved free search al-
gorithm of artificial fish swarm is shown in Figure 2.

*e basic alternate behavior is foraging behavior. If you
cannot find a better state than the current one in the process
of clustering or rear-end collision, you will do foraging
behavior. In foraging behavior, if you cannot find a better
state than yourself, you will randomly select a location to
update. *is will lead to retrogression in the process of
optimization. In view of this situation, the solution of this
paper is to regard the current solution as a vector, and the
next position is no longer obtained randomly, but offset the
random angle based on the original direction. *e point
where AFSA triggers the uniformmutation of the fish school
is that when the difference of the global optimal value in the
bulletin board for several consecutive times is very small and
the number of optimization iterations is not reached, the fish
school begins to produce uniform mutation and generates a
new fish school state. In this paper, the fitness of individuals
is measured by an evaluation function based on ranking.
Evaluation function is used to set a probability for each
chromosome in the population, so that the probability of this
chromosome being selected is proportional to its adapt-
ability to other chromosomes in the population. *at is,
through roulette, the chromosome with strong adaptability
is selected to have a greater chance of producing offspring. In
the process of applying the algorithm, this paper tries to
reduce the number of individuals and scale of the fish school
as much as possible on the premise of ensuring the con-
vergence of the stable algorithm. In this algorithm, with
more fish swarm individuals set, the frequency of infor-
mation exchange between artificial fish individuals will
increase, and the convergence speed of the algorithm will be
accelerated, so as to better jump out of the local extreme
value. However, the amount of calculation and optimization
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time in each optimization iteration of the algorithm are also
increased. *erefore, reasonably specifying the size of fish
swarm is the key to improve the efficiency of the algorithm.
In the past, artificial fish swarms did not consider individuals
with poor search effect in the population. In this regard, this
paper uses roulette to screen according to the fitness
function value of each individual and seeks individuals with
strong ability to iterate to the next generation with a large
probability. AFSA embodies the natural law of survival of the
fittest for all fish groups throughout the evolution of animals.
Suppose that the i-th individual xi in the artificial fish swarm

is given a probability Pb of mutation; randomly select the
subelement xij at position j in xi to mutate it.

if rand<Pb,

xij � rand

xi/next � norm xi/next( .

(1)

*e basic fish swarm algorithm selects and randomly
generates a new solution after it is not optimized, which may
lead to the regression of the solution. *is paper uses the
following formula to deal with it:

xi/next �

xi + xv − xi( ∗ dis xv − xi( ; if Yi >Y,

ob xi( ; else if Yob xi( )>Y,

xi; else,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

xi/next � norm xi/next( ..

(2)

In the above formula, ob(xi) is the vector obtained by
taking xi as a direction vector and offsetting it by a certain
angle. According to the fitness function value, the artificial
fish individuals with strong optimization ability are screened
out by roulette to enter the next generation.

fish − swarmi/next � roullete fish − swarmi( . (3)

Suppose that investors consider four decision-making
factors: wealth, risk, skewness, and kurtosis of the portfolio
terminal. It is required to maximize the terminal wealth and
cumulative skewness of the portfolio and minimize the
cumulative risk and kurtosis of the portfolio. According to
the uniform mutation operator in genetic algorithm, the
mutation characteristics are combined with AFSA, so that
the fish swarm algorithm has the same mutation ability, and
it can avoid falling into local extremum, which is more
conducive to the fish swarm reaching the global optimum in
the shortest time. A single error index cannot fully evaluate
the prediction effect of the model. *erefore, MAE (mean
absolute error), RMSE (root mean square error), and CTR
(correct trend rate) are introduced to evaluate the prediction
accuracy, and the running time of the algorithm is used to
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Figure 1: Schematic diagram of the optimization algorithm in this paper.
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evaluate the convergence speed. Its calculation formula is as
follows:

MAE �


n
i�1 yi
′ − yi




n
,

RMSE �

�����������

1
n



n

i�1
yi
′ − yi( 




, n

CTR �


n
i�1 CTRi

n
.

(4)

In the above formula, yi and Ri are the income of the
asset on the current day and the previous day, respectively,
and i is the return of the asset on the i day; namely,

Ri �
yi − yi − 1

yi − 1
i � 2, . . . , n � 220. (5)

*e expected rate of return is

yi
′ − yi − 1
yi − 1

. (6)

Combined with the portfolio model constraint function
studied in this paper, an outlier penalty function is
introduced:

maxF(x) � δ
n

i�1
KxiRi − 

i

⎞⎠ +(1 − δ) max
1≤i≤n

KxiSi   − c 
n

i�1
xi − 1⎛⎝ ⎞⎠.⎛⎝ (7)

In the above formula, c � 8k(k � 1, 2, 3, . . .).
*e perception of artificial fish’s range or distance is

known as vision. *e algorithm’s convergence speed is
generally determined by the value of the visual field. As a
result, in order to observe the search space more thoroughly,
the sensing range should be expanded, making it easier for
artificial fish to locate and converge on the global extremum.
For multiobjective decision-making problems, there is
usually no optimal solution in the traditional sense due to
the incommensurability and contradiction of objectives. A
common method for resolving this type of problem is to
convert the multiobjective decision-making problem into
the corresponding single-objective decision-making prob-
lem. *e traditional AFSA is limited in its search for the
optimal solution of the objective function in the solution
space of its research problem because the vision and step size
of the fish swarm algorithm are typically fixed and artificially
set before the experiment begins. In AFSA, each parameter’s
setting is not sensitive, and there is no strict theoretical basis
for selecting the optimal parameter. *e algorithm is ex-
tremely robust. However, because the algorithm is random,
the value of each parameter has some influence on the al-
gorithm’s convergence process and optimization results. In
this paper, adaptive field of vision and step size are used,
which means that, in the early stage of convergence, a larger
field of vision and step size are used so that it can be quickly
positioned in the global optimal state; in the late stage of
convergence, a smaller field of vision and step size are used
to improve the algorithm’s convergence accuracy.

4. Result Analysis and Discussion

*e experimental data of this paper are the trading data of 25
stocks from the stock market for 450 trading days. *e rate
of return is the relative average rate of return. *e data sent
by the sample can minimize the interference caused by
relevant errors in the experiment and can accurately dem-
onstrate the performance of the algorithm. In this chapter,

Matlab software is used for experiments. Run a 64-bit op-
erating system with 16GB of memory. Before the simula-
tion, initialize the parameters. *e experimental parameters
for testing the performance of the algorithm are set as
follows: the number of artificial fish school is 100; the initial
visual field size is 1; the maximum number of attempts is 80;
the mutation operator is 0.05; and the visual field distance is
1; the maximum number of iterations is 100. CTR, MAE,
and RMSE experiments are carried out with different al-
gorithms, and the results of three indexes are shown in
Table 1.

It can be seen from the data in the table that the MAE
and RMSE of the algorithm in this section are lower than
those of other algorithms, and the CTR of the algorithm in
this paper is the highest. In order to verify the effectiveness of
this algorithm, we run the algorithm 100 times and test the
influence of cardinality constraint and confidence value on
the optimal value of this paper. *e influence of cardinality
constraint on the optimal value is shown in Figure 3. *e
influence of confidence on the optimal value is shown in
Figure 4.

Figure 3 shows that the overall trend is that the value of
conditional risk value decreases with the increase of base
constraint. *is is in line with the principle that diversified
investment can reduce nonmarket risks. As can be seen from
Figure 4, when the expected return is constant, with the
increase of confidence value, the conditional risk value also
increases correspondingly. *is shows that investors’ aver-
sion to risks has increased. Figure 5 shows the comparison
results of Pareto frontier distribution of different algorithms.

It can be seen from Figure 5 that the result obtained by
the improved AFSA has the lowest risk under the same
expected rate of return, and it approaches the optimal so-
lution of linear programming well, and a group of Pareto
optimal solutions are found. *e improved AFSA and the
traditional AFSA were tested by the test function, and the
test was repeated 50 times in an independent environment.
*e test results are shown in Table 2.
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It can be seen from Table 2 that the improved AFSA has
stronger overall optimization solution ability and better
robustness than the traditional AFSA. *e success rate of
the improved algorithm in optimizing the test function has
been greatly improved. To verify the effectiveness and
reliability of the improved method, the precision experi-
ment of the model is carried out, and the results are shown
in Figure 6.

It can be seen that the accuracy of the improved model is
obviously higher than those of the other two models. *e
accuracy of this model can reach 93.56%, which is 8.43%
higher than that of NSGA-II model and 3.76% higher than
that of multiobjective optimization model. *is result

verifies the effectiveness and reliability of the improved
method in this paper. Using this model, NSGA-II model,
and multiobjective optimization model to test the perfor-
mance, the results are shown in Figure 7.

From the data analysis in Figure 7, it can be concluded
that most of the total returns of the optimized portfolio
model in this paper are higher than those of other models. It
can obtain a better portfolio decision scheme, make the
investment income as large as possible, and minimize the
risk and provide investors with a certain investment di-
rection. *is shows that the portfolio model in this paper is
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Table 1: Comparison of the results of three indicators of different algorithms.

Algorithm CTR MAE RMSE
Support vector machine algorithm 0.878 0.501 0.649
Multiobjective optimization algorithm 0.623 0.279 0.387
Particle swarm optimization 0.807 0.328 0.416
NSGA-II algorithm 0.745 0.496 0.485
Basic fish swarm algorithm 0.815 0.287 0.389
Algorithm in this paper 0.647 0.213 0.347
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effective, and its optimal investment strategy can be applied
to actual investment.

*e improved AFSA shows more reliable convergence
performance than the traditional AFSA because it refers to
the solution strategy with strong theoretical basis in genetic
algorithm. At the same time, due to the inherent advantages
of AFSA, it also overcomes the problems such as the sen-
sitivity of genetic algorithm to initial value.*e experimental
results show that it can eliminate the local extremum and
finally obtain the global optimal state, which effectively
solves the problem of low convergence accuracy of the al-
gorithm optimization problem.

5. Conclusions

Market competition is prevalent at the moment, and it is
becoming increasingly intense and diverse. Investors should
be prepared for potential risks while also considering the
numerous advantages that investment can provide. As a
result, the current research focus is on how to select an in-
vestment strategy to maximize profits. *e related literature
are studied fairly thoroughly in this paper, and a financial
market portfolio optimization model based on AFSA is built.
Simultaneously, the corresponding improvement methods
are proposed to address the shortcomings of traditional
AFSA, such as low convergence accuracy, slow speed, and the
tendency to fall into local extremum. Combining AFSAwith a
free search algorithm improves the optimization performance
of traditional AFSA and, as a result, strengthens the overall
algorithm’s global ergodicity and local delicacy. According to
empirical evidence, this model’s accuracy can reach 93.56
percent, which is 8.43 percent higher than that of the NSGA-II
model and 3.76 percent higher than that of the multiobjective
optimization model. Simultaneously, the Pareto frontier
obtained by improving AFSA is more uniform and diverse,
indicating that the Pareto optimal solution is of higher quality.
*is demonstrates the improved algorithm’s effectiveness and
applicability.*e optimal decision optimized by the improved
fish swarm algorithm has a higher investment benefit, a higher
expected return, and a lower risk of portfolio investment.*is
is beneficial to the prosperity and development of the secu-
rities trading market because it promotes investors’ invest-
ment and trading activities. According to the findings of the
preceding research, AFSA is a viable option for addressing the
portfolio problem. AFSA has significant development po-
tential, which merits our thorough and extensive investiga-
tion. By improving and perfecting it, AFSA is expected to have
a better application prospect. *e improved AFSA in this
paper achieved good optimization results, but the index se-
lection of the investment portfolio is not detailed and com-
prehensive enough, and how to improve the stability of AFSA
performance without sacrificing efficiency will be researched
further in the future.
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Table 2: Optimization results of test functions for different algorithms.

Index
Test 1 Test 2

Traditional AFSA Improved AFSA Traditional AFSA Improved AFSA
Optimal solution 0.994 1 164.72 174.97
Worst solution 0.978 1 163.57 174.92
Average function value 0.983 1 163.98 174.96
Average number of convergence iterations 20 8 18 12
Success rate (%) 74.5 99.6 82.6 99.2
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0.5
0.55

0.6
0.65

0.7
0.75

0.8
0.85

0.9
0.95

1

5 10 15 20 25 30 35 40 45 50

Yi
el

d 
ra

te

Iterative index

NSGA- II algorithm
Multi-objective optimization algorithm
Algorithm in this paper

Figure 7: Model performance test.

8 Computational Intelligence and Neuroscience



References

[1] D. Wang, Q. Huang, T. Ye, and S. Tian, “Research on the two-
way time-varying relationship between foreign direct in-
vestment and financial development based on functional data
analysis,” Sustainability, vol. 13, no. 11, p. 6033, 2021.

[2] T. Stoilov, K. Stoilova, and M. Vladimirov, “Explicit value at
risk goal function in Bi-level portfolio problem for financial
sustainability,” Sustainability, vol. 13, no. 4, p. 2315, 2021.

[3] O. Stoddard and I. Noy, “Fire-sale FDI? *e impact of fi-
nancial crises on foreign direct investment,” Review of De-
velopment Economics, vol. 19, no. 2, pp. 387–399, 2015.

[4] S. G. Hanson, D. S. Scharfstein, and A. Sunderam, “Social risk,
fiscal risk, and the portfolio of government programs,” Review
of Financial Studies, vol. 32, no. 6, pp. 2341–2382, 2019.

[5] A. Vikas, S. Ruenzi, and F.Weigert, “Tail risk in hedge funds: a
unique view from portfolio holdings,” Journal of Financial
Economics, vol. 125, no. 3, pp. 610–636, 2017.

[6] S. G. Chule, M. D. Beer, and S. Moyo, “Computations and
performance analysis of self-financing fixed-mix investment
portfolio strategies in a South African financial market,”
Research Policy, vol. 41, no. 51, pp. 201–215, 2015.

[7] P. R. Junior, E. Pamplona, L. Rocha, V. E. de Mello-Valerio,
and A. P. Paiva, “Stochastic portfolio optimization using
efficiency evaluation,” Management Decision, vol. 53, no. 8,
p. 1698, 2015.

[8] J. Chen, C. Du, Y. Zhang, P. Han, and W. Wei, “A clustering-
based coverage path planning method for autonomous het-
erogeneous UAVs,” IEEE Transactions on Intelligent Trans-
portation Systems, vol. 1, pp. 1–11, 2021.

[9] S. Neumuller and C. Rothschild, “Financial sophistication and
portfolio choice over the life cycle,” Review of Economic
Dynamics, vol. 26, pp. 243–262, 2017.

[10] S. D. Howton, S. W. Howton, and B. Scheick, “Financial
flexibility and investment: evidence from REIT at-the-market
(ATM) equity offerings,” Real Estate Economics, vol. 46, no. 2,
pp. 334–367, 2018.

[11] T. C. Au-Yeung and K. K. Chan, “Crafting the financial-
subject: a qualitative study of young workers’ experiences in
financialised pension investment in Hong Kong,” Journal of
Social Policy, vol. 49, no. 2, pp. 1–19, 2019.

[12] R. K. Y. Low, Y. Yao, and R. Faff, “Diamonds vs. precious
metals: what shines brightest in your investment portfolio?
[J],” International Review of Financial Analysis, vol. 43, no. 1,
pp. 1–14, 2016.

[13] S. Bekiros, D. K. Nguyen, G. S. Uddin, and B. Sjo, “On the time
scale behavior of equity-commodity links: implications for
portfolio management,” Journal of International Financial
Markets, Institutions and Money, vol. 41, no. 3, pp. 30–46,
2016.

[14] D. Sabine, “Strategic nodes in investment fund global pro-
duction networks: the example of the financial centre Lux-
embourg,” Journal of Economic Geography, no. 4, p. 4, 2015.

[15] K. Eslamloueyan and M. Jafari, “Do better institutions offset
the adverse effect of a financial crisis on investment? Evidence
from East Asia,” Economic Modelling, vol. 6, no. 6,
pp. 154–172, 2019.

[16] S. Corradin, R. Gropp, H. Huizinga, and L. Laeven, “*e effect
of personal bankruptcy exemptions on investment in home
equity,” Journal of Financial Intermediation, vol. 25, pp. 77–
98, 2016.

[17] A. Luque, S. Junqueira Junior, H. A. Cabra, P. Andrade, and
F. Oliveira, “Peripheral arterial disease management program:
screening-risk factor management program and financial

return on investment,” Value in Health, vol. 18, no. 3, p. 251,
2015.

[18] T. Jappelli and M. Padula, “Investment in financial literacy,
social security, and portfolio choice,” Journal of Pension
Economics and Finance, vol. 14, no. 4, pp. 369–411, 2015.

[19] C. R. Dunn, T. E. Dorsch, M. Q. King, and K. J. Rothlisberger,
“*e impact of family financial investment on perceived
parent pressure and child enjoyment and commitment in
organized youth sport,” Family Relations, vol. 65, no. 2,
pp. 287–299, 2016.

[20] E. Dardati and J. Riutort, “Cap-and-Trade and financial
constraints: is investment independent of permit holdings?”
Environmental and Resource Economics, vol. 65, no. 4,
pp. 841–864, 2016.

[21] T. Kikuchi and G. Vachadze, “Minimum investment re-
quirement, financial market imperfection and self-fulfilling
belief,” Journal of Evolutionary Economics, vol. 28, no. 2,
pp. 305–332, 2018.

Computational Intelligence and Neuroscience 9



Research Article
The Recommendation System of Innovation and
Entrepreneurship Education Resources in Universities Based on
Improved Collaborative Filtering Model

Li Geng

Xi’an Physical Education University, Xian 710068, China

Correspondence should be addressed to Li Geng; 102015@tea.xaipe.edu.cn

Received 8 May 2022; Revised 18 May 2022; Accepted 25 May 2022; Published 14 June 2022

Academic Editor: Xin Ning

Copyright © 2022 Li Geng. �is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In the huge number of online university education resources, it is di�cult for learners to quickly locate the resources they
need, which leads to “information trek.” Traditional information recommendation methods tend to ignore the char-
acteristics of learners, who are the main subjects of education. In order to improve the recommendation accuracy, a
recommendation algorithm based on improved collaborative �ltering model is proposed in this paper. Firstly, according to
the student behavior data, consider the behavior order to create the behavior graph and behavior route. �en, the path of
text type is vectorized by the Keras Tokenizer method. Finally, the similarity between multidimensional behavior path
vectors is calculated, and path collaborative �ltering recommendations are performed for each dimension separately. �e
MOOC data of a university in China are introduced to experimentally compare the algorithm of the article as well as the
control group algorithm. �e results show that the proposed algorithm takes better values in evaluation indexes, thus
verifying that this algorithm can improve the e�ectiveness of innovation and entrepreneurship education resources
recommendation in universities.

1. Introduction

In recent years, the use of online education platform is more
and more accepted by learners [1]. Especially, after the
outbreak of New Coronavirus, online learning is the pre-
ferred learningmode when o�ine learning cannot be carried
out normally. Faced with the huge demand for online
learning, online education institutions are providing free
online courses and sharing online teaching resources, and
the online education industry is showing an explosive
growth trend. With the widespread use of online learning
platforms, the number of educational resources for inno-
vation and entrepreneurship in universities has also in-
creased dramatically.

In the huge number of online college education re-
sources, learners are di�cult to quickly locate the resources
they need, resulting in “information trek” [2]. Information
recommendation is a method for students to quickly and

e�ectively screen out the objects that meet their preference
characteristics from the mass objects. At present, infor-
mation recommendation technology is widely used in many
�elds [3]. It is an e�ective way to solve the problem of
“information trek” to apply information recommendation
technology to online education and realize personalized
recommendation of innovation and entrepreneurship ed-
ucation resources in universities in the process of online
education.

With the upgrading of Internet technology, the scale of
online education services, represented by Massive Open
Online Courses (MOOC), Net Ease Cloud Classroom, and
innovation and entrepreneurship education resource
platforms built by universities, continues to expand.
Meanwhile, teaching data through social media such as
Weibo, forum, and post bar also constitute a massive
amount of online education resources [4]. �ese abundant
online education service resources not only expand
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students’ knowledge scope and supplement the deficiency
of offline learning, but also bring a lot of inconvenience to
students. First, complicated online education resources
cause “information trek,” and the quality of online edu-
cation services is uneven, which makes it difficult for
students to identify and compare, resulting in poor
learning experience and effects. Second, faced with the
same high-quality educational resources, students with
high information literacy can easily obtain relevant in-
formation, while students with low information literacy
can hardly access such resources, resulting in new edu-
cational inequities in the information environment. (ird,
all kinds of teaching resources are not pushed to students
with the same probability. Mainstream education re-
sources are pushed to students more frequently due to
their high frequency of use, thus covering the minority and
high-quality education resources. As a result, it is difficult
for students to obtain such resources, resulting in “in-
formation cocoon.”

How to help learners acquire the knowledge they are
interested in quickly and accurately is an urgent problem to
be solved by online education service platforms of univer-
sities [5]. Educational recommendation services are based on
learners’ personalized network information and learning
behavior. (e recommendation algorithm is used to quickly
recommend precise college innovation and entrepreneur-
ship education resources that meet students’ potential
learning needs from the massive educational information
resources. It can enhance the experience and effectiveness of
online learning [6].

(e development of the Internet has broadened the
channels for students to obtain information, but not all
online information is valuable. (erefore, in the era of in-
formation overload, helping students efficiently and accu-
rately screen out the resources they are interested in has
become the key to the development of the Internet [7].
Collaborative filtering algorithm is the main technology to
solve this problem [8]. As a widely recognized recom-
mendation technology, collaborative filtering can effectively
process structured information without studying the content
and attributes of the recommendation information. At the
same time, it can combine some concepts that are not easy to
embody to complete information filtering, and the recom-
mendation has a high degree of intelligence, which fully
meets the requirements of personalized recommendation.

Relevant scholars further improve the collaborative fil-
tering recommendation effect by using different methods. A
personalized system filtering recommendation method
based on coverage minimalism is proposed. According to
the method of coverage reduction and student reduction in
coverage rough set, the matching of redundant elements and
redundant students is realized. Redundant students are
removed from the target student set by reduction algorithm
to ensure the effectiveness of collaborative filtering. Under
the open data set, personalized recommendation services are
provided for target students. (e literature [9] proposed a
method based on the clustering of student interest degree.
Combining with the frequency of the target students scoring
keywords, the degree of students’ preference for keywords is

obtained, and the student-keyword preference matrix is
constructed, through which the clustering is realized. Lo-
gistic function is used to obtain students’ interest in the
project, determine students’ preferences, find out students’
similar students in the cluster, and collect some information
about neighbours’ hobbies to realize the recommendation of
target students. However, the above recommendation
method has some limitations, such as the serious problem of
cold start, and it is difficult to accurately reflect the rela-
tionship between students and education resources.

In the era of big data, information overload is a huge
problem we are faced with. It is extremely difficult for
students to acquire the content they are interested in in time
and accurately from massive data [10]. Recommendation
system can alleviate the problem of information overload
well and has been widely used in e-commerce, online news,
and social networking sites.

Personalized recommendation system mainly uses the
historical interaction information between students and
projects to establish a model to predict students’ evalu-
ation of the project. In the traditional recommendation
system, the recommendation based on collaborative fil-
tering is the most classic [11]. An intuitive interpretation
of collaborative filtering recommendations is that a
student’s rating of a project can be predicted by the rating
of other students who are similar to him. Matrix de-
composition is a common collaborative filtering method
[12]. (e idea of recommendation is to map the student
vector and the project vector to a common vector rep-
resentation space, in which the implicit vector is used to
represent the student and the project, and then the score
of the project can be directly obtained by calculating the
similarity between the implicit vector of the student and
the project. (e successful application of matrix de-
composition model in the recommendation field has led
to the emergence of many improved methods based on
matrix decomposition in the research field of recom-
mendation system, such as the integration of neigh-
bourhood model in matrix decomposition in the
literature [13]. Factorization machine is used for feature
interaction to generate more features and add them to
model training. (e literature [14] improves the effect of
matrix decomposition by introducing auxiliary infor-
mation such as project content. In recent years, the ap-
plication of deep learning in image, natural language
processing, and other fields has achieved good results,
and many studies have begun to introduce deep learning
into the field of the recommendation system [15]. Deep
learning is usually introduced from two perspectives: (1)
neural network is used to learn the representation vectors
of students and projects, such as the deep matrix fac-
torization (DMF) model proposed in the literature [16].
Dual-path neural network is used to replace the tradi-
tional matrix decomposition to learn the representation
vectors of students and projects, and then score pre-
diction is made. (2) (e neural network is used as the
matching function of the recommendation model, and
the student vector and the project vector are fed into the
matching function to directly obtain the scores of the
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students on the project, such as the neural collaborative
filtering (NCF) model proposed in reference [17]. NeuMF
in NCF simply concatenates the student vector and the
project vector into a multilayer perceptron (MLP) to
calculate the student’s rating of the project. (e literature
[18] comprehensively considered the above two aspects
and proposed a deep collaborative filtering model
(DeepCF) combining representation learning and func-
tion learning. (e above collaborative filtering recom-
mendation model and deep learning recommendation
model only extract the interaction features between
students and projects from a single perspective, and the
feature extraction is not comprehensive enough, which
will limit the model’s recommendation ability.

(e essence of recommendation is a continuous deci-
sion-making process, and students’ interest degree is not
constant, so resource recommendation cannot be carried out
from a static perspective. (erefore, this paper proposes a
recommendation system of innovation and entrepreneur-
ship education resources in universities based on the im-
proved collaborative filtering model.

(e innovations and contributions of this paper are
listed as follows:

(1) According to the student behavior data, consider the
behavior order to create the behavior graph and
behavior route.

(2) Use Keras Tokenizer to vectorize the path of text
type.

(3) (e similarity between multidimensional behavior
path vectors is calculated, and path collaborative
filtering recommendations are performed for each
dimension separately.

(is paper consists of five main parts: the first part is the
introduction, the second part is state of the art, the third part
is methodology, the fourth part is result analysis and dis-
cussion, and the fifth part is the conclusion.

2. State of the Art

In order to improve the expansibility of the recommenda-
tion system, a scholar proposed Spark Hierarchical CF,
which uses the student preference model and clustering
algorithm to divide students into different student clusters
according to different preference characteristics. And then it
makes collaborative filtering recommendations for different
student clusters. Compared with the algorithm based on
MapReduce, the recommendation accuracy is improved and
the operation time is saved, but the centre point of clustering
is difficult to determine.

At present, there are four kinds of research on student
behavior path, including methods based on reinforcement
learning, methods based on statistical analysis, methods
based on activity trajectory clustering, andmethods based on
the ant colony algorithm.

In order to improve the problem that the collaborative
filtering algorithm ignores item attributes, a dynamic in-
dividual recommendation method based on reinforcement

learning was proposed in the literature [19]. Firstly, stu-
dents’ attribute labels are mined from the operation be-
haviors, and then the reward and punishment models of
attribute labels are adjusted according to the operate path
and recall path to achieve dynamic adjustment of label
weight. Finally, reinforcement learning is used to achieve
label recommendation. (e disadvantage of this method is
that only recent behaviors are considered. Student pref-
erence information implied by behavioural pathways is not
fully utilized.

(e literature [20] proposed that students’ experience
perception can improve the recommendation effect.
According to the behavioural data, analyse the student
behavior path and create the student experience perception
model. (e behavioural path is defined as continuous in-
dicators such as attracting attention, expressing interest,
clicking intention, and watching video, which can better
show the development trend of students’ interest. However,
this method has the problems of cold start and sparse data.

Considering the similarity between student visit and
ant foraging, the ant colony algorithm was introduced in
the literature [21] to realize recommendation, and the
transition probability was calculated according to stu-
dents’ browsing behavior and preferred browsing path, so
as to dynamically make recommendation. However, there
are cold start problem and Matthew effect in this method,
and there is occasional error in recommendation based on
transfer probability. (e literature [22] imitates the con-
cept of pheromone in the ant colony algorithm and
proposes pheromone-based algorithm to combine stu-
dents’ browsing behavior with reading behavior through
commodity pheromone, and then recommend students
according to their browsing trajectory. However, the
properties of resource pheromones lead to the Matthew
effect.

3. Methodology

(is paper proposes a behavior path collaborative filtering
recommendation algorithm based on knowledge graph. First,
t behaviors in user behavior data are initialized to t
nodes� g1, g2, . . . , gt, each node g stores the attribute of this
behavior. And these nodes are constructed into a behavior
knowledge map in Neo4j, which is referred to as the behavior
map. Second, define the behavior path for the user against the
same target entity in long weeks Routeuid,iid � (h1, h2, . . . , ht),
and construct it according to the behavior sequence in the
behavior graph. Uid and iid indicate the student ID and
education resource ID, respectively. (en, the behavior path
is derived for vectorization. Finally, the similarity between
multidimensional behavior paths is calculated. (e flow of
this algorithm is shown in Figure 1.(is section describes the
specific steps of the algorithm.

3.1. Construct Behavior Map. Taking each behavioural da-
tum as a node, w genera of each behavior (f1, f2, . . . , fw) is
sealed as nodes and stored in the Neo4j data library. (e
construction algorithm is shown in
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g � Graph(host, http_port, user, password),

node � Node ′f1′ � f1, ′f2′ � f2, . . . , ′fm′ � fm( ,

g.create(node),

g.create(node),

(1)

where host, http_ port, user, and password represent host
address, port address, database user name, and password,
respectively, which are used to connect to the neo4j database.
Node encapsulates each behavior datum into a node, and the
create (node) command stores each node in the neo4j da-
tabase.(e preliminarily constructed behavior map is shown
in Figure 2.

3.2. Creating a Behavior Path. First, prioritize your actions.
According to t behavior types contained in the behavior
map, the behavior priority is defined (h1, h2, h3, . . . , ht), h
represents a single behavior, h1 has the lowest priority, and ht
has the highest priority.

(en, define the behavior path. (is paper defines the
behavior path as an ordered set of all behaviors generated by
students for the same educational resource in a long period.
Routeuid,id � (h1, h2, . . . , ht). Uid and iid represent the stu-
dent ID and education resource ID, respectively.

Finally, create a behavior path. According to the be-
havior sequence, traverse the behavior map, create a
“continuous action” relationship for the continuous be-
havior made by the same student about the same educational
resources, skip the single node that does not constitute a
path, and get the Routeuid, iid of all students about different
educational resources after completing the traversal. (e
specific steps are shown in Figure 3. (e created behavior
path is shown in Figure 4.

3.3. Path Vectorization. Because the data type of the be-
havior path created in the previous step is text, and the
similarity calculation requires digital data. (e next is the
vectorization and alignment of paths.

Firstly, classify the behavior paths by behavior priority,
as listed in Table 1.

Secondly, vectorize each path in each class from text
format to digital format. In this paper, Keras’s Tokenizer
class is used for vector transformation.

Finally, vector alignment is required. Because the path
length is different, the length of each vector is also different,
which means that the spatial dimension of the vector is not
unified, and the similarity cannot be calculated. Calculate the
maximum path length of all behavior paths and use Keras’s
kps.pad_sequences method to make the spatial dimension of
each path the same as the maximum length, with the
principle of complement 0. (e data change process is listed
in Table 2.

Path vectorization

The data set
Extract behavior node

nodes (g1, g2, …, gt)

Building a behavioral map

Creating behavior paths

Path similarity calculation

Recommend

In order of behavior

Export behavior path Fetch behavior
node

Figure 1: Flowchart of the BR-CF algorithm.
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Figure 2: Preliminarily constructed behavior map.
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3.4. Calculation of Path Similarity. Here, the path similarity
is measured by the sum of the distances between a path in
class G and each path in class H. As shown in equation (3),
the smaller the total distance, the greater the similarity.

As shown in Table 2, the array of class h2 and class h3 is
empty, it can be seen that there may be empty classes in the
path classification. Direct calculation of similarity will lead

Find the behavior node set of the same
student for the same educational resource

Determine the sequence of actions

Whether to form a path?

Create sequential action relationships
between behavior nodes in sequence

Whether traversal is complete? Finish

Yes

No Yes

No

Figure 3: Steps to create a behavior path.
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Figure 4: Behavior path diagram.

Table 1: Path classification.

Classification Classification basis
Class h1 (e highest behavior priority in the path is h1
Class h2 (e highest behavior priority in the path is h2
. . . . . .

Class ht (e highest behavior priority in the path is ht
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to empty objects. (erefore, it is necessary to distinguish
which classes are empty in the path classification and finally
decide which behaviors can be recommended.

According to the permutation and combination prin-
ciple, there are 2T −1 types of classification for T types of
behavior. For example, there are 15 types of classification for
4 types, as listed in Table 3, where combination (h1) means
that all classes except fot h1 are empty, and combination (h2,
h3, h4) means that h2, h3, and h4 are not empty.(e h1 class is
empty, and so on.

After the path combination is determined, the path
similarity is calculated. In this paper, Euclidean distance is
used to calculate the similarity of paths. (e calculation
formula of Euclidean distance in t-dimensional space is
shown in

d(i, j) �

�����������


t

x�1
ix − jx( 

2




. (2)

Secondly, the sum of the distance between each path in
class1 and the path in class2 is calculated, as shown in (3),
where class1 and class2 represent two classes in the path
subclass. (e classification of other paths is similar:

distances � 
t

i�1
d i, jx( , i ∈ class1, j ∈ class2. (3)

Finally, the corresponding total distance list can be
obtained for ht class path, as shown in

List_distances ht � distances1, distances2, . . . , t ∈ [1, t].

(4)

If the combination is (h2, h3, h4), the total distance list
can be obtained by calculation, as shown in

List_distances h2 � distances1, distances2, . . . , distancesw ,

List_distances h3 � distances1, distances2, . . . , distancest ,
(5)

where w and t are the number of paths in h2 and h3, re-
spectively. List_distances_h2 represents the total distance list
between each path in h2 and all paths in h3. And List_-
distances_h3 represents the total distance list between each
path in h3 and all paths in h4.

3.5. Multidimensional Recommendation. In this paper, the
definition is derived from the multidimension (d1, d2,

d3, . . . , dt−1).D represents a set of recommendations that may
be generated in line h. (e d1 pair should be able to generate
the h2 recommendation set. Dt−1 corresponds to the possible
recommendation set of ht, which can be divided into
possible_ht table. D is the set of target entities corresponding
to min (List_distances), that is, the set of target entities
corresponding to the path with the minimum total distance.
(e results of recommendation obtained are shown in

d1, d2, . . . , dn−1  � possible h2″: [· · · · · ·], ″possible h3″: [· · · · · ·], · · · · · · ″possible ht
″: [· · · · · ·] . (6)

According to the example results in equation (5), there
are two recommendation dimensions d2 and d3. (e
returned recommendation results are shown in equation (7),

which, respectively, represents the set of educational re-
sources where the user recommended by this algorithm may
have behaviors h3 and h4, and the value is the ID or other
unique identification of the educational resource:

Table 2: Example of data change process.

Path status Numerical value

Initial behavior path set {“h1–h2–h4–h1–h1” “h1–h1–h1”}
{h1:[“h1–h1–h1”]

After path classification

h2:[ ],
h3:[ ],

h4:[“h1–h2–h4–h1–h1”]}
{h1:[[1, 1, 1]]

After path steering

h2:[ ],
h3:[ ],

h4:[[1, 2, 4, 1, 1]]}
{h1:[[1, 1, 1, 0, 0]],

After path alignment
h2:[ ],
h3:[ ],

h4:[[1, 2, 4, 1, 1]]}

Table 3: Path category combination.

Possible combination of route categories
1 (h1)
2 (h2)
3 (h3)
4 (h4)
5 (h1, h2)
6 (h1, h3)
7 (h1, h4)
8 (h2, h3)
9 (h2, h4)
10 (h3, h4)
11 (h1, h2, h3)
12 (h1, h2, h4)
13 (h1, h3, h4)
14 (h2, h3, h4)
15 (h1, h2, h3, h4)
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d3, d4  � ″possible h3″ 2733371, 332733 , ″possible h4″: [124451] . (7)

(e item collaborative filtering recommendation algo-
rithm, referred to as item CF, is used to recommend edu-
cational resources similar to those they liked before to
college students.

In order to further analyse the recommendation perfor-
mance of BR-CF, itemCF and BR-CF are cascaded andmixed,
respectively, in this section, and an improved algorithm based
on the combination of item CF and BR-CF is proposed.

(e cascade recommendation algorithm of item CF and
BR-CF is referred to as Combine item CF and BR-CF. In the
recommendation result of resource collaboration, the al-
gorithm further calculates the set of target entities with
behavior paths and the minimum total distance from the
behavior paths of all target entities in the verification set.(e
flowchart is shown in Figure 5.

4. Result Analysis and Discussion

(e experimental data in this paper are from a MOOC of a
university in China bound by QQ account, and the crawler tool
is used to directly obtain student information and innovation
and entrepreneurship education resource data of universities. A
total of 36,967 pieces of online learner information were ob-
tained, including major, educational background, geographical
location, friend relationship, learning time, course name, and
evaluation content. After data screening, the dormant accounts
and abandoned accounts whose monthly login times are less
than 3 are excluded. Finally, the effective data set obtained
contains 2400 students.(e students were divided into two data
sets in the ratio of 8 : 2. Among them, 1920 students’ infor-
mation constituted the training data set, and the other 480
students’ information constituted the test data set.

Behavior map

Item CF algorithm

Recommendation 1

BR - CF algorithm

Recommendation 2

Finish

Is there a behavior path?

Yes
No

Start

End

Figure 5: Flowchart of combine the item CF and BR-CF algorithm.

Table 4: Comparison of experimental results of four recommended algorithms with different TOP-N.

TOP-N Index Literature [23] Literature [24] Literature [25] Proposed

5
Precision (%) 30.61 28.42 32.05 31.21
Recall (%) 41.24 39.94 43.21 42.92
RMSE 0.88 0.93 0.85 0.86

20
Precision (%) 28.16 26.96 28.08 29.98
Recall (%) 44.37 43.65 46.78 47.58
RMSE 0.79 0.91 0.78 0.72

35
Precision (%) 26.12 24.94 24.06 28.73
Recall (%) 46.82 45.42 48.88 49.11
RMSE 0.75 0.81 0.72 0.65

50
Precision (%) 23.24 22.25 21.78 25.97
Recall (%) 50.16 48.9 51.34 51.79
RMSE 0.68 0.72 0.61 0.57
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In order to test the quality of the proposed algorithm,
the proposed algorithm based on the improved collabo-
rative filtering model is compared with the literature [23],
literature [24], and literature [25]. (e number of adjacent
recommendation students is set as 5, and the value is in-
creased by 15 until it is 50. (e Precision, Recall, and RMSE
values of the four recommendation models under different
number of recommendation students are listed, as shown in
Table 4.

As shown in Figures 6–8, when the number of recom-
mended students is greater than 20, the accuracy and root
mean square error of the proposed algorithm in experi-
mental data are better than those of the other three rec-
ommendation algorithms. In terms of recall rate, when the
number of recommended students is greater than 35, there is
not much difference between the proposed algorithm and
the knowledge-based recommendation algorithm, but it is
significantly better than the other two algorithms. Compared
with the currently commonly used recommendation algo-
rithm, the proposed algorithm takes into account student
information, social relationship, and online learning be-
havior, so the recommendation quality is higher.

5. Conclusion

At present, there are a lot of learning resources in online
education learning platform, but the personalized service is
not high. (e target of online education services is learners.
(e commonly used personalized recommendation algo-
rithm of education services only considers static information
or dynamic characteristics of users, resulting in low rec-
ommendation quality. (e collaborative filtering algorithm
is the mainstream of information recommendation tech-
nology at present. However, the traditional recommendation
system based on collaborative filtering algorithm has some
limitations, such as low accuracy and cold start. And it is
difficult to accurately reflect the relationship between stu-
dents and educational resources. In order to improve the
recommendation accuracy, this paper proposes a recom-
mendation algorithm based on the improved collaborative
filtering model for innovation and entrepreneurship edu-
cation resources in universities. (is paper uses 20,059 real
behavior data and successfully creates 2,266 behavior paths
according to the sequence of students’ behaviors, which
enriches the semantic information of the data. In addition,
students’ behavior data are fully used to make recommen-
dations from three dimensions, which improves the data
utilization rate and the diversity of recommendations. In
particular, this paper puts forward the concept of behavior
path, which can well represent the evolution and develop-
ment process of students’ behavior and better predict stu-
dents’ learning preferences by creating associations between
behaviors. In order to test the quality of the recommen-
dation algorithm, the proposed algorithm and other three
recommendation algorithms were used as the control group
in the experiment, and the Precision, Recall, and RMSE of
these four recommendation algorithms were calculated
under different recommended users. It shows the recom-
mendation the proposed algorithm has more advantages in
three evaluation indicators, and can be applied to online
education services to better provide students with high-
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Literature [24]

Literature [25]
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Figure 6: Accuracy of four recommendation algorithms under
different recommendation numbers.
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Figure 7: Recall rate of four recommendation algorithms under
different recommendation numbers.
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Figure 8: Root mean square error of four recommendation al-
gorithms under different recommendation numbers.
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quality recommendation of college innovation and entre-
preneurship education resources. Since the experimental
platform and data in this paper are relatively single, in order
to further verify and improve the personalized recom-
mendation effect of the algorithm in this paper, other online
education service platforms will be introduced in the future
to verify the scalability and accuracy of this method.
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As a revolutionary education model, the flipped classroom teaching model has unique advantages over the traditional education
model. How to change the teaching method of flipped classroom into a teaching method suitable for college English courses is a
problem. ,e goal of this research is to investigate how to use data mining and few-shot learning technology to investigate the
impact of MOOC and flipped classroom task-based college English teaching modes. ,is work provides a data mining-based
decision tree algorithm and examines the enhanced decision tree method.,e experimental results of this study demonstrate that
two students in each of the two groups believe that the English teaching mode, which is mostly taught by traditional teachers, is
very favorable to a thorough understanding of basic knowledge, accounting for 4% of the total. ,ere are 17 students that believe
the new teaching methodology is really beneficial, accounting for 34% of the total.,is mode was determined to be effective for in-
depth knowledge of the basics by a total of 25 students. It can be seen that the flipped classroom model is more popular
with students.

1. Introduction

Since human beings entered the information society, with
the rapid development of information technology, the
amount of data generated by human society has also in-
creased dramatically. However, how to turn complicated
data into knowledge that people can easily accept and un-
derstand is a difficult problem for data researchers. Faced
with the situation of “a large amount of data, but little
knowledge,” data mining technology came into being. ,is
discipline, which originated in the field of database and
artificial intelligence [1], has formed a system and has begun
to play a huge role in practical applications.

At present, most mathematics classroom teaching is still
not free from the shackles of traditional educational ideas. It
has disadvantages such as dogmatization, unification, static,
isolation, and separation from the real life of students. ,e
dominant position of students in classroom teaching has not

yet been established, lacking due freedom and choice, and
there is still a large market for indoctrination education. In
recent years, MOOCs and flipped classrooms have entered
people’s field of vision, which is a new form of educational
resources and educational models, which has aroused strong
repercussions in the education community around the
world. MOOCs mainly use online platforms to display the
main educational content in the form of microcourses. ,e
flipped classroom is an innovative and personalized edu-
cationmodel.,e flipped classroom teachingmode based on
MOOC mainly uses network technology and resources to
reverse the educational purpose and educational form, ed-
ucational subjects, and the role of teachers, which has
attracted great attention in the field of education.

,e innovations of this paper are as follows: (1) It in-
troduces the relevant theoretical knowledge of data mining
technology and MOOC and flipped classroom task-based
college English teaching mode. It also uses decision tree
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algorithm based on data mining technology to analyze how
data mining plays a role in MOOC and flipped classroom
task-based college English teaching mode. (2) Based on the
decision tree algorithm, it carried out experiments and
analysis on MOOC and flipped classroom task-based college
English teaching mode. ,rough investigation and analysis,
it found that the task-based college English teaching model
based on MOOCs and flipped classrooms can stimulate
students’ more interest in learning and enthusiasm for
learning.

2. Related Work

,e rapid development of information technology has
brought people a convenient life that was unimaginable
before and also impacted the traditional way of cognition of
knowledge and information. Jovanovic found that learning
strategies are related to flipped classrooms, and he also found
that students tend to change the strategies that they employ
and switch to less effective strategies. Although the scholar
used clustering to discover the problems that students have
in learning, he did not propose corresponding solutions
based on the students’ problems. Yilmaz found that the
flipped classroom (FC) teaching model was associated with
student satisfaction and motivation. ,e purpose of his
research was to investigate the impact of students’ e-learning
readiness on student satisfaction and motivation in the FC
teaching model. Research was conducted among 20 un-
dergraduate students. ,ey learn using the FC teaching
model. ,e results show that the more satisfied students are,
the more active they will be in preparing for the preclass
preview. Although the scholar has specific experimental
objects, he did not analyze the experimental data [2].
Baytiyeh tried to find out whether the flipped classroom
model works in teaching and whether students can acquire
skills in this model. Using a qualitative case study design, he
found that this type of teaching enriches students’ learning
experience and helps them develop the skills they need. ,e
scholar proposed a qualitative case study design, but he does
not address an actual case [3]. Mcnally et al. found that
although the flipped classroom is widely used, it lacks ex-
perience and is not easy to be accepted. He surveyed 5
students under the flipped classroom model and the results
showed that students can have positive attitudes towards
flipped classroom elements according to them. But the
scholar came to the result directly, without explaining the
whole process [4]. Kostaris et al. found that the emerging
flipped classroom method has been widely used in teaching
practice and achieved many good results. His main purpose
is to design and implement an action study to study the effect
of flipped classroom approach in teaching and learning. ,e
scholar did not introduce what this action research is for [5].
Jin et al. found that body recognition is crucial in a variety of
applications, including pursuit, defense, and more. Tradi-
tional human recognition methods are usually based on
vision, biometrics, etc. ,ey proposed a recognition method
based on radar micro-Doppler features. ,e method uses
deep convolutional neural networks (DCNNs) [6–8] and can
recognize people in contactless, remote, and unilluminated

states. But the scholar did not explain why he chose this
method.

3. Decision Tree Algorithm before and after
Improvement Based on Data Mining

3.1.  e Process and Tasks of Data Mining. Network courses
have steadily become an important teaching method in
remote education due to the rapid growth of network
technology. Students generate a tremendous amount of data
about education and learning while taking online courses.
Because the knowledge concealed behind the data cannot be
mined, the linkages and laws that exist in the data cannot be
uncovered when confronted with such a vast data collection.
Teachers are unable to comprehend the impact of students’
online learning, and studying diverse information points
does not enable students to make judgments for themselves.
Teachers are unable to improve the content of online courses
or the effect of distant education due to their incapacity to
alter targeted assistance and the pedagogical structure of
online courses in a short amount of time.

Data mining, also known as knowledge discovery in
databases, is a hot research topic in the field of artificial
intelligence and databases. ,e so-called data mining refers
to the nontrivial process of revealing implicit, previously
unknown, and potentially valuable information from a large
amount of data in the database. Data mining technology [9]
provides an excellent solution to this problem. Data mining
is the extraction of hidden data from practical application
data that many people do not know in advance and are
incomplete and ambiguous. However, it is also a potentially
useful information process. Its application of data mining for
online course learning is undoubtedly practical. ,e unearthed
knowledge helps teachers to complete higher-level decision-
making, adjust the educational structure of online courses in
time, and improve the content and educational effects of online
courses. ,e data mining architecture is shown in Figure 1.

As shown in Figure 1: Data mining is the process of
mining interesting patterns and knowledge from large
amounts of data.,e data source is generally a database, data
warehouse, Web, etc., and the obtained data is called a data
set. Data mining is not a simple job. It does not mean that,
with data, using a certain method and building several
models, it can get the desired information. Data mining
should be a multistep process. Before its implementation, a
detailed plan should be made to determine what needs to be
done at each step and how to do it. Only in this way can data
mining be carried out in an orderly manner and be suc-
cessful. Different environments and different projects may
have different data mining processes [10].

In general, the data mining process goes through the
following steps, as shown in Figure 2.

As shown in Figure 2: Knowledge is discovered for ap-
plication. Now people are using knowledge of the following
two methods. One is to look only at the relationships or
results described by the knowledge itself to support decision-
making, and the other is to analyze knowledge. ,e knowl-
edge gained will be integrated into the organizational
structure of information systems to guide practice. ,e data
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mining process is a cyclic process. It will constantly approach
the essence of things and achieve the purpose of optimizing
and solving problems. It turns useful data into information,
information into action, and action into value.

3.2. Decision Tree and Related Algorithm  eory. Decision
tree is one of the classic methods of data mining. It clearly
and completely shows the decision and classification process
in a tree structure. ,e algorithm is simple and intuitive.
Decision tree is a decision analysis method to obtain the
probability that the expected value of the net present value is
greater than or equal to zero by forming a decision tree based
on the known probability of occurrence of various situa-
tions, to evaluate the project risk, and to judge its feasibility.
It is a graphical method that uses probability analysis

intuitively. Since this decision branch is drawn as a graph
like the branches of a tree, it is called a decision tree.

,e properties of a decision tree are that it has a clear
hierarchy and logic. ,e entire decision-making process is
straightforward, intuitive, and simple to comprehend, with a
good classification effect. However, because the data mining
technique involves so many association rules, it is not ideal
for clustering [11, 12] and is instead employed for classifi-
cation. ,e decision tree method is well suited to processing
nonnumeric data, particularly on a large scale. ,is article is
primarily concerned with the use of information such as
enrollment sources and college entrance examination results
in college and university enrollment. As a result, it primarily
describes the information theory-based decision tree clas-
sification technique. ,e schematic diagram of decision tree
generation is shown in Figure 3.

Dedicated database interface

Data Mining Center

UI
Result output

Data warehouse database file system Other data
sources

Figure 1: Data mining architecture.

data

raw data

Get
ready

mode

knowledge

apply

excavate interpretation

Figure 2: Steps of data mining.
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As shown in Figure 3: ,e related concepts in decision
tree correlation information theory are as follows:

Information gain reflects the characteristics of the sample
[13], and there is a close relationship between the two and a
proportional relationship. In probability theory and infor-
mation theory, information gain is asymmetric, which is used
to measure the difference between two probability distribu-
tions P and Q. Information gain describes the difference
between coding with Q and coding with P. Usually P rep-
resents the distribution of samples or observations, or it may
be a theoretical distribution that is precisely calculated. Q
represents a theory, model, description, or approximation to
P. ,e entropy Info(D) of data D is as formula (1):

Info(D) � − 
m

i�1
Pilog Pi( , (1)

Pi is the nonzero probability that any information in D is
contained in class Ci.

Attribute A is divided into D and contains n different
attribute values 1. From this, it can be obtained that the
attribute A is divided into D into a branch node with
A � a1, a2, . . . , an , A � d1, d2, . . . , dn  is a tuple in D, and
its value in A is ai, so the calculation formula of entropy can
be obtained as

E(A) � − 
m

i�1

di




D
× Info di( . (2)

,e information gain is the difference between the
amount of information before and after, and the calculation
formula is

Gain(A) � Info(D) − E(A). (3)

,e information gain rate regulates the information gain
through the parameter value, and the calculation formula is

SplitInfo(D) � − 
n

i�1

Si




S
× log

di




D
 . (4)

It divides the n partitions corresponding to each subset
in attribute A into the corresponding D. ,e calculation
formula of the gain rate can be obtained as

GainRation(A) �
Gain(A)

SplitInfo(A)
. (5)

,ere are many algorithms for generating decision trees
in data mining. ,e following focuses on several typical
decision tree generation algorithms.

ID3 algorithm is the most influential and typical in
decision tree mining [14]. Decision trees classify data for
prediction purposes. ,e decision tree method first forms a
decision tree according to the training set data. If the tree
cannot give the correct classification for all objects, it selects
some exceptions to add to the training set data and repeats
the process until the correct decision set is formed. A de-
cision tree represents the tree structure of a decision set.

Training set

Classification
algorithms

Decision
tree model

Model evaluationTest set

Classification rules

decision tree

Figure 3: Schematic diagram of decision tree generation.
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It sets G to be a collection of training instance samples. It
assumes that there are m classes in G; then the expected
information to classify a given sample is

Inf g1, g2, . . . , gm(  � − 
m

i�1

gi

g
log2

gi

g
. (6)

,e expected information obtained by dividing
according to the B attribute is called the entropy E(B) of the
B attribute, which is defined as

E(B) � 
n

j�1

g1j + g2j + · · · + gmj 

g
⎡⎣ ⎤⎦ × Inf g1j,...,gmj . (7)

,e obtained information gain for this partition on the B
attribute is defined as

Gain(B) � Inf g1, g2, . . . , gm( . (8)

,e ID3 algorithm has the attribute of high information
gain, which is the attribute with the highest partition purity
in the given attribute set. ,erefore, it can calculate the
information gain of each attribute of the sample in G and
obtain the attribute with the maximum information gain as
the division attribute [15].

,e ID3 algorithm is powerful and easy to use. It seems
that this algorithm has been able to cope with most cases of
classification applications, but a careful study can find that
ID3 is more inclined to generate multibranched attributes
when selecting split attributes. In extreme cases, the clas-
sification of ID3 algorithm becomes very unreasonable [16].
To this end, some scholars have introduced an extended
parameter called segmentation information. It uses this
parameter mainly to correct the information gain in the ID3
algorithm. ,e definition of the extended parameter is as

ExInfB(G) � − 
v

i�1

Gi




|G|
log2

Gi




|G|
. (9)

It also introduces the gain ratio metric to replace the
information gain metric in the ID3 algorithm. It is defined as

GainRatio(B) �
Gain(B)

ExInfB(G)
. (10)

It can be seen that the gain rate not only considers the
information gain of the training samples in attribute B, but
also considers the amount of information generated by the v

branches generated by the v attribute values of attribute B
[17]. So in the above example, due to the existence of ex-
tended parameters, its gain rate tends to be reasonable. ,e
improved algorithm uses the highest gain rate as the splitting
attribute, which is more scientific and reasonable [18, 19].

3.3. C4.5 Algorithm. C4.5 is a classification decision tree
algorithm in machine learning [20]. It combines the ad-
vantages of the ID3 algorithm and is continuously improved
to better realize the construction of decision trees. C4.5 is a
family of algorithms used in classification problems in ma-
chine learning and data mining. Its goal is supervised
learning. ,e goal of C4.5 is to learn to find a mapping from

attribute values to categories, and this mapping can be used to
classify new entities with unknown categories.

It gets the minimum value of the continuity property and
stores it in MIN. It also stores the maximum value in MAX
and divides the breakpoints Ai in [MIN, MAX] in the
continuous attribute:

Ai � MIN +
MAX � MIN

N
× i. (11)

Assuming that each variable in the database has two
distinct values A and B, the uncertainty assessment of the
optimal amount of data, i.e., the information entropy is as

S � − 
I

pi × lg pi( ( . (12)

,ere are V different data values in the attribute A in the
set S, and A is used to divide S into v subsets, and the in-
formation gain rate is calculated during the division as

Gain Ai(  � Gain(A) × 
j∈[1,v]

pilog2pi. (13)

In the data mining algorithm, in order to improve the
enthusiasm of the students in class and the learning effi-
ciency, the students’ learning progress data set is taken as the
research object. ,is can scientifically apply these potential
relevant influencing factors to provide key decision-making
basis for future college English teaching [21].

,e advantages of the decision tree method include a
simple and straightforward analysis, high classification ac-
curacy, and high execution efficiency. As a result, the de-
cision tree technique is highly suited for data mining on a
wide scale. ID3 chooses the classification standard for the
data it collects. ,e ID3 algorithm can only mine nonlinear
data; hence it chooses split attributes based on the number of
attribute values. ,e C4.5 assessment classification criteria
are used to determine the rate of information gain. By
gradually increasing the information according to the in-
formation gain formula, C4.5 effectively eliminates the issues
that emerge in ID3.

3.4. C4.5 Algorithm Improvement. ,e C4.5 decision algo-
rithm has better advantages for mining massive data, and the
improved algorithm of the classic C4.5 decision algorithm in
the decision tree construction will better construct the de-
cision tree. It places some restrictions on the rules and
conventions of data: First, it performs classification based on
the constructed new attributes, so it is necessary to centrally
process andmanage the classification attributes in the dataset.
Second, it uses the last generated new attribute to classify, so it
needs to pay attention to the approximate accurate rule
management with high attribute degree.

,e core step of the C4.5 decision tree size algorithm is
the attribute selection metric calculation. It needs to compare
the information gain of each attribute and select the attribute
with the largest value to split the tree. Unfortunately, the
logarithmic function is used a lot in entropy calculation, and
the calculation of the logarithmic function in almost all
programming languages requires a lot of computer

Computational Intelligence and Neuroscience 5
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computing time. ,erefore, the computational efficiency of
the algorithm is greatly reduced in each attribute selection.
,erefore, the key to solving the problem of computing ef-
ficiency is how to optimize the entropy value operation and
shorten its operation time. To solve this problem, this paper
introduces Taylor’s mean value theorem and McLaughlin
expansion.

Using the Taylor expansion as a substitution to find the
limit of the function is the most widely used. At this time, the
Taylor formula containing the Peano remainder is generally
used. Other equivalent infinitesimals can also be found using
Taylor’s formula. Taylor’s mean value theorem is

f(n) � f n0(  + f′ n0(  n − n0(  + · · · + θt(n). (14)

It assumes that function f(n) has a derivative value of
order t+ 1 in a narrow interval around n0, and θt(n) is Tay’s
remainder.

Maclaurin’s expansion: when n0 � 0, Tay’s mean value
theorem can be converted into Maclaurin’s formula, which
is

f(n) � f n0(  + f′ n0(  + · · · + θt(n). (15)

Among them, when θt(n) is negligible, the following
approximate expression is obtained, which is

f(n) ≈ f n0(  + f′(0)m + · · · + f′(0)
m

t

t
!. (16)

McLaughlin’s formula is a special form of Taylor’s
formula. It can be seen that, for the logarithmic operation in
the entropy value, one can use the approximate expression of
McFarland’s formula instead. Since there is only the loga-
rithmic operation on the base e in the java language, the
logarithmic operation in the entropy value needs to be
transformed as follows, that is,

Log2(n) �
Ln(n)

Ln(2)
, (17)

Ln(2) is a constant and only needs to be calculated once,
while Ln(n) needs to be improved.

Because Ln0 �∞, function Ln(n) cannot be directly
expanded by McFarland’s formula, so people set

f(n) � Ln(1 + n). (18)

Formula (19) is expanded by the approximate expression
18 of McFarland’s formula:

f(n) � Ln(1 + n) ≈
n − n

2

2 + n
3 + · · · +

(−1)
t
n

t+1

(t + 1)
. (19)

Further approximately, the polynomial (−1)tnt+1/(t + 1)

can be used to replace the Ln(n) operation, so as to reduce
the computational complexity of the entropy value in the
C4.5 algorithm.

3.5.  e Flipped Classroom Teaching Mode Based on MOOC.
With the continuous deepening of reform and opening up,
the demand for foreign languages, especially international

talents proficient in English, from various industries in
society continues to increase. Although the proportion of
English in various exams is decreasing, the requirement of
English proficiency in the actual fierce competition has not
decreased. According to the actual situation, China’s college
English education reform is being implemented.

In this mode, teachers will use screen recording software
to create 10-minute video teaching points and upload them
to the Internet. Students can watch in their free time and
discover their own problems in time. ,e video contains a
simple class review to deepen students’ understanding of the
knowledge. ,e unique method of “students study by them-
selves before class and practice together in class” is contrary to
the previous “teacher lectures in class, students practice after
class,” so it is called flipped classroom, as shown in Figure 4.

As shown in Figure 4: ,e biggest difference between the
flipped classroom education model and the previous class-
room education model is that, in the flipped classroom,
students complete knowledge learning outside the classroom,
and the classroom becomes an interactive place between
teachers and students. ,e flipped classroom teaching mode
means that students watch teachers’ video explanations before
or outside of class, and they learn independently, and teachers
no longer occupy classroom time to teach knowledge. ,e
classroom becomes a place for teacher-student and student-
to-student interaction. It includes answering questions and
doubts, cooperative exploration, completing studies, etc., so as
to achieve better educational effects. With the support of the
network, students can use high-quality educational resources
to learn knowledge without relying on teachers. ,e learning
mode of the MOOC is shown in Figure 5.

As shown in Figure 5, a MOOC is a newly imported
online course learning medium. It integrates a variety of
educational resources, learning management systems, and
open network resources, but it differs in several respects
from previous online courses. MOOC platforms are open to
the general public for free learning as well as formal learners
in specialized schools and educational institutions. ,e
construction of curricula and the organization of events are
both examples of openness. Anyone can take part in a variety
of learning and exchange activities, as well as providing
educational resources and themes to the MOOC.

Traditional online course video software is frequently
recorded with reference to the classroom teaching form, and
the length of the video generally increases. Learners in
MOOCs do not receive information passively.

3.6. Construction Model of Flipped Classroom Based on
MOOC. In a typical flipped classroom teaching mode,
preclass activities and in-class activities are the main sec-
tions, but these two sections are not separated by the flipped
classroom teaching mode. Each section contains specific
implementation links. ,ese links reasonably connect the
preclass activities with the in-class activities to form a
complete and smooth teaching mode. ,e flipped classroom
teaching mode based on MOOC is shown in Figure 6.

As shown in Figure 6, MOOC, a large-scale open online
course, is the product of “Internet + education.” It is a newly
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emerging online course development model. In a typical
flipped classroom teaching model, the activities before class
and the activities during class are the main parts. ,ese two
parts are not separated by the flipped classroom teaching
mode. ,e autonomous learning based on the MOOC
platform before class is mainly composed of task bar guided
learning module, autonomous learning module, and group
module. In the classroom, teachers create appropriate

instructional situations based on instructional content, and
students complete knowledge internalization through
coinvestigation and interaction.

4. DecisionTreeAlgorithmandExperiment and
Analysis of Flipped Classroom

4.1. Experimental Analysis of Improved Decision Tree
Algorithm. In order to simplify the operation, this experi-
ment chooses the first method. It uses the C4.5 original
algorithm improved by the previously described improve-
ment scheme. ,e data used in the experiment comes from
the information of 50 students in college English teaching,
and the total number of sample instances is 50. In this
experiment, the original algorithm and the improved al-
gorithm are compared and analyzed for 5 divisions of the
sample instance set, namely, 10, 20, 30, 40, and 50 sample
instances. ,e experimental results are shown in Figure 7.

As shown in Figure 7: It can be seen that, with the
increase of the number of data sample instances, the exe-
cution efficiency of the improved algorithm is higher. At the
same time, in the case of large data sample instance sets, the
classification accuracy of the improved algorithm has also
been improved to a certain extent. ,e practice of data
mining itself is often faced with the mining of large data set
instances. ,erefore, using this improved C4.5 algorithm
can greatly shorten the waiting time of data analysis and
improve work efficiency without sacrificing the classification
accuracy. ,e improved C4.5 algorithm overcomes the
deficiencies of choosing attributes with many values when
using information gain to select attributes and can complete
the discretization processing of continuous attributes.

By comparing the decision trees generated by the two
algorithms, it can be known that the improved decision tree
shortens the attributes far from the root node by the balance
coefficient. ,is increases the importance of teaching in-
formation and makes the classification results more accurate
and reasonable. Only a partial decision tree is shown here.
,e final displayed results are shown in Table 1.

,e revised C4.5 method is employed in the subsequent
decision tree construction since the improved approach is
more reasonable and accurate, as shown in Table 1. ,e
average proportion of leaf node samples of the C4.5 algo-
rithm is 6.6%. ,e average proportion of leaf node samples
of the improved C4.5 algorithm is 7.7%. Because the data
used to determine the training set is so tiny, the resulting
mining model may have certain flaws. It then validates the
training set model against the test set to see if it is accurate.
,is enables the mining model to be refined and revised
further. ,e decision tree analysis function module of the
system module analysis will be used to investigate this.

4.2. Experiment and Analysis of Traditional Teaching Mode
and MOOC-Based Flipped Church Teaching Mode. ,is
paper analyzes the development trend of English learning in
recent years, as shown in Figure 8.

As shown in Figure 8:,e study of college English is very
important for expanding students’ international horizons.

Traditional classroom Flipping the classroom

vs

Students learn passively Students learn independently

Figure 4: ,e difference between the flipped classroom education
model and the previous classroom education model.

student
Self-directed learning after class

Discuss each other
in class 

Figure 5: ,e learning model of MOOCs.

Make a video Courseware

Task testing
Learning
materials

analyse

Marking

students Teachers

Knowledge transfer

Figure 6: ,e flipped classroom teaching mode based on MOOC.
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,e traditional education mode of college English education
faces the problems of students’ participation and educational
effects.

,e experimental subjects selected in this experiment are
students majoring in English in a university, with a total of

50 people. ,ere are 15 boys and 35 girls. It is divided into
two groups, one group is conducted in the traditional
teaching mode, which is group A, and the other group is
conducted in the flipped classroom teaching mode based on
MOOC, which is group B.,ere are 20 people in each group,
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Figure 7: Comparison of algorithms before and after improvement. (a) Comparison of the efficiency of the C4.5 algorithm before and after
the improvement. (b) Comparison statistics of C4.5 algorithm classification accuracy before and after improvement.

Table 1: Advantages of the improved decision tree.

Model C4.5 algorithms Improved C4.5 algorithm
Tree level 5 5
Number of leaf nodes 15 13
Leaf node sample proportion average (20/15)/20∗100%� 6.6% (18/13)/18∗100%� 7.7%
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Figure 8: ,e development trend of learning English from 2020 to 2021.

8 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

and the purpose of this experiment is to change the students’
learning attitude and improve the learning enthusiasm of the
students in the college English classroom by applying the
MOOC-based flipped classroom education model in the
college English classroom. After a week of teaching, it first
analyzes the students in the traditional teaching mode, as
shown in Table 2.

As demonstrated in Table 2, the current teaching mode,
which is mostly dependent on instructors’ instruction, is
unable to pique students’ interest in learning, and the
majority of students believe that this mode will not improve
their learning efficiency or autonomy. Second, the students
in group B, who are in the flipped classroom teaching style
based on MOOC, are analyzed, as shown in Table 3.

As can be seen from Table 3, there are 9 people who like
the MOOC-based flipped classroom teaching model very

much, accounting for 45%. Generally, there are 8 people who
like it, accounting for 40%. ,ere are 2 people who neither
like nor dislike, accounting for 10%. ,is paper investigates
and analyzes two groups of students, as shown in Figure 9.

As shown in Figure 9: ,rough the summary of the
results of the student interview survey, it can be known that
the students are more accepting of the new teaching model
and have higher satisfaction. ,is model has improved the
overall teaching effect. After the teaching experiment, it
tested 2 groups. ,e weekly test scores of the 2 groups are
shown in Tables 4 and 5.

As shown in Tables 4 and 5, the students whose weekly
scores in group B were higher than 70 points were signif-
icantly higher than those in group A. It can be seen that the
new teaching mode has a good teaching effect compared
with the traditional teaching mode. ,e learning ability of

Table 2: Popularity of traditional teaching mode.

Object of investigation Number of people Percentage (%) Effective percentage (%)
Like very much 2 10 10
Generally like 3 15 15
Neither like nor hate 5 25 25
Dissatisfied 8 32 32
Dislike very much 2 10 10

Table 3: Popularity of traditional teaching mode.

Object of investigation Number of people Percentage (%) Effective percentage (%)
Like very much 9 45 45
Generally like 8 40 40
Neither like nor hate 2 10 10
Dissatisfied 1 5 5
Dislike very much 0 0 0
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Figure 9: Statistical chart of pre- and posttests of the benefits of the two modes to the mastery of basic knowledge. (a) ,e traditional
teaching mode can stimulate interest in learning. (b) Statistical graph of whether the MOOC-based flipped classroom teaching model can
stimulate interest in learning.
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group B students has been improved. At the same time, it
can also indicate that the students in group B have a sig-
nificant improvement in the application of knowledge
compared with the students in group A.

5. Conclusion

Information is becoming a more important driver of
humanity’s progress in the natural and social sciences. Data
mining is a technique for extracting information from
seemingly unrelated data that is strongly related to people’s
lives. ,e fine-tuning teaching mode is a combination of
computer-aided education and network platform technology
that compensates for some of the deficiencies of the tradi-
tional teaching mode’s teacher education mode. ,e im-
portance of English in worldwide communication is growing,
as is the importance of English teaching. MOOCs and flipped
classroom task-based college English teaching modes have
begun to appear as the traditional teaching mode can no
longer match the needs of students. ,e main focus of this
study is on the fundamental concepts of data mining tech-
nology, as well as the usefulness of MOOCs and flipped
classroom task-based college English teaching modes for
future local investigation. It offers a decision tree method
based on data mining technology and discovers that decision
trees are useful for mining and classifying students’ infor-
mation, resulting in improved English instruction. It conducts
experiments on students using various teaching methods in
the experimental section. ,e findings reveal that students
prefer the task-oriented collegiate English education strategy
based on MOOCs and flipped classrooms. ,is teaching
method boosts students’ learning initiative and excitement, as
well as their English proficiency.
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Table 5: Weekly test scores of group B.

Fraction Number of
people
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90–100 5 25 25

Table 4: Weekly test scores of group A.
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90–100 1 5 5
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Texture has strong expressiveness in picture art, and color texture features play an important role in composition. Together with
texture, they can convey the artistic connotation of portrait, especially in oil painting.�erefore, in order to make the picture form
oil painting style and oil painting schema, we need to study the texture and color texture in combination with the previous oil
painting art images. But now, there are few samples of good oil paintings, so it is di�cult to study the texture and color texture in
oil paintings.�erefore, in order to form a unique artistic style of modern oil painting and promote the development of modern oil
painting art, this paper studies the texture and color texture characteristics in the environment of few oil painting works. �is
paper establishes a model through deep neural network to extract the image incentive and color texture of oil painting art works,
which provides guidance for promoting the development of oil painting art. �e experiments in this paper show that the depth
neural network has high de�nition for the extraction of texture and color texture of small sample oil painting images, which can
reach more than 85%. It has high guiding signi�cance for the research and creation of oil painting art.

1. Introduction

For artistic creation, the �rst thing is to be based on the
shoulders of predecessors. �erefore, it is very necessary to
study the works created by predecessors, but it is also a
di�cult problem to fully study the previous works of art,
especially the development of oil painting art. From the
perspective of iconography, the texture that can best re�ect
the artistic language in oil painting art can deeply convey the
painter’s creative thought and emotion [1]. �e second is the
color texture, which can re�ect the beauty of oil paintings,
especially the combination of color can give people a visual
impact. But at present, there are not many excellent oil
painting works left by predecessors. In order to carefully
extract the incentive and color texture in the image in a few
works and play its role in oil painting art creation, it is
necessary to establish the recognitionmodel of image texture
and color texture in a small sample environment, study the
internal structure and formation elements of texture and
color texture, and promote the formation and schema
analysis of oil painting style in modern art.

In this paper, the extraction and analysis of texture and
color texture features in the image can not only promote the
development and creation of modern art, but also promote
the development of modern art education. It makes the
development of art more rapid but also has internal
meaning. Furthermore, the study of texture and color tex-
ture features can help to integrate modern and traditional oil
painting art, transforming modern painting into an oil
painting style. It is more vibrant and creative. �e impor-
tance of exploring texture in contemporary oil painting is
enormous. �e texture composition can re�ect the creator’s
style and spirit while also increasing the aesthetic value of the
work. From previous people’s oil paintings, the logical re-
lationship between texture, color, and texture features is
examined. In their respective systems, they create styles. It
can aid students in their exploration and creation of oil
painting art. It allows people who practise painting to self-
diagnose problems with their work and improve their
aesthetic ability after viewing the article.

In order to make modern art images from oil painting
style, many people have studied the texture, color, and
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texture of images. Liu’s image oil painting style transfer
reconstruction algorithm based on generative counter-
measure network was difficult to train. He proposed an
improved generative countermeasure network based on
gradient punishment and constructed the total variance loss
function to study the migration and reconstruction of image
oil painting style. *e experimental results show that the
algorithm has better performance of image oil painting style
migration and reconstruction and better effect of image oil
painting style migration and reconstruction [2]. However,
his research does not specifically explain how the oil painting
style is transferred. Yang had proposed a joint domain image
stylization method for portrait oil painting. From the per-
spective of art appreciation, a large number of oil painting
works have been analyzed. *ree key factors are summa-
rized: texture, structure, and other image. Based on this, a
sample-based color adjustment method is proposed. A large
number of experimental results show that this method has
achieved good results in maintaining the consistency of
given image content [3]. His research only studied the color
of the image, and the research has a certain one sidedness. El
Mehdi et al. proposed a fast and efficient image indexing and
search system based on color and texture features in content-
based image retrieval system. *e experimental results show
that the combination of color features and texture features of
brightness components can obtain similar results, and the
efficiency is higher [4]. His research lacks experimental data
and cannot reflect the accuracy of his conclusions. Do et al.
proposed a CBIR system based on semantic features to
retrieve images from databases. *eir method divides the
query image into 100 regions and uses K-means clustering
algorithm and KNN classification algorithm for semiauto-
matic annotation. *e experimental results showed that the
image retrieval efficiency of the system is more than 98% [5].
His research has no specific theoretical support and is not
convincing. In order to improve the efficiency of oil painting
creation, the pyramid reference image sequence was
established by using bilateral reference filtering and math-
ematical morphology operations by Chen. *e experimental
results show that the new reference image sequence has
clearer texture direction, clear boundary, and is easy to draw.
At the same time, this method can be well applied to oil
painting teaching [6]. His research has studied the texture
features of images, but the construction process of pyramid
reference image sequence is not very systematic. Based on
the research of these people, this paper reconstructs the
recognition model of texture and color texture features in
the image under a few samples so as to promote the for-
mation of image oil painting style and graphic analysis.

In this paper, the research on the formation of oil
painting style and graphic analysis has the following in-
novations: (1) this paper applies deep neural network to how
to analyze the texture and color texture features in the image,
and constructs a model system based on neural network,
which can recognize more accurate texture and color texture
features in the case of few samples. (2) In this paper, the
texture and color texture of the image are analyzed with the
help of neural network model, and then the image schema is
analyzed with the algorithm. It enables the oil painting style

to be transmitted and promotes the formation of oil painting
style. (3) In this paper, a series of experiments are carried out
on the research of color texture features. It proves that the
model of this paper can promote the development of art
biography and the formation of oil painting style.

2. Methods of Oil Painting Style Formation
and Schema

2.1. Texture,Color, andTextureCharacteristics ofOil Painting.
No matter how a painting is handled, it will produce brush
texture, so texture is one of the important formal elements of
constructing portraits. With its rich artistic expression, it
plays an important role in the field of painting and exists in
oil painting in a unique form. *rough the expression form
of its own unique attributes, it shows the aesthetic feeling of
vision and form in oil paintings [7]. *e texture of different
materials can show the characteristics of artistic language
and image on the picture. In oil painting texture, texture can
be said to be a kind of texture. Texture refers to the aesthetic
feeling caused by the real expression of texture in the image
of plastic arts. It is not only the texture of oil painting
materials themselves but also the formation of new image
texture after integration with texture materials. It is the
combination of oil painting materials and texture materials
[8]. In addition, the combination of texture materials and
optimized materials will inevitably produce new different
visual effects, so it will make people who look at images form
different visual or tactile feelings. Texture characteristics
refer to the special properties of all actual object surfaces,
such as clouds, trees, bricks, hair, and buildings. People are
used to some local disordered features in the image, but the
whole has regular features, which are also called textures. It
also contains important information about the arrangement
of surface structure and its relationship with the environ-
ment. Texture is also a very important but difficult feature in
the image, as shown in Figure 1.

In Figure 1, it can be seen that the Figure on the left is
visually different from the Figure on the right. *e Figure on
the left is visually a water vortex image. *e picture on the
right is a water grain image, which has different visual effects.
And from the perspective of feeling, the picture on the left
will be more fresher, while the picture on the right will be
heavier. In terms of feeling, in addition to the different
effects of texture, we can also see the direction of the painter
from the texture. It shows the traces left intentionally and
unintentionally in the process of painting. *ese painting
traces can obviously feel the emotional changes in the
process of painter’s creation.*e rich and strong collocation
of colors will make people form a completely different vi-
sion. *erefore, the color feature is not only the most direct
and prominent feature of the image but also one of the most
important sensory features of graphic vision [9, 10], as
shown in Figure 2.

*e contrast before and after colouring can be seen
clearly in Figure 2.*e portrait in the picture does not match
the real human image when it is not painted, but after
painting, it can see the skin color and hair color clearly and
has a better sense of hierarchy. As a result, texture can reflect
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the painter’s emotional changes, and texture and color
features can provide people with visual effects. At the same
time, the painter’s thoughts and feelings will be conveyed
through color intensity. Its bright, warm color expresses the
painter’s inner love. Texture composition is how you express
texture. Its concave, thick, and light surface will evoke a
variety of emotions in those who view it. *e introduction
and creation of texture effects in painting art have opened up
a whole new world for the expression of form and color. It
has a natural, fresh, and flexible appearance, as well as the
ability to be skillfully borrowed. It has evolved into a one-of-
a-kind language for artists to express their emotions. It
makes natural beauty and subjective feelings blend har-
moniously in artistic creation [11]. *erefore, in order to
make a breakthrough in modern art creation, we need to
analyze the texture and color texture of previous art works.

2.2. Oil Painting Style Formation and Schema. Schema is to
serve the formal beauty in painting. Schemata can be divided
from time, regional environment, cultural background,
personal artistic language, and so on. In all paintings,
personal artistic language is to combine the things to be
painted in the picture according to their feelings, and
strengthen their feelings by using the basic rules of

composition [12]. Painting is to match dots, lines, faces,
black, white, gray, color blocks, etc. It uses the feeling to mix
the elements such as points, lines, and surfaces with scat-
tered, size, rhythm, straightness, cold, and warm. *e art of
painting must fully understand a pair of contradictions such
as virtual reality, square and round, black and white, density,
rhythm and charm, and experience the aesthetic principles
contained here.

*e three-dimensional characteristics [13] of natural
objects should be transformed into two-dimensional
through both eyes, and the painter’s composition ability is
fully reflected in this sensitivity. *e position of the object
image in the picture and the size proportion of the object
image will have different visual and psychological feelings.
How to form the characteristics of the image in the com-
position on the basis of clarifying the modeling system and
color system becomes very important [14]. *ere is also an
important portrait skill in the image, that is, the placement of
portrait modeling. Modeling is how the painter deals with
the placement of objects in the painting. Modeling system
refers to a unique way formed by the painter’s unique
treatment of various factors constituting the picture.
Modeling is not a single visual grasp, simple object repro-
duction. Graphic appearance writing is the active pursuit of
perceptual psychology and an activity of the interaction
between subject consciousness and object spiritual essence
[15]. *e establishment and improvement of the modeling
system is a sign of the maturity of a painter. *e modeling
system does not take whether the picture has an image as the
judgment basis of whether there is a modeling system.
Conceptualizing the image is by no means the establishment
of a modeling system. Because the painter’s quality and taste
determine his aesthetic ability and artistic appreciation. *e
establishment of modeling system requires painters to have
high quality and taste, and they can also take this as a
breakthrough point to form their own artistic style. *e
arrangement of composition and shape is shown in Figure 3.

*e oil painting style is both traditional and contem-
porary. We must first understand the oil painting style in
order to form it in the transmission of modern art. Oil
painting styles and genres are diverse, and there have been
countless styles since its inception [16]. Every painter will
absorb the essence of the classic paradigm in order to create
something new. It defies convention by employing open

Figure 1: Oil painting texture.

Figure 2: Image color.
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reading and its own oil painting creation style, discussing
new artistic connotations and expression forms, and
attempting to establish its own independent painting style.
As a result, when creating modern art, we must consider the
style of classic oil paintings. It defies convention by incor-
porating practical research into the composition, color
treatment, and texture effect of the image during the creative
process. It attempts to learn from and integrate the schema
in order to create modern works in a modern style and oil
painting style [17].

2.3. Oil Painting Texture and Color Texture Feature
Extraction and Principle. In the previous article, we know
the importance of texture and color texture to the image,
so if we want to form the oil painting style, we need to
extract the texture and color texture features of the classic
oil paintings. *e specific process of extraction is shown in
Figure 4.

As shown in Figure 4, the feature extraction process first
inputs the pictures into the gallery, then compares the
similarity of the oil paintings in the gallery, extracts the
places with low similarity, and then improves it.

For the extraction of color texture features in the image,
the histogram method of RGB space is generally adopted.
*e RGB model is the most commonly used color repre-
sentation method in the computer, and the statistical
histogram of the image is a function, which is usually
expressed as

G(v) �
Av

m
, v � 0, 1, 2, . . . , N. (1)

In the upper form, v represents the color texture features
that need to be extracted in the image, and m is the feature
dimension of the feature in the RGBmodel. In order to make
the size change of the picture not affect the image feature
recognition, this paper normalizes the function. For the
color of the image, the RGB model will obtain the statistical
histogram of three different colors: R, G, and B, as shown in
Figure 5.

If the histograms intersect, the horizontal axis is gen-
erally used to classify each color. *e level depends on the
depth of the color, and the vertical axis represents the

proportion of the color in the Figure. If AG (v) and AW (v)
are similar features of the two pictures, then the color
similarity of the two images is calculated as follows: G and
the characteristic histogram of the image W in the image
library.

S(G, W) �


l−1
v�0min AG(v), AW(v) 


l−1
v�0HQ(v)

. (2)

In the query matching system, the efficient and accurate
similarity matching degree of the query system makes the
two methods restrict each other. At the same time, in order
to improve efficiency, it also needs to reduce the cost of
calculating the same distance. *e original search method
based on color features filters out the pictures with com-
pletely different colors and then introduces the similarity
with the texture features of the image. It realizes the search
based on texture characteristics, which further improves the
accuracy of the search [18]. *e fastest matching method is
the distance between objects of different colors in the same
picture, which roughly represents the color features on the
three axes of R, G, and B. *en, the image color features can
be represented by vectors:

F � κR, κG, κB . (3)

At this time, the matching degree between image G and
image W is as follows:

S(G, W) �

���������

FG − FW( 

 2
,

����������

FG − FW( 
2



�

�������������


R,G,B

κG − κW( 
2



.
(4)

However, the RGB model histogram cannot effectively
measure the fuzziness of people’s perception of color fea-
tures. In order to accurately measure the similarity of two
different images, it is necessary to retrieve people’s visual
color similarity so as to integrate modern art creation into oil
painting style. *erefore, it is necessary to refer to the color
Table [19]. Assuming that people can feel the same reference
color visually, and the number of this group of reference
colors is more than the color features of the image to be

Caponata
garlic

pepper

Figure 3: Placement of composition and shape.
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retrieved, the matched feature vector in the cumulative
histogram is

F � e1, e2, σ, eN[ ]T. (5)

Among them, e1 represents the frequency of the reference
color in the image, and N is the dimension coe�cient of the
color reference Table, then the similarity matching degree be-
tween the test image A and the imageW in the image library is

S(G,W) �
����������
FG − FW( )2N

√
,

����������
FG − FW( )2N

√
�

���������������

∑
N

i�1
N1 eiG − eiW( )2

√√

.
(6)

In modern art creation, we need to match the similarity
between the newly created image and the color of classic oil
painting in the gallery step by step. �e closer the similarity
is, the deeper the integration of color and texture in classical
oil painting is, and the oil painting style is forming [20]. Of
course, in order to form the more perfect oil painting style, it

is necessary to extract and recognize the texture features in
classical oil painting [21]. At present, the commonly used
texture analysis methods are statistical analysis method and
spectrum analysis method. �e measurement of texture has
four feature quantities, namely contrast, energy, entropy,
and correlation [22].

�e so-called contrast refers to the moment of inertia of
the main diagonal. �e calculation method is generally as
follows:

CON �∑
G

∑
W

(G −W)2dGW. (7)

Texture is divided into thickness. For coarse texture, the
value of dGW is a value concentrated on the diagonal of the
image. If the value of (G-W) is smaller, the value of image
contrast is smaller, otherwise, it is larger. �e calculation of
energy will be a�ected by the gray value of the image, so
assuming that the energy is t, the formula is

T �∑
G

∑
W

dGW( )2. (8)

R

G

B

Figure 5: Statistical histogram.

Image Input Image Library

Feature Extraction
Image classification

Feature Language

HMI

Similarity
measurement
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feedback

Figure 4: Flowchart of feature extraction.
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Because the gray value of the image will affect the rec-
ognition of the texture features of the image, it is necessary to
measure the uniformity of the gray value distribution of the
image. When dGW is more concentrated on the diagonal of
the image, the value of Twill be larger, and vice versa. When
the dispersion degree of dGW value distribution in the gray
level co-occurrence matrix is different, the entropy value will
change. *e more dispersed dGW is, the greater the entropy
value will be. *e calculation formula is as follows:

C � − 
G


W

dGMlog dGM. (9)

*e correlation is a measure of the linear relationship
between image gray levels. Assuming that the mean value in
matrix dGW is λa and λb, and the standard deviation is χa and
χb, the formula for calculating the correlation is

COR �
GWGWdGM − λaλb 

χaχb

. (10)

*erefore, as an example, features can be basically
extracted, and then roughness is the measurement of texture
granularity, fine or rough. *e finer the texture, the finer the
image, and the grain size is the size of the basic grain of the
texture [23], which can be defined as

R �
1

Xps


l,v∈Nt

[ϑ(R, l, j)]
2⎛⎝ ⎞⎠>Y⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦. (11)

In the above formula, ϑ(R, l, j) represents the window
with coordinates (I, J) as the center, R as the radius, Npt
represents the clarity of the image, and Y is the threshold, so
the image texture features can be extracted through gran-
ularity. *erefore, the extraction principles of color texture
features and texture texture features are integrated into the
depth neural network model. It integrates the color texture
features and texture features of the image into the depth
neural network model. *rough the autonomous learning
ability of the model, it no longer needs to extract step by step
according to the above principle. It can not only improve the
extraction efficiency of image features but also improve the
accuracy of similarity and texture roughness. In the depth
neural network model, the image contrast is defined as

CTS �
H

a4
 

1/4

. (12)

Among them, A4� λa/H4, H is the standard deviation,
and the calculation method is as follows:

H �

�������

λb − χ2b 



,

� 
U

i�0
p,

H4 � 
U

i�0
p4.

(13)

In the upper form,H is the intensity of image brightness,
and P represents the probability of texture appearing in the

image with the same roughness. *erefore, in the deep
neural network model, the classical oil painting is put into
the neural network model, and then the modern works are
transmitted to the deep neural network model for com-
parison. *en, the similarity between color texture and
texture characteristics is obtained, and modern works are
constantly adjusted to form oil painting style.

3. Experiment ofOil PaintingTexture andColor
Texture Feature Extraction

3.1. Experiment of Texture Feature Extraction and
Recognition. *is experiment will take two pictures as
samples and use the depth neural network model con-
structed in this paper to recognize the texture of the two
pictures. One of the samples is a classic oil painting in the
model, while the other is a work of modern art. *e sample
picture is shown in Figure 6.

*e specific data of each picture in Figure 6 is shown in
Table 1.

*erefore, the texture of the picture is recognized and
extracted in this experiment, and the texture is shown in
Figure 7.

Figure 7 shows that the sample picture’s texture is
delicate, and it is clear that the painter is attempting to depict
a peaceful landscape. *e painter is very light when it comes
to texture in the painting process. *e image on the left is a
classic gallery piece, while the image on the right is a
contemporary art piece. Because the picture on the right
cannot reflects the painter’s emotion during the painting
process, the similarity in texture should be around 85
percent. *e image on the left is more delicate, particularly
the texture of the waterfall, which will convey more vivid
thoughts and feelings downstream.

3.2. Color Texture Feature Extraction Experiment. Taking the
pictures in the above experiment as samples, the above A, B,
C, and D pictures have different brightness. *erefore, this
experiment first identifies the color similarity of the same
picture under different brightness. Taking the diagonal of the
picture as the benchmark, the measurement data record of
similarity is shown in Figure 8.

In Figure 8, seven color points are tested from the di-
agonal of the picture, and the color similarity of the same
picture under different brightness is identified. It can be
found that the color similarity of the color taking points of
the same diagonal in the picture is basically the same. In
particular, although the same picture has different clarity,
the color similarity is very similar and basically the same.
*erefore, the model constructed in this paper has high
accuracy for the extraction of color similarity, and it is of
great help to the formation of oil painting style. *erefore,
we extract and recognize the texture features and color
features in the sample image, as shown in Figure 9.

In order to better measure the recognition of color
features and texture features in this model, this experiment
also makes similarity statistics on the color and texture
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features of the same picture of different pixels in the sample,
as shown in Table 2.

In combination with Figure 9 and Table 2, the pixels of the
image will affect the similarity of the image, so it is necessary
to ensure the clarity of the image during image comparison.
In addition, from Figure 9, there will be some gaps between
the color and texture of classic oil paintings and modern art
works. However, it can be constantly revised according to the
gap to guide the final formation of oil painting style.

3.3. Experimental Summary. *rough the experiment of this
paper, the model constructed in this paper plays a very
important role in the formation of oil painting style. *e
texture extraction of oil painting is in place, which can
clearly see how the painter writes in the process of painting.
*is model can find out the gap between classical oil
paintings and modern art works by comparing the color
characteristics, texture, and texture characteristics. It can
help painters approach the oil painting style purposefully
and promote the formation of oil painting style in modern
art creation. At the same time, the analysis of the texture and
other characteristics of the image is the analysis of the

schema, and the model in this paper has a good effect on the
schema analysis.

4. Discussion

*is paper understands the texture characteristics of oil
painting. *e texture of oil painting can clearly see the trend
of painters’ brushes in their creation. A careful study of the
texture of classic paintings can be of great help to artistic
creation. *e artistic expression of oil painting is very strong,
especially in the matching of colors. *e collocation is very
strong, and some have a great visual impact. In the painting
materials of oil painting, the roughness of texture produced
by the thickness of pigment is different. *erefore, some that
need to be distinguished can be reflected by the thickness of
the pigment. *erefore, the integration and development of
oil painting style and modern art can promote the devel-
opment of modern art. Schema is very important in portrait,
and point, line, and surface lighting constitute the basic
structure of portrait. In addition, illustration is essential to the
art of painting, especially in the modeling and placement of
things in the portrait. *is reflects the overall artistic effect of
the portrait, so the schema can also be carefully analyzed to
promote the development of modern art. *rough the ex-
periment of this paper, it can extract and recognize the texture
and color texture features in oil paintings, and analyze the
schema composition in oil paintings. *is model can further
compare the gap between classical oil painting and modern
art works, and automatically make modern works close to oil
painting style and promote the formation of oil painting style.
It can also make a very detailed analysis of the schema.

(a)

(d)

(b)

(c)

Gallery images Image

Figure 6: Experimental sample.

Table 1: Picture data.

Picture Luminance (%) Pixel
a 85 128∗138
b 80 192∗192
c 90 384∗ 384
d 95 640∗ 640
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5. Conclusion

*is paper explores the role of texture and color texture in
the portrait. Texture is the most direct way for oil painting to
convey the painter’s thoughts and feelings, and it is also the
best way to convey the artistic effect of portrait. Color texture
can bring great visual impact to people.*erefore, this paper
makes a theoretical reasoning on how to form oil painting
style and graphic analysis. *is paper also constructs a deep
neural network model to facilitate the extraction of image
texture and color texture features so as to facilitate the
graphic analysis in modern creative art and the formation of
oil painting style. And the experiment of this paper proves
that through the combination of the recognition principle of
image color and texture features and the depth neural
network model, we can well compare the gap of modern art
in oil painting style and promote the formation of oil
painting style. However, the research on oil painting texture
and color texture features in this paper will still be affected by
many uncertain factors. It is hoped that future research can
overcome the influence of uncertain factors.

Data Availability

*e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

*e author declares conflicts of interest.

Acknowledgments

*is study was supported by Young and Middle-aged
Teachers in Colleges and Universities in Guangxi Scientific
Research Basic Ability Improvement Project “Painting
creation and Research of Comprehensive materials with
Guangxi major Festival folklore as the theme” research
project Number: 2020KY20028.

References

[1] X. Gu, W. Cai, and M. Gao, “Multi-source domain transfer
discriminative dictionary learning modeling for electroen-
cephalogram-based emotion recognition,” IEEE Transactions
on Computational Social Systems, 2022.

[2] Y. Liu, X. Zhu, Y. Xie, J. Yan, and Q. Guo, “Respiratory roller
coaster ride following ambulatory surgery in a young woman:

a case report,” International journal of surgery case reports,
vol. 75, no. 2, pp. 104–107, 2020.

[3] J. Zhou, X. Wei, J. Shi, W. Chu, and W. Zhang, “Underwater
image enhancement method with light scattering character-
istics,”Computers & Electrical Engineering, vol. 100, Article ID
107898, 2022.

[4] E. A. El Mehdi, S. Hassan, and E. Nourddine, “A fast and
efficient image indexing and search system based on color and
texture features,” Indian Journal of Science and Technology,
vol. 10, no. 39, pp. 1–7, 2017.

[5] A. M. Do, A. Noura, and H. Hala, “An efficient semantic
image retrieval based on color and texture features and data
mining techniques,” International Journal of Computer Ap-
plication, vol. 158, no. 7, pp. 34–39, 2017.

[6] M. A. Jan, Application of Big Data, Blockchain, and Internet of
:ings for Education Informatization, Springer Nature, Berlin.
Germany, 2021.

[7] Z. Jiang and J. Yin, “Performance evaluation of texture
analysis based on kinetic parametric maps from breast DCE-
MRI in classifying benign from malignant lesions,” Journal of
Surgical Oncology, vol. 121, no. 8, pp. 1181–1190, 2020.

[8] Z. Xin, C. Jintian, W. Weisheng, and L. Chao, “A study for
texture feature extraction of high-resolution satellite images
based on a direction measure and gray level Co-occurrence
matrix fusion Algorithm,” Sensors, vol. 17, no. 7,
pp. 1474-1475, 2017.

[9] J. Zhang, W. Feng, T. Yuan, J. Wang, and A. K. Sangaiah,
“SCSTCF: spatial-channel selection and temporal regularized
correlation filters for visual tracking,”Applied Soft Computing,
vol. 118, Article ID 108485, 2022.

[10] J. Zhou, D. Liu, X. Xie, and W. Zhang, “Underwater image
restoration by red channel compensation and underwater
median dark channel prior,” Applied Optics, vol. 61, no. 10,
pp. 2915–2922, 2022.

[11] K. Seetharaman, “Melanoma image classification based on
color, shape, and texture features using multivariate statistical
tests,” Journal of Computational and :eoretical Nanoscience,
vol. 16, no. 4, pp. 1717–1724, 2019.

[12] B. Kumar, N. Janu, S. Vishnoi, and V. Jain, “Analysis on CBIR
with color and texture-based feature extraction using SVM,”
International Journal of Computer Application, vol. 178,
no. 46, pp. 30–35, 2019.

[13] W. Cai, D. Liu, X. Ning, C. Wang, and G. Xie, “Voxel-based
three-view hybrid parallel network for 3D object classifica-
tion,” Displays, vol. 69, Article ID 102076, 2021.

[14] N. Niloofar, “Texture analysis and development of ultrafine
grained structure during thermo-mechanical treatment in a
gamma-TiAl intermetallic,” Materials Science & Engineering,
A. Structural Materials: Properties, Misrostructure and Pro-
cessing, vol. 711, no. 23, pp. 259–267, 2018.

[15] O. t. Ejofodomi and G. Ofualagba, “Detection and classifi-
cation of land crude oil spills using color segmentation and
texture analysis,” Journal of Imaging, vol. 3, no. 4, 47 pages,
2017.

[16] D. Helbing, G. Tröster, and M. Wirz, “Recognition of crowd
behavior from mobile sensors with pattern analysis and graph
clustering methods,” Networks and Heterogeneous Media,
vol. 6, no. 3, pp. 521–544, 2017.

[17] B. S. Nabawy, M. A. Rashed, A. S. Mansour, and
W. S. M. Afify, “Petrophysical and microfacies analysis as a
tool for reservoir rock typing and modeling: rudeis Forma-
tion, off-shore October Oil Field, Sinai,” Marine and Petro-
leum Geology, vol. 97, no. 23, pp. 260–276, 2018.

Table 2: Similarity of color and texture features of the same image
with different pixels.

Gallery
images Image

a c b d
Color similarity 99.45 97.45 89.45 94.45
*e texture of rough 94.5 94.5 84.45 95.67
Degree of emotional communication 93.23 98.34 93.45 96.45
Artistic expressive force 94.56 95.45 94.34 98.45

Computational Intelligence and Neuroscience 9



[18] X. Zhong, H. Shi, Q. Ming, D. Dong, X. Zhang, and S. Yao,
“Whole-brain resting-state functional connectivity identified
major depressive disorder: a multivariate pattern analysis in
two independent samples,” Journal of Affective Disorders,
vol. 218, pp. 346–352, 2017.

[19] A. Spiessberger, D. R. Vogt, J. Fandino, and S. Marbacher,
“Formation of intracranial de novo aneurysms and recurrence
after neck clipping: a systematic review and meta-analysis,”
Journal of Neurosurgery, vol. 132, no. 2, pp. 1–9, 2019.

[20] M. Wu, X. Chen, K. Cui, H. Li, and Y. Jiang, “Pigmentation
formation and expression analysis of tyrosinase in Siniperca
chuatsi[J],” Fish Physiology and Biochemistry, vol. 46, no. 6,
pp. 67–69, 2020.

[21] K. M. Hwang, D. J. Lee, H. Yun, S. C. Yoo, and J. H. Kim,
“Analysis of material loss behavior according to long-term
experiments on LDIE-FAC multiple degradation of carbon
steel materials,” World Journal of Nuclear Science and Tech-
nology, vol. 12, no. 1, pp. 1–10, 2022.

[22] X. Zhang, G. Shen, C. Li, and J. Gu, “Analysis of interface
migration and isothermal martensite formation for quenching
and partitioning process in a low-carbon steel by phase field
modeling,”Modelling and Simulation inMaterials Science and
Engineering, vol. 27, no. 7, pp. 075011–075013, 2019.

[23] H. Sun, Y. Zhang, H. Liu, R. Xie, and Y. Ren, “Typological
analysis and genetic mechanism of dolomite in the lower
Cambrian Longwangmiao Formation, eastern Sichuan Basin,”
Oil & Gas Geology, vol. 39, no. 2, pp. 318–329, 2018.

10 Computational Intelligence and Neuroscience



Research Article
Intelligent Structure Design of Learning Seats in University Smart
Classroom under the Background of Intelligent Education

Yang Gao and Li Li

College of Materials Science and Technology, Beijing Forestry University, Beijing 100083, China

Correspondence should be addressed to Li Li; 210014@sdjtu.edu.cn

Received 16 March 2022; Revised 3 May 2022; Accepted 4 May 2022; Published 13 June 2022

Academic Editor: Xin Ning

Copyright © 2022 YangGao and Li Li.�is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Under the background of intelligent education, the study chairs of intelligent classrooms in colleges and universities should re�ect
humanistic care and design and guide students to establish a healthy learning style. To realize the intelligent classroom learning,
the intelligent seat can be applied to di�erent sitting positions or di�erent heights and weights.�is paper designs a control system
based on MC9S08DZ60 and realizes the communication between the control system and the mobile app by combining the
Bluetooth module based on CSR8670. At the same time, this paper proposes an intelligent design that can adjust the seat height by
voice. LD3320 speech recognition module is used for voice control, and a push rod motor with a rising speed of 7mm/s is used to
complete the lifting to meet the requirements of di�erent sitting positions and di�erent heights and weights. �en, the folding
design of the intelligent seat for classroom learning is carried out. Infrared detectors are used at the armrests on both sides of the
seat. When people have a tendency to sit down, they will speed up deployment. When a person leaves the seat, the seat will
automatically retract. Finally, the objective evaluation method of pressure distribution test experiment is compared with the
subjective scale evaluation of students, which veri�es the e�ectiveness of the shape design of the chair in keeping students’ healthy
sitting posture for a long time.

1. Introduction

Under the background of intelligent education, it presents
new opportunities and challenges for university education
informationization. Universities must actively promote the
development of educational management informationiza-
tion, deepen the integration of information technology and
education and teaching, innovate educational concepts and
teaching models, promote the integration and sharing of
educational management data, and improve �ne manage-
ment and scienti�c decision-making capability. Learning in
the context of intelligent education is characterized by an
autonomous learning process, interconnected learning
methods, and intelligent learning support [1], resulting in a
new intelligent learning paradigm. �e premise and guar-
antee for achieving intelligent learning is to create a good
intelligent learning environment. �e main research con-
tents of intelligent learning environment [2, 3] are how to
fully utilize the new generation of information technology to

support the realization of the core features of intelligent
learning and how to design intelligent learning environment
according to di�erent learning occasions to support di�erent
activity modes.

Teaching smothering chair, also known as class chair,
refers to the chair used by students in class, which is the most
frequently used seat in campus life. It is not only the main
category of school chairs but also the focus of educational
furniture. It also re�ects the related characteristics of
smothering products and public services. A healthy chair is
one that can ensure students’ healthy sitting posture, and a
healthy chair can maintain the health of lumbar vertebrae. In
design, the shape of the chair is very important because a
reasonable shape can maintain the normal physiological
curve of lumbar vertebrae [4]. Literature [5] pointed out that
if you keep sitting forward for a long time, it will cause great
physiological pressure on the intervertebral disc, muscles,
and ligaments. In general, it is generally believed that a good
sitting position means sitting very straight, and the back

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 7986426, 10 pages
https://doi.org/10.1155/2022/7986426

mailto:210014@sdjtu.edu.cn
https://orcid.org/0000-0002-8820-6972
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7986426


support can make the back muscles support the trunk. If
there is no back support, the time for the back muscles to
support the trunk will be greatly shortened. *erefore, few
people can keep their backs straight for a long time. *ere
are two ways to solve this problem: either by providing a
backrest or by increasing the angle between the torso and
thighs. Literature [6–8] evaluates and analyzes the differ-
ences between the current human body sitting posture and
healthy sitting posture, and then according to the relevant
principles of sitting posture, discriminates six common
sitting postures, which are: leaning right (left), leaning head,
bending spine, leaning forward, and leaning back. *ese
contents provide a theoretical basis for the study of sitting
behavior. *e algorithm of face, eyes, mouth, and shoulder
detection has been improved, however, no specific product
design scheme has been put forward, and the detection of the
most sitting positions has been explored theoretically and
experimentally. Literature [7], from the perspective of er-
gonomics, summarizes the main parameters of a healthy
sitting posture for students. *e angle of the body in a better
sitting posture is 4 at 90 degrees, and the angle of the body in
the best sitting posture is 2 at 90 degrees and 2 at 135 degrees.
Literature [8] found that when the neck of human body
bends more than 20 degrees, it will cause different degrees of
musculoskeletal diseases.

In the case that the chairs in the modern market cannot
meet the needs of students, the study has improved the
design of the learning chairs in the intelligent classrooms of
colleges and universities from the perspective of health.
After repeated tests and experiments, various scientific and
reasonable design indexes are constantly explored, and the
design ideas and methods of intelligent structure of learning
chairs in intelligent classrooms of colleges and universities
based on human factors engineering are put forward.

2. Learning Seat Design Principles in
Smart Classroom

2.1. Comfort Principle. In the intelligent classroom, the
comfort of the chair has an impact on the learning expe-
rience. Human factors, seat factors, and human-seat inter-
action are the three types of factors that affect comfort.
Gender, height, weight, and BMI are just a few examples of
human factors. Individual preferences influence seat com-
fort [9]. Size, material, and appearance are all factors to
consider when choosing a seat. *e pressure distribution on
the seat surface is related to seat factors, and the seat back
should conform to the human spine curve [10]. Table and
chair height ratios, as well as color matching, are important
factors to consider. *e height ratio of tables and chairs
varies according to the user. *e height of seats should be
easily adjustable to meet the needs of the majority of users.
Colors used in moderation can help reduce visual fatigue
and provide a pleasant visual experience [11, 12].

2.2. Functional Principle. To cater to the intelligent class-
room, tables and chairs should not be limited to the basic
functions of sitting, writing, and receiving. *e functional

design of seats can be improved in many aspects, such as
material, size, function, and color. In addition to the con-
ventional physical improvement means, such as height
adjustment, desktop tilt, roller addition, folding, or defor-
mation of tables and chairs, we can also focus on technical
improvement means, such as classroom interaction and
resource sharing. For example, the application of Bluetooth
transmission, virtual desktop technology, VR (Virtual Re-
ality), AR (Augmented Reality), and other information
technologies can optimize management, improve efficiency,
facilitate data transmission, help students better integrate
into the classroom, and improve students’ participation and
experience [13].

2.3. Interaction Principle. Wisdom class deviates from the
traditional teaching model by emphasizing teacher-student
interaction. We can consider the teaching mode and the
realization of interactivity when designing seats for inter-
activity.*ere are four different types of teaching modes: the
traditional teaching method, in which the teacher speaks and
the students listen, is the first. *e second type of discussion
is group discussion, in which students are divided into
groups of varying sizes. *irdly, there are class meetings or
other group gatherings that require everyone to sit together
for deliberation, voting, and other activities [14, 15]. Fourth,
to conduct activities in the classroom, tables and chairs must
be removed. *e implementation of interactivity in the
smart classroom necessitates more technical means. Seats
should be placed in a convenient and uniform manner, and
they should be able to be adjusted as the class mode changes.

3. Intelligent Structure Design of Seat

3.1. Seat Shape Deduction. *e design of the seat surface is
based on the principle that different parts of the buttocks
bear different pressures. *e pressure is the greatest at the
ischial tuberosity of the human body, gradually decreases to
the periphery, and the pressure is the lowest at the thigh of
the human body. *e body pressure of the seat back is
mainly distributed in the scapula and lumbar vertebrae of
the back of the human body [16]. *e supporting positions
of these two parts are called “shoulder rest” and “waist rest.”
*e seat “lumbar support” is approximately between the
third and fourth lumbar vertebrae, and the seat “shoulder
support” is approximately between the fifth and sixth tho-
racic vertebrae. In the design of seats, “lumbar support” is
very important.

*is paper mainly focuses on the medium-sized seats. As
the design of a seat cushion is the key part of the seat to
maintain students’ healthy sitting posture, three types of seat
cushion are designed: I, II, and III. *e edge of the I seat
cushion is raised, and the ischial tuberosity is raised with
emphasis, and the legs have certain support. *e overall
shape of the B seat cushion is sleek, mainly heightening the
hips and thighs. Type III cushion is relatively square, only
heightening the rear side of the buttocks. *e purpose of
heightening the two sides and the rear edge of the cushion is
to fix and limit the buttocks and thighs of the user and to
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correct the sitting posture of the user using the above
methods.

As the cushion part is the key design part of the whole
seat, firstly, the three preliminary designs are verified, and
the most suitable cushion is selected. *en, the subsequent
shape design and verification test are continued. Figure 1
below shows the hot zone diagram of the sitting and pressing
comparative experiment of the three seat cushions I, II, and
III.

As shown in the comparison of the hot zone diagrams of
the three seat cushions in the above figure, the hot zone of
the thigh part of the II seat cushion is red, which indicates
that the pressure value here is too high, the pressure on the
thigh is relatively large, and the stress on the sitting surface is
uneven, which is not conducive for maintaining a healthy
sitting posture. *ere are many red areas on the rear side of
the buttocks of Type III seat cushion, and the red area at the
ischial tuberosity is large and mainly concentrated on the
right side, which shows that the above areas exert great
pressure on the human surface and are unevenly stressed,
and the curved surface design of the sitting surface is rea-
sonable, which does not meet the requirements of main-
taining sitting posture. Although the pressure distribution of
type I cushion is not ideal, the pressure distribution of type I
cushion is relatively balanced among the three cushions.
*erefore, type I cushion is selected as the initial seat shape,
which provides a basis for the subsequent shape deduction
and verification test.

3.2. Design and Composition of the Mechanical Structure of
Intelligent Seat in Intelligent Classrooms. *e mechanical
structure of the intelligent seat for learning in the intelligent
classroom is shown in Figure 2. *e design inspiration
comes from the seats with high utilization rate in the market,
which mainly includes the floor bracket part, the control
armrest part, the reversible seat cushion, the locking part,
and the chair back part [17].

*e floor support part is used to support the seat
cushion, connect the seat cushion with the chair back, and
make the whole chair be placed on the ground completely
and reliably.

Back part: the design of the back part is made of wooden
strips and is polished. Considering ergonomics and
according to the data provided by references, the backrest
and waist are designed [18] to make users have perfect riding
experience as much as possible. At the same time, the main
control board is placed at the back of the fixed backrest,
which makes reasonable use of the space and facilitates the
later program debugging and maintenance.

Control handrail part: used for placing fingerprint
reading module, LED lights for displaying the status of
attendees, and interactive buttons. It is connected with the
main control board at the back of the backrest through the
slot on the armrest, which ensures the stability of the flat
cable and makes rational use of the space. Armrests allow
users to place their arms to adjust their sitting posture,
relieve fatigue, and improve their riding experience and
comfort [19].

*is part is inspired by the common reversible seat
cushion and locking mechanism. *is part, however, is
equipped with a controlled electromagnetic locking device,
unlike ordinary seats. *e iron core in the locking device is
in a pop-up state before the fingerprint signal is input. *e
iron core is inserted into the pin hole of the rotary seat
cushion at this point, preventing the seat from being turned
over, achieving the function of one person and one seat. *e
electromagnet is electrified after receiving the fingerprint
unlocking signal, the iron core is adsorbed, the pin hole is
unlocked, and the seat cushion can be turned over [20],
completing the intelligent unlocking function.

3.3. Design of Intelligent Seat Control System in Intelligent
Classroom

3.3.1. Circuit Design. To realize that the intelligent class-
room learning intelligent seat can be used for different
sitting positions or different heights and weights, this paper
designs a control system for intelligent classroom learning
intelligent seat, which realizes the above functions by
controlling two stepping motors and one steering gear in the
adjusting mechanism. *ere are many integrated circuits in
the control system, which need to be powered by 24V, 5V,
3.3V, and 1.5V. TPS54386 is a converter with dual voltage
outputs and nonstep down, with the maximum output
current reaching 3A, and the output voltage range can be
selected between 0.8 V and 90% of the input voltage [21].
*erefore, TPS54386 is selected in this paper to step down
12V to 5V for position detection sensor, operational am-
plifier BA4558F, power amplifier NS4150, and steering gear
and step down to 3.3V for main processor MC9S08DZ60
and Bluetooth module CSR8670. *e circuit diagram is
shown in Figure 3.

To facilitate the operation, the control system adopts
the way of mobile phone APP to realize the automatic
adjustment of the intelligent seat in the intelligent class-
room, and the mobile phone APP communicates with the
control circuit board through the Bluetooth module [22].
With reference to the power consumption, transmission
distance, transmission speed, and chip cost of different
versions of Bluetooth, this paper uses the Bluetooth
molding set BT86 based on CSR8670, which has a power
rate equal to Class2 10, and it is packaged with the size of
20mm (L)∗ 10mm (W) ∗ 1.8mm (H). Its main features are
as follows:

(1) It fully supports Bluetooth V4.0 technical specifi-
cation and is compatible with Bluetooth V5.0
technical specification.

(2) 80MHz RISC MCU and 80MIPS Kalimba DSP.
(3) With integrated balun radio frequency module, the

transmitting power of the radio frequency module is
10 dBm, and the receiving sensitivity is −90 dBm.

(4) 16Mb internal Flash memory, which can support
external expansion to 64Mb SPI flash memory.

(5) Dual-channel ADC stereo audio decoder can sup-
port up to 6 microphone inputs.
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(6) *e audio interface supports I2S, PCM, and SPDIF.
(7) Support CSR’s latest CVC noise reduction

technology.

According to the above characteristics, it can fully meet
the functional requirements of intelligent classroom learning
intelligent seat control system. *e circuit schematic

I II III

Figure 1: Hot zone map of three seat cushions.
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Figure 2: Learning 3D modeling of intelligent seat in intelligent classroom.
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diagram of Bluetooth module BT86 based on CSR8670 is
shown in Figure 4.

3.3.2. Voice-Adjusted Seat Height Design. *is paper pro-
poses the design of intelligent seat height adjustment by
voice based on the previous design to meet the needs of
smart seats for various sitting positions, heights, and
weights. *e design of the voice-adjusted seat height in this
section is based on STM32C8T6 single chip microcomputer,
as well as the motor drive module, power supply module,
and voice recognition module, which integrates the path
planning algorithm and performs voice-controlled lifting.

(1) Top Management System. *e STM32F103 series based
on Cortex-M3 core should be used as the main control chip,
with the highest working frequency of 72MHz, including
32–512 kB Flash memory and 6–64 kB SRAM memory.
*ere are 11 timers inside, with 3 12 bit ADCs, 2 IIC in-
terfaces, and 5 USART interfaces and CAN interfaces. In
addition, the chip is powered by a low voltage of 1.7∼3.6V.
*e schematic diagram of the minimum system core is
shown in Figure 5.

(2) Lifting System. *e lifting is completed by adopting a
putter motor with a rising speed of 7mm/s, which is in line
with the time difference from voice recognition to pro-
cessing and issuing instructions by the voice module. *e
lifting is driven by DC, which transfers the horizontal ro-
tation to the vertical lifting. By changing the positive and
negative poles of the motor to ascend and descend, there is a
travel limit switch at both ends of the push rod, and the
telescopic rod will automatically lock when it reaches the
bottom or reaches the top, thus avoiding the idling burning
of the motor.

(3) Voice Control Adjusts Seat Height. LD3320 speech rec-
ognition module is used in speech control, and it has the
function of double password control recognition: password
mode + I/O control mode, which increases the recognition
accuracy. *e voice feature information we extracted is the
input voice spectrum data. After setting the primary pass-
word, the next secondary password can be used for control
operation. Furthermore, LD3320 supports speaker-inde-
pendent speech recognition technology and does not need
recording training. Speak specific speech recognition in-
structions (which have been entered in advance) through
MICmicrophone, carry out signal processing and judgment,
and transmit the obtained results to STC slave control
system for processing.

*is module has a 5V TTL serial port and 16 I/O ports,
which can communicate with external single-chip micro-
computer, exchange information, and can also control relay
and other equipment. *erefore, the voice recognition
module is directly connected with the relay to control the
lifting of the push rod motor.

(4) Adaptive Weight Regulation. *e original purpose of the
weight adjustment mechanism was to accommodate

students of various weights in seats. When students of
various weights sit in the seats, the upper and lower floors of
the seats drop to varying degrees. Different students’ weights
can be quite different. Chinese students’ weight can range
from 45 to 100 kilograms. As a portion of a student’s weight
should be supported by their arms and legs, which do not act
on the seat suspension system, 75 percent of them, according
to experience, are supported by the suspension system. *e
seat’s estimated dead weight is 10 kg. As a result, the possible
variation range of the effective mass acting on the seat
suspension system can be estimated to be 45–85 kg. Because
each student’s weight varies, the equivalent spring-loaded
mass will vary as well. *e compression amount of the
vertical spring is different, and the length of the vertical
spring is different when the seat suspension is in equilib-
rium. To make the seat suspension suitable for students of
various weights, the lower end point of the vertical spring
should change with the weight of the students, ensuring that
the upper end point of the vertical spring is always in the
same position when the seat suspension is balanced.

3.3.3. Folding Design of Seat. *e automatic folding seat
with infrared sensor includes backrest, cushion, chain wheel,
chain, limit switch, and control structure. *e passive in-
frared sensor installed on the head of the seat senses whether
someone exists, which has the following three functions [23]:

(1) When someone approaches the seat, the seat will
control the motor to rotate and slowly open the seat.

(2) When a person stands temporarily and has not left
the seat, the seat will not fold automatically.

(3) When a person leaves, the seat will be folded slowly
without perceiving the existence of the person.

*e structural design of the folding seat is shown in
Figure 6 below.

*e control structure comprises a controller, a brake, and
a motor, wherein the controller is electrically connected with
the brake and themotor, respectively.*emotor is connected
with the brake shaft through a coupling. *e hardware of
infrared foldable seat includes the following: core processor
STC15w408AS, single chip microcomputer, active infrared
sensor, passive infrared sensor, and motor. *e hardware
design block diagram is shown in Figure 7 below.

Select STC15w408AS single chip microcomputer, which
integrates high-precision RC oscillation circuit and high-
reliability reset circuit internally, so that the direct external
crystal oscillator and reset circuit can be omitted, and the
chip can work directly after being powered on, can output
multichannel PWM to control the rotation of the motor, and
sense whether someone approaches by reading the level
change of the passive infrared sensor. By reading the level
change of the active infrared sensor, we can sense whether
someone has the tendency to sit down to speed up the
rotation of the motor and open the seat.

Active infrared sensor has strong adaptability to ambient
light. It has a pair of infrared transmitting and receiving
tubes, which emit infrared rays with a certain frequency.
When there are no obstacles in the transmitting and
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receiving tubes, the receiving tube receives the infrared rays
emitted by the transmitting tubes, and the green indicator
lights up. At the same time, the signal output interface
outputs a digital signal and a low-level signal, and the
sensitivity can be adjusted by a potentiometer knob.

*e sensing module adopts a binary probe, the window
of which is rectangular, and the binary is located at both ends

in the longer direction. When the human body walks from
left to right or from right to left, there is a difference in the
time and distance when the infrared spectrum reaches the
binary. *e larger the difference, the more sensitive the
sensing. When the human body walks from the front to the
probe, from top to bottom, or from bottom to top, the binary
cannot detect the change of infrared spectrum distance, and
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there is no difference. Hence, the sensing is insensitive or not
working.

*e procedure of infrared automatic folding seat is
shown in Figure 8.

(1) Start running the program, initialize all param-
eters and functions, and judge whether the seat is
folded.

(2) *e program senses whether someone exists by
receiving the level change of the passive infrared
sensor installed on the head of the seat. When
someone approaches the seat, the level changes
from high level to low level, and the MCU outputs
PWM to control the motor to rotate and slowly
open the seat.

(3) *e program judges whether people have a tendency
to sit down by receiving the level change of the active
infrared sensor, and if so, the MCU outputs PWM to
control the motor to rotate and quickly deploy the
seat.

(4) When both the passive infrared sensor and the active
infrared sensor are at high level, no user exists, and
the seat is automatically folded.

4. Experimental Analysis

*e medium seat is used as the research object for seat
deduction in this paper. In this chapter, a comparison ex-
periment is conducted between study seats in a university
smart classroom and seats in a regular classroom to de-
termine the effectiveness of the smart seat prototype
designed in this paper in maintaining students’ healthy
sitting posture. Following the shape verification deduction of
seat design, the design scheme of learning seat in the smart
classroom of university is chosen to make physical products,
and the prototype is made based on the short-time static test
results. *is chapter mainly verifies the two prototypes and
assesses the subjective scale of the students. *e effectiveness
and rationality of the intelligent seat designed in this paper
to maintain students’ healthy sitting posture are confirmed
through these two prototypes, and the effectiveness of the
seat shape design and whether it meets the original purpose
of designing the seat is confirmed through the pressure
distribution experiment.

Experimentation: the subjects’ body sizes were measured
using a weight scale and a body size measuring ruler before
the experiment began. *en, in a table, record the measured

Back desk 

Connecting shaft

Front table leg
Guide

Connector

Hind legs 

Figure 6: Structural design drawing of folding seat.
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Figure 7: Hardware design block diagram.
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data. Students’ classroom environment is simulated in the
laboratory to make the experiment more scientific and
reasonable. *e students will sit in the standard sitting
position while a computer plays the video of the teacher’s
lecture. *e subject is asked about his or her subjective body
feeling of seat comfort after the pressure distribution is
measured. Complete the subject evaluation scale on a
subjective scale.

After the experiment is completed, the experimental data
are sorted and made into a data sample database, and then a
set of data is randomly selected for comparative analysis
according to the experimental comparison items. To observe
the displacement of the subjects when using the seat for a
long time more intuitively, a set of data is obtained through
experiments, which is the plane displacement coordinate
data of the pressure center points of the subjects’ backs and
buttocks, and the data are sorted out, as shown in Figures 9
and 10.

Figure 9 shows the fluctuation diagram of the pressure
distribution center point of the common seat back, and
Figure 10 shows the fluctuation diagram of the pressure
distribution center point of the common seat surface. *e
broken line Row in the diagram represents the lateral dis-
placement, and the broken line Col represents the longi-
tudinal displacement.

When the subjects started the experiment, their sitting
position and position shifted, and with the passage of time,
the range of displacement became larger, especially the
movement of the backrest was more obvious, which

indicated that the ordinary seats had poor binding force on
the subjects’ sitting position and could not maintain their
healthy sitting position.

*en, the pressure distribution of the intelligent seat
designed in this paper is tested. To observe the displacement
of the subjects when using the seat for a long time more
intuitively, a set of data is obtained through experiments,
which is the plane displacement coordinate data of the
pressure center points of the subjects’ backs and buttocks,
and the data are sorted out, as shown in Figures 11 and 12.

It can be seen from the fluctuation of the pressure
distribution center position in the above Figure 12 that the
body displacement of the subjects is slight during the whole
25-minute test. *ese phenomena indicate that the intelli-
gent seat designed in this paper can play a certain role in
maintaining a healthy sitting posture and can maintain well
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Figure 9: Line chart of the fluctuation of the central point position
of common backrest pressure distribution.
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the healthy sitting posture of the subjects. After the ex-
periment, the subjective evaluation forms filled in by five
students were sorted and analyzed. *e statistical results are
shown in Table 1.

From the comfort point of view, the comfort of ordinary
seats is the worst. *e intelligent seats designed in this paper
feel better overall comfort.*e shape design of the intelligent
seat designed in this paper not only restricts the sitting
behavior of students but also supports the back and waist to
ensure a certain degree of comfort. Experiments show that

the smart seat designed in this paper has reasonable comfort
and can be used for a long time.

5. Conclusion

*e research on the design of study seats in smart classrooms
should be based on the construction and development status
of smart classrooms, which can be considered from the
perspectives of interactivity, functionality, and comfort and
rely on Bluetooth, virtual desktop technology, VR, AR, and
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Figure 11: In this paper, a line chart of pressure distribution center point fluctuation of intelligent seat backrest is designed.
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designed.

Table 1: Evaluation system of subjective scale for students’ seat use feeling.

Classification of discomfort No (1) Slight (2) Moderate (3) Serious (4) Very serious (5)

Seat type
Body parts

Shoulder Back Waist Hip *ighs
Ordinary seat 3 4 3 5 4
*is paper designs an intelligent seat 1 2 1 2 1
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other information technologies to realize the automatic
arrangement of seats, data transmission, classroom feed-
back, and efficient management, so that students can better
integrate into the classroom and ensure teaching quality.
*rough the mechanical analysis of the chair, the intelligent
student chair is designed with infrared folding structure, so
that the backrest and cushion can move according to the rest
needs of students at the same time.*e antioverturning base
ensures that the seat will not tilt backward and fall over when
the students rest. *e self-locking seat wheel can move freely
when the seat is not stressed by a simple brakingmechanism,
and the seat wheel cannot move after the student sits down.
In addition, the design of voice-adjusted seat height meets
the needs of different sitting positions and different heights
and weights. Compared with the seats in ordinary class-
rooms, the intelligent seats designed in this paper basically
achieve the function of maintaining a healthy sitting posture,
have a certain restraining effect on students’ sitting posture,
and provide a more reasonable pressure distribution. *e
shape design of the intelligent seat designed in this paper not
only constrains the students’ sitting behavior but also
supports the back and waist, ensuring a certain degree of
comfort. In the bionic modeling design, the size of the seat
and the man-machine data are not sufficient. Hence, it is
necessary to improve the data analysis of students’ sitting
posture. With the development of automation technology,
all kinds of products serving human beings tend to be in-
telligent. *erefore, it is also the general trend to realize the
intelligentization of learning seats.
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Based on the concept of “smart tourism,” this paper designs and implements a tourismmanagement information system based on
PSO-optimized NN.�e foreground tourism web page of the system adopts DIV+CSS mode for page planning and layout, PHP
as the client script language, and SQL server as the database to store and analyze user information. At the same time, the system
adds personalized components to the user’s search ranking results, so that the routes and scenic spots presented in front of users in
the result interface are more in line with users’ consumption habits. In order to verify the performance of the model and algorithm
constructed in this paper, several experiments were carried out in this paper. Experimental results show that the prediction
accuracy of this algorithm is 94.67% and the recall rate is 96.11%. �is algorithm can overcome the disadvantages of traditional
algorithms and provide some e�ective suggestions for tourism management. At the same time, this paper applies the concept of
“smart tourism” to speci�c tourism informatization, which can promote the transformation and upgrading of tourism industry
structure and further enhance the overall development level of tourism industry.

1. Introduction

Tourism informatization contributes signi�cantly to the
growth of tourism and is increasingly becoming a key
competitive advantage in global resource allocation [1]. �e
three major industries in the world are tourism, automo-
biles, and oil, and tourism is also known as the “smokeless
industry.” �e tourism industry has grown rapidly in tan-
dem with the improvement of people’s living standards, but
it has also brought many problems. Travel agencies currently
deal with a large amount of data, with low e¡ciency and
signi�cant errors. With the advancement of the economy
and the improvement of people’s living standards, many
people are turning to holiday tourism to relieve stress and
relax [2]. As a result, people’s demand for tourism will
continue to rise. It is critical to develop a tourism man-
agement information system that meets application re-
quirements and has comprehensive functions in order to

better adapt to the current market situation. Wisdom
tourism is a higher-level and more comprehensive guiding
strategy for tourism informatization development, as well as
a more profound embodiment of the value of tourism
informatization development. With the rapid advancement
of computer technology, database management systems are
becoming increasingly sophisticated [3]. People are gradu-
ally paying attention to modern enterprise management as a
result of the establishment of scienti�c management systems
and the popularisation of modern computer management
mode, particularly due to the rapid development of com-
puter technology and modern communication technology
[4]. �e use of computer-assisted management emerged and
grew quickly. �e importance of carrying out informati-
zation construction in the tourism industry is both theo-
retical and practical.

People’s o¡ce e¡ciency and cost savings can be greatly
improved with a tourism management system. However,
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tourism development is currently slow, and there is no
effective management strategy in place. Enterprises with
poor information management are less efficient. It is not
smooth due to a lack of informatization, a single manage-
ment mode, and limited communication channels in the
tourism administrative department. (e tourism industry’s
development is hampered by these issues. Simultaneously,
how to quickly and accurately find high-quality information
from the vast amount of Internet data; how to thoroughly
analyze customers’ consumption habits and formulate user
strategies is an important field of Internet technology re-
search [5]. As an information processing system that mimics
biological neurons, the ANN (Artificial Neural Network)
offers non-linear approximation, parallel processing, self-
learning, self-organization, and fault tolerance. As a result, it
has some advantages in terms of practical application. (e
most widely used NN (Neural network) model is the Bpnn
(Back propagation neural network) [6]. To adjust the weight,
BPNN typically uses the gradient descent method. However,
it has some flaws, such as the ability to fall into local minima,
slow convergence speed, and easy oscillation [7]. (is paper
introduces PSO (Particle Swarm Optimization), which is
used to train the weights and thresholds of NN in order to
address these flaws.(is paper builds a tourismmanagement
information system based on PSO-optimized NN based on
the concept of “smart tourism.”(e following are some of its
innovations:

(i) (is paper mainly researches and develops the
system according to the idea of software engineering
design, and uses a variety of cutting-edge technol-
ogies to complete the establishment of tourism
management information system. Aiming at the
time-consuming problem faced by users in choosing
tourist routes, this paper puts forward a brand-new
price comparison decision method. It can help users
easily get all kinds of travel route information of
various travel websites. In addition, the security and
reliability of this system are effectively verified by
testing.

(ii) BPNN generally adopts gradient descent method to
adjust weights. In this paper, an improved PSO-
optimized NN algorithm is proposed, aiming at its
inherent defects of falling into local minima, slow
convergence and easy oscillation. Compared with
the traditional NN algorithm, the results show that
the performance of PSO-optimized NN algorithm is
better.

(is paper will be divided into five sections based on the
content of the paper and the needs of the article structure,
with the following contents for each section: the intro-
duction is the first section.(is section provides an overview
of the paper’s research background, significance, and in-
novation. (e work in the second section is related. (is
section describes the current state of research on the research
topic both at home and abroad, as well as the research work
and ideas presented in this paper. (ere are two parts to the
third section. Section 3.1 examines the tourism management
information system and the NN algorithm in general.

Section 3.2 A tourism management information system is
built and implemented using a PSO-optimized NN algo-
rithm. Many experiments are carried out in the fourth
section to investigate the performance of the proposed
system and the improved algorithm. Summary and pros-
pects are covered in the fifth section. (is chapter sum-
marises the paper’s research findings. Finally, the paper’s
shortcomings are discussed, as well as future research
directions.

2. Related Work

With the fierce competition of more and more tourism
industries, how to improve the service quality and man-
agement of tourism is becoming more and more important.
At the same time, with the rapid development of mobile
Internet, cloud computing, AI and other technologies, the
integration of tourism industry and IT industry is getting
closer and closer. among them, ANN has been well applied
in many fields. At present, many scholars have combined
NN with tourism and made some achievements.

In order to improve the prediction accuracy of popular
tourist attractions, Du et al. proposed a prediction model of
popular tourist attractions based on genetic algorithm op-
timization [8]. Zhou et al. used use cases for travel service
recommendation [9]. (is model organizes the user’s his-
torical data into case forms and stores them; when the user
has a demand, the system will search through the case by the
method of similarity calculation to find the case that is close
to the user’s needs; (e case is adjusted according to local
needs and a recommended solution is generated. Liu et al.
introduced the radial basis function NN with strong non-
linear modeling ability to describe the non-linear change
characteristics of popular tourist attractions, and optimized
the parameters of the radial basis function NN to establish
the optimal prediction model of tourist attractions [10]. Bai
and Han made dynamic prediction of tourist attractions
based on grey system and NN [11]. Lv uses the improved
genetic algorithm to optimize the structure and initial weight
of the BPNN in the research of improving the genetic al-
gorithm to optimize the BPNN for prediction [12]. In the
PSO optimization NN prediction model, Zhao et al. used
PSO to optimize the weight parameters of the BP network
[13].(is method improves the problem that the BP network
is easy to fall into the local minimum value, and improves
the convergence speed. (e system proposed by Sundriyal
et al. uses demographic information to recommend tourist
attractions, and classifies users by using Bayesian methods
and support vector machines; and assumes that users in the
same class have similar interests and preferences, recom-
mending similar Other attractions of interest to users to
solve the cold start problem [14]. It has a certain effect. Du
achieves a balance between the global search and local search
of particles through the linear decrease of the inertia weight
and acceleration factor of the PSO, and improves the op-
timization performance [15]. Behjaty and Monfared pro-
posed a PSO-optimized NN ensemble tourism prediction
model based on support vector machines [16]. Zhang
designed a tourism demand forecasting system based on

2 Computational Intelligence and Neuroscience



BPNN.(e system can dynamically predict tourism demand
and has good prediction accuracy [17].

(is paper discusses the mode of “smart tourism” and
builds a tourism management information system based on
PSO optimized NN based on an in-depth review of relevant
literature. To begin, an improved PSO optimization algorithm
is used to optimize the weight parameter combination of the
BPNN model repeatedly. (e algorithm is then used to
precisely optimize the obtained network parameters. Finally,
for prediction, the most accurate optimal parameter com-
bination is used. Customer receipt management module,
customer information management module, management
module, customer group, tourism resource management
module, and functional module have all been completed
through design and practise. Finally, the experimental sim-
ulation demonstrates that the improved method presented in
this paper improves the accuracy of prediction results while
requiring few parameters and being simple and effective.

3. Methodology

3.1. Tourism Management Information System and NN
Algorithm. (e brain is the most complex, perfect and ef-
fective information processing system known in the universe.
(e number of nerve cells in the brain is huge, and these
nerve cells are also called neurons. It is hundreds of millions
of such neurons that make up our human brain through
complex connections. Neurons are the only cells in human
body that can sense stimulation and conduct shock, and are
also the basic units of nervous system in morphology,
structure, function and nutrition. Inspired by the bionics
research of ANN [18–20], the operation mode of brain
neurons was simulated. NN has the characteristics of massive
parallelism, learning autonomy, high nonlinearity and self-
organization, and is widely used in many fields. ANN is a
complex network composed of a large number of simple
components connected to each other. It has a high degree of
nonlinearity, and is a system that can perform complex
logical operations and realize non-linear relationships. ANN
can process information, and its core idea is to adjust the
connection relationship between internal nodes according to
the different complexity of the system. It has all the char-
acteristics of non-linear dynamic system, such as irrevers-
ibility, various types of attractors, chaos and so on. BPNN is
the most commonly used NNmodel at present. Because of its
good adaptability and strong non-linear mapping ability,
BPNN has been widely used, but it also has some short-
comings. For example: ① the random initialization as-
signment of BP network connection weight and threshold
before network model training makes the network easy to fall
into local extreme points and affects the accuracy of pre-
diction.② For the determination of BPNN structure, there is
no exact formula for the number of hidden layer nodes.
Improper selection is prone to over fitting or insufficient
learning ability, which affects the generalization ability of the
network. BPNNmodel generally has input layer, hidden layer
and output layer. (e neurons in adjacent layers are fully
connected, and there is no connection between neurons in
each layer. (e structure of NN is shown in Figure 1.

BPNN is amultilayer feedforward NNwith two processes:
forward transmission of input signals and error back prop-
agation. Various neurons in a feedforward network accept the
previous layer’s input and output to the next layer without
receiving feedback. (ere are two types of nodes: input cells
and calculation cells. (ere can be any number of inputs, but
only one output per computing unit. (e basic idea behind
the BPNN algorithm is to first initialise the weight and
threshold of NN, and then calculate the corresponding output
value using the transfer function between NN layers; finally,
calculate the error between the output value and the expected
output value, and then reverse the weight and threshold of
NN. NN is trained by performing forward and reverse error
corrections repeatedly. (e operation is terminated when the
error value reaches the set standard. (e neuron state of each
layer only affects the neuron state of the next layer in the
BPNN model. To approach any rational function with any
accuracy, the network structure usually only requires a single
hidden layer. (e number of neural nodes in the input and
output layers of the network is determined by the dimension
of the input and output vectors of training samples. (e
characteristics of neurons, the form of neuron interconnec-
tion, and learning rules are the three factors that determine
NN’s overall performance. We must improve the BPNN
model’s inherent flaws in order to better apply it. PSO stands
for swarm intelligence optimization. (e algorithm is simple
to use and is used in a variety of optimization problems. (is
paper will build a tourism management information system
using a PSO optimized NN algorithm.

(e development of information and Internet technol-
ogy has completely changed people’s life, and the intellec-
tualization of tourism management has also become a trend.
At present, the websites of travel agencies all over the
country are in their own array in terms of function, in-
formation service and business operation, and the phe-
nomenon of “information island” is serious [21]. (e
tourism management information system is convenient,
which can manage, store and share resources through the
network and various types of tourism resources. It greatly
saves the labor cost, reduces the work difficulty and im-
proves the intelligent level of the tourism industry. Con-
tinuously improve the level of tourism informatization
management, optimize the allocation of resources, and re-
alize the industrial chain of enterprises; It can promote the
development of enterprises, expand employment and realize
the positive role of tourism economic development.
(erefore, developing a tourism management information
system that can not only store but also update and query data
is critical. (e requirements for building various formats of
informatization in smart tourism are extensive. (e creation
of a smart travel agency, for example, necessitates the
network realization of various functions such as data col-
lection and resource procurement, product planning and
release, product sales, tourist service, order management,
team management, statistical settlement, and so on. How-
ever, in the current reality, only a few tourism businesses use
the network to carry out the aforementioned functions. (e
tourist route can be inquired by inputting tourist places;
Travel agency management route; Recommended by popular
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scenic spots; Scenic spot reservation; Order processing, and so
on are the main functions of a tourism management infor-
mation system that can satisfy the application. It should also
have a user-friendly interface and provide appropriate op-
eration tips. Decision-making is central to management, and
prediction [22, 23] is the foundation of decision-making. In
tourism development and planning research, we should
employ appropriate forecasting methods and models to de-
termine the tourism economy’s development law, as well as
predict and speculate on tourism’s future development trend,
direction, and possibility, in order to better serve tourism
planning, project decision-making, and management. Before
developing an application system, we must understand the
design and actual requirements of the system, assess the
technology and principle’s feasibility, and plan for develop-
ment. (e system should be simple to use once it has been
launched, and most ordinary users with Internet experience
should be able to use it without difficulty. At the same time,
system administrators must have a thorough understanding
of computers. General computer-related professionals can
become competent after reading the instruction book. (e
paper then provides an overview of the system’s overall design
and implementation functions, as well as the system’s overall
test and trial operation, using an example design.

3.2. Construction of Tourism Management Information Sys-
temBasedonPSO-OptimizedNN. (is system combines NN
and PSO to create a tourism management information
system. It is concerned with network applications. (e

function, or purpose, of a network management system
should be the first step in its development [24]. (e func-
tional requirements are usually to clearly express a network
management theme, to accommodate various types of
content, and to adapt to various resolutions. Second, the
design structure should be obvious. Because there are so
many databases in this system, the databases must be
designed ahead of time. It is the foundation of the data
tourism management information system, the core content
of the smart tourism city construction, and it provides
crucial data support for the application service system
construction. A data dictionary is made up of data items,
data storage, data flow, data structure, and data processing,
with data items being the smallest unit of the data dictionary.
Data items make up the data structure. Data structure and
data items are used to describe the data dictionary. A so-
lution system for industry-wide data perception is proposed
in this planning scheme, which is integrated into tourism
intelligence data based on industry-wide data. Many weight
adjustment methods for BPNN algorithms based on gra-
dient descent exist, but they all have drawbacks, such as slow
convergence, long training times, and global convergence.
PSO’s optimization process is independent of gradient in-
formation, and it does not require that the function be
differentiable or that the derivative be excessive. PSO is used
as the NN training method in this paper to reduce NN
training time and improve search efficiency. (e flow chart
of optimizing PSO NN algorithm is shown in Figure 2.

A perfect system should have good stability, reliability,
security and scalability, and can run efficiently. (erefore,

…

…

…

Output layer

Input layer

Hidden layer 1

…

…

…

…

Hidden layer 2

Hidden layer 3…

Figure 1: NN structure.
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this system meets the following performance requirements:
① correctness. ② Reliability. ③ Easy practicality. ④
Maintainability. ⑤ Reusability. ⑥ Understandability. ⑦
Safety.⑧ Effectiveness. (e system’s basic information data
for users primarily consists of gender, age, occupation, city,
and historical comment items, while the comment data
primarily consists of the user’s comment text information on
previous tourism service items and the corresponding
scores. (e system covers all end users based on the char-
acteristics of the online travel network. (e system also
allows for real-time online operation, and the front page of
timeliness and variability consistently sets high standards.
(e establishment of tourism data security standards en-
sures the security of data circulated in the tourism industry.
Data transmission security standards, data storage security
standards, and data exchange security standards are all
included in the construction. Traditional linear modeling
methods cannot accurately describe influencing factors and
tourist attractions because they have a strong non-linear
relationship. In order to fit the non-linear relationship be-
tween influencing factors and tourist attractions, this paper
uses PSO to optimize NN. (is paper uses a three-layer NN
with only one hidden layer for the topological structure of
NN in order to balance the algorithm’s simulation and
prediction accuracy, and because the more hidden layers, the
more over-fitting of practical problems will occur. (e
number of nodes in the input layer represents the dimension
of the original data, while the number of prediction indexes
represents the number of nodes in the output layer. (e
activation function of a neuron and a network is what
determines the network’s function. Its primary function is to
control the activation of input to output and to perform

functional conversion on input and output in order to
transform an infinite domain input into a limited range
output. S-type function is used in this paper. (e output
formula of NN is

Y Xn(  � 
I

i�1
WiΦ Xn, ti( . (1)

In the formula, Wi represents the weight between the
nodes of the hidden layer and the output layer; ti represents
the center of the NN function;Φ represents the NN function,
which is defined as follows:

Φ(x) � exp
x − ci

����
����
2

δ2i
⎛⎝ ⎞⎠, (2)

where δi represents the radius of the radial basis, and ci

represents the center of the response function. For the three-
layer BPNN used in this paper, the optimization dimension is

D � m × n + n × k + n + k. (3)

Set the threshold vector from the input layer to the
hidden layer as

A1 � a11, a12, a13, . . . , a1n 
T
. (4)

Set the threshold vector from hidden layer to output
layer as

A2 � a21, a22, a23, . . . , a2k 
T
. (5)

Set the encoding on each particle dimension in the al-
gorithm to

Start

Update your speed and position

Initialization of particle position and velocity in
population

Calculate the fitness value of each particle's new
position

Update the individual extreme value and the global extreme value
according to the fitness value of the particle

End, store global optimal

Termination
condition reached

N

Y

Generating particle swarm optimization based on
BP neural network

Calculate the fitness function value of particles

Update the optimal location of particles and
populations

Update the position and velocity of each particle

Termination
condition reached

�e optimized neural network is obtained

End

Start

N

Y

Particle swarm optimization
process

Particle swarm optimization neural
network process

Figure 2: PSO optimization NN algorithm flow.
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x � IW11, . . . , IWmnLV11, . . . ,LVnka11, . . . ,a1na21, . . . ,a2k .

(6)

(e adjustment of weights and thresholds in BPNN is
based on the mean square of errors. (e fitness function op-
timized byPSO is used as the back-propagation functionof the
BP network error, and the equivalence relationship between
the mean square value of the error and the fitness function of
PSO is established. (e objective function expression is

fi �
1
N



n

k�1
y(k) − ym(k) 

2
. (7)

In the formula, N represents the total number of training
samples, fi represents the square error sum of the objective
function; y(k) and ym(k) represent the target output value
and actual output value of the objective function, respectively.

(e related parameters are coded based on the setting of
the NN structure, and the optimization dimension is rep-
resented by the weights and thresholds of the NN con-
nection. Using cyclic iteration, the number of hidden layers
is determined, and the optimal number and weight of NN
hidden layers are found. (e optimal position of the current
particle and PSO is updated based on the fitness function
value. (en, to generate a new group of PSO, update each
particle’s position and velocity. (e individuals in the im-
proved PSO optimization algorithm are coded into the
weights and thresholds of the three-layer feedforward NN
structure. Set the variable value intervals in the improved
PSO optimization algorithm, then randomly initialise PSO’s
position and speed within the initialization range. (e
performance of particle local search and global search will
decrease if the inertia factor of PSO is linearly adjusted,
according to the basic PSO.(e non-linearmethod is used to
overcome the limitations of the linear decreasing method. At
this time, the inertia factor expression is

w(k) � wmin + wmax − wmin( exp −
25k

Tmax
 . (8)

For the problem of network evaluation, the widely used
evaluation indicators include MSE (Mean squared error),
RMSE (Root mean square error), MAE (Mean absolute
error) and MAPE (Mean absolute percentage error). (e
specific expressions of these four indicators are given here:

MSE �
1
n



n

k�1
yk − y

⌢

k 
2
,

RMSE �

��������������

1
n



n

k�1
yk − y

⌢

k


 

2




,

MAE �
1
n



n

k�1
yk − y

⌢

k


,

MAPE �
1
N



n

k�1

yk − y
⌢

k

yk




.

(9)

Among them, yk is the actual value, and y
⌢

k is the output
value.

Using the system’s HTML page, manage and maintain
the online travel network.(e customer and logical interface
are displayed using the presentation layer. (e presentation
layer represents users, and the presentation layer also rep-
resents the link between users and the system. (e pre-
sentation layer realises the client’s request, and the data is
transmitted, primarily in the business layer, with the results
displayed.(e goal of the data exchange interface design is to
create a system that is open, extensible, adaptable, efficient,
and stable. (e data exchange interface has its own hier-
archical authority management mechanism, and it also
manages the security authentication of data acquisition and
storage for other data exchange application systems, as well
as effectively encrypting the data during transmission. (e
goal of this paper is to promote online tourism, and the
principle of serving users is used to design a tourism man-
agement system that meets the actual needs of tourism
management. Furthermore, the goal of a simple and clear
interface, stable functionality, low implementation cost, and
meeting a variety of service tourism demands has been met.
Provide assistance to tourismbusinesses inmaking decisions.

4. Result Analysis and Discussion

(is system is developed in B/S mode, and the interface of
presentation layer is realized through WEB browser, mainly
for the realization of text, Flash, pictures and other func-
tions. (rough the client browser HTML form, URL and
Flash request realization, the data is given to the

Table 1: Settings of simulation test environment parameters.

Serial number Test parameters Set up
1 Hidden layer One
2 CPU 4 nuclear
3 RAM 64GN
4 Hard disc 1T
5 Display card 512G
6 Operating system Windows
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Figure 3: Training results of different networks.
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programming model, and the system provides J2EE reali-
zation to develop and realize the system. In order to verify
the practical application effect of the system, simulation
experiments are carried out in this chapter. Table 1 shows the
parameter settings of simulation test environment.

Tansig function is used as the conversion function be-
tween the input layer and the hidden layer, and Purelin is
used as the conversion function between the hidden layer
and the output layer. (e maximum training step is 1000,
and the number of particles in the parasitic group and host
group in the improved PSO is set to 50. (e network is
trained and the results are shown in Figure 3.

It can be seen that the convergence speed of this network
is faster. In this paper, PSO is combined with NN, and the
weight and threshold of NN are determined by using im-
proved PSO instead of BPNN based on gradient descent.
(erefore, the optimal parameter combination is obtained

for NN to forecast the tourist volume in tourist areas. (ree
different models are used to predict the test set, and the
prediction results are compared and the performance is
analyzed. Test the recall results of different algorithms at the
same time. (e comparison results of recall rates of different
algorithms are shown in Figure 4. (e prediction accuracy
results of different models are shown in Figure 5.

According to the data analysis in Figure 4, the recall rate
of this algorithm is the highest, and it is better than the
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Figure 4: Comparison of recall rates of different algorithms.
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Figure 5: Comparison of prediction accuracy of different algorithms.

Table 2: Test index values of different methods.

Algorithm MSE RMSE MAE MAPE
Convolution algorithm 0.154 0.499 0.803 0.614
BPNN algorithm 0.108 0.279 0.627 0.512
Traditional ANN algorithm 0.094 0.301 0.614 0.487
Improved PSO algorithm 0.057 0.213 0.551 0.369
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comparison algorithm. According to the data analysis in
Figure 5, the prediction accuracy of this algorithm is at a
high level, up to 94.67%. It shows that the model in this
paper can be well applied to forecast the number of tourists
in tourist areas. (is further verifies the feasibility and ef-
fectiveness of this method. Table 2 shows the test index
values of different methods.

It can be seen from the data results in the table that the
fitting accuracy of BPNN algorithm is much higher than that
of cluster analysis algorithm; However, the accuracy of
improved ANN is better than that of BPNN algorithm and
traditional ANN. Comparing the performance of different

systems, the running time results of different systems are
shown in Figure 6.

Considering the migration of different database man-
agement systems, SQLSERVER database replication is
adopted. (rough the data layer, it mainly operates the
query, database storage, transaction processing and update
of the system; Realize the return of database data results
through the data layer. Test the stability of different systems
as shown in Figure 7.

According to the data analysis in the figure, the stability
of this system is higher than that of the other two com-
parison systems. It has the highest stability. Moreover, the
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Figure 6: Running time results of different systems.
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response time of the system in this paper is short, which can
achieve high efficiency. (is data verifies that the system in
this paper has certain superior performance. It can be ap-
plied to tourism information management. In this chapter,
to verify the performance of the tourism management in-
formation system based on PSO-optimized NN proposed
and designed in this paper, a simulation experiment is
carried out. (e simulation results show that the prediction
accuracy of this algorithm is 94.67% and the recall rate is
96.11%. (e performance of this system can meet the
practical application requirements and provide some ef-
fective suggestions for tourism management decision-
making.

5. Conclusions

(e development of the tourism industry has been
accelerated by the rapid development of computer tech-
nology, and the traditional tourism industry has changed
dramatically. As a result, a tourism management informa-
tion system with high availability, expandability, and ease of
maintenance is required. (is paper completes the con-
struction and application of a tourism management infor-
mation system using a PSO-optimized NN algorithm. (e
improved PSO is used to optimize BPNN in this paper, and
the PSO’s optimization performance is improved by non-
linearly decreasing the inertia factor. Simultaneously, the
system provides end-to-end service, including system setup,
management personnel analysis of tourism resource man-
agement, and statistical category reports. (is can provide a
great deal of convenience for visitors and have a significant
positive impact on tourism benefits. Several experiments
were conducted in order to verify the performance of the
model and algorithm developed in this paper.(e prediction
accuracy of this algorithm is 94.67 percent, and the recall
rate is 96.11 percent, according to experimental results. (is
system uses the Scrapy framework to crawl travel website
route information, allowing it to efficiently and accurately
capture travel route information; providing a user regis-
tration interface, clustering users based on user information,
and storing user clicks in different categories on different
lines; and rearranging route information to make search
results more personalized and accurate. (e system’s per-
formance is adequate for the application’s needs. At the same
time, this paper applies the concept of “smart tourism” to
specific tourism informatization, which can help the tourism
industry transform and upgrade its structure, as well as
improve its overall development level. (is research has
made some achievements, but due to the time problem and
the limitation of knowledge level, there are still many de-
ficiencies in this system. In the future, distributed crawling
and distributed storage should be considered to improve the
system performance. At the same time, a more humanized
interface should be designed.
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With the generation of images, videos, and other data, how to identify the gait of the action in the video has gradually become the
focus of research. Aiming at the problems of complex and changeable movements, strong coherence, and serious occlusion in
dance video images, this paper proposes a dynamic recognition model of gait contour of dance movements based on GAN
(generative adversarial networks). GAN method is used to convert the gait diagrams in any state into a group of gait diagrams in
normal state with multiple angles, which are arranged in turn. In order to retain as much original feature information as possible,
multiple loss strategy is adopted to optimize the network, increase the distance between classes, and reduce the distance within
classes. Experimental results show that the average recognition rates of this model at 50°, 90°, and 120°are 93.24, 98.24, and 97.93,
respectively, which shows that the recognition accuracy of dance movement recognition method is high. And this method can
e�ectively improve the dynamic recognition of gait contour of dance movements.

1. Introduction

�e posture andmovement of a person walking is referred to
as gait. �e majority of today’s gait research focuses on
human gait movement. Gait is the only noninvasive method
that can be employed, unlike �ngerprints, face, and iris. Gait
recognition, when compared to other long-distance bio-
metric recognition technologies, has the bene�ts of long-
distance recognition, noncontact, di�cult concealment, and
so on and has a lot of potential and application possibilities.
Few universities or institutions have studied dance move-
ments among the many studies on human body movement
recognition, mainly because dance is a way of expressing
emotions to the public through body movements, and dance
movements in this category also include many dance
movements with their own characteristics [1]. As a result,
dance movement research is still in the stage of dance
movement analysis. Most of the time, the gathered dance
movements are gesture analyzed and then adapted to ani-
mated character performances utilizing animation pro-
cessing software.

In order to solve the problem that the training gait
cannot meet the training requirements of dance action steps,
domestic and foreign scholars have successively carried out
research on the generation method of personalized training
gait. Qin et al. established the motion trajectory generation
models of hip, knee, and ankle joints with multilayer per-
ceptron, respectively [2]; Rida et al. established an ellipse
model, which divided the human body into seven parts
according to the proportional relation of the center of mass
of the ellipse, and modeled each part [3]. Deng et al. pro-
posed the method of deep gait and used the pretraining
model VGG-16 to obtain the feature representation of gait
map [4]. Li et al. proposed to learn the similarity between
gait diagrams directly through the depth CNN (convolu-
tional neural network) and extract the features of gait di-
agrams through CNN for matching recognition [5]. Zhao
et al. extracted the information of human motion shape by
Canny edge detection to represent the information of
motion edge and then achieved the purpose of human
motion recognition by matching similar edges [6]. Hnatiuc
et al. changed the traditional separate training and combined
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attitude estimation and action recognition in order and put
forward a framework for combining attitude estimation and
action recognition [7]. Luo et al. reconstruct the 3D structure
of human beings to generate views and 3D models that can
be generated in any 2D by projection, but they usually need
to fully control and cooperate in multiple camera envi-
ronments [8]. However, there are still some shortcomings in
the personalized gait generation experiment in the above
research: the research object is limited to single or local
joints, lacking comprehensive consideration of joint cou-
pling relationship and overall coordination of motion. It is
difficult to accurately describe the walking characteristics of
human body only by the difference of gait parameters.

,e input for recognizing human dance movements
must be a series of motions, yet dancemovements are similar
to other sorts of movements. ,e activities in the video
contain a lot of redundant information, and while the di-
rections of the actions may alter, they can all be considered
the same action based on the sequence of events. Traditional
dynamic recognition methods based on the approach have a
low identification rate, are unable to distinguish joint
changes in precise dance motions, and have a poor recog-
nition effect. In light of this shortcoming, this research
investigates a GAN-based dynamic recognition and analysis
method for dance movement gait contour (generative
adversarial networks). ,e global coordination of the gen-
erated gait and whether it fits the standards of naturalness,
adaptability, and stability are investigated using the gait
stability criterion, which is based on the notion of human
balanced perception. We intend to develop a tailored gait
generation approach that can accurately represent distinct
human gait features and give theoretical support for per-
sonalized training as a result of this research.

1.1. Innovation of  is Paper

(1) In order to extract effective gait features for cross-
view gait recognition, this paper proposes a cross-
view gait feature extraction method based on GAN,
which only needs to train a model to transform the
gait template into any view. Retain the original
identity information to the greatest extent, thus
improving the accuracy of gait recognition.

(2) In this paper, GAN is used to transform the gait map,
and a GAN recognition model is proposed to make
full use of the feature information of the gait map,
thus improving the accuracy of gait recognition.

1.2.Organizational Structure of isArticle. ,e first chapter
introduces the research background and significance, and
then introduces the main work of this paper. ,e second
chapter mainly introduces the related technologies of gait
contour dynamic recognition of dance movements. ,e
third chapter puts forward the specific methods and
implementation of this research. ,e fourth chapter verifies
the superiority and feasibility of this research model. ,e
fifth chapter is the summary and prospect of the full text.

2. Related Work

2.1. Overview of GAN Research. With the innovation of
information technology and the constant replacement of
computing power of hardware devices, artificial intelligence
[9–11] is developing vigorously in the information society,
and the field of machine learning represented by generative
model continues to attract researchers’ attention.

,e performance of GAN model proposed by Vma and
others in generating image data surprised researchers. At
present, its research in computer vision, medicine, natural
language processing, and other fields has been active. It
shows that there are few summary papers on the structure
and performance of GAN at present, and other research
work mainly focuses on the performance verification of
different types of GAN architectures. Because the bench-
mark data set cannot reflect the diversity well, the com-
prehensive discussion of GAN in these works is limited.
Paulo et al. proposed a GAN framework based on FC layer
modeling, which only showed high performance in a few
groups of data distribution. ,e deep convolution GAN
model proposed by Switonski et al. can smooth the training
process of generator and discriminator and contribute to
improving the stability. Creswell et al. proposed a framework
based on GAN, called Fu-sionGAN, which generates a fused
image by controlling two input images [12]. Experiments
show that the fusion method can change the shape and
features of the input image and generate a new image while
retaining the main content of the input image. Wang et al.
summarized the image super-resolution technology based
on deep learning and divided it into three types: supervised,
unsupervised and specific application fields, and provided
systematic super-resolution theory and practical methods
[13]. Lei et al. proposed a framework that can be used to
decipher passwords, so that GAN can be applied to decipher
passwords [14]. In addition to the above areas, GAN has
been successfully applied in other directions, such as domain
adaptation, sequence generation, semi-supervised learning,
semantic segmentation, attack resistance, machine transla-
tion, automatic driving, and so on.

2.2. Research Status of Gait Recognition. In recent years, gait
recognition has attracted more and more attention in video
surveillance and computer vision fields such as crime pre-
vention and forensic identification, and its development will
greatly promote the development of application, society, and
computer vision. ,erefore, gait recognition will become
more and more important in the future. Unfortunately, gait
recognition is still a challenging task because it has many
potential sources of change, such as angle change, trans-
portation, and clothes change.

Mosser et al. put forward the application of single linear
projection, called view invariant discriminant projection,
whose single property enables cross-view gait recognition
without knowing the query gait view [15]. Lu et al. used the
stacked progressive automatic encoder to convert the angle
and converted the arbitrary angle of gait features into a
single side view angle [16]. Yao et al. used 2D stick map
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obtained by connecting nine body points extracted from gait
to simulate humanmovement [17]. Cai and others simulated
human legs and used them to analyze human walking and
running [18]. ,e research of Gadaleta et al. also simulates
human legs, in which the legs are represented by many thick
lines connected at one point [19]. Connie et al. put forward a
method to predict 3D pose from 2D pose matching database,
which predicts 3D pose according to the mutual constraint
relationship of every joint in human body [20].

Gait is periodic, coordinated, and balanced, and the
analysis in one cycle of gait can reduce the calculation
amount of gait recognition and improve the operation ef-
ficiency. Gait periodicity can be analyzed according to the
changes of the features of the graphic areas in each frame of
binary images, such as area, centroid, and external rectangle.
Risi et al. analyzed the periodicity of gait sequence according
to the width signal of the binding frame of human body area
and proposed a cycle calculation method under the con-
dition of large lateral angle and lateral angle deviation [21].
Zhao et al. used PSO (particle swarm optimization) algo-
rithm to optimize the pattern recognition method of SVM
(support vector machine) [22], and the experimental results
showed that the recognition rate of PSO-SVM classifier was
higher than that of nonparameter optimized SVM classifier
for lower limb analysis of five normal walking gait. Mannini
et al. used k-nearest neighbor method to classify and rec-
ognize gait [23]. DTW (dynamic time warping) is to reg-
ularize the motion feature templates with different time
lengths according to a certain time warping curve, so as to
make the feature templates have the same length and then
match them. ,is method has the advantage of solving the
similarity measurement and matching problems of dynamic
patterns.

3. Methodology

3.1. Gait Image Preprocessing. Gait recognition mainly an-
alyzes and processes moving image sequences containing
people, which usually includes four stages: target segmen-
tation, feature extraction, feature processing, recognition,
and classification. It should be noted that gait itself and
compared with other biometric technologies also have many
shortcomings, which are mainly influenced by emotion,
object use, and gait angle. At present, most gait recognition
algorithms use cameras to acquire gait data and use two-
dimensional methods for gait recognition. In order to im-
prove the recognition effect, the application of multicamera
gait recognition algorithm and 3D method can be studied.
By using multiple cameras, the problem of feature extraction
caused by occlusion can be improved, and 3D modeling of
human motion can extract the gait features [18] of human
body more accurately and realize more complex feature
matching. Multicameras and 3D methods are also the trend
of human body recognition. If a motion sequence does not
have a separate background picture, we must get the
backdrop of motion sequence images [20] in order to collect
some local photographs as background images in prepara-
tion. It should be noted that the light intensity has a sig-
nificant impact on the background map selection, and the

data of the background map vary substantially depending on
the light intensity. Multiple backdrop photos should be
picked and collected for optional use to eliminate this
influence.

,e volume contour area also appears in its own contour
area, so there will be repetition in the calculation. Because of
the noise in these small areas, the edge tracking algorithm
cannot work smoothly, so we must use image connectivity
algorithm to remove these small areas and get pure object
images. ,ere are many marked points to be extracted in the
image sequence and other background noises. In order to
extract the target points from multivalued digital images,
binarization must be performed.

,at is, by setting a threshold T [11], the image data are
divided into pixel groups larger than T and pixel groups
smaller than T with different values, respectively, so as to
extract the feature points we care about, as shown in formula
1:

IB(u, v) �
255, IP(u, v)>T,

0, IP(u, v)<T,
 (1)

where I(u, v) represents the pixel value of a certain point in
the image.

After binarization, the image sequence has only two
areas: bright and dark, in which the marked points are
bright. By programming and calling the function library, we
can get the coordinates (u, v) of the center of each marked
point in the forward process. In the sagittal plane of human
body, the distance between waist and hip joint is measured as
Dmm, and the number of pixels between these two points is
obtained as d in the image plane, and the corresponding
proportional relationship between the two coordinate planes
is obtained as follows:

s �
D

d
. (2)

,erefore, the coordinates of the image plane are con-
verted to the coordinates x, y of the sagittal plane of the
human body, and the change curve of the displacement of
the subject’s arch in x, y direction is obtained, as shown in
Figure 1:

In this paper, the gait energy map is used as the gait
template [16], and the gait energy map can be obtained by
averaging the gait contour maps in the gait sequence, which
can effectively retain the feature information during walking.
As shown in Figure 2, the brightest pixel in the gait energy
map represents the highest frequency of the position in the
whole gait sequence.

,e degree of coordination of human joint movement
directly affects the stability of gait when walking, so the
author’s previous results are used to analyze the stability of
the generated gait [18], thus reflecting its overall coordi-
nation. With the passage of time, the coordinates of the soles
of the feet in two directions are extracted, and then the
trajectory of the soles of the feet in two directions is fitted by
the least square curve fitting method. ,e trajectory de-
scribed by polynomial is to calculate the first derivative to get
the gait speed curve of normal walking.
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3.2. Dynamic Recognition of Gait Contour of Dance

3.2.1. Gait Feature Extraction Based on GAN. Human
posture characteristics are derived from human posture
information, which can be obtained in two methods. ,e
first is to use attitude estimation on the test set to retrieve the
position of human joints and calculate the joint angle; the
second is to utilize the coordinates of each joint of the
human body received when the motion capture equipment
gathers the dance video. Most dancemoves involve two arms
and two legs, although there is no definite correlation be-
tween arms, arms and legs, and legs. ,e full-body region
was chosen because various activities, such as those per-
formed by the actor from bottom to top as a whole, turning
about, strolling around, and so on, should be judged and
identified by the motion information of the actor’s entire
body. By partitioning the human body area by the human
body position, the impact of garment occlusion on motion
recognition can be decreased. ,e background information
with little or no change in the image can also be filtered
according to the optical flow value in the process of optical
flow feature extraction, so the areas where the information is
finally retrieved are the upper body, lower body, and the
entire actor’s body. As a result, some features of the source
gait map may not be effectively reflected in the gait map
generated after the conversion due to angle conversion. As
the angle difference grows, more feature information in the
source gait map is masked, and the amount of feature in-
formation in the source gait map that can be expressed by
the converted gait map decreases, resulting in a lower
recognition rate.

In the experiment, the camera is stationary, and people
walk in front of the camera without being blocked by objects.

,erefore, contour extraction is essentially to eliminate the
background from the sequence images to obtain the contour
of the moving target. Its implementation steps are as follows:

(1) Because the scene is approximately still in the whole
video sequence, the background corresponds to low-
frequency information. ,erefore, the average value
of pixels in sequential images can be used to estimate
the static background.

(2) Background difference method is used to detect
moving targets in sequence images, and binary
segmentation of images is performed under a set
threshold.

(3) ,e contour information of the moving person in the
sequence image is further extracted by the inner
boundary tracking algorithm.

In order to eliminate the inconvenience of feature ex-
traction caused by motion change, the centroid points of
human body contour are calculated, respectively, and used
as the coordinate origin of the image.

Let (xc, yc) be the centroid coordinate, Nb be the total
number of boundary pixels, and (xi, yi) be the pixels on the
boundary, then

xc �
1

Nb



Nb

i�1
xi,

yc �
1

Nb



Nb

i�1
yi.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

In order to eliminate the influence of image scale and
signal length on the training and recognition process, the
minimum-maximum normalization method and equally
spaced resampling method are used to reduce the amplitude
and length of the signal, respectively. ,e prediction of 3D
pose mainly depends on the identification and planning of
each person’s crossing angle. It is difficult for us to predict
3D posture, which requires a lot of work and research. ,e
2D pose is drawn on the image plane. When the view
changes, the 2D pose will change greatly, so it will not resist
the change of viewpoint.,e solution proposed in this paper
is to estimate 3D pose from 2D pose.

After getting the 3D pose, we still need to do normal-
ization, and there are 14 3D joint points. ,e length unit is
the distance from the neck to the center of the hip, the
position of the hip is in the center of the left and right hips,
and the neck is at the origin of the plane coordinate system.
So the joints of the body are normalized as follows:

Ji
′ �

Ji − Jneck

Hnh

, (4)

where Ji ∈ R2 is the position i of body joints, Ji
′ is the position

of Ji after normalization, Jneck is the position of neck, and
Hnh is the distance between neck and hip.

,e postures from three different individuals after
normalization are shown in Figure 3, fromwhich we can find
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Figure 1: Change diagram of arch x, y displacement.
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the differences of leg movement patterns among three
different individuals.

Figure 4 shows the flow chart of the whole algorithm.
First, all the gait video sequences of test set, training set,

and verification set are uniformly processed into the same
gait template. ,en, zp is converted from perspective a to
perspective b through a perspective converter V and the
feature implicit representation zg � V(zp, a, b) after per-
spective conversion is obtained.

Finally, it is determined that the identity of pa is in the
verification set of perspective b, and the calculation formula
of nearest neighbor classifier is as follows:

x � argmin z
g

− z
g
i

����
����2, i ∈ 1, 2, · · · , n{ }. (5)

Here, ‖ · ‖2 stands for L2 norm.

3.2.2. Motion Gait Contour Tracking. An important clue to
determine the intrinsic movement of pedestrians is the
change of human body contour with time. In order to
eliminate the information redundancy and reduce the
computational complexity, we convert the two-dimensional
contour shape changes into one-dimensional distance sig-
nals to approximate the spatiotemporal change pattern of
gait movement.

,e target movements of the dance gait contour
extracted during the dance process are divided into heel
strike stage, load-bearing reaction stage, middle support
stage, end support stage, start stage, prestart stage, swing

stage, initial swing stage, middle swing stage, and finally
swing stage, when the heel touches the ground again and
waits for 9 time periods [7]. In the actual dance process,
these nine time periods will appear repeatedly with each
point in Figure 5, showing certain regularity and periodicity.

Taking the top edge point as the reference starting point,
the contour boundary is expanded counterclockwise to

ID1

ID2

Figure 3: Example figure of posture after returning to one.

Verification set g

Encoder

Generator and
discriminator

Feature zg

Feature zp Feature zig

Identity

Nearest neighbor
classifier

Figure 4: Algorithm flow chart.

…

Figure 2: Synthesis of gait energy diagram.
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become a one-dimensional signal composed of the distance
from the boundary pixel point to the centroid.

di �
������������������
xi − xc( )2 + yi − yc( )2

√
. (6)

In order to eliminate the in¨uence of image size and
signal duration on the training and recognition process, we
normalize the signal amplitude and duration, respectively.
When normalizing the amplitude, we divide each distance
signal by the maximum value of the distance, so that its value
is between 0 and 1. For length normalization, we use equally
spaced sampling to make the number of edge points within a
certain range, such as 400.

3.2.3. Dynamic Contour Recognition. �e input of the au-
thenticity discriminator network is an image, which can
come from the sample generated in the target domain or the
image in the source domain. �e goal of this discriminant
model is to learn a classi�er to separate the two types of
samples as much as possible. �rough the contradiction
training between the generated model and the generated
model, the generated model can generate samples with
source domain attributes as much as possible.

�at is, the authenticity discriminator acts on the gen-
eration network to generate realistic images, where Ii is the
source image and Îi is the sample image generated by the
generator. Here, the discriminator generates a probability to
indicate whether the image is true or not, and its loss
function LRD is expressed in the form of cross entropy as
follows:

LRD(I) � −t · log DR(I)[ ] +(t − 1) · log 1 −DR(I)[ ],

s · t · t �
1 if I ∈ Ii{ },

0 if I ∈ Î
i{ }.




(7)

Because of the uncertainty of the target, an extra loss
function is needed at the top of the generator to restrict the
generated target image, and an independent network named
domain discriminator is connected at the top of the con-
verter. �e discriminator takes the source image and the

target image as inputs and is trained to generate the scalar
probability of input-to-correlation.

Gait is a space-time movement, so we expect to use STC
(spatiotemporal correlation) to capture its spatial structure
characteristics and time translation characteristics.

For any two gait sequences, after the above processing,
they are converted into distance signal sequences
I1(t), I2(t); �e feature space [ℓ1, · · · , ℓk] is constructed, and
their projection trajectories P1(t), P2(t) in the feature space
are as follows:

P1(t) � ℓ1, · · · , ℓk[ ]TI1(t),

P2(t) � ℓ1, · · · , ℓk[ ]TI2(t).
(8)

�en the similarity measure between them can be de-
�ned as

d2 −min
ab
∑
T

i�1
P1(t) − P2′(at + b)
����

����2 . (9)

Among them, P2′(at + b) is the vector trajectory that is
dynamically normalized according to time expansion and
shift, and the selection of parameter a, b depends on the
change of velocity and phase between di�erent sequences,
respectively.

For the training of generators and discriminators, we
adopt the common confrontation loss, and the formula is as
follows:

minGmaxDLadv �E logD ŷb( )[ ]+E log 1−D G V E pa( )a,b( )c( )( )( )[ ].

(10)

Among them, E, V, G,D represents encoder, angle
converter, generator, and discriminator, respectively, pa is
the original input gait energy map from a angle of view, c
represents the unique thermal coding of walking state, and
ŷb is the real gait energy map.

Universal templates representing various categories can
be used as template patterns to directly match with test
actions for identi�cation. Assume that x, y represents a
certain frame of the test sample and the general template,
respectively, which supports the similarity calculation
s(x, y):

hp′(x, y) �
1 if xp ∈ yp,

0 otherwise.


 (11)

In its calculation process, if the x, y of the two frames
does not match, then s(x, y) is no longer assigned to zero,
but a negative value, h(x, y) − 5, is given as a punishment,
thus enhancing the di�erentiation between di�erent actions.

In the process of recognition, each frame of input action
should be divided into �ve parts in turn, and each part
should be mapped to the trained cluster. If the key frame is
the key frame, we will search the results of each part in its
corresponding key table in turn. �e real-time action rec-
ognition process is shown in Figure 6.

�e accumulated scores of these results can be used as
the basis for identi�cation, and the end point of the input

Outline of the dancer′s gaitSample dancer image

Figure 5: Divide the gait contour points of dancers based on.
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action pattern and whether it is a legal action can also be
judged by matching.

4. Experiment and Results

4.1. Experimental Data Set and Its Settings. In order to better
verify the accuracy of the dance action recognition method
designed in this paper, the most commonly used PASCAL
VOC 2011-val (Data_P) and Stanford 40 actions (Data_S)
data sets [14, 15] and the dance image to be executed
(Data_D) are used. After the data collection is completed,
use ipi Mocap Studio software to preprocess and correct
each frame of the captured contour data. It is defined that the
right heel leaves the ground as the gait cycle and the right
heel touches the ground as the gait cycle. ,e gait contour
data of 70 dancers were collected.

,e generator in this model is an end-to-end unified
network, which can be divided into two parts, an encoder
and a decoder.,e encoder part consists of four convolution
layers, which extract features from the source image into a
new spatial expression z. ,e extracted features z are sent to
the decoder, so as to construct the correlation generation
target through four decoding layers. We use the generated
gait energy map as gait feature. In the testing stage, we
trained many models to generate gait energy maps for the
test data set and used the nearest neighbor algorithm to
calculate the feature recognition rate. ,e detailed infor-
mation of encoder and decoder structure is shown in Table 1
and Table 2. ,e discriminator structure uses four convo-
lution layers.

4.2. Experimental Result. After the experiment on the
Data_P data set, we selected three methods (ref [17], ref [19],
ref [20]) to achieve better recognition results without cross-
viewing and compared the average rank-1 accuracy on the
same data set. ,e average rank-1 accuracy in three walking
states and all cases is shown in Figure 7.

From Figure 7, it can be seen that the method proposed
in this paper has no great advantages over the other three
methods in the “running” and “walking” state, but the
recognition accuracy is improved in the “jumping” state,
which proves that the method proposed in this paper has
better adaptability to the interference factor of clothing. In
order to verify that actions are divided according to human
body structure and consider their advantages, respectively,
we have also implemented a case of treating human body
actions as a whole in Data_S and Data_D data sets. When the
action data are treated as a whole, we choose θ � 45 as the
quantization error of K-means clustering, and the two action
data sets after clustering generate an average of 210 and 150
clusters, respectively, in three groups of experiments. Table 3
compares the recognition results of this method and the
method based on whole-body segmentation under two
whole-body segmentation schemes.

It can be seen that the classification performance of our
method on these two data sets is better than the general body-
based pattern, especially on the Data_D data set. ,is is
because the Data_D data set covers basic daily actions, such
as running and jumping, which may lead to more changes in
the class. ,erefore, when these actions are calculated and
recognized as a whole, the recognition accuracy will be

Input action

Enter a frame

Keyframes
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Retrieval

Match count

Endpoint detection

Map to cluster

Y

N
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Achievement
accumulation

Output
results

Input
complete?

Figure 6: Real-time action recognition process.
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seriously affected, and our limb-based segmentation method
can avoid this shortcoming.

In order to further prove the effectiveness of our method,
we also compare it with other commonly used motion
recognition methods (DTW, SVM, and PSO). ,e recog-
nition results of the above methods on the data set are shown
in Figure 8.

On the Data_ S data set, the result demonstrates that
DTW has the highest recognition accuracy. On these three
data sets, the classification performance of SVM and PSO is
not as good as this technique. PSO-accuracy SVM’s on
these three data sets is extremely near to the best score,

demonstrating the method’s stability and efficacy once
again. Figure 9 shows the experimental results of this
strategy on the Data_ D data set. In the experiment depicted
in Figure 9, the registration set consists of four normal
walking sequences from each sample, while the verification
set consists of the latest two normal walking sequences.

,e experimental recognition rate of Data_ D data set is
shown in Figure 10.,e experimental results in Figure 10 are
used to evaluate the single angle of view.

,e results show that the method proposed in this paper
has obvious advantages for gait recognition with view
changes.,is means that the GANmodel can generate better
features and is robust to the change of viewing angle.

In order to better verify the performance of the model,
several methods with better recognition effect (SVM, PSO,
and PSO-SVM) were selected for comparison, and the ex-
perimental results are shown in Figure 11.

Compared with other methods, the model in this paper
achieves better results from every angle, and the recognition
rate is better than other methods. Under all test set angles,

Table 1: Settings of encoder in generator.

Layers Number of convolution kernels Convolution kernel size Step length Batch processing Activation function
Conv.1 98 5× 5× [1, 3] 4 N L-ReLU
Conv.2 188 5× 5× 99 4 Y L-ReLU
Conv.3 364 5× 5×193 4 Y L-ReLU
Conv.4 779 5× 5× 384 4 Y L-ReLU

Table 2: Settings of decoder in generator.

Layers Number of convolution kernels Convolution kernel size Step length Batch processing Activation function
F-Conv.1 779 5× 5× 384 1/4 Y L-ReLU
F-Conv.2 364 5× 5×193 1/4 Y L-ReLU
F-Conv.3 188 5× 5× 99 1/4 Y L-ReLU
F-Conv.4 98 5× 5× 3 1/4 N Tanh
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Table 3: Recognition result under two scheme.

Data set Plan Recognition
accuracy

Data_ S
Method base on whole-body

segmentation 0.869

Methods of this paper 0.941

Data_
D

Method base on whole-body
segmentation 0.712

Methods of this paper 0.924

0.4

0.5

0.6

0.7

0.8

0.9

1

DTW SVM PSO PSO-SVM Our

Re
co

gn
iti

on
 ac

cu
ra

cy

Method
Data_P
Data_ S
Data_ D

Figure 8: Comparison of the results of several recognition methods
in the recognition of segmented actions.
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compared with the three methods in Figure 11, the best
average recognition rate is obtained.,e average recognition
rates of the model in this paper are 93.24, 98.24, and 97.93 at
50°, 90°, and 120°, respectively, which shows that the model
in this paper has good stability, can effectively deal with
various test set angles, and maintains a high recognition rate.

5. Conclusions

Gait recognition, as a biometrics research center, has a wide
range of applications in intelligent monitoring, human-
computer interaction, security, and other fields, each with its
own set of benefits. Computer vision technology can be used
by experts in a variety of settings, such as competition
refereeing, beginner dancer teaching, and dancer motion
correction, to recognize motion in dance video images. In
this research, we propose using GAN to dynamically rec-
ognize the gait contour of dancing motions. ,e average
identification rates of this model at 50°, 90°, and 120°, re-
spectively, are 93.24, 98.24, and 97.93, indicating that the
recognition accuracy of the dance movement recognition
approach is good. Simultaneously, a comparison of this
strategy to other existing ways demonstrates that it is both
successful and practicable. Although GAN is good at
extracting contour data, dynamic features are crucial for gait
identification. ,is paper suggests studying between frames,
and I believe there is a bright future ahead.
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,e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

,e authors do not have any possible conflicts of interest.

References

[1] M. Balazia and K. N. Plataniotis, “Human gait recognition
frommotion capture data in signature poses,” IET Biometrics,
vol. 6, no. 2, pp. 129–137, 2016.

[2] T. Qin, Y. Yang, B. Wen et al., “Research on human gait
prediction and recognition algorithm of lower limb-assisted
exoskeleton robot,” Intelligent Service Robotics, vol. 14, no. 3,
pp. 445–457, 2021.

[3] I. Rida, X. Jiang, and G. L. Marcialis, “Human body Part
Selection by group lasso of motion for model-free gait rec-
ognition,” IEEE Signal Processing Letters, vol. 23, no. 1,
pp. 154–158, 2016.

[4] M. Deng, C. Wang, and Q. Chen, “Human gait recognition
based on deterministic learning through multiple views fu-
sion,” Pattern Recognition Letters, vol. 78, no. 15, pp. 56–63,
2016.

[5] G. Li, Y. Gong, and W. Yuan, “Human gait recognition based
on earth movers distance and zernike moments,” Procedia
CIRP, vol. 56, pp. 461–464, 2016.

[6] L. Zhao, Z. Wang, X. Wang, Y. Qi, Q. Liu, and G. Zhang,
“Human fatigue expression recognition through image-based
dynamic multi-information and bimodal deep learning,”
Journal of Electronic Imaging, vol. 25, no. 5, p. 053024, 2016.

0

20

40

60

80

100

120

0 20 40 60 80 100 120

Ve
rifi

ca
tio

n 
se

t a
ng

le

Registration set angle

0
40
80

20
60
100

Figure 9: ,e training set includes three walking conditions.

65

70

75

80

85

90

95

100

DTW SVM PSO PSO-SVM Our

Re
co

gn
iti

on
 ac

cu
ra

cy

Method

50°
60°

70°
80°

Figure 10: Recognition rate from four perspectives on Data_ D
data set.

70

75

80

85

90

95

100

SVM PSO PSO-SVM Our

Re
co

gn
iti

on
 ac

cu
ra

cy

Method

50°
90°
120°

Figure 11: Recognition rate under different test set angles.

Computational Intelligence and Neuroscience 9



[7] M. Hnatiuc, O. Geman, A. G. Avram, D. Gupta, and K. Shankar,
“Human signature identification using IoT technology and gait
recognition,” Electronics, vol. 10, no. 7, p. 852, 2021.

[8] J. Luo and T. Tjahjadi, “View and clothing invariant gait
recognition via 3D human semantic folding,” IEEE Access,
vol. 8, pp. 100365–100383, 2020.

[9] Y. Ding, X. Zhao, Z. Zhang, W. Cai, N. Yang, and Y. Zhan,
“Semi-supervised locality preserving dense graph neural
network with ARMA filters and context-aware learning for
hyperspectral image classification,” IEEE Transactions on
Geoscience and Remote Sensing, vol. 60, 2021.

[10] J. Chen, C. Du, Y. Zhang, P. Han, and W. Wei, “A clustering-
based coverage path planning method for autonomous het-
erogeneous UAVs,” IEEE Transactions on Intelligent Trans-
portation Systems, vol. 1, pp. 1–11, 2021.

[11] D. Yao, Z. Zhi-li, Z. Xiao-feng et al., “Deep hybrid: multi-
graph neural network collaboration for hyperspectral image
classification,” Defence Technology, 2022.

[12] A. Creswell, T. White, V. Dumoulin, K. Arulkumaran,
B. Sengupta, and A. A. Bharath, “Generative adversarial
networks: an overview,” IEEE Signal Processing Magazine,
vol. 35, no. 1, pp. 53–65, 2018.

[13] K. F. Wang, C. Gou, Y. J. Duan, L. Yilun, X.-H. Zheng, and
F.-Y. Wang, “Generative adversarial networks: the state of the
art and beyond,” Acta Automatica Sinica, vol. 43, no. 3,
pp. 321–332, 2017.

[14] L Bi, J. Kim, A Kumar, D Feng, and M Fulham, “Synthesis of
positron emission tomography (PET) images via multi-
channel generative adversarial networks (GANs),” Lecture
Notes in Computer Science, vol. 1055, pp. 43–51, 2017.

[15] L. Mosser, O. Dubrule, and M. J. Blunt, “Stochastic recon-
struction of an oolitic limestone by generative adversarial
networks,” Transport in Porous Media, vol. 125, no. 1,
pp. 81–103, 2018.

[16] P Lu, M Morris, S Brazell, C Comiskey, and Y Xiao, “Using
generative adversarial networks to improve deep-learning
fault interpretation networks,”  e Leading Edge, vol. 37,
no. 8, pp. 578–583, 2018.

[17] N. M. Yao, Q. P. Guo, F. C. Qiao, H. Chen, and H.-A. Wang,
“Robust facial expression recognition with generative
adversarial networks,” Zidonghua Xuebao/Acta Automatica
Sinica, vol. 44, no. 5, pp. 865–877, 2018.

[18] S. Yu, H. Chen, E. B. Garcia Reyes, and N. Poh, “Gaitgan:
invariant gait feature extraction using generative adversarial
networks,” in Proceedings of the IEEE conference on computer
vision and pattern recognition workshops, pp. 30–37, Hono-
lulu, HI, USA, July 2017.

[19] M. Gadaleta and M. Rossi, “IDNet: smartphone-based gait
recognition with convolutional neural networks,” Pattern
Recognition, vol. 74, pp. 25–37, 2018.

[20] T. Connie, M. K. O. Goh, and A. B. J. Teoh, “A grassmannian
approach to address view change problem in gait recogni-
tion,” IEEE Transactions on Cybernetics, vol. 47, no. 6,
pp. 1395–1408, 2017.

[21] R. Chhatrala and D. V. Jadhav, “Multilinear Laplacian dis-
criminant analysis for gait recognition,” IET Computer Vision,
vol. 11, no. 2, pp. 153–160, 2017.

[22] L. Zhao, L. Guo, R. Zhang, X. Xie, and X. Ye, “mmGaitSet:
multimodal based gait recognition for countering carrying
and clothing changes,” Applied Intelligence, vol. 52, no. 2,
pp. 2023–2036, 2021.

[23] A. Mannini, D. Trojaniello, U. D. Croce, and A. M. Sabatini,
“Automatic recognition of altered gait using wearable inertial
sensors,” Gait & Posture, vol. 49, no. 9, p. S9, 2016.

10 Computational Intelligence and Neuroscience



Research Article
Sharing of Teaching Resources for English Majors Based on
Ubiquitous Learning Resource Sharing Platform and
Neural Network

Lijuan Zhang

Shanghai Jian Qiao University, Shanghai 201306, China

Correspondence should be addressed to Lijuan Zhang; 19215@gench.edu.cn

Received 18 April 2022; Revised 9 May 2022; Accepted 10 May 2022; Published 8 June 2022

Academic Editor: Xin Ning

Copyright © 2022 Lijuan Zhang. �is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Teachers in traditional English education devote a great deal of time and e�ort to developing excellent English teaching
courseware and other teaching materials. However, because the network’s powerful sharing capability was not fully utilized, poor
resource sharing hampered the school’s overall teaching e�ciency. �e goal of this paper is to investigate how to use a ubiquitous
learning resource sharing platform and a neural network to analyze the method of English major education resource sharing.
Because the BP neural network algorithm has better classi�cation and prediction functions, it was proposed because it can classify
and predict information in the sharing of teaching resources for English majors. �is allows for seamless sharing of teaching
materials. According to the �ndings of this study, there were 562.13 million people learning English in China in 2015, accounting
for 37% of the population. By 2018, 945.61 million people were learning English, accounting for 85 percent of the population.
Almost every student is learning English, demonstrating the language’s importance. As a result, the importance of English
instruction is clear, and the sharing of teaching resources should be prioritized.

1. Introduction

Colleges and universities are educational institutions and
departments with the most resources. �e level of sharing of
teaching resources for English majors in China is largely
determined by the sharing of teaching resources for English
majors. However, there are numerous issues with China’s
current resource construction and sharing that are impeding
the growth of co-construction and sharing of teaching re-
sources for English majors in China. As a result, the the-
oretical and practical implications of how to solve these
problems and realize the co-construction and sharing of
digital teaching resources among colleges and universities
are signi�cant. �e resource sharing class provides rich
resources, including video resources, but also these re-
sources cannot be copied. Basic resources are provided for
free, and teachers in di�erent schools should be based on the
actual situation of the school. �ey need to refer to relevant

practices to construct courses suitable for their students and
truly teach students in accordance with their aptitude.

�e ubiquitous learning environment is a comprehen-
sive learning environment produced from the physical,
social, information, technological environment, and other
aspects. In particular, various educational institutions,
seminars, communities, and families are organically linked
through networked devices. In addition, in a common
learning environment, many scattered smart devices such as
computers, mobile phones, and PDAs are used. Anyone can
access the right source of information from any device at any
time.

�e innovation of this paper is that (1) it introduces
related theoretical knowledge of English teaching resource
sharing and neural networks, and proposes a neural net-
work-based BP neural network (BPNN) algorithm. It ex-
amines the role of the BPNN algorithm in teaching resource
sharing. (2)�e e�ects of the BPNN algorithm and the other
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two algorithms on classification and prediction are com-
pared and analyzed in this paper. )e BPNN algorithm’s
classification and prediction effect are higher than the other
two algorithms, as demonstrated by the experiment. )is
allows for data analysis in teaching resource sharing,
resulting in increased efficiency.

2. Related Work

Rich and attractive teaching resources are the core link to
make English professional education efficient.)e sharing of
teaching resources for English majors has begun to attract
attention.)erefore, Yuan found that the intelligent network
teaching system provides learners with rich teaching re-
sources and an efficient learning environment. However,
online teaching resources are widely distributed and difficult
to concentrate. Resource sharing has become a key problem
to be solved urgently in the network environment. Based on
this, he studied link prediction methods in online education
and builds a model suitable for online education. He used
neural network sorting algorithm to realize online learning
knowledge prediction [1]. Guichon proposed a method for
creating multimodal corpora. )is corpus can be shared to
analyze simultaneous online teaching interactions. He de-
scribed an analysis of the steps involved in creating a
multimodal and shareable corpus [2]. Yan discovered that
the university video management system has evolved into
one of the most important video communication platforms.
He created a microgrid-based teaching video resource
management system to improve the storage and sharing of
teaching video resource systems in colleges and universities.
He realized video network storage and improved network
sharing efficiency by constructing micro-technology net-
work storage [3]. Tucker et al. found that one of the main
difficulties in achieving effective online teaching was the
difficulty of accessing the vast teaching resources of teachers.
He also discovered the speech and language repository as a
central repository for sharing, managing, and developing
resources for science teaching [4]. )e main purpose of Liu
R’s analysis of the fusion of network media and secondary
English was to better play the function of secondary English.
He discovered that using resource integration technology to
manage distributed teaching resources helped colleges and
universities improve their level of informatization [5]. Bai
and Li designed a platform for statistical analysis of edu-
cational data and studied the storage of educational mul-
tidimensional data models in order to meet the rapid growth
of educational data and improve operational efficiency and
scientific decision-making. He then used educational big
data to test query efficiency and storage space, demon-
strating the utility of the Hadoop-based educational big data
platform [6].

With the rapid advancement of education in recent
years, teaching resources have expanded as well. Modern
education is no longer limited to textbooks and individual
teachers. Many developed countries encourage the sharing
of educational resources, and many universities and primary
and secondary schools in China are doing so as well. China’s
English professional education began late, but it has a brief

history. Many aspects must be standardized and improved.
As a result, traditional teaching resources are limited to
teachers, and they are unable to meet the information-based
teaching needs of modern society. Teacher resources can be
shared to make teaching more efficient and the classroom
more colorful.

3. Sharing of Teaching Resources for English
Majors Based on Neural Network

3.1. Ubiquitous Learning Resource Sharing Platform Based on
Web2.0 Environment. )e importance of English is growing
due to the informatization of social life and the globalization
of the economy. English has become the most widely used
language in all aspects of human life as one of the most
important information carriers. English is now considered a
necessary skill. If a student can learn a foreign language, he
can open the door to a new world of learning and ultimately
achieve the goal of multiple learning and value. With the
progress of globalization, English is very important espe-
cially for those who want to communicate with foreigners.
On the other hand, English is a necessary factor for un-
derstanding the outside world. In today’s world, most of the
communication of cultural confidence is achieved through
the linguistic form of English, especially through high in-
formation [7]. )e number and percentage of English
learners in recent years are shown in Table 1.

)e number of people learning English is increasing, as
shown in Table 1. )e term “ubiquitous learning network”
refers to a technology that allows users to freely access and
exchange information over broadband and wireless net-
works at any time, from any location, using any tool. )e
Internet, digital TV networks, satellite networks, wireless
networks, and 3G mobile communication networks are all
part of it. )e communication network is the backbone of
the entire learning environment and is in charge of basic
data transmission [8]. Intelligent terminals are linked to-
gether to allow for the transmission and sharing of infor-
mation and resources, and they help to create a ubiquitous
learning environment. Figure 1 depicts the creation of the
ubiquitous learning network.

As shown in Figure 1, ubiquitous learning is also referred
to as seamless learning, pervasive learning, and ubiquitous
learning, among other terms. It refers to all forms of
communication and learning at all times. It is a way for
anyone, anywhere, at any time, to get any information they
require. In human learning, the important part of ubiquitous
computing technology is to provide learners with a ubiq-
uitous learning environment. )e most obvious feature of a
universal learning environment is the universality and
conditionality of learning [9].

For example, a teacher may use a computer in the
classroom to look for additional teaching materials, assign
homework to students using a mobile phone, or better
organize his teaching schedule. A learner in the park can use
his phone to get information from his friends and class-
mates, such as learning tasks [10].

In recent years, China’s scientific and information
technology has developed faster and faster. Among them,
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Web2.0 and other related information technologies are used
more and more widely, and the information resources are
also more and more abundant. )is also makes the infor-
mation-based teaching constantly improved in recent years.
From the point of view of system design and technology,
Web2.0 has the characteristics of adaptability for user in-
teraction, main participatory architecture, open architecture
for other systems, multiple nonlinear mechanisms, and
sociality [11]. )e Web2.0 teaching resource sharing plat-
form is shown in Figure 2.

Traditional network resource construction has some
flaws, as shown in Figure 2. Meeting user needs, such as
user participation, creating or adding content, forming a
community, and so on, is insufficient. And some Web2.0
application commonalities can just about satisfy it. It fa-
cilitates communication between those who have resources
and those who require them, and it makes network re-
sources social and open [12]. )e free sharing and inte-
gration of information resources is the source of Web2.0.
To achieve this goal on the web, a mechanism and tech-
nology must be in place to support resource exchange and
matching, and these mechanisms and technologies are
sufficient to meet the needs of Web2.0 sites.

3.1.1. Open API. API generally refers to an application
programming interface. )e main purpose of the API is to
provide applications and developers with the ability to access

Table 1: Number and percentage of English learners from 2015 to 2018.

years Number of people (thousands) Percentage (%) Effective percentage (%)
2015 56,213 37 37
2016 63,890 49 49
2017 67,583 52 52
2018 94,561 85 85
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Figure 1: Ubiquitous learning network construction.
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Figure 2: Web2.0 teaching resource sharing platform.
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a set of routines without having to access the source code or
understand the details of the inner workings. Software that
provides the functionality defined by an API is called an
implementation of that API. )e application of Web2.0 is
becoming more and more popular, and this open archi-
tecture gradually emerges in the application process. From
API to open API in other various websites and social
software programmable web, the system pays more and
more attention to the interaction and integration with other
systems. Whether it is open and can form good writing with
other systems becomes the key to whether web information
resources can attract and be reused by users [13]. )e In-
ternet sharing API is shown in Figure 3.

As shown in Figure 3, the opening of all APIs makes the
sharing, acquisition, and service of a large number of net-
work information resources simple and easy, reducing the
threshold of user experience. Simultaneously, these open
platforms also bring greater value to users, developers, and
small and medium-sized websites [14].

3.1.2. RSS. RSS is a data exchange method and distribution
protocol for individuals to share content among other
websites and is an XML form for distributing and aggregating
web content. RSS builds a technical platform for the rapid
dissemination of information, making everyone a potential
information provider. RSS is widely used in major websites
and blogs. To realize the sharing and recompilation of in-
formation resources, its significance lies in the realization of
machine readability of information content, synchronization,
and integration of content between systems [15].

3.2. Problems Faced by the Sharing of Teaching Resources for
English Majors. )e main resource builder should make
detailed plans for the construction of course resources to
ensure shared use of teaching resources for English majors.
Participating in resource development should result in

useful teaching materials [16]. A special English teaching
resource library can be established to meet the needs of
different teachers and students when it comes to this sub-
ject’s teaching resources. Accessing the teaching resource
library, as shown in Figure 4, allows college teachers and
students to find and use the teaching resources they require.

As shown in Figure 4, prosperous English teaching re-
sources have brought benefits to people. Not only colleges and
universities themselves have made huge profits, but more
importantly, college users can enjoymore and richer resources.
It also provides an effective development method for the de-
velopment of lifelong education and distance education in
China [17]. But after years of resource construction, the
consequences of blindness and disorder have becomemore and
more obvious. It is mainly reflected in the following aspects:

(1) Scattered resources, lack of normative and systematic
Many universities are now developing their own
resources, and university students have access to
some digital resources as well. However, the majority
of these resources are dispersed, and many of those
created by universities lack a unified classification
standard and plan. )e amount of resource data
grows as the number of resources built increases, and
the interface problem becomes more apparent. )e
sharing of digital educational resources has been
greatly hampered, and the resource utilization rate
has been significantly reduced, due to the lack of
various resource technology platforms and tools to
provide users with services.

(2) )e phenomenon of “information island” is serious,
and repeated construction leads to a lot of waste
Because the interconnected functions and advan-
tages are not fully utilized, and the human, material,
and financial resources invested in the process of
resource construction, universities are rarely willing
to provide free resources to others. )is will greatly

Internet sharing port

Baidu Weibo

QQ

Sina

Figure 3: Internet sharing API.
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limit resource sharing. Despite significant progress
in the development of educational resources, there
are still numerous issues. Co-construction resources
are scarce, sharing coverage is limited, construction
duplication is common, resource quality is poor, and
resource inhomogeneity caused by platforms and
data forms is on the rise. People should use BP neural
networks [18] to better understand educational re-
source information classification [19, 20] and pre-
diction [21], as well as to share educational resources
more effectively [22].

3.3. /e Classification Function of BP Neural Network.
Large-scale parallel processing, decentralized storage and
processing, self-organization, self-adaptation and self-
learning ability, nonlinear approximation characteristics,
and so on are all advantages of neural networks as one of the
classic methods for dealing with classification and prediction
problems. It is appropriate for dealing with inaccurate data,
but there are a few things to consider. Retraining the net-
work takes a long time when the trained learning system
needs to learn new knowledge from new samples. On the
premise of preserving the majority of previously learned
knowledge, incremental learning can partially adjust net-
work parameters to adapt to new knowledge.

)e BP neural network is a multi-layer feedforward
network with error backpropagation training (referred to as
error backpropagation). It uses the BP algorithm, which is
based on the gradient descent method.)e complex network
structure and repeated learning process of BP neural net-
work make it not affected by random or unknown factors,
and it has outstanding fitting ability to complex chaotic
systems.)e fitting ability of the BPNN is shown in Figure 5.

Figure 5 shows that the neural network has strong self-
adaptive learning and parallel processing capabilities, but it
is difficult to properly represent the input-output relation-
ship obtained. One of the most widely used and successful
artificial neural networks is the BP neural network model. It
can be used in a variety of fields, including image and sound,

due to its powerful nonlinear mapping capability. When the
BPNN is applied to time series data, a large amount of data
preprocessing is not required, allowing the previous time to
be effectively reduced. As shown in Figure 6, the sequence
classification algorithm is designed to improve classification
performance while extracting features.

)e number of nodes in the output layer, as shown in
Figure 6, is set according to the needs of the actual problem.
)e number of nodes in the hidden layer determines the
neural network’s complexity. In general, the more nodes in
the network’s hidden layer, the more difficult the problem is
to solve. A neural network is known to have n input layer
nodes, m hidden layer nodes, and one output layer node. It
can update the weights of each connection chain using for-
mula (1) to describe the neural network’s training process:

netj � 
n

i�0
vijai, j � 1, 2, . . . , m. (1)

netj represents the excitation value of the first node, ai

represents the output value of any node in the hidden layer,
and vij represents the excitation function of the hidden layer
node. It generally uses the sigmoid function, such as formula
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Figure 4: Shared structure diagram of subject teaching resource library.
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fH(a) �
1

1 + exp(−a)
. (2)

)e output value of the output layer node is shown in
formula

O � f0 

m

j�0
wjkbi

⎛⎝ ⎞⎠. (3)

f0 is the excitation function.
Compared with a single classifier or predictor, ensemble

learning can achieve better performance and generalization
ability. )e main methods of ensemble learning include
bagging, boosting, AdaBoost (adaptive boosting), and other
algorithms. Bagging algorithm constructs different training
sets by sampling samples with replacement, thereby gener-
ating different learners. It finally gets the final result by voting.

)e principle of AdaBoost algorithm is to adjust the
sample weight and weak classifier weight. It selects the weak
classifiers with the smallest weight coefficients from the
trained weak classifiers and combines them into a final
strong classifier. )e AdaBoost algorithm assigns different
weights to different sub-models under the same training set.
)e algorithm first assigns the same initial weight to each
input sample. In each round of iteration, it adds new base
classifiers until a preset small enough accuracy is reached or
all base classifiers are used for training to determine the final
classifier.

AdaBoost. HM algorithm is an improved algorithm of
AdaBoost algorithm. AdaBoost algorithm calculates the
error of the classifier on the initial weight distribution by
calculating the classification error rate of the base classifier.
)e AdaBoost. HM algorithm calculates the error of the
classifier on the initial weight distribution by calculating the
classification accuracy of the base classifier. Its calculation
formula is

u az(  � h
yz az(  − maxyh

y
az( . (4)

Among them, z � 1, . . . , Z is the total number of input
data, and hy represents the class label data consisting of
multiple 0 s and 1 s.)e formula for calculating the weight of

the base classifier in the final classifier is also different. )e
formula for the AdaBoost algorithm to calculate this weight
is formula

c �
1
2
in

1 − r

r
 . (5)

)e formula for the AdaBoost.HM algorithm to calculate
this weight is

c �
1
2
In

1 + r

1 − r
 . (6)

r is the error of the base classifier.
In this paper, improvements are made to the Ada-

Boost.HM algorithm.)e classifier coefficients calculated by
the formula are often not optimal. )erefore, people add a
coefficient to the formula for calculating the weight coeffi-
cient of the base classifier in the final classifier and use the
particle swarm optimization (PSO) algorithm to optimize
the coefficient. People use the result of the base classifier as a
kind of weight. It uses the direct output of the base classifier
to compute the final classifier instead of converting it to class
label data. It selects a classifier with the lowest current error
rate as the first base classifier. It calculates the accuracy of
this classifier as formula

ul az(  �
1, bz � f

z
l ,

−1, bz ≠f
z
l .

⎧⎨

⎩ (7)

fz
l represents the actual output class of the lth base classifier

relative to input az. )e error of this base classifier on the
dl-distribution is formula

rl � 

Z

z�1
dl(z)ul az( . (8)

)e weight of the base classifier in the final classifier is
calculated as formula

rl � pIn
1 + rl

1 − rl

 , p ∈ [0, 1]. (9)

It updates the weight distribution of training samples as
formula

dl+1(z) �
dl(z)exp −clul az( ( 


z
z�1 dl(z)exp −clul az( ( 

. (10)

It combines each base classifier according to the weight
of the base classifier to obtain the final classifier as formula

H(A) � argmaxo 

M

l�1
clH

o
l (A). (11)

Ho
l (A) represents the direct output of the lth base classifier.

3.4. Naive Bayes Algorithm. )e Bayesian method is based
on the Bayesian principle and classifies the sample dataset
using probability and statistics knowledge. )e Bayesian
classification algorithm has a very low false-positive rate due
to its solid mathematical foundation. )e principle of the
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A3

AN
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Hidden
layers
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Figure 6: BP neural network structure diagram.
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Naive Bayes algorithm is simple. It assumes that the various
characteristic attributes of the sample have independent
effects on the classification of the sample. It can more ac-
curately estimate the necessary parameters when the amount
of data is small. In addition, the classification model is
characterized by simple installation, fast classification speed,
and high accuracy.

)e training process of the Naive Bayes classifier is to
estimate the class prior probability P(c) based on the
training set D.

P(c) �
DC




|D|
. (12)

It estimates the conditional probability that the ith
feature in the training sample appears in class c as formula

P ai|c(  �
Dc,ai

Dc

. (13)

Although the Naive Bayes classifier is simple and effi-
cient, when the labeled data are small, the number of samples
much larger than the training will cause the problem of over-
adaptation, which will lead to insufficient classification
effect.

3.5. Prediction Model of Teaching Resource Sharing Based on
BP Neural Network. Using neural network as the base
classifier or predictor of ensemble learning can improve the
generalization ability of the network and the effect of
classification or prediction.

Prediction usually works through classification or val-
uation. )at is, predictions are usually modeled by classi-
fication or estimation, and the models are applied to
predictions of unknown variables. )e target of prediction is
to predict the unknown variables in the future, which often
takes time to verify. )e process of modeling and training
using neural network is as follows:

Since the impact factor units are inconsistent, people first
normalize the data to the [−1, 1] interval. Its formula is

ak �
ak − amin

amax − amin
. (14)

)e output of the BP rule in the BP wavelet neural
network is the wavelet function. )e network not only has
the self-learning and self-adaptive ability of BP neural
network, but also has the characteristics of wavelet function.
In this section, the wavelet function used is expressed as
formula

φil ai(  � −ζ il exp
−ζ2il
2

 . (15)

ζ il is the translation factor and scaling factor of the wavelet
function.

)e first layer is the input layer, and the ith output can be
expressed as formula

f1 ai(  � ai, i � 1, . . . , n. (16)

)e second layer is the pooling layer. Each node of this
layer is used to calculate the membership function of the BP
subset corresponding to input variable ai. In this section, the
Gaussian BP function is used to input the neural network,
and the output of the neuron node of this layer can be
expressed as formula

μil � exp −
ai − mil( 

2

2σ2il
 , (i � 1, . . . , n). (17)

)e third layer is the regular aggregation layer. It uses the
multiplication operator to calculate the membership of each
rule. )e output expression of this layer is formula

μl � 
n

i�1
μil. (18)

)e fourth layer is the normalization layer, whose main
function is to normalize the membership degree of each BP
rule to formula

vl �
μl


L
l�1 μl

. (19)

Here are 0< vl ≤ 1 and 
L
l�1 μl � 1.

)is paper uses a learning rate based on the idea of
variable universe for parameter learning. )is paper uses the
classification accuracy of the network with the training
sample set to construct the scaling factor. It can adaptively
adjust the size of the learning rate according to the training
effect of the network. Its expression is as formula

η(k) �
100 − accuracy train(k − 1)

acc const
 

T

η(k − 1). (20)

Among them, k is the number of iterations, and
100 − accuracy train(k − 1) is the percentage value of the
classification accuracy of the training set samples predicted
by the network after the last iteration.

When the values of acc const and T are determined, it is
not difficult to see from the expression of the scaling factor
that at the beginning of the iteration or when the number of
iterations is small, the value of the model classification
accuracy 100 − accuracy train(k − 1) is very small, and the
value of T is greater than 1. )e learning rate for the k-th
iteration is increased relative to the previous iteration. )is
can improve the global search ability of the model and speed
up the network convergence speed.

Before dealing with the time series forecasting problem,
it first divides the time series data into training set and test
set. It converts the predicted input and output data into a
matrix representation. It is assumed that the first s sequence
values are used to predict the sequence value at the next
moment, and the formula is

a1 . . . as

at . . . at+s−1

aT . . . aT+s−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⟶

as+1

at+s

at+s

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (21)
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Matrix A represents the input to the model, as+1 rep-
resents the output of the model, and T is the number of rows
in matrix A. )e arithmetic mean of the results of the two
base predictors is directly taken as the integrated prediction
result; that is, each base predictor is given a weight of size Nf

and then weighted and summed. )e integration result is as
formula

bensemble �


Nf

l�1 bi

Nf

. (22)

bensemble is the result after ensemble, bi is the result based on
the lth predictor, and Nf is the number of base models
participating in the ensemble.

4. ExperimentandAnalysis ofClassificationand
Prediction of BP Neural Network

4.1. Classification FunctionExperiment of BPNeuralNetwork.
In the experiments, 9 sets of time series data were selected
from various data sources in the UCR time series

classification software house. )e specific information of the
experimental data selected from the UCR time series clas-
sification software house is shown in Table 2.

As shown in Table 2, the BPNN constructed in this paper
has a three-layer structure.)e amount of nodes in the input
layer is the data length of the time series data, and the
number of nodes in the output layer is the number of data
categories.

)e setting of neural network training time usually needs
to be manually adjusted according to the experimental re-
sults. If there is insufficient labeled data, the training loss of
the neural networkmay converge faster due to fewer training
samples. )e training loss of the neural network in the
datasets Beef and Gun-Point is shown in Figure 7.

As shown in Figures 7 and 8, the neural network’s
training time setting must usually be manually adjusted
based on the experimental results. A neural network is a
distributed parallel information processing algorithmic
mathematical model that mimics the behavioral charac-
teristics of animal neural networks. Due to fewer training
samples, the neural network’s training loss may converge
faster if there are insufficient labeled data.

Table 2: Experimental data.

Data name Data length Number of training sets Number of test sets Number of categories
Beef 470 30 30 5
Gun-Point 150 20 150 2
Trace 270 20 100 4
ItalyPowerDemand 20 10 1000 2
Lightning-7 319 30 70 7
OSU Leaf 420 25 240 6
Wafer 150 10 6100 2
WordSynonyms 265 120 620 125
Yoga 420 10 2500 2
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Figure 7: Training loss of BP neural network on Beef dataset.
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For the above 9 datasets, the proposed BP classification
algorithm is compared to the conventional SVM classifi-
cation algorithm and the simple Bayes algorithm in this
paper, as well as the classification effect of the classifier using
only a limited number of labels. )e accuracy of classifi-
cation is used to assess the strengths and weaknesses of
various algorithms. )e best classification results of various
parameter settings are BPNN classification algorithm,
support vector machine classification algorithm, and Naive
Bayes algorithm. Table 3 illustrates this.

Table 3 shows the following: the highest accuracy is 0.964
for the BP neural network classification algorithm, while the
highest accuracy is 0.809 and 0.926 for the support vector
machine classification algorithm and the Naive Bayes al-
gorithm, respectively. )e BPNN classification algorithm
outperforms the support vector machine and Naive Bayes
classification algorithms. )e best classification effect is
achieved by the BP algorithm proposed in this paper.)e BP
algorithm and the Naive Bayes algorithm proposed in this
chapter are used as benchmark classifiers in this experiment.
It expands the label set with the AdaBoost algorithm and
compares the classification effects by building a temporal

classification model. Figure 9 depicts the experimental
results.

As shown in Figure 9, in the Beef dataset and Gun-Point
dataset, if the BP algorithm proposed in this paper is used as
the benchmark classifier, the simple Bayes algorithm has
matching rate, recurrence rate, and metric values. If the BP
algorithm proposed in this paper is used as a benchmark
classifier, unlabeled data can be labeled more accurately. )e
AdaBoost algorithm can take into account unlabeled data
and make better use of unlabeled data information for
improvement.

4.2. Prediction Experiment and Analysis of BP Neural
Network. )is part compares the accuracy of the prediction
model through experiments and evaluates the performance
of English major teaching resource sharing prediction based
on BP neural network. In the following comparative ex-
periments, it selects the BPNN prediction model and the
Naive Bayesian model as the experimental comparison
object and selects the error index of the prediction sequence
as the model evaluation standard.
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Figure 8: Training loss of BP neural network on Gun-Point dataset.

Table 3: Classification accuracy of different methods on different datasets.

Data name Naive Bayes Support vector machine classification algorithm BP classification algorithm
Beef 0.89 0.750 0.932
Gun-Point 0.654 0.473 0.790
Trace 0.703 0.648 0.743
ItalyPowerDemand 0.926 0.732 0.964
Lightning-7 0.583 0.549 0.674
OSU Leaf 0.269 0.216 0.315
Wafer 0.894 0.809 0.932
WordSynonyms 0.237 0.251 0.367
Yoga 0.518 0.437 0.522
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In order to better explain the experimental results, on the
one hand, it shows the error rate of the prediction results,
and on the other hand, it visually shows the fitting effect and
prediction results of each prediction model to the experi-
mental data. In general, it evaluates the performance of
forecasting models according to the following three gen-
erally applicable error measures: mean absolute error
(MAE), mean percentage error (MAPE), and root mean
square error (RMSE).

MAE �


n
i�1 bt − bl




n
,

MAPE �


n
t�1 bt − bl




n × bt




× 100%,

RMSE �

������������


n
t�1 bt − bl( 

2

n
.



(23)

Among them, bt is the actual value of the time series at time t,
and bl is the predicted value of the time series at time t.

)is experiment is to compare the Naive Bayesian model
and the BP neural network prediction model. )e datasets
are the data of teaching resources of English majors in

College A and the data of teaching resources of English
majors in College B.

In this experiment, under the setting of the same neural
network structure, the fitting effect of the two models on
historical data and the prediction results for a period of time
in the future are, respectively, shown. It also compares the
model’s performance on datasets with significantly different
lengths and features, as shown in Figure 10.

As shown in Figure 10, the BPNN has a very good fitting
effect on historical data and can basically reproduce the real
data. )e fitting effect of the Naive Bayesian model on
historical data is slightly worse than that of the BP neural
network. It cannot accurately recover the short-term nu-
merical fluctuations in historical data, but it can still grasp
the trend of time series movement. )e prediction results of
the Naive Bayes model and the BP neural network on the
data are shown in Table 4.

As shown in Table 4, the prediction error of the Naive
Bayesian model is between 0.69 and 0.75, and the error of the
BP neural network is between 0.21 and 0.43. )e Naive
Bayesian model has a bigger gap than the BPNN in the
prediction results of time series data.With the increase of the
prediction step, the Naive Bayes model will be limited to the
periodicity of local fluctuations, and there will be periodic
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Figure 9: Comparison of the classification effects of the two algorithms on different datasets. (a) Comparison of classification effect of Beef
dataset. (b) Comparison of classification effect of Gun-Point dataset.
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repeated numerical fluctuations. )e BPNN model can
basically predict the change of the shock trend in time.

5. Conclusions

)e contradiction between the shortcomings and unbal-
anced development of the educational needs of colleges and
universities has made all sectors of society focus more and
more on this. )is also makes the sharing of higher edu-
cation resources an important requirement to promote the
rapid development of China’s higher education. Teachers
rely on computers for education as a result of the ad-
vancement of modern computer technology, and the dis-
tribution of many software and assignments is dependent on
networks and computers. )is can improve resource sharing
efficiency, expand educational resource content, and max-
imize the use of educational content. In recent years, the
English major has grown in popularity, and major colleges
and universities have increasingly focused on teaching
English majors. )is paper focuses on how to use teaching
resource sharing responsibly and deliver effective instruc-
tion. )e ubiquitous learning resource sharing platform is
described in detail in this paper, and it is discovered that the
platform has numerous advantages. It not only enables
teachers to share resources at any time and from any

location, but it is also very efficient. )is paper briefly
discusses the challenges of sharing teaching resources for
English majors before highlighting the neural network’s
function. )e neural network is used primarily for classi-
fication and prediction in this paper. )e classification and
prediction effects of the BP neural network are higher than
those of the Bayesian classification algorithm, according to a
series of experiments. )ere are still some errors in the data
due to the experiment’s technical and environmental factors.
)e author will continue to learn from his mistakes and
strive to improve his work in the future.
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)e data used to support the findings of this study are
available from the author upon request.
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In recent years, the research work of arti�cial intelligence technology has progressed rapidly, and various classic Few-Shot learning
models have achieved unprecedented success in many arti�cial intelligence application �elds. �ese include face recognition,
object classi�cation detection and tracking, speech recognition, and natural language processing, which greatly facilitate our lives.
�is paper aims to identify dance �tness movements based on contour image spatial frequency domain features and Few-Shot
learning technology. �is paper proposes a Few-Shot learning method based on contrastive average loss for Few-Shot learning.
�is method makes the learned model more representative by improving the loss function and performing a normalization
process, and it proposes a feature extraction algorithm that combines improved LBP and HOG for action recognition technology.
�e experimental results show that the recognition accuracy of the algorithm in this paper is 93.10%, 90.30%, and 92.70% for
walking, opening hands, and running, respectively. �is illustrates the e�ectiveness of the fusion feature algorithm.

1. Introduction

In the early days, research based on images and videos was
an important part of human action recognition methods.
With the continuous development of computer technology,
intelligent machines and equipment have gradually attracted
widespread attention from human beings. �ese methods
mainly take the RGB information collected by the camera
equipment as the research object and use the features such as
texture and color information in the two-dimensional image
to perform action recognition. However, the changes of
lighting conditions, background interference, and occlusion
and self-occlusion problems cannot be solved well, which
has become the bottleneck of this type of research method.
In order to enable deep learning models to overcome the
problem of relying on large-scale data and obtain the ability
to quickly learn new categories of things similar to humans,
Few-Shot learning came into being.

�e general action recognition method works by
extracting features from the original input and then training

a classi�er using those features. Robust feature represen-
tations must be obtained to ensure the accuracy of the �nal
algorithm, which necessitates a signi�cant amount of
computational and testing e�ort. Massive labeled data are
usually di�cult to obtain in real-world applications. On the
one hand, some industries �nd it di�cult to collect image
data for a variety of reasons, including privacy and security;
on the other hand, even if image data are collected, labelling
it is often costly. �ese disadvantages severely limit the
application of image classi�cation models. As a result, for
dance �tness action recognition, it is necessary to investigate
the spatial frequency domain features of contour images as
well as Few-Shot learning technology.

On the basis of predecessors, this paper has the following
two innovations for human body recognition research: (1) a
contrastive average loss-based Few-Shot learning method is
proposed. Few-Shot learning is a commonly used method in
human action recognition research, but the traditional Few-
Shot learning method will be hampered by the action’s noise
and background processing. �is problem can be solved
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using the Few-Shot learning method based on contrastive
average loss proposed in this paper. (2) *e three move-
ments of running, walking, and opening hands are used to
research dance fitness movement recognition. Because these
three movements are the most common in dance and fitness,
and because other movements are based on their extensions,
research on these three movements can better represent the
entire movement.

2. Related Work

*ere are numerous studies on human action recognition
that are related. To compensate for the flaws of traditional
algorithms, Tarn C et al. used the Few-Shot learning method
to fit data online. *eir proposed method was tested on ten
datasets using different collision energy settings and in-
struments such as Velos, QE, Lumos, and Sciex. *eir
findings show that Few-Shot learning can improve predic-
tion accuracy while using virtually no computational re-
sources [1]. Research performed by Szcs and Németh aims to
aid medical workers’ work by analyzing pathological X-ray
recordings with only a few images. *ey propose the Deep
Neural Network-based Dual View Matching Network
(DVMN), an improved method that addresses the problem
of Few-Shot learning and different views of pathological
records in images. Its main contribution is the use of
convolutional neural networks in image representation for
feature extraction and multiview processing [2]. Li et al.
proposed Joint Distance Maps, a simple and effective
method for encoding the spatiotemporal information of
skeleton sequences into color texture images, based on the
good performance of deep learning (JDMs). *ey also used
convolutional neural networks to extract distinguishing
features from JDMs for recognizing human action and in-
teraction. *e proposed method has been validated by state-
of-the-art results in single-view and cross-view settings on
the large RGB+D dataset and the small UTD-MHAD
dataset [3]. SkeletonNet, a deep learning framework for
skeleton-based 3D action recognition, was investigated by
Ke et al. *ey begin by extracting features based on body
parts from each frame of the skeleton sequence. When
compared to the original coordinates of the skeletal joints,
the proposed features are translation, rotation, and scale
invariant [4]. Wang et al. analyzed human activity recog-
nition from videos using multimedia and convolutional
neural network features. *ey feed frame-level CNN se-
quence features to a long short-termmemory (LSTM)model
for video activity recognition, treating video as a sequence of
frames [5]. To process video data, Ullah et al. proposed an
action recognition method using convolutional neural
networks and deep bidirectional LSTM-LSTM networks.
First, every six frames of video are analyzed for deep features,
which helps to reduce redundancy and complexity. *en,
using a DB-LSTM network, order information between
frame features is learned, with multiple layers stacked to-
gether in the forward and reverse passes to increase the
depth of the network. By analyzing features within specific
time intervals, the method can learn long-term sequences
and process lengthy videos. On three benchmark datasets,

UCF-101, YouTube 11 Actions, and HMDB51 [6], their
experimental results show that the proposed method ach-
ieves significant improvement in action recognition com-
pared to existing action recognition methods.

Many studies on human actions are based on machine
learning methods, and the extraction of video information is
emphasized, as evidenced by a review of related research.
*ese kinds of processing methods are quite complicated.

3. Few-Shot Learning Based on Contrastive
Average Loss

3.1. Introduction to Few-Shot Learning. In recent years, Few-
Shot learning is a subfield of machine learning [7, 8]. *e
definition of machine learning is that a computer program
learns from experience (experiences, E) to solve a certain
task (task, T) and perform a certain performance measure
(performance, P). Performance P on task T improves with
experience E. While Few-Shot learning is a class of machine
learning problems (specified by E, T, and P), where E
contains little supervision information for the target
T. Specific to the image classification [9, 10] task based on
Few-Shot learning, T is the image classification task, E is a
small number of labeled pictures and prior knowledge used
for the classification task, and the performance measure P is
the accuracy rate. According to the definition of machine
learning, the classification task should be to improve the
experience E based on the measured accuracy, while the few
labeled images are fixed. *erefore, only the part corre-
sponding to the prior knowledge can be improved. Spe-
cifically, the prior knowledgemay be some original images of
other categories or a pretrained model. Figure 1 is an ex-
ample of rooster single-sample recognition. *e model only
needs to judge which birds on the right are roosters based on
the rooster image on the left.

*erefore, the training method of Few-Shot learning is
different from the training method of conventional deep
learning models [11–13]. Specific to the image classification
problem, the training process usually contains two datasets,
namely the support dataset and the query dataset. Formally,
the training set learned by Few-Shot contains multiple
samples of different classes. *e model is required to learn
how to distinguish the c classes from the Few-Shot with the
number of training sets ck. Such a task is called a c-way
k-shot classification task. *e value of k is usually 1 or 5.
When k is 1, this Few-Shot learning is called one-shot
learning, as shown in Figure 2:

*e core problem of Few-Shot learning is insufficient
sample size. In order to “learn” from a small number of
samples to a deep learningmodel that can be generalized, the
current main solutions can be divided into three categories:
Few-Shot learning methods based on data augmentation,
metric learning, and meta-learning. As stated in Chapter 1,
the current research status at home and abroad, the prob-
ability-based generative model in the nondeep learning stage
is the mainstream of the Few-Shot classification task; and the
current mainstream is the deep learning-based discrimi-
native model. So far, there are three main methods for using
discriminative models to solve the Few-Shot classification
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problem: data augmentation, metric learning, and meta-
learning. *ey solve the problem of Few-Shot image clas-
sification from three aspects: directly expanding the diversity
of label samples, using prior knowledge (training set data) to
learn better feature models, and optimizing hyper-
parameters to make the model learn quickly. *e following
three methods are briefly introduced.

3.1.1. Few-Shot Learning Based on Data Augmentation.
*e data augmentation method based on Few-Shot learning
is a method to enhance data and improve data diversity
through prior knowledge. *ere are two types of data
augmentation methods, one is a generative model that
generates new samples through transformation; the other is
a transduction model that uses the model to label unlabeled
samples and then further trains the model. *e specific

working method is shown in Table 1. *e converter inputs
the unlabeled image u and the reference sample image x, and
its label y and outputs the synthesized image x and label y,
which are used to enhance the training dataset of Few-Shot.

Image processing [14, 15], zoom-in and zoom-out,
random cropping, adding noise, mirror flipping, and other

Figure 1: Example of rooster single-sample image classification.
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Figure 2: Schematic diagram of segment training mechanism for c-way k-shot image classification, where c� 5 and k� 1.

Table 1: Few-Shot image classification method based on data
augmentation.

Type Input
(u, x, y)

Converter t Output
(x, y)

Generating
model

Original
(ui, xi, yi)

Transformation model
based on training set

learning
(t(ui), yi)

Transduction
model

Unmarked
picture

Classifier based on
training set learning (xi, yi)
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basic data augmentation methods based on generative
models are among the most basic. *ese manual trans-
formers can create new images that have the same tags as
the old ones. *e amount of data generated above for Few-
Shot learning is far insufficient to improve the model’s
generalization ability. Many new methods have been de-
veloped as a result of the development of deep learning, the
majority of which are based on autoencoders (AE) or
adversarial generative networks (GAN) [16]. DAGAN
learns on the training set using a generator that combines
U-Net and ResNet, as well as a discriminator that uses
DenseNet.*is trained GANmodel is then used to generate
new sample images for Few-Shot image classification on the
test set [17, 18].

It can be seen that the difference between this type of
data expansion method and other Few-Shot learning
methods is that there are two more steps before training
image classification, as shown in Figure 3, which are
training converters (generators), and then synthesizing
new data.

3.1.2. Metric-Based Few-Shot Learning. Metric learning
refers to extracting features from samples and embedding
them into a feature space with a small dimension, and then
using the distance between two features to measure the
similarity of two samples. Commonly used distances in
feature space include EuclideanMetric and Cosine similarity
[19, 20].

(1) Siamese Network. Siamese network is the first to intro-
duce metric learning into Few-Shot learning. As shown in

Figure 4, the network structure consists of two convolutional
neural networks (CNNs), which input a pair of samples
(xi, yi). At the same time, the two CNNs share the con-
volution kernel weight, then output two feature vectors
through the fully connected layer, and finally output the
similarity score p(xi, yi) of the two samples according to the
distance between the two vectors. *e distance metric
function of the two features is directly a weighted 1 function,
and the loss function of the network structure is shown in
the following equation:

∇ � 
q

yijlog p xi, yi(  + 1 − yij log 1 − p xi, yi( ( . (1)

Among them, yij � 1 when xi and xj belong to
the same category. After the model is trained, the pa-
rameters of the Siamese network are fixed and tested
on the Few-Shot task, and then, the nearest neighbor
classifier (NearestNeighborClassifier) is used for
classification.

(2) Matching Network. Unlike Siamese networks, which
share parameters for training and test sets, matching net-
works are the first to design a piecemeal trainingmechanism.
*e matching network adds a support set attention model.
Specifically, in the training process, the convolutional neural
network is used to extract features for the support set and the
query set, and then, the attention weight corresponding to
each support set is calculated according to the sample
features of the query set, and then calculate the possible
labels of the query set samples according to the attention
weights, and finally use the cosine similarity to measure the
matching degree of the support set samples and the query set

Picture U

Training converter
stage

Transformer Transformer

Reference picture x Transformed picture o Label y

Picture X Label y

Composite
picture stage

Figure 3: Schematic diagram of data synthesis method based on generative model.

4 Computational Intelligence and Neuroscience



samples.*e calculation formula of attention is shown in the
following equation:

α x, xi( 
exp c f(x), g xi( (  


k
i�1 exp c f(x), g xi( (  

, (2)

where x represents the query set sample, xi represents the i-
th support set sample, c(,) represents the cosine distance, and
f() and g() represent the feature extraction function of the
query set and support set, respectively.

(3) Prototype Network. Since thematching network studies the
single-sample problem, the number of each sample learned by
Few-Shot is less than 20. In order to solve the problem of
solving the similarity of feature space in the case of multiple
samples of each type, the prototype network has designed the
concept of prototype. First, the support set samples are em-
bedded in the feature space, and then, the center of each class of
the support set is designed as a prototype. *e prototype
calculation formula is shown in the following equation:

Ck �
1

Sk xi, yi( 


xi,yi( )∈Sk

fφ xi( . (3)

Among them, fφ(xi) represents the feature extraction
function, and Sk represents the support set containing k

samples for each class.
*en, the similarity is calculated by calculating the

Euclidean distance d(,) between the query set and the
prototype. In the test, the normalized exponential function is
used to calculate the distance between the test sample and
the prototype of the support set. *e specific formula is
shown in the following equation.

pφ(y � k|x) �
exp − d fφ xi( , ck  

kexp − d fφ xi( , ck  
. (4)

Prototype networks do not suffer from class imbalance
since there is only one prototype per class. Also since the
prototype can only capture the mean of the support set,
naturally its variance information will be lost. *e features
extracted from the support set are updated by extracting the
features from the query set of the task as environmental
features, so that each task has its own different feature
output, so as to solve the problem that the variance infor-
mation will be lost.

(4) Relationship Network. As shown in Figure 5, the rela-
tional network model mainly includes two modules: an
embedded module and a relational module. *e former is
the feature extraction module that every metric learning
must have; and the relational module is the metric module,
which directly connects the sample features of the query set
and the support set, and then input into a convolutional
neural network and directly classify and score through the
fully connected layer. *e classification scoring formula is
shown in the following equation:

ri,j � gϕ C fϕ xi( , fϕ xj   , i � 1, 2, . . . , C. (5)

Among them, xi and xj represent the support set and
query set samples, respectively; fφ(xi) represents the em-
bedding function; c(,) represents the concatenation of the
embedded feature maps; and gϕ(xi) represents the relation
function.

3.1.3. Few-Shot Learning Based on Meta-Learning. Metric
learning, hyper-parameter optimization-based meta-learn-
ing, and model-based meta-learning are some of the meta-
learning-based methods for Few-Shot image classification.
Metric learning, and thus its widespread use, has become a
separate branch among them. Model-based meta-learning

Convolutional
Neural

Network

Convolutional
Neural

Network

Shared
weight

Full
connection

layer

Full
connection

layer

P (xi, xj)

input (xi, xj) proper vector

Figure 4: Siamese network structure diagram.
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methods are frequently combined with metric learning and
hyperparameter optimization meta-learning. As a result, the
following sections focus on hyperparameter optimization-
based meta-learning methods.

*e core idea of MAML (Model-Agnostic Meta-Learn-
ing) model is to set initialization parameters suitable for fast
learning for basic learning model parameters through cross-
task training strategy. In this way, the base learningmodel can
generalize well to new tasks using only a few samples of the
support set. Specifically, the parameter update formula for the
basic learner of task T is shown in the following equation:

θT
b � θb − α∇θb

L D
T
, θb , (6)

where α is the learning rate, L(DT, θb) is the loss function of
task T on the support set, and θb is the initialization pa-
rameter of the basic learner.

In the meta-learning stage, MAML optimizes the meta-
learner model by balancing the loss corresponding to pa-
rameter θT

b of the basic learningmodel onmultiple tasks.*e
specific formula is shown in the following equation:

θm � θm − β∇θm
L D

T
, θT

b . (7)

It is worth noting that the meta-learning model and the
basic learning model in MAML in Table 2 are the same
model, that is, parameter θm � θb. In fact, there are many
MAML-based variant models. *e MAML-based variant
models and their improvement points in recent years are
shown in Table 2.

3.2. Few-Shot Learning Based on Contrastive Average Loss.
In metric learning, a prototype network is a representative
algorithm framework. It uses the feature embedding module
to process the data and represent it as a prototype for a
specific category. *e metric module is a parameter-free

module that compares query set samples to all prototypes
and chooses the prototype category with the shortest dis-
tance as its own category. When the algorithm creates
category prototypes, however, it only takes into account the
relationship between samples and similar prototypes, which
can cause issues in more complex situations.

*is paper proposes a new loss function based on the
prototype network. In comparison with the average loss
(CDM), the loss function compares the difference between
the sample and different prototypes at the same time, re-
ducing the difference between Few-Shot and the same type
of prototype while increasing the differences between
samples and different types of samples.*is will improve the
feature embedding function’s ability to represent features,
making the learned prototypes more representative. Pro-
totypes of various categories are more differentiated, which
improves the model’s generalization ability. *e method is
tested on a benchmark dataset for image classification, and

Inquiry set
sample

Embedded module Relationship module

Relational
score

predicted
value

fφ (xi) gφ (xi)

Figure 5: Schematic diagram of the relationship network structure.

Table 2: Improved model based on MAML framework.

way Improvement point
MAML

BMAML
A parameter-free reasoning model based on MAML is
designed to solve the uncertainty problem of MAML

model.

MT-net

Simplify the parameter space of MAML meta-learning
model into a subspace composed of each layer of
activation space, thus reducing the difficulty of fast

learning.

TAML
Unbiased task unknowable experience is added to the
initial model to solve the problem of poor performance

of MAML framework in meta-training.

LEO
CombiningMAMLwithmetric learning, themodel can

quickly learn hyperparameters in low-latitude
embedded space.
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the results show that it can effectively improve the model’s
performance.

*e loss function proposed in this paper will consider the
relationship between samples and prototypes of different
categories at the same time. *rough the adjustment of
hyperparameters, it can flexibly convert between the overall
category and some categories. Experiments show that this
method can improve the performance of the model on the
dataset. Note the training dataset D � (xi, yi)

N
i�1 . For a

support set sample, the number of categories is k, and the
prototype of a category is denoted as Ck. *e class prototype
to which sample xi belongs is Ci, and the distance between
sample xi and class prototype Cj is denoted by d. *e
measurement method of distance can be selected by yourself.
*e distance contrast is recorded as l, and the optimization
goal is to minimize it, as shown in the following equation:

l � d
2

xi, ci(  −
1
m


j≠i

d
2

xi, ci( . (8)

In the formula, m is an adjustable hyperparameter. Its
function is to adjust the number of comparisons between a
single sample and different types of prototypes, and its
maximum value is k − 1. In machine learning, gradient
descent is a commonly used optimization algorithm.
According to the amount of data used to update the pa-
rameters each time, it is divided into batch gradient descent,
mini-batch gradient descent, and stochastic gradient descent
(SGD). After the model training is completed, given a query
set sample, the corresponding prediction is as shown in the
following equation:

yq � arg minkd fθ xq, ck  . (9)

*at is, the sample will be marked as the class of the
closest prototype to it. *e distance metric part of this loss
function consists of two parts. Considering that the pro-
portion of the difference between the two may have a
certain impact on the results, parameters can be added
before the two parts to control, such as the following
formula:

l � α × d
2

xi, ci(  − (1 − α)
1
m


j≠i

d
2

xi, ci( . (10)

*e value range of α is between 0 and 1. By adjusting the
value, the numerical proportion of different parts in the loss
can be adjusted. However, after experiments, the effect of α is
very limited, and the addition or not has little effect on the
experimental results. And α is a hyperparameter, and the
adjustment of the parameters must be considered after
adding it. Taking it into consideration, it is more secure to
remove it; that is, the part of the lost contrast remains
unchanged.

4. Contour Image Spatial Frequency Domain
Feature Extraction Algorithm

4.1. HOG Feature Extraction Algorithm. *e essence of
HOG is to rely on the statistics of gradients in the image.

*is gradient information is usually at the edge of the image,
and the directional density distribution at the edge can better
reflect the information and shape of the local target in the
image. *e primary basis of HOG is to segment the image
and divide it into connected regions called cell units; next,
we need to collect the edge or gradient direction histogram
of each pixel in the segmented cell unit above, and finally
combine them to obtain the feature descriptor we need.
*ese combined directional gradient histograms need to be
diffused from the local area, and the contrast normalization
operation is performed in a larger area in the image. *is
larger area is called a block, which is an interval. *e main
operation steps are to first calculate the density of the his-
togram of each direction in the whole area, and then nor-
malize the whole cell unit according to the calculated
density, so as to reduce the influence of light and shadow on
the detection result.

*e concept of directional gradient histogram (HOG)
was proposed earlier, and it has many advantages com-
pared with other algorithms. First, it is not very sensitive to
the effects of optical and geometric distortions in the
image, because all its operations are performed in local
grid cells. *e second point is that under the condition that
the local optical normalization is relatively high, the
sampling in the spatial domain is relatively coarse, and the
sampling in the direction is relatively fine, and some
relatively small movements of the human body can be
allowed. Usually, these relatively small actions are ignored
and have little effect on the final result. *rough the above
content, we can find that the directional gradient histo-
gram will have a wide range of applications in human body
recognition in images.

4.1.1. Calculate the Image Gradient. *e gradients of the
horizontal and vertical coordinates in the image are cal-
culated, respectively, to obtain the value of the gradient
direction of each pixel in the image. *rough this derivation
method, we can reduce the sensitivity to light and obtain
information such as human contours and textures in the
image.

*e gradient component of the pixel point (x, y) is shown
in following equations:

Gx(x, y) � H(x + 1, y) − H(x − 1, y), (11)

Gy(x, y) � H(x, y + 1) − H(x, y − 1). (12)

*e gradient magnitude and direction of the (x, y) point
are as shown in following equations:

G(x, y) �

������������������

Gx(x, y)
2

+ Gy(x, y)
2



, (13)

α(x, y) � tan− 1 Gy(x, y)

Gx(x, y)
 . (14)

In the directional gradient histogram, the following
methods are often used: in the first step, the gradient op-
erator is used to perform convolution calculation to obtain
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the gradient component in the horizontal direction; the
second step is to use the gradient operator to perform
convolution calculation to obtain the gradient component in
the vertical direction; and finally, formula (13) and (14) are
used to calculate the gradient direction and size at the pixel
position.

4.1.2. Construct the Gradient Direction Histogram for Each
Unit. *is step is mainly to provide a code to the local area,
but without destroying the weak sensitivity to human targets
while encoding. First, the processed image is divided into
several units called cells. Here, we assume that a cell contains
36 pixels, that is, 6× 6, and the gradient information of these
36 pixels is counted through the histogram. A cell has a
gradient direction of 360 degrees, and we divide it into 9
parts, as shown in Figure 6.

4.2. Classifier. Now add the following explanation: SVM is
an effective method to solve the problem of Few-Shot pattern
recognition. Finding the generalized optimal classification
hyperplane is in high-dimensional space. In order to realize
the recognition of multiple categories, it is necessary to make
corresponding improvements to the SVM.

At present, many researchers have extended SVM and
proposed many excellent algorithms to solve multiclass
classification problems. For example, using multiple two-
class classifiers and other methods in action recognition, the
commonly used kernel functions of SVM include linear
kernel and histogram. In this paper, the two factors of SVM
classification accuracy and computational complexity are
comprehensively considered, and through experimental
comparison, the histogram cross-kernel is used as the kernel
function of the classifier. Its expression is as in the following
equation:

K Xi, Xj  � 
m

n�1
min an, bn( . (15)

Among them, Xi, Xj is two arbitrary eigenvectors, an, bn

is the eigenvalue of the nth dimension, and m is the di-
mension of the eigenvector. Compared with the other two
kernel functions, the histogram cross-kernel has the char-
acteristics of low computational complexity and good
classification effect. *en, we input the previously obtained
feature vector based on the histogram cross-kernel SVM to
obtain the final classifier. After obtaining the test set features,
we use the classifier just obtained to make corresponding
predictions on the results, and finally achieve action
recognition.

4.3. Improved LBP Algorithm. When the improved LBP
encodes, firstly, the difference between the gray value of the
pixel at the center position and the gray value of its adjacent
pixels is taken separately, and then, the difference is added
and the average value is obtained to obtain the threshold M,
as shown in the following equation:

M �
1
p



p− 1

i�0
gi − gc


. (16)

*en, we use the gray value of the neighboring pixels and
the gray value of the center pixel to perform a subtraction
operation in a certain order (clockwise or counterclockwise)
to get the absolute value, and then add it compare with the
threshold M. If the value is greater than M, it is coded as 1;
otherwise, it is coded as 0. Its coding formula is shown in the
following equation:

S gp − gc  �
1, gp − gc



>M,

0, gp − gc



≤M.

⎧⎪⎨

⎪⎩
(17)

Finally, we convert the encoding. Since the computer
encoding system uses binary data, we convert it into decimal
data that are easy to calculate, as shown in the following
equation:

LBP∗P.R � 

p− 1

i�1
S gp − gc 2p

. (18)

4.4. Feature Fusion. Multifeature fusion can retain the ef-
fective identification information of various features and can
also remove the redundant and invalid parts of various
features to a certain extent. Many current feature fusion
methods directly merge two sets of feature vectors into a new
feature vector in a serial manner. In order to solve this
problem, this paper compresses the two features extracted at
the beginning and performs weighted fusion, so as to achieve
effective fusion of feature vectors, and at the same time
appropriately reduce the dimension of feature vectors.

At present, there have been many related researches on
multifeature fusion, including the fusion of HOG features

Z3

Z2

Z1

Z9

Z9

Z1

Figure 6: Schematic diagram of gradient direction segmentation.
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and SIFT features, the fusion of HOG features and ordinary
LBP features, and the fusion of SIFT features and LBP
features. *e SIFT feature is a scale-invariant feature
transform. SIFT features remain invariant to rotation, scale
scaling, brightness changes, etc., and maintain a certain
degree of stability for viewing angle changes, affine trans-
formations, occlusions, and noise, and are relatively stable
local features. However, it detects too few feature points for
blurred images and images with smooth edges, resulting in a
low recognition accuracy. In the follow-up experiments, the
proposed algorithm is also compared with these existing
fusion methods.

Due to the above shortcomings of a single feature, this
paper proposes a method based on the fusion of HOG
features and improved LBP features. Feature fusion first
needs to extract a large amount of feature information and
then compares the information. Although this can enhance
real-time performance, it will lead to missing information
and inaccurate results. However, if we adopt serial fusion,
although the recognition accuracy can be improved, it will
lead to an increase in the amount of data and reduce the
detection efficiency. Select a video from Weizmann and
YouTube, respectively, and then extract the video frame
image, and perform grayscale and normalization processing
on the image. It is mainly to standardize Gamma and color
space and also to reduce the influence of lighting and other
factors on the detection results. *erefore, this paper adopts
the method of weighted fusion of HOG features and im-
proved LBP features. *e algorithm flowchart is shown in
Figure 7.

(1) In an image, the exposure of the local surface layer
accounts for a large proportion of the texture in-
tensity. By normalizing the image, we can greatly
reduce the lighting and the effect of shadows on the
local part of the image. Typically, we first convert the
image to grayscale. *e Gamma compression for-
mula is shown in equation (19), and Gamma is
represented by 1. In this experiment, the value of 1 is
taken as 0.5.

I(x, y) � I(x, y)
c
. (19)

(2) Normalize the scale of the two feature sets obtained.
(3) Use a weighted method to perform feature fusion to

obtain the final feature set, as shown in equation (20).
Among them, α, β≥ 0 is the weight, which satisfies
α + β � 1.

T(l) � αL(I) + βH(I). (20)

(4) Use the SVM classifier to identify in which the SVM
kernel function adopts the histogram cross-kernel.

5. Recognition and Analysis of Dance
Fitness Movements

Dance fitness movements are complex, especially
under high-speed movement, various movements are
difficult to capture and cannot achieve good results. In

this paper, three common movements in dance fitness are
selected for identification and analysis. *e three
movements are walking, opening hands, and running.
*e feature extraction structure of a single frame is shown
in Figure 8.

As shown in Figure 8, in different actions, the con-
tours extracted from the two feature maps are relatively
clear, but some details are still blurred. *erefore, the
action recognition for dance fitness still needs to be
optimized.

For the Omniglot dataset, the training epoch � 100, the
learning rate is 0.001, and the dynamic adjustment
strategy is adopted, and the learning rate is adjusted to
one-half of the original every 20 rounds. *e value of
episode is set to 100 in one epoch, and the number of
categories in each episode is set to 60. By adjusting the
number of samples for each category in the support set to
1 and 5, and the number of categories to 5 and 20, the
corresponding n-way k-shot training is completed. For
the miniImageNet dataset, due to the large amount of
data, the total number of training rounds is set to 200, that
is, epoch � 200, and the learning rate is 0.001.*e dynamic
adjustment strategy of the learning rate is the same as
above, and the value of episode in each epoch is also 100.
When the image is input, it will be scaled to a size of
84 ∗ 84. In order to speed up the convergence, the RGB
channels of the image will be normalized. During
SeProtNet training, the value of c is set to 16.

*e training process under the 5-way 5-shot setting is
shown in Figure 9.When the number of iterations is 161,000,
the image classification model based on Transformer Few-

Video frame
image

Image
preprocessing

HOG feature
extraction

Improved LBP
feature extraction

Feature vector
scale

normalization

Weighted fusion
of two features

SVM
classification
processing

Statistics of
experimental

results

Figure 7: Flowchart of feature fusion algorithm.
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Shot learning achieves the highest accuracy rate of 85.28%
on the validation set. It can be seen from Figure 9 that the
image classification model based on Transformer Few-Shot
learning in the case of 5-shot, when the accuracy rate and
loss basically converge, the fluctuation range is much smaller
than the 1-shot setting.

As shown in Table 3, in the testing phase, the trained
model performance is measured by randomly building 600
segment tasks. *e accuracy of the Transformer Few-Shot-
based learning model is better than the other methods in
both settings, with 66.75% accuracy under 1-shot setting and
82.05% under 5-shot setting. Among them, the prototype
network, that is, the model without Transformer and group

regularization, is the basic network of this model. Compared
with the prototype network, the accuracy of this model has
been greatly improved, with an increase of 6.43% under the
1-shot setting and 4.03% under the 5-shot setting.

As shown in Figure 10, the three actions of walking,
opening hands, and running are analyzed under the dataset.
*e accuracy of different algorithms is different, but the
recognition efficiency of the feature extraction algorithm
that combines HOG and improved LBP algorithm has al-
ways been high. *e recognition accuracy rates of walking,
opening hands, and running are 93.10%, 90.30%, and
92.70%, respectively. *is illustrates the effectiveness of the
fusion feature algorithm.

original drawing

original drawing

original drawing grey scale

grey scale

grey scale HOG feature
extraction

HOG feature
extraction

HOG feature
extraction

LBP characteristic
map

LBP characteristic
map

LBP characteristic
map

Figure 8: HOG and LBP feature maps under different actions.

10 Computational Intelligence and Neuroscience



6. Conclusions

Few-Shot and data imbalance are frequently symbiotic in
practical applications. Data augmentation, knowledge
transfer between similar categories, data synthesis, struc-
tured knowledge graph, domain adaptive learning, and
model solvability are all strategies that can help Few-Shot
learn better. At the moment, Few-research Shot’s is pri-
marily focused on image data modeling and processing.

Many fields of supervised learning, such as video object
detection and semantic segmentation, have an urgent need
for Few-Shot learning, and other directions are also worth
exploring. Furthermore, in the future, directions such as
natural language processing and recommendation systems
will be important application scenarios for Few-Shot
learning.
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�e smart bracelet has become a hot-selling commodity, according to a daily consumption survey. Based on people’s interest and
concern for their health, the smart bracelet, as a design and application for achieving healthy weight loss monitoring, is quickly
becoming a popular new favorite. �is bracelet detects fat using the near-infrared di�use re�ection principle, with the goal of
assisting people in controlling and maintaining a healthy weight. A large amount of data has been accumulated in all walks of life
due to the development of the Internet network and data storage technology. As a result, the emergence of machine learning plays
a critical role in the data analysis of human sports health monitoring of smart bracelets. Based on machine learning, this paper
investigates the data analysis of human sports health monitoring smart bracelets. When the population index reaches 50 in the
analysis of health monitoring data, the average accuracy of data mining is 86.8 percent, the average accuracy of the association rule
algorithm is 85.9 percent, the average accuracy of the collaborative �ltering algorithm is 84.3 percent, and the average accuracy of
the machine learning algorithm is 90.1 percent in this paper. Among the four algorithms, the method presented in this paper is
clearly the most e�ective, stable, and accurate. �e system’s stability and accuracy have been greatly improved by the addition of
GPS-assisted and hand-up misjudgment algorithms. Because the smart bracelet is inexpensive, easy to wear, and consistent with
consumer psychology, it is becoming increasingly popular to use it to monitor the human body’s sports health.

1. Introduction

With the increasingly �erce social competition, young
people’s work pressure is gradually increasing, and they have
little time to pay attention to the travel activities and vital
signs of the elderly and children, such as obesity caused by
less exercise, falling alarm of the elderly, exercise monitoring
and calorie consumption, and measurement of heart rate
and exercise [1, 2]. �e smart bracelet has become a hot-
selling commodity, according to a daily consumption sur-
vey. Based on people’s current interest and focus on health,
the smart bracelet, as a design and application for achieving
healthy weight loss monitoring, is quickly becoming a
popular new favorite.�is bracelet detects fat using the near-
infrared di�use re�ection principle, with the goal of assisting
people in controlling and maintaining a healthy weight [3].
Currently, scienti�c researchers in the �eld of sports health
use the traditional acceleration motion sensor worn at the

waist to monitor physical activity, obtain e�ective data for
analysis and processing, provide a scienti�c foundation for
mass sports �tness, and increase the scienti�city of mass
sports �tness. However, the bracelet must use its own al-
gorithm to calculate the acceleration vector length changes
in three directions of wrist movement during human
movement. However, because the wrist’s movement direc-
tion cannot be determined, calculating the number of steps
of the bracelet in software requires high accuracy. Because
the traditional acceleration motion sensor is small and
convenient and does not require subject review, it can ef-
fectively reduce recall bias and accurately provide infor-
mation about energy consumption, frequency, intensity, and
duration of physical activities through the validity tests of
various methods, and it has been widely accepted and ap-
plied in scienti�c research.

With the development of the Internet network and data
storage technology, a large amount of data has been
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accumulated in all walks of life. &e application of health
monitoring data mainly refers to the use of Internet tech-
nology and big data technology [4, 5] for data mining and
analysis, the analysis and integration of health information
and data at all levels, and the improvement of health services,
to make the operation of various medical industries at all
levels more efficient and make the services of various
medical industries at all levels better under the background
of China’s informatization. Machine learning [6–8] can not
only be applied to the preprocessing stage of monitoring
data but also, more importantly, it is necessary to establish a
learning model and actively learn the information contained
in the data to evaluate the safety of the structural state and
reflect the health state in time. In the face of a large amount
of information generated all the time, the traditional manual
method is simply unable to make efficient and rapid
judgment [9, 10]. Machine learning first appeared in the last
century. Learning in machine learning actually wants to
express learning from data. It consists of three parts: un-
supervised learning, semisupervised learning, and super-
vised learning. Machine learning uses computers to simulate
human learning activities. Today, machine learning is the
main way to deal with big data. As a multidisciplinary field,
machine learning is widely used [11].

&e use of machine learning in the analysis of human
exercise health monitoring data from a smart bracelet is
reflected not only in the preprocessing of raw data and the
efficient operation of the learning model but also in the
“iterative optimization” of the machine learning model. &e
most significant difference between machine learning and
traditional manual quantitative and qualitative analysis is
that the algorithm has the property of “iterative optimiza-
tion,” which means that the learning model established by
machine learning can be optimized step by step. &e more
data samples there are, the more effective the information
the learning model has, and the model’s accuracy and
precision can be continuously improved [12, 13]. To accu-
rately and efficiently synthesize existing motion capture data
into a new motion sequence, three basic problems must be
solved: how to establish a mathematical model of human
motion, how to reduce the dimension of the motion data,
and how to quickly and accurately synthesize a new motion
sequence [14]. Because these three fundamental problems
are so closely related, the applicable dimensionality reduc-
tion method and synthesis algorithm are determined by the
specific mathematical model. Simultaneously, the specific
synthesis algorithm and dimensionality reduction method
require the assistance of specific mathematical models. &e
accelerometer principle is also used by the smart bracelet to
monitor physical activity. By connecting with the corre-
sponding mobile phone application software, the public can
intuitively obtain physical activity index data such as energy
consumption and daily steps, thus effectively monitoring the
realization of long-term or short-term physical activity goals.
In addition, because the smart bracelet is affordable, easy to
wear, and in line with the public’s consumption psychology,
it is becoming more and more popular to apply the smart
bracelet to monitor the level of human sports health [3]. &e
innovations of this paper are as follows:

(1) Based on machine learning, this paper builds an
intelligent Bracelet human motion health monitor-
ing data model. &emachine learning process entails
training the model on a large number of task-related
data sets; iterating the training model continuously
to obtain a reasonable model fitting the data set;
applying the training adjusted model to the real
scene. &e selection of input parameters, output
parameters, and learning algorithm is part of the
process of developing a predictive GRF learning
model.

(2) A data collection system for intelligent Bracelet
human movement health monitoring is built. Al-
though researchers are dedicated to testing the
validity of sports intelligent Bracelet monitoring
physical activities, the intelligent Bracelet human
sports health monitoring data system is still in its
early stages. &is paper analyzes and summarizes
existing research results and research progress by
combing the relevant literature on the validity of
sports intelligent Bracelet evaluation steps, energy
consumption, distance, and physical activity inten-
sity, in order to serve as a reference for future
research.

&e following sections comprise the overall structure of
this paper: &e first chapter discusses the history and sig-
nificance of human movement in intelligent bracelets before
moving on to the main work of this paper. &e second
chapter focuses primarily on the related work of intelligent
Bracelet human movement both at home and abroad. &e
algorithm and model of machine learning are introduced in
the third chapter. &e fourth chapter describes the imple-
mentation of humanmotion health monitoring data from an
intelligent bracelet, as well as the experimental part’s
analysis. &e fifth chapter is a synopsis of the entire
document.

2. Related Work

2.1. Research Status atHomeandAbroad. Ciocca Gianmarco
proposed that the health monitoring system of human
movement of the intelligent bracelet is indeed much more
efficient than the traditional manual method, but it also
brings many challenges while providing real-time data: How
to transform the noisy original data into processable and
effective information, and how to further improve the
computing power of the algorithm model to process the
increasing real-time monitoring data [15]. Tang et al. pro-
posed that while adding some new functions, the design and
development of an intelligent bracelet will take the advan-
tages and disadvantages of the 37-degree bracelet as a ref-
erence. On the basis of avoiding similar disadvantages, some
design improvements have been added to the bracelet de-
veloped this time [16]. Garofolini a et al. proposed that
human motion recognition technology based on accelera-
tion sensors has been a hot research topic in the field of
human motion recognition and health monitoring data
analysis for a long time. It aims to use various information or

2 Computational Intelligence and Neuroscience



data processing technologies to establish a behavior per-
ception platform for the purpose of finding the represen-
tation, modeling, and prediction methods of health
monitoring data movement [17]. GFA B et al. proposed that
the core of the health monitoring system of human
movement of the intelligent bracelet is a set of systems that
analyzes the output response state based on structural in-
formation, historical records, and real-time data collected by
sensors to evaluate the use and safety [18]. Vaz d v et al.
proposed that in recent years, artificial intelligence tech-
nology is in the stage of rapid development, and the big data
analysis industry is booming. Borrowing artificial intelli-
gence technology is not only the trend of human motion
recognition but also the inevitable result of the development
of the motion recognition field [19]. Aerenhouts Dirkdirk
proposed that there are two kinds of posture recognition
technologies: wearable and nonwearable. As the name im-
plies, wearable technology refers to the human body posture
recognition technology, such as image recognition, in which
the posture recognition device is not in direct contact with
the human body. Compared with nonwearable, wearable
human posture recognition technology has the advantages of
unlimited space and has a better development space in
research and application [20]. Julie M et al. proposed that for
common physical activities, using the acceleration and gy-
roscope in smartphones to recognize human motion can
achieve good accuracy. It has great potential to develop
timely action classification and recognition and feedback
programs with intelligent mobile terminals [21]. Higueras-
Fresnillo S et al. proposed a PHM system based on Bayesian
estimation theory and general particle swarm filtering
framework, which integrated the modules of human motion
data processing, eigenvalue extraction, fault diagnosis, and
failure prognosis of the smart bracelet. Purdue University’s
Intelligent Process System Laboratory has put forward dif-
ferent solutions based on knowledge discovery, neural net-
works, and statistical analysis in the field of risk identification
of complex systems [22]. Yanci Javier proposed to use the
smart bracelet to recognize human motion, which is basically
the processing of the information of human motion captured
by sensors in the bracelet. Considering that the research object
of this subject is people, which have wide differences and the
quality of smart bracelets worn is also different, the accel-
eration sensor equipped with each smart bracelet is used as
the human motion data acquisition module based on human
motion recognition of smart bracelets [23]. Monajati Alireza
Larumbe proposed that the basic human motion recognition
method of a smart bracelet is the threshold detection method.
&at is, by judging whether the sensor value exceeds the set
value, several kinds of actions can be distinguished. For ex-
ample, several ongoing basketball playing actions can be
identified by the data interval and vibration amplitude col-
lected by the acceleration sensor [24].

2.2. Research Status of Human Motion Health Monitoring
Data of Intelligent Bracelet Based on Machine Learning.
&is paper uses machine learning to analyze the human
movement health monitoring data of an intelligent Bracelet.

In comparison to previous studies, this method has the
functions of step counting, positioning, and vital sign
monitoring. It can calculate the number of steps a person
walks using the pedometer function and the movement
distance using the GPS positioning function to calculate the
number of calories consumed, making it easy for people to
understand their own and family members’ movements. A
heart rate sensor is a sensor that detects the rate of the heart.
Accurate motion analysis can be achieved by collaborating
with other sensors. Typically, three methods are used:
photoelectric transmission measurement, test ECG signal
measurement, and vibration measurement. When the heart
is bleeding, the blood absorbs light of a specific wavelength.
&is characteristic of blood is used by the photoelectric
transmission measurement method to determine heart rate.
In light of this phenomenon, this paper performs hardware
circuit design and software debugging, relying on the in-
telligent bracelet as the medium, so that the bracelet can not
only realize indoor high-precision positioning but also
upload the carrier’s vital signs information to the positioning
server, so that family members can accurately understand
the internal position and physical condition in time. Fur-
thermore, people may feel uneasy in the continuous mon-
itoring environment for an extended period of time. &is
uneasy state will impair a person’s activity performance and
lead to inaccurate behavior detection. Furthermore, the
video acquisition results will contain information about the
life of the monitoring object, and improper use will result in
the disclosure of users’ personal information. Researchers
have increasingly introduced various methods in machine
learning into the research of human motion health moni-
toring of intelligent bracelets due to the high-dimensional
characteristics and great temporal and spatial correlation of
human motion data, which has made great progress in the
research of human motion health monitoring of intelligent
bracelets.

3. Algorithm and Model of Machine Learning

Simulated learning is another name for machine learning. In
layman’s terms, this means that computers are learning how
to think like humans. It stimulates the human learning
process in order to achieve learning. Computers are used to
simulate human learning activities in machine learning.
Following the computer learning process, it will acquire data
information and new knowledge in order to continuously
improve its performance. Machine learning is defined as “a
process in which a model learns and explores the existing
connections and potential information among data based on
the existing information set, in order to continuously op-
timize its own performance.” When compared to traditional
computing methods, the most distinguishing feature of
machine learning is its “self-learning and self-adaptation.” It
has achieved great success in many fields such as finance and
biology by fully drawing on the working mechanism of the
human brain “neurons are connected hierarchically and
information is updated iteratively.” &e decision tree al-
gorithm is a popular machine learning algorithm that is used
not only for classification but also for regression. &is
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algorithm serves as the foundation for many other advanced
algorithms. Machine learning is classified into two types:
supervised learning and unsupervised learning, depending
on whether the training samples are labeled manually in
advance. Supervised learning is a learning method that uses
labeled data as the training data set, learns the rules for
dividing objects from the training data set’s characteristics,
applies this rule to predict classification results on the test
data set, and outputs the labeled results. Unsupervised
learning is a learning method that is used to deal with data
that has not been labeled or classified. Its goal is to discover
potential relationships and statistical laws between data in
order to determine the characteristics of the sample data. A
decision tree is an inverted tree structure composed of a root
node, an inner node, a leaf node, and an edge. &e root node
is the highest node, the leaf node provides the judgment
conclusion, and the internal node is a relative concept. &e
purpose of building a decision tree is to perform classifi-
cation or regression. &e purpose of this paper is to in-
vestigate classification or the relationship between target
variable categories and attributes. We can predict the cat-
egory of the test data set once the relationship is built. At the
moment, more research is needed on the high integration of
“data collection, data preprocessing, data analysis, model
evaluation, information visualization, and early warning
mechanism.” Figure 1 depicts the basic structure of a
common structural health monitoring system, which is
made up of five major components: “online test, real-time
analysis, damage identification, condition assessment, and
maintenance decision.”

&emain information about eachmeal in the file has two
parts. One is the position and rotation information of the
root joint. &e second is the rotation information of each
joint. &erefore, each frame of human motion can be
expressed as follows:

fi � pi, r
1
i , r

2
i , . . . r

n
i , (1)

where fi represents the data of the i, pi represents the
position and rotation information of the root joint in the
frame, r1i , r2i , . . . rn

i represents the rotation angle r ∈ R3 of
each joint, and n is the number of joints defined in the ASF

file.
&erefore, a motion sequence defined by the

ASF − AMC capture data file can be expressed as follows:

motion � f
T
1 , f

T
2 , . . . f

T
m , (2)

where fT
i is the transpose of i frame data fi, and m is the

number of rounds of the motion sequence.
Mathematicians have proved that the connection of a

rotation sequence is equivalent to a single rotation. &ere-
fore, any angular displacement can be expressed as a single
rotation of an object around a certain axis. &at is, a corner
of the axis is used to describe (n, θ) s orientation, n rep-
resents the unit vector of the axis, and θ represents the angle
of rotation around the axis. &is method is seldom used in
implementation, usually replaced by Euler angle or
quaternion.

q � cos
θ
2
, nsin

θ
2

 ,

q � cos
θ
2
, nxsin

θ
2

 nysin
θ
2
nxsin

θ
2

 .

(3)

&erefore, if the quaternion p � [0, (x, y, z)] is used to
represent a standard point in the three-dimensional space,
and the corner of the rotating axis is (n, θ), let the quaternion
q � [cosθ/2, nsinθ/2] , and the formula can show that the
point p rotates by θ degrees around the n axis.

p′ � qpq
− 1

. (4)

According to the connectivity of rotation, if the point p

rotates through quaternions a , b , according to the asso-
ciative law of quaternions, it can be expressed as follows:

p′ � b apa
− 1

 b
− 1

� (ba)p a
− 1

b
− 1

 .
(5)

&erefore, the rotation of a certain point in three-di-
mensional space can be expressed by the connection of
multiple quaternions.

Let two similar motion sequences T, R, whose sequence
lengths are t, r, respectively. Normally, t≠ r can be known
from the following formula:

T � T1 T2 . . . Tt ,

R � Ri R2 . . . Rr .
(6)

Among them, the dimension of
Ti, Rj(i ∈ [1, t], j ∈ [1, r]) is P . &e purpose of DT W al-
gorithm is to find an optimal synchronization path by
pattern matching the two motion sequences, so that the two
motion sequences have the same length and retain the most
complete data information, that is, to find the sequence F∗ in
a grid

F
∗

� c(1), c(2), . . . , c(k), . . . , c(K){ },max(t, r), (7)

where c(k) can be expressed as follows:

c(k) � [i(k), j(k)]. (8)

c(k) means that when the k frame is matched, comparing the
i(k) frame of sequence T with the j(k) frame of sequence R ,
c(k) can be regarded as a point in t × r grid. With the in-
crease of k , it moves in t × r grid, and the curve formed by its
moving track is the matching path. &erefore, F∗ is also
called time bending function.

Since the generated shortest matching path must be
equal to the length of motion sequenceT , k � t and k � i can
be obtained

F
∗

� c(1), c(2), . . . c(i), . . . , c(t){ }. (9)

Obtain the shortest matching path F∗ , an asymmetric
algorithm called DT W . Including all frames of the standard
reference sequence T , and some posts in the sequence R to
be aligned are compressed or stretched due to different local
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features from the standard reference sequence. After this
processing, the motion data before and after alignment are
different, resulting in the following effects.

In the algorithm of machine learning, the artificial neural
network is a mathematical model which can imitate brain
neurons to a certain extent. In the algorithm of machine
learning, artificial neural network processes data in this way,
and the application of an artificial neural network is also very
much. &e process of machine learning includes using a
large number of task-related data sets to train models.
&rough the error of the model on the data set, the model is
repeatedly trained, and a model that fits the data set rea-
sonably is obtained. Apply the trained and adjusted model to
the real scene. A process of building a predictive GRF
learning model includes the selection of input parameters,
output parameters, and learning algorithm. Decision tree
algorithm has the general characteristics of machine learning
algorithms, which build models based on specific data, so it
is different from traditional statistical models. It does not
need prior assumptions, and it does not need data to obey
any probability distribution. &is is actually a very good
feature because the actual data is generally difficult to meet
the settings of those boxes. &e core idea of deep learning is
that unsupervised learning from bottom to top trains the
data layer by layer and extracts the statistical characteristics
nonlinearly, constantly updates and establishes the mapping
relationship in the calculation, establishes the initialized
network, and iteratively updates and optimizes the network
parameters by using supervised learning from top to bottom,
thus achieving the expected effect. Different from the
shallow network structure, the multihidden layer structure
of deep learning can break through the parity problem of the
shallow structure, can complete the approximation of

complex functions, realize the accurate processing of
complex problems, and has good generalization ability. &e
smart bracelet system designed in this paper consists of two
parts: smart bracelet and ultrawideband positioning system.
&e smart bracelet can be divided into six modules according
to its functions, and the relationship between the compo-
nents of the modules and the sensors is shown in Figure 2.

&e power management module, which consists of a
charging chip and a voltage stabilizing chip, is one of the six
modules of the smart bracelet: A microcontroller can control
data acquisition and processing; &ere is a mobile node and
low-power Bluetooth communication module; Gyroscopes
are used to realize the motion state module of step counting
andmotion state analysis. TFT-LCD display screen is used in
the display module. A sign sensor module includes a heart
rate and blood pressure sensor, a blood oxygen sensor, and a
temperature sensor. &e sensor’s data can be transmitted to
the mobile app via low-power Bluetooth, and it can also be
viewed on the display screen. Second, the mobile node in the
UWB positioning system can communicate with the basic
positioning wireless network to master the accurate location
of the bracelet carrier in real time. Traditional signal pro-
cessing and kinematics methods have lost their advantages
in these technologies due to the rise of machine learning
methods because traditional methods cannot well model
some complex characteristics of the above motion data,
whereas appropriate machine learning methods can not only
model them but also effectively use these characteristics to
complete specific tasks. Although the tasks of motion res-
toration and motion denoising differ slightly, the former is
dedicated to regaining the lost joint position during the
capture process, while the latter is dedicated to combating
noise, but their methods are similar. As a result, they are not
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Figure 1: Machine learning health monitoring model.
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deliberately distinguished when introducing the current
state of motion restoration research.

4. Realization of Monitoring Data of Human
Exercise Health with Intelligent Bracelet

4.1. Design of Intelligent Bracelet Human Exercise Health
Monitoring Data System. &e monitoring data of human
exercise health of intelligent bracelets is the key technology
and the most difficult link in the process of exercise data
reuse. &e analysis of human exercise health monitoring
data system under machine learning has high dimensions, a
large amount of information, and a complex structure, all of
which bring challenges to exercise synthesis.&e synthesized
motion data will eventually be used for viewing, and the
human eye is very good at finding out the incongruities in
the motion, which puts forward higher requirements for
motion synthesis. Usually, there are many physical quan-
tities in the data of human motion recognition, and different
physical quantities have different measurement methods, so
they cannot be directly compared with each other.&erefore,
it is necessary to normalize the feature vectors so that dif-
ferent feature vectors are in an equal and comparable po-
sition. In this paper, the normalization function map min-
max in Matlab is used to normalize the characteristic data.
After normalization, the restriction of units between dif-
ferent eigenvalues is eliminated, and the differences between
different individuals are also reduced, and they are converted
into pure values to facilitate feature extraction and

comparative analysis. In the data system of human exercise
health monitoring with an intelligent bracelet based on
machine learning, users can switch measurement functions
and observe data through touch screen, so three interfaces
are designed according to bracelet functions. One is a clock
interface to display real-time time. &e main menu interface
allows users to independently select the functions to be
measured. &e other is the display interface to display the
measured data in real time. &e structure of the sports bracelet
includes a system processor module, sensor module, GPS
module, and OLED display module. MK60DN512ZVLQ10
chip is adopted as the processor, which is a 32-bit processor
with ARM-CORTEX-M4 as the core introduced by NXP.
Whether it is used for scientific research or mass fitness, it is
very important to evaluate its validity.

At present, under the intelligent Bracelet human sports
health monitoring data system, although researchers are
committed to testing the validity of sports intelligent
Bracelet monitoring physical activities, it is still in its in-
fancy. &is paper analyzes and summarizes the existing
research results and research progress by combing the rel-
evant literature on the validity of sports intelligent Bracelet
evaluation steps, energy consumption, distance, and physical
activity intensity, so as to provide reference for further
research. &e sensor module includes an acceleration sensor
mpu6050, which includes a multichannel ad, which can
convert the obtained analog data into digital signals and
transmit them to the processor through IIC. &rough
processing, it can obtain the human motion state, realize the
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Motion state module
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Figure 2: Functional module diagram of intelligent Bracelet system.
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stepmeasurement function and control the OLED on and off
function. &e pulse heart rate sensor pulse sensor outputs
analog signals, which are processed by ad to detect human
heart rate data in real time. &e GPS module sends data to
the processor in the form of serial port to obtain position
coordinate information. &erefore, motion synthesis has
always been a very hot research topic. With the deepening of
research, some excellent motion synthesis algorithms have
emerged. Among them, the data-driven motion synthesis
method can maintain the temporal and spatial character-
istics of motion data, so it has been widely studied and
applied. According to its different implementation methods,
it can be divided into four categories: motion mixing,
motion synthesis based on graph search and motion tran-
sition, parametric motion synthesis, and motion synthesis
based on deep learning. &en machine learning is used to
analyze the acceleration data of the smart bracelet to realize
the attitude recognition on the mobile device. Finally, the
comparative analysis of human motion based on various
methods verifies that the analysis system of human motion
health monitoring data system of intelligent bracelet based
on machine learning is more accurate than traditional
recognition methods such as support vector machine, more
convenient and more practical than computer-based anal-
ysis platform.

4.2. Experimental Results and Analysis. &e type of SVM
selected in this study is C-SVC. When studying the effect of
the RBF kernel, the loss function C of C-SVC and the gamma
function G of the RBF kernel have a major impact on the
recognition accuracy. &e labeled test set is brought into the
classifier for verification, and the classification accuracy rate
is 94.4652%. &e results expressed in are shown in Table 1.
&e training time is 45.702 seconds, and the testing time is
0.0242 seconds.

As the gamma function does not need to be set for the
linear kernel, this study only needs to set the loss function C
of C-SVC when testing with linear kernel and bring the
labeled test set into the classifier for verification, and the
classification accuracy rate is 93.0495%. &e results are
shown in Table 2. &e training time is 60.885 seconds, and
the testing time is 0.023 seconds.

From Tables 1 and 2, it can be seen that both RBF
kernel SVM algorithm and linear kernel algorithm can
achieve more than 90% recognition rate for the problems
studied in this paper, and the recognition accuracy of RBF

kernel SVM classification algorithm is slightly higher than
that of linear kernel SVM algorithm, and the memory
occupation and training time of the former are better than
those of the latter. It can be seen that the RBF kernel is
more suitable for the human motion recognition algo-
rithm studied in this paper.

In this experiment, the human movement health
monitoring data of intelligent bracelets are analyzed, and the
data mining algorithm, association rule algorithm, collab-
orative filtering algorithm, and machine learning algorithm
are used to compare the steps of left and right hands wearing
bracelet randomly and test walking and running, respec-
tively. &e experimental results are shown in Figures 3–5.

Figures 3–5 show that when the population index reaches
50 in the analysis of health monitoring data, the average
accuracy of data mining is 86.8 percent, the average accuracy
of the association rule algorithm is 85.9 percent, the average
accuracy of the collaborative filtering algorithm is 84.3 per-
cent, and the average accuracy of the machine learning al-
gorithm is 90.1 percent. Among the four high-accuracy
algorithms, this method is clearly the most effective and
stable. &e addition of GPS assistance and a hand raising
misjudgment algorithm improves the system’s stability and
accuracy significantly. &e monitoring data of human exer-
cise health of smart bracelets are analyzed in this experiment,
and the curves of time consumption increasing with the
sequence length of the datamining algorithm, association rule
algorithm, collaborative filtering algorithm, and machine
learning algorithm are used in this paper, respectively. &e
experimental results are shown in Figures 6 and 7.

As can be seen from Figures 6–7, the time consumption
curve of the machine learning algorithm in this paper is the
highest among the four algorithms, and the linear com-
plexity of the algorithm is verified from an experimental
point of view. &e time consumption curves of the data
mining algorithm, association rule algorithm, and collabo-
rative filtering algorithm indicate that they have quadratic
complexity, and the linear complexity is another advantage
of the algorithm in this chapter. Because accelerometer data
and gyroscope data are three-dimensional data, and there
are many sampled data, the extracted feature dimensions are
too large, which is not conducive to the subsequent clas-
sification and recognition. At the same time, more redun-
dant features will also reduce the classification accuracy so
that the most effective features can be selected to achieve the
effect of dimension reduction and improve the classification
accuracy.
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Table 1: Forecast details of RBF core test set.

Walk Go upstairs Sit-up Run Go downstairs Wipe %
Walk 102 6 1 2 1 4 85.82
Go upstairs 3 61 1 0 3 1 88.56
Sit-up 2 0 82 0 0 0 98.82
Run 0 1 0 114 1 0 102
Go downstairs 6 4 0 0 104 2 89.73
Wipe 0 2 1 1 0 1 98.58

Table 2: Prediction details of linear kernel SVM test set.

Walk Go upstairs Sit-up Run Go downstairs Wipe %
Walk 96 12 1 2 3 4 70.28
Go upstairs 8 55 0 1 4 1 80.03
Sit-up 2 0 83 1 1 0 101
Run 1 1 1 112 0 1 102
Go downstairs 5 2 0 0 107 0 92.33
Wipe 3 2 1 1 0 131 102
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Figure 3: Comparison of several algorithms in health monitoring data analysis.
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Figure 4: Comparison of several algorithms in health monitoring data analysis.
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Figure 5: Comparison of several algorithms in health monitoring data analysis.
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5. Conclusions

In this paper, a set of human motion recognition systems is
developed using the intelligent bracelet’s built-in accelera-
tion sensor. In this paper, machine learning is used as a
human motion recognition algorithm, and for the first time,
this method is realized by an intelligent bracelet on a mobile
terminal. &is method is then contrasted with the data
mining algorithm, the association rule algorithm, and the
collaborative filtering algorithm.When the population index
reaches 50 in the analysis of health monitoring data, the
average accuracy of data mining is 86.8 percent, the average
accuracy of the association rule algorithm is 85.9 percent, the
average accuracy of the collaborative filtering algorithm is
84.3 percent, and the average accuracy of the machine
learning algorithm in this paper is 90.1 percent. &is method
is clearly the most effective and stable of the four high-
accuracy algorithms. &e addition of GPS assistance and a
hand raising misjudgment algorithm greatly improves the
system’s stability and accuracy. With the rapid advancement
of science and technology in recent years, we believe that the
development of smart bracelets will be extremely beneficial.
&e combination of smart bracelets with sports, medical
treatment, and mobile payment will make our lives more
convenient and fast in the future. Current machine learning
models, on the other hand, are based on smaller data sets.
Data sharing can provide larger data sets for developing a
comprehensive learning model for a broader range of
people. Simultaneously, the current learning model is pri-
marily used for walking, running, and a few special
movements. Its wide range of applications in various human
movements warrants further investigation.
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�is paper uses image segmentation technology to examine the biomechanical parameters of martial arts routine athletes’
whirlwind legs and back�ips, two di�cult jumping sports. �e successful completion of the whirlwind leg, a typical martial arts
jumping di�culty, during the bu�er period of the take-o� stage, the left knee angle �exion, the drop of the body’s center of gravity,
and the drop of the horizontal speed of the center of gravity are all signi�cantly correlated, so it is only necessary to grasp airborne
altitude and speed from landing. �e 720-degree cyclone foot has a �ying height of 0.470.11m, which is 4 cm higher than the 540-
degree cyclone foot (0.430.11m). �e antigravity of the last foot is greater than about 1.3 kgf/kg of the left foot during the run-up
stage, which allows for a higher rotational angular velocity and completion of the 720-degree di�culty of the whirlwind foot. As a
result, it is crucial to pay attention to how you step with your right foot. In the back�ip, the coordination of the two legs and the
upper body is crucial. �e right foot’s e�ective braking can help to increase the body’s rising angle. �e trunk inclination angle in
the �ying stage is between 110° and 120°, the knee angle is between 60° and 70°, and the angle between the two legs is between 35°
and 35°. When lifting o� the ground and landing, the tibialis anterior muscle discharge is greater than the gastrocnemius muscle
discharge, which helps to maintain the balance between the fulcrums. As a result, it is necessary to let the non-supporting leg fall
�rst in order to achieve the goal of a smooth landing.

1. Introduction

With the advancement of the athletes’ competitive level,
competitive martial arts is gradually evolving in the direction
of “high, di�cult, beautiful, new, stable, and re�ned.” �e
movement di�culty in competitive martial arts routine
competition is increasing, and the movement between the
movements is becoming more di�cult. Athletes must com-
plete di�cult movements delicately, steadily, and with high
quality in order to achieve excellent competition results,
especially as the trend of changing connections becomesmore
complex. �ese di�cult movements include not only the fast
rotation of the trunk around the sagittal and coronal equiaxes
during the jumping process, but also the stable balance of the
connection after the di�cult jumping movements have been
completed [1]. �e di�culty of the movements from fast
movement to sudden stillness and stable support, as well as

the high-di�culty and graceful posture shown by the jumping
movements, adds color to the viewing of competitive martial
arts routines. On the other hand, as sports science and
technology advance, and training quality improves, the gap
between athletes’ physical �tness and competitive level nar-
rows [2].�e success of any action has a signi�cant impact on
the evaluation of the quality of the athlete’s entire set of
actions and the �nal score, especially when the level and
strength are similar. In competitive martial arts routine
competitions, the error rate of athletes’ jumpingmovements is
quite high, and athletes of any level have certain de�ciencies in
the completion time and quality of their balance movements.
�erefore, the mastery and stable performance of jumping
movements are also the decisive criteria for judging the level
of athletes’ competitive level.

In order to make the technical practice of the athlete’s
balance movement more scienti�c and e�ective, this paper
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has a preliminary understanding of the balance movement
by visiting relevant experts, watching on-site, or watching
martial arts competitions and other aspects. According to
factors such as the frequency of occurrence, difficulty level,
and share of balancemovements inmartial arts competitions
in recent years, two movements of backflip and whirlwind
leg were selected for analysis. Using image segmentation
technology to analyze the biomechanics method reveals its
movement law. It provides a reference for improving the
rationality and optimization of the balance movements of
martial arts routine athletes, so as to solve the technical
difficulties of balance movement practice encountered in
daily training, so as to achieve the purpose of improving the
athletes’ competitive level and refining and perfecting
technical movements.

Analysis systems based on modern digital image pro-
cessing technology [3, 4] are becoming increasingly im-
portant in the process of analyzing martial arts routines.
Because of its intuitive and rapid characteristics, it can
effectively overcome the drawbacks of traditional martial
arts teaching, assist learners in quickly mastering the
fundamentals of martial arts movements, and attract an
increasing amount of attention from martial arts enthu-
siasts. *e research on identification, detection, and anal-
ysis technology in the jumping process has a lot of potential
due to the unique movement mode of martial arts routines.
A set of Wushu routine movement analyzer systems is
developed in this paper using image recognition technology
[5–7] on the basis of video acquisition and video pro-
cessing. *rough the front-end camera and the capture
card, the system collects and records the martial arts
routine motion video into the specified file, adds a variety of
line drawing analysis tools to the video playback and
comparison process, and uses graphics and lines to aid in
the action video analysis. *is paper investigates a set of
image recognition algorithms that use the background
difference method to grayscale captured image sequences,
extract edges, median filtering, and binarization, based on
the premise that basic video acquisition and analysis
functions can meet the needs of martial arts teaching. *e
movement trajectory of the jumping process is finally
obtained after processing; using the frame-to-frame dif-
ference method to compare the change trend of the two
frames before and after, the analyzer system can assist
martial arts practitioners in correcting swinging and
jumping movements, and cooperate with the later devel-
oped man-machine interface and simple file management
module, which makes the analysis of high-difficulty
jumping movements in martial arts more convenient. *e
system meets the requirements for analyzing and using
high-difficulty jumping movements in martial arts after a
large number of field experiments.

*e innovation of this paper: this paper analyzes the
actual needs of martial arts routine athletes training and the
particularity of martial arts high-difficult jumping move-
ments. Image recognition technology can intelligently
identify the details of martial arts athletes’ jumping move-
ments and gradually analyze the biomechanical parameters
of each environment.

*e structure of the article: first, we introduce some
international researches on the analysis of the physical force
of sports movements based on image recognition technol-
ogy; the biomechanical parameters of the whirlwind leg and
backflip in the jumping action are analyzed; finally is a
summary of the full text.

2. Related Work

In today’s social production and life, the application value
produced by the combination of video processing tech-
nology and image recognition technology is more and more
concerned by the majority of scientific researchers, and the
fields involved are also very wide. Human motion detection
and tracking system is mainly used to deal with image se-
quences including moving human body. Motion detection
extracts foreground motion regions from the background
from an image sequence. Motion detection is the basis for
the classification and tracking of moving objects, as well as
the analysis and understanding of moving human move-
ments. *e processing results at this stage directly affect the
effect of subsequent processing. With the continuous
progress of the development of sports science and tech-
nology, the technical research on jumping movements also
tends to use electronic and digital scientific instruments for
analysis and research [8]. Tripodi et al. [9] mainly focused on
the study of its “backward jumping” action, using close-
range dynamic stereo photogrammetry as the research
method, and using the Aijie motion image analysis system to
analyze technical movements, respectively. *e speed
change, the center of gravity displacement change, and the
torso displacement change have been comprehensively
studied. *e analysis results show that the strength of the
legs is the key factor affecting the stability of the back jump.
*e small muscle group of the right supporting leg of the
martial arts routine athletes is weak, and strength training
should be strengthened [9]. Li and Zhang [10] also used this
method to study the jumping movements of “sidekicking
and holding the feet upright” of martial arts routine athletes.
*e technical indicators such as the swinging leg, the op-
posite side arm of the swinging leg, the speed of the center of
gravity, and the displacement of the center of gravity are
selected as parameters, and the swing speed of the swinging
leg and the opposite side arm of the swinging leg in the X-
axis direction is changed. *e maximum swing speed of the
swing leg is slightly greater than the swing of the opposite
arm of the swing leg, but when it swings over the central axis
of the body, the swing speed of the arm is faster than the
speed of the leg. At the same time, reach the best jumping
state to complete the action. In addition, it can be seen from
the comparison curve of the center of gravity speed and
displacement that martial arts routine athletes change evenly
in the center of gravity speed during the entire movement
process, which lays the foundation for their stable jumping
support [10]. *rough a series of data analysis, Mastalerz
et al. [11] concluded that, in the practice of martial arts
jumping movements based on muscle strength, attention
should be paid to strengthening the coordinated develop-
ment of upper and lower limb muscle strength and the
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flexibility of the legs [11]. In the study by Tagaev et al. [12],
the kinematics comparative analysis of the sidekicks and the
upright jumps of the martial arts routine athlete and Zhang
Yanan, the two champions, was found in the comparison.
Sex is closely related to the swing speed of the right arm and
the swing sequence of the two [12]. Strengthening the rapid
arm swing exercises to form a rapid cooperation between the
arms and the legs can greatly enhance the stability of the
jumping action. In the study of other martial arts jumping
movements, Lewis et al. [13] conducted a technical analysis
of the sea-exploring jumping and lying-fishing jumping
movements in swordsmanship routines to clarify the
principle of maintaining the stability of jumping move-
ments. Find the difficult points of the jumping action. It
calculates and draws the coordinates of the center of gravity
of each link of the body and the coordinates of the total
center of gravity of the body with reference to the Japanese
body model of Hideji Matsui to evaluate the stability of the
jumping action. At the same time, it also pointed out the
main muscle groups involved in the movement of the sea-
exploring jumping movement and studied the stability
regulation of the flexion and extension muscle groups of the
body on the sea-exploring jumping [13]. In Atalay et al.’s
[14] article on the muscle EMG analysis of Sanda’s sidekick
action, the EMG test was performed on seven muscles in-
cluding the rectus femoris, medial vastus, biceps femoris,
and semitendinosus, which are mainly involved in the
movement of the contralateral kick action. Analysis and
research show that the time sequence and sequence of
muscle force exerted by excellent Sanda athletes in the
sidekick action are relatively close and evenly concentrated,
while the time and sequence of muscle force exerted by
ordinary athletes when they complete the same action are
uneven, uniform, and scattered. *e importance of
strengthening muscle coordination exercises during training
was emphasized [14]. *e attacking leg of the whipping
technique was studied simultaneously by three-dimensional
kinematics analysis and surface electromyography mea-
surement to explore the movement speed of each link of the
attacking leg, the contraction mode of the main muscle
groups, and the order of force at the attacking moment [15].
*e study found that when the knee angle of the attacking leg
presents about 140° in the preparation moment of the whip
leg attack, it is beneficial to move quickly on the ring and
maintain the angle of each joint to achieve better results.
*rough the analysis of the electromyography tester, it was
found that, in the stage of knee flexion and leg raising,
sartorius, tensor fascia lata, biceps femoris, and gastrocne-
mius participated in the muscle contraction, and the rectus
femoris EMG contributed themost, and the tensor fascia lata
muscle contributed the most. It is the smallest, but it is
mainly done by the tensor fascia lata in the stage of widening
the knee [15].

With the combination of martial arts and computer
technology, more and more martial arts-related equipment
has introduced information technology. However, profes-
sional golf swing analysis systems are still relatively rare in
the world, and the difficulty of jumping martial arts routines
using image recognition technology is even rarer, and some

martial arts routine sports coaching software that simply
uses video processing and analysis technology is available in
some countries. *e particularity of Wushu sports deter-
mines the special requirements for equipment of Wushu
sports teaching analysis system.*e existing teaching system
has shortcomings such as low software intelligence, poor
image quality, single video angle, etc., and there is currently
no professional golf course. *e swing analysis system
cannot well complete the Wushu sports teaching task.
*erefore, the analysis of the jumping difficulty of Wushu
routine athletes based on image recognition in this paper is
very meaningful for the research in this field.

3. Image Segmentation-Based Feature
Extraction Method for Jumping Action

*is paper proposes a method to calculate the period based
on the geometric shape of the signal. Before extracting the
signal, the original signal should be median-filtered to make
the period clearer. It is worth pointing out that, due to the
median filtering, horizontal lines may appear in the signal.
Since the minimum point of the signal is required to extract
the period, when a horizontal line appears, there may be
several consecutive identical minimum points, which will
interfere with determining the distance between each
minimum point, so the horizontal line in the signal should
also be removed. *e lowest point of each cycle appears in
cycles, and the cycle in which the lowest point appears can be
regarded as the cycle of the signal [16]. *e steps to de-
termine the cycle of the signal are shown in Figure 1.

Motion regions are extracted by thresholding pixel-
based temporal differences between adjacent images in
successive image sequences [17]. *e early temporal dif-
ference method is to use the difference of two adjacent
images to obtain the motion area, as shown in

Dk(x, y) � fk(x, y) − fk−1(x, y)


, (1)

where fk(x, y) is the gray value at the midpoint (x, y) in the
k-th frame and fk−1(x, y) is the grayscale value at the
midpoint (x, y) in the k − 1-th frame.*e Dk binarization of
the difference result is shown in

Rx(x, y) �
1, Dk(x, y)>T,

0, Dk(x, y)≤T.
 (2)

Pixels with values of 1 and 0 correspond to the fore-
ground (moving object area) and background (non-moving
area), respectively [18]. *e differenced D also includes the
change of the scene between two consecutive frames. *is
change is composed of many factors, including the move-
ment of the target, lighting, shadow, noise, etc. It can be
considered that the change of the moving target is obvious.
Set a threshold T; when the difference of a certain pixel value
in the difference is greater than the given threshold T, the
pixel is considered as a foreground pixel; otherwise, it is
considered as a background pixel. *e interframe difference
method is the simplest method to detect changes between
adjacent frame images. It directly compares the difference in
gray value of corresponding pixels in two or three
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consecutive frames of images in a video sequence and then
sets a threshold to extract motion regions in sequence
images [19, 20]. *e main advantages of the interframe
difference method for target detection are that the algorithm
is simple to implement, the programming complexity is low,
and it is easy to realize real-time monitoring. Based on the
adjacent frame difference method, since the time interval
between adjacent frames is generally short, the method is
generally less sensitive to changes in scene light. *e most
basic interframe difference method can detect changes in the
scene and extract the target, but in practical applications, the
result of the interframe difference method is not very ac-
curate, and it is difficult to obtain an accurate description of
the target area [21].

*e background subtraction method is a motion de-
tection method that uses the difference between the current
image and the background image to extract the motion area,
and it is also a widely usedmethod at present [22], which can
generally provide complete data of the target. *e principle
of the background difference method is to use the current
image and the background model to differentiate and then
threshold to obtain the moving object. In practical

application, it is difficult to get the background directly from
the monitored area because of the movement of objects or
the change of environment, such as the moving target be-
coming a part of the background, the local background
becoming a moving target, etc.*erefore, it is very necessary
to acquire, reconstruct, and update the background [23].

*e background difference method assumes that the
background is stationary, so the background does not
change with the number of frames. First, the difference Dk

between the current fk and the background bk is obtained by
using

Dk(x, y) � fk(x, y) − bk(x, y)


. (3)

*en, the difference is also binarized according to for-
mula (2). Whether the threshold T is selected accurately or
not directly affects the quality of the binary dipper. If the
threshold T is selected too high, the area determined as a
moving target in the binary value will be fragmented; on the
contrary, if the threshold T is selected too low, a lot of noise
will be introduced. *e most common method for selecting
the threshold T is to use the grayscale histogram with double
peaks or multiple peaks and select the grayscale value at the
bottom of the valley between the two peaks as the threshold
value. *e background subtraction method is simple to
calculate and fast, and the obtained result directly gives the
position, size, shape, etc. of the target, so that a complete and
accurate description of the moving target area can be ob-
tained [24].

4. Case Study of Jumping Action

4.1. Analysis of Biomechanical Parameters of Cyclone Foot
Movement. Approach, take-off, air, and landing make up
the 720-degree cyclone foot. When starting, the right foot is
buckled in, and the right leg is bent and squatted and quickly
pushes the ground, while the left leg swings to the left and the
body is twisted counterclockwise; when taking off, the right
foot is buckled in, and the right leg is bent and squatted and
quickly pushes the ground. After the right leg completes the
straight swing and the body’s center of gravity is near the
highest point, the left hand taps the right sole, the two legs
are completed in the air, the limbs are kept vertical, and the
arms are close to the body. After rotating in the air for nearly
two weeks, spread the limbs and slow down the rotation
speed, touch the ground with both feet, take the horse step or
drop the vertical fork, and finish the landing action. *e
subjects for this study were seven martial arts routine
athletes. *e average vertical distance between the right
swing leg and the lowest shoulder point was 0.180.16m after
the subjects completed the strike in the air. *e results are
shown in Figure 2.

During the flying stage, the subjects completed the 720-
degree cyclone foot with an average flying height of
0.47± 0.11m, which was 4 cm higher than the 540-degree
(0.43± 0.11m) cyclone foot. *is is a comparison of the
overall samples that completed the C-level and B-level
jumping difficulty movements of the cyclone feet.*e paired
t-test was used to find that the same athletes completed the
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Figure 1: Flowchart of the cycle algorithm.
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C-level and B-level jumping difficulty movements of the
cyclone feet, respectively, and the flying heights of the two
were not significant. It can be considered that the same
athlete has no difference in the height of the air when
completing the B-level and C-level jumping difficulty
movements of the whirlwind foot, and the main reason is
that the rotation speed in the air is increased. *e com-
parison of kinematic parameters of cyclone feet with dif-
ferent difficulties is shown in Figure 3.

*e average maximum ground reaction force of the left
foot in the final step of the approach stage is 2.151.03 kgf/kg
body weight, while the average maximum ground reaction
force of the right foot in the final step is 3.500.76 kgf/kg body
weight, which is significantly greater than the starting
braking. *e action of the left foot indicates that the last
step’s ground reaction force should be high in order to help
raise the air’s height.*e turning moment around the body’s
longitudinal axis is large, allowing for a higher rotational
angular velocity and completing the whirlwind foot’s 720-
degree difficulty. As a result, it is important to pay attention
to how you walk with your right foot.

*e EMG signal strength of the vastus medialis muscle is
the strongest in the take-off and landing stages; the EMG
signal of the vastus lateralis muscle is stronger in the take-off
and landing stages; the EMG signal of the rectus femoris in
the take-off stage is average, and there is a discharge signal in
the flight stage, which is consistent with the discharge time of
the adductor magnus. It shows that this stage is the clicking
action when flying, and there is also an EMG signal when
landing; the gastrocnemius discharge time is the earliest,
because the right leg has a certain angle with the ground
when taking off, and the triceps of the calf keeps the ankle
joint through isometric contraction. At a certain joint angle,

the ground reaction force is transmitted through the calf to
the thigh. In training, attention should be paid to the ex-
ercises of calf strength, especially the isometric strength
exercises to strengthen the calf.

Athletes who use one foot to perform a 720-degree take-
off with a whirlwind foot should obtain a certain degree of
rotation as much as possible before leaving the ground; that
is, the human body has already rotated part of the body
before it is in the air, so as to improve the height of the air
and complete the degree of rotation. *e training methods
for the B and C-level jumping difficulty of the whirlwind foot
include the click of the legs together, the legs together, and
the landing technique. In the flying stage, when the center of
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gravity of the human body rises close to the highest point,
the click must be completed, and the time from take-off to
the completion of the click should be as short as possible, so
as to achieve the corresponding degree of leg rotation in the
flying stage as soon as possible. Athletes choose horse stance
in the dynamic and static connection of Changquan and
Nanquan. Although individual athletes avoid landing with
both feet, foot movement, or jumping in sequence, they
focus on one leg in order to stabilize the movement. In the
action quality score, points are deducted if the squatting legs
are not level and the distance between the feet is too small.
*erefore, the 720-degree stance of the whirlwind foot must
strengthen the awareness of movement norms and training
requirements. Figures 4 and 5 show the kinematic parameter
diagrams of the athlete’s front extension.

It can be seen from Figure 4 that the left knee angle of the
seven athletes is (119.74± 20.83)° at the lowest point of the
center of gravity of the body. At this time, the left leg is firmly
supported by the inside of the foot and actively stretches, and
the knee angle begins to increase. When the right foot hits the
ground, the angle is (139.26± 14.17)°, when the left foot is off
the ground, the knee angle is (164.93± 4.19)°, the kicking
range is (45.19± 21.48)°, and the vertical velocity of the center
of gravity is (1.91± 0.35) m/s. After inspection, the left knee
extension during the front extension period is significantly
positively correlated with the vertical speed of the center of
gravity when the left foot leaves the ground, indicating that
the greater the left knee extension during the front extension
period, the higher the vertical speed of the center of gravity
when the left foot leaves the ground. In addition, the active
stretch action of the left leg can quickly push the hip and body
weight forward, which is of great significance for obtaining a
larger impulse during take-off and quickly stepping on the
right leg to the take-off point. *e horizontal distance of the
body’s center of gravity moving forward and the horizontal
speed of the center of gravity were (0.18± 0.08)m and
(2.21± 0.81) m/s, respectively, during the forward stretch.
After testing, the horizontal distance of the body’s center of
gravity moving forward during the forward stretch is sig-
nificantly correlated with the horizontal speed of the center of
gravity when the left foot is off the ground, indicating that the
more fully the left leg is stretched during the forward stretch,
the greater the horizontal distance of the body’s center of
gravity forward, and the more it is beneficial to obtain a larger
horizontal velocity of the center of gravity when the left foot is
off the ground. 1, 2, 5, and 6 give full play to the left leg’s
positive role during the forward stretch period, allowing the
right leg to quickly transition to the stretch action and the
early swing of the left leg after stepping on the take-off point.
*e main reason for the disparity among athletes is that the
left leg is not actively stretched, which is extremely detri-
mental to improving center of gravity speed and maintaining
good body posture when taking off. Figure 6 depicts the swing
speed of the two arms during the front kicking and extension
period.

It can be seen from Figure 6 that the swing of the left and
right arms shows different changing laws during the front
kicking and extension period. From the lowest point of the
center of gravity to the moment when the right foot hits the

ground, the swing speeds of the left and right arms continue
to increase. When the right foot hits the ground, the swing
speeds of the left and right arms are (8.64± 1.47) and
(9.33± 1.73) m/s, respectively. Based on the previous
analysis, it can be seen that, from the moment of the lowest
point of the center of gravity to the moment when the right
foot hits the ground, the athlete pushes the center of gravity
forward through the active stretch of the left leg and the
accelerated swing of the two arms, creating a favorable
situation for the right leg to move towards the take-off point
actively and quickly. condition. 1, 2, 5, and 6 have more
sufficient kicking and stretching actions, and the swing speed
of the left and right arms is higher than that of other athletes,
which indicates that the athletes such as Zhou can make full
use of the swing of the arms to take-off better than other
athletes. After the right foot touched the ground, the swing
speed of the left arm continued to increase. When the left
foot was off the ground, the swing speed reached the
maximum (10.21± 2.24) m/s, while the swing speed of the
right arm showed a decreasing trend. After kicking off the
ground, the swing speed of the right arm drops to
(7.01± 1.51)m/s. After inspection, when the left foot leaves
the ground, the swing speed of the left arm has a significant
positive correlation with the horizontal speed of the center of
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gravity at this moment. It shows that the greater the swing
speed of the left arm, the greater the horizontal speed of the
center of gravity when the left foot leaves the ground. It can
be seen that, from the moment when the right foot hits the
ground to the time when the left foot leaves the ground, the
horizontal speed of the center of gravity of the body is
maximized by the rapid swing of the left arm, and the body
balance is maintained by reducing the swing speed of the
right arm.

4.2. Analysis of Biomechanical Parameters of Backflip. *e
backflip consists of four steps: run-up, take-off, flying, and
landing. In the run-up stage, try to keep the balance of the
body and run in a straight line; in the take-off stage, the right
heel brakes on the ground, the upper body is leaned back,
and the left leg is raised and the left leg swings up. Raise your
legs and swing your knees to your chest, and tuck your legs
in the air; in the landing stage, after your body has completed
a 360-degree backward rotation in the air, land both feet on
the ground at the same time, landing in a single butterfly
step. In this paper, 6 martial arts athletes are selected for
action analysis, and key information is proposed based on
image segmentation technology.*e torso anteversion is the
angle between the torso and the supporting leg. *e incli-
nation angle of the non-supporting leg is the angle between
the non-supporting leg and the horizontal position as shown
in Figure 7.

*e angle of the ankle joint of the supporting leg is
controlled at about 90° when the backflip is stable, which
means that, in the leaning-over balance, the body’s center
of gravity is moving forward. In the upright position,
there is no discernible difference; however, the center of
gravity is projected onto the support legs, making balance
easier to control. *e backflip’s torso inclination angle is
between 110° and 120°. Because the action requirements of
each link differ, one requires raising the chest while the

other requires leaning forward. As a result, the trunk’s
forward inclination angle becomes the primary basis for
the two groups’ balance. *e inclination of the non-
supporting leg of the backflip, on the other hand, is found
to be the same as the inclination of the supporting leg
using statistical technical parameters of image segmen-
tation. When the fulcrum stays the same, the forward
probe of the torso causes the center of gravity to move
forward, resulting in a change in the gravitational distance
and an increase in the gravitational arm. *e non-sup-
porting leg compensates for the change in gravitational
distance due to the forward movement of the center of
gravity and ensures that the total external moment is zero
in order to maintain the balance position with the torso in
the air. *e non-supporting leg’s horizontal angle de-
creases, increasing the moment arm between the non-
supporting leg and gravity and achieving the goal of
maintaining balance and stability. As a result, the back-
flip’s non-support leg angle is slightly reduced, as shown
in Figure 8.

In the process of observing the support leg movement
of the backflip action, the support leg of the backflip action
is all the pelvis flexed at the hip joint and is in a forward
tilted position. *e support leg is always in the upright
phase. *e support leg is always in the upright phase. In
both balanced stabilization movements, the torso and
non-supporting legs are rotated counterclockwise to a
horizontal position about the hip joint. In this state, the
rectus femoris muscle contracts concentrically, the biceps
femoris muscle contracts eccentrically, and the moment
arm of the rectus femoris muscle is shorter than the
moment arm of the biceps femoris muscle, and the
movement balance is maintained under the condition of
equal muscle force distance, so the discharge of the rectus
femoris is greater than that of the biceps femoris. *e calf
is flexed at the ankle joint, the tibialis anterior muscle
performs eccentric contraction, the gastrocnemius muscle
contracts concentrically, and the muscle arm of the tibialis
anterior muscle is much smaller than that of the
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Figure 7: *e angle of each link of the backflip.
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gastrocnemius muscle, so the discharge of the tibialis
anterior muscle is more than that of the gastrocnemius
muscle. *e gluteus maximus and gluteus medius do
eccentric contraction in the hip flexion movement in the
bending part, and the muscle arm of the gluteus medius is
smaller than that of the gluteus maximus, so the discharge
of the gluteus medius is more than that of the gluteus
maximus. Figure 9 shows the angle of the body part of the
backflip buckle leg link.

It can be seen from the figure that the ankle joint angle
of the support leg becomes smaller in the stable stage of
the backflip than in the upright stage, because the bending
of the support leg causes the body’s center of gravity to
drop and move forward. At this time, the angle of the
ankle joint decreases with the forward movement of the
center of gravity, which increases the projected area of the
center of gravity on the support surface, which is bene-
ficial to control the stability of the center of gravity.
Buckling balance requires the support leg and thigh to be
kept as level as possible. According to the principle of
parallel lines, the range of the knee angle is controlled
between 60 and 70° to compensate for the increased
moment arm due to hip flexion and squatting, so that the
action can be balanced between the fulcrums. *e trunk
leans forward from the hip joint, so that the head is close
to the vertical line of the center of gravity, which increases
the balance and stability and makes the movement more
graceful and stretched. *e angle between the two legs is
between 35 and 50°, which is to balance the component
forces on the left and right sides of the action, so that the
combined external force is zero, so as to achieve the
purpose of landing smoothly. *e swing speed and swing
sequence of the non-supporting leg and the heterolateral
arm have a great relationship with the stability of the
movement. *e swing of the opposite side arm should be
prior to the swing of the non-supporting leg, which is
conducive to improving the side swing speed, shortening
the time to complete the action, and enhancing the sta-
bility of the balance while improving the quality of the
action.

5. Conclusions

*e results of image segmentation technology’s biome-
chanical analysis of all martial arts high-difficulty jumping
movements show that, whether the whirlwind foot jumps
with one foot or two, the two feet should form a certain angle
with the approaching route, which is conducive to the ro-
tation in the air and the sound of the strike. *e movement
should be performed while the center of gravity is rising. *e
faster the run-up speed, the better in the warm-up phase.
When the right foot touches the ground during the forward
stretch phase of take-off, the sole of the foot is buckled inward,
and the right foot pushes and stretches in a timely manner,
with almost no concessional work. *e range of leg extension
is greater, and the key technology is the “orange pendulum
combination” of the two legs and upper limbs. When the
martial arts routine athletes slam their legs together in the
vacant stage, the body’s center of gravity rises, approaching
the highest point of the body’s center of gravity. *e key to
achieving a stable stance on the ground is to stretch the limbs
as soon as possible after completing the rotation in the
powder, in order to increase the human body’s rotational
inertia. When taking off, the backflip should increase the
amplitude and speed of the upper body slanting downwards,
and the possibility of adjusting the position of the left foot
when the left foot is pushing the ground should beminimized.
It is crucial to get the body and the running route to form a
certain angle, and the backflip’s running braking technology
and group body technology are crucial. In terms of image
processing technology, although motion detection-related
algorithms can extract the motion trajectory of the jumping
action process, it is still very difficult to recognize the hands
and feet of the system. It is necessary to consider the operation
time of the system and ensure the accuracy of the detected
target. In future research, you can try to add some advanced
algorithms of image matching and perform template
matching for hands and feet.

Data Availability

*e data used to support the findings of this study are
available from the corresponding author upon request.
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Music and dance videos have been popular among researchers in recent years. Music is one of the most important forms of
human communication; it carries a wealth of emotional information, and it is studied using computer tools. In the feature
engineering process, most present machine learning approaches su�er from information loss or insu�cient extracted features
despite the relevance of computer interface and multimedia technologies in sound and music matching tasks. Multifeature
fusion is widely utilized in education, aerospace, intelligent transportation, biomedicine, and other �elds, and it plays a critical
part in how humans get information. In this research, we o�er an e�ective simulation method for matching dance technique
movements with music based on multifeature fusion.  e initial step is to use music beat extraction theory to segment the
synchronized dance movements and music data, then locate mutation points in the music, and dynamically update the
pheromones based on the merits of the dance motions. e audio feature sequence is obtained by extracting audio features from
the dancing video’s accompanying music.  en, we combine the two sequences to create an entropy value sequence based on
audio variations. By comparing the consistency of several approaches for optimizing dance movement simulation trials, the
optimized simulation method described in this research has an average consistency of 87%, indicating a high consistency. As a
result, even though the background and the subject are readily confused, the algorithm in this research can keep a consistent
recognition rate for more complicated dance background music, and the approach in this study can still guarantee a certain
accuracy rate.

1. Introduction

 e most common form is that the dance form evolves in
response to the music [1]. Music theme information is
communicated through a variety of dance expressions.
Dance action matching technology in music arrangement
[2] is the process of determining the shape of dance works
based on the music style. E�ective dance video clip retrieval
can assist dance teachers in organizing dance and supporting
dance teaching activities [3].  e emotional expression of
dancers’ works is intimately linked to musical comparison
[4].  e dance team’s variable or scattered arrangement and
creation are similarly di�cult to distinguish from the mu-
sic’s production and design [5]. Music is one of the most
essential forms of auditory data in multimedia. Computers
have carefully studied music as a strong analytical tool in

today’s digital music era, which has become an unavoidable
trend.

In the �eld of computer vision research [6–8], opti-
mization simulation is currently a highly di�cult problem.
Its purpose is to analyze dance video data utilizing image
processing [9, 10], classi�cation [11], and recognition
technology to distinguish motions. With tens of thousands
of new songs released each year and the rapid emergence of
millions of digital songs that were previously unclassi�ed,
existing matching approaches are unable to keep up with
the changing times. Because real-world human behavior is
based on three-dimensional space, three-dimensional in-
formation is critical for music matching optimization
simulation. However, extracting 3D information about the
human body from RGB dancing photos is di�cult. To
gather 3D information about the human body, some
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traditional methods use a depth camera or a laser scanner.
)e development of matching optimization simulation has
been considerably aided by research into human behavior
recognition technologies based on artificial intelligence [12]
and computer vision. It takes a series of keyframes from a
dancing video sequence, generalizes the original video
content from high-level semantic information to low-level
visual features, and retrieves the original video content
using the keyframes as the index, which has a direct impact
on video quantity and quality. Final search results in ef-
ficiency and accuracy [13].

By annotating the written description of each video
frame and matching query keywords with annotations, the
multifeature fusion completes the video search [14]. )is
method begins by incorporating picture band decomposi-
tion theory, extracting low-frequency grass-roots informa-
tion and high-frequency detail information from the dance,
and then mapping the corrected grass-roots image. It in-
corporates multiple functions such as speech, motion, face
recognition, and others in a new way, collects diverse human
body movements using RGB and infrared cameras, analyzes
and recognizes them, and enables intelligent human-com-
puter interaction [15]. It has been discovered that the
multifeature fusion of dance and music matching optimi-
zation simulation approach may not only aid dance experts
assess dance videos but can also be used for teaching, cul-
tural heritage protection, and excavation. )e following are
the study’s unique features: (1) because too many repetitive
dance moves in dance motions reduce the retrieval rate, this
research provides a method for extracting crucial frames
from music and dance videos. (2) In order to improve the
classification effect of multimodal features, a multifeature
fusion-based optimization simulation method for matching
dance and music is proposed, with the goal of transforming
low-level audio features into a bag-of-words model that is
unified to the lyric text regardless of time or frequency
domain. (3) In this study, a multifeature fusion strategy is
utilized to learn the implied links between higher-order
features recovered by the feature encoding network,
allowing for early detection of information interactions
between distinct features.

)e research framework of this study consists of five
major parts, which are organized as follows:

)e first part of this study introduces the background
and significance of the research and then describes the main
work of this study. )e second part introduces the work
related to the optimal simulation of dance movement and
music matching, and multifeature fusion. )e third part of
the study introduces the design methods of music and dance
movement feature extraction and multifeature fusion dance-
music matching simulation, so that the readers of this study
can have a more comprehensive understanding of the
multifeature fusion-based dance-music matching simulation
method. )e fourth part is the core of the thesis, which
completes the description of the multifeature fusion-based
optimization simulation analysis from two aspects: opti-
mization simulation and multifeature fusion of dance and
music. )e last part of the study is the summary of the whole
work.

2. Related Work

2.1. Optimization Simulation of Match between Dance and
Music. Music is a kind of artistic expression that is more
powerful than images but less so than words. Dance, on this
premise, transforms the rich information of dance images
buried in music into rich three-dimensional and multidi-
mensional visual images, presenting the meaning of dance to
its fullest extent. )e significance of music emotion analysis
can be seen in the following ways: the study ideas of the
music emotion model can be applied to artificial intelligence
in emotion recognition, and this research can also be applied
to other domains of pattern recognition. Domestication
technology and intelligent human-computer interaction
have advanced rapidly. )e analysis of these music and
dance videos is performed using matching optimization
simulation, and organically related music and dance action
segments are obtained, which not only reduces the work
intensity of dance professionals but also facilitates the re-
trieval of music and dance video data and dance arrange-
ment automation.

Zhou and Zhang developed an application software to
improve the content-based matching function on the In-
ternet and make the matching or optimization of music and
dance more intelligent [16]. Hong et al. proposed an opti-
mization method based on genetic theory to match the
technical movements of dance and music. )is method first
determines the music style, obtains the basic style charac-
teristics of music and dance, and then analyzes the corre-
lation between the basic characteristics of music and dance
to remove the repeated feature pairs [17]. Sun and Ruan used
the depth and bone information obtained by the camera for
dance action recognition [18]. )e recognition accuracy is
improved by using the information obtained from the offline
data set, including RGB information and available depth and
bone information. Ng et al. proposed an optimization
method based onmachine learning to match dance technical
movements and music in music arrangement [19]. First,
combined with machine learning theory, this method
constructs the mapping relationship between dance action
and music based on historical sample data set and obtains
the evaluation function of the harmonious relationship
between dance action and music. Wang et al. proposed a
method to quickly and accurately predict the 3D position of
dance movements in a single depth image without using
time information [20].

2.2. Research on Multifeature Fusion. In the human per-
ception of music, a music category refers to a group of songs
that usually feel the same interpretation. Music genres
provide important emotional descriptions and are used to
classify music. In recent years, many domestic and foreign
scientific research institutes and relevant scholars are
committed to the research of dance movement recognition,
which has made great contributions to the development of
movement recognition research. However, how to classify
dance movements and music in the music genre classifi-
cation system is an arduous task.
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Zhang and Zhao proposed an optimization method for
matching dance technique movements to music based on
greedy theory [21]. )e method now adapts a given dance
movement and that movement to the beat of the music,
and then performs music-dance movement matching
based on this. According to Pandeya and Lee motion
recognition based on static RGB image features, in videos
dealing with complex backgrounds, static features are
susceptible to factors such as background, illumination,
and human motion, making feature extraction difficult
[22]. Huang et al. focused on dynamic scene under-
standing, target tracking, and motion recognition through
multifeature fusion and successfully applied it to appli-
cations such as real-time surveillance, teleconferencing,
and intelligent robot navigation [23]. López-Ortega pro-
posed an optimal matching method for multifeature fusion
images based on correction and balancing techniques in
dance [24]. )e method first maps the luminance of each
pixel in the dance correction and balance technique image
to the luminance range that can be output by the display
device according to a one-to-one correspondence. Roy
et al. developed an intelligent video surveillance system
based on multifeature fusion that overcomes the inter-
ference of scene illumination changes and can automati-
cally detect music in the video with the function of
automatically matching the dance [25].

)e dance competition is not only a competition for
dancers’ skills but also a competition for general arts other
than dance, such as music creation, theme script, and stage
art. As an important part of dance, dance music is unpar-
alleled in dance works.

3. Optimization Simulation Method of Dance
and Music Matching Based on
Multifeature Fusion

3.1. Feature Extraction of Music and Dance Movements.
)e variability of dance movements and too many over-
lapping movements leads to major problems in extracting
movement features [26].)emovements of music and dance
videos are complex, changeable, and repetitive, which makes
it difficult to analyze and identify dance movements [27].
)e artistic form of music is stronger than abstraction and
weaker than an image, but its rigid organizational logic,
artistic structure, and rich symbolic meaning strengthen
people’s thoughts and connect and synthesize metaphors
into moving sounds [28]. On this basis, a genetic algorithm
is used to train the corresponding relationship of different
music and dance movements, and its accuracy is taken as the
fitness function to obtain the optimal music and dance
movement matching. People are greatly inspired by the
research in the field of art and music psychology. )e
analysis model of music emotion perception is shown in
Figure 1.

First, in the process of dance action matching and
optimization in music arrangement, the synchronized
dance action and music data are segmented through music
beat extraction theory to obtain multiple short action

music fragment combinations. After calculating the en-
tropy value of each image in the image sequence, the
entropy value corresponding to the current frame is
compared with the previous frame. If it is greater than the
threshold, it is considered as a keyframe. )e following
formula is often used to calculate the entropy between
samples. )e smaller the entropy, the greater the similarity
between samples. For an n dimensional space, the Min-
kowski distance between point X and point Y can be
expressed as follows:

dis(X, Y) �

��������������������


n

i�1
xi − yi



p
, i � 1, 2, ..., n

p




, (1)

where xi is the i dimensional characteristic data of point X

and yi is thei dimensional characteristic data of point Y.
Using the keyframe sequence as input, the RGB image

information of the keyframes is input to the spatial con-
volutional neural network to extract the video shape in-
formation and the optical flow information of the keyframes
and adjacent frames, which is used to extract the temporal
convolutional network motion information of the video
frames.)erefore, in this study, each joint point of the image
is assigned a motion contribution weight, and the joint
contribution weight formula of the feature vector can be
expressed as follows:

dis x
(m)

, x
(n)
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(n)
iy 

2




.

(2)

Before the comparison, in order to select more repre-
sentative features and reduce the computational complexity,
the CHI feature selection method based on the difference
mentioned above is used to select features for both audio
words and text words. Generally, the feature extraction
process is shown in Figure 2.

Second, the transition point of music is detected, the
beat prediction position obtained in each stage is aligned,
the correlation coefficient between dance action and
music part is calculated, and the dance action matching
optimization objective function is obtained. )e dance
action is represented by the dispersion of different co-
ordinate positions in the whole video. )e more active the
action is, the higher the dispersion degree is. )e dis-
persion degree of dance action i is measured by the
variance of coordinates:

σ2i �


n
f�0 x

(f)
i − xi 

2
+ y

(f)
i − yi 

2

n
. (3)

Here, x
(f)
i , xi are the abscissa and ordinate positions of

joint point i in frame f, xi, yi are the average abscissa and
ordinate positions in the whole video sequence, and n is the
video frames.

)en, the motion contribution weight of joint point i can
be expressed as follows:

Computational Intelligence and Neuroscience 3



ωi �
σ2i


n
k�0 σ

2
k

. (4)

)e duration of the dance video, the number of frames in
the image, and the frame rate of the video are all known
during these audio and dance movements, and interval
operations are performed using standard deviations, cor-
responding to audio and audio values computed once per
second. Entropy value sequences and functions are com-
bined [29]. )e contrast and visual quality of the image are
increased by mapping pixels concentrated in several gray-
scales to other grayscales and distributing them uniformly by
dividing the color gamut point by point by the chromaticity
priority of the standard layer image [30].

Finally, to achieve dance action matching in music
arrangement, all music and dance action parts of the music
arrangement are adaptively adjusted to pheromone

fluctuation factors according to pheromone concentration,
and pheromones are dynamically updated according to the
optimal solution of dance action matching. )e order of
entropy values is calculated after feature fusion. In com-
parison, the difference in entropy values between two
adjacent frames is not utilized as a benchmark for de-
termining keyframes, but instead, it is determined by
comparing this value with the threshold using the fol-
lowing formula:

V �
Hcurrent − Hkey





Hkey
. (5)

Here, Hcurrent is the entropy value of current frame and
Hkey is the entropy of the current keyframe.

For the skeleton 3D coordinate data in each frame of the
video sequence, k frame is randomly selected as the sample

Music

Emotion labeling Feature extraction

Emotional space Sample space Feature space

Matching 
optimization

Figure 1: Analysis model of music emotion recognition.

Video file

Key frame 
extraction

Indexing

Original video 
database

Original video 
database

User interface

Feedback system

Retrieval system

Figure 2: Feature extraction process diagram.
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center, and then the 30 3D coordinate data in k extracted at
last are unchanged or less than a certain threshold through
iteration in turn by using the above algorithm.

3.2. Specific Design of Multifeature Fusion Dance and Music
Matching Optimization Simulation. In the first mock exam
of video, there are many modes in its content, such as
appearance, optical flow, and depth. )ese modes com-
plement each other, convey important information, and
integrate these modes, which can effectively solve the
problem of insufficient expression of single modal video
information. )e distance between the keyframe sequence
KF and the original video sequence set F can be expressed by
the maximum semi Hausdorff, which is defined as follows:

D � (F, KF) � max D Fi, KF( |i � 1, 2, . . . , N . (6)

Music in a narrow sense refers to the basic elements of
music sound, including pitch, length, intensity, and timbre.
)ese basic elements combine to form the “formal elements”
of common music. After extracting low-level features from
audio’s auditory and visual features, we use feature coding
network to study the low-level features to obtain high-level
features. Emotion recognition presents a hierarchical fea-
ture, as shown in Figure 3.

Because music genres are often distributed in local and
repeated audio clips, if the music is divided into segments that
are too short, it will be difficult to reflect the relationship
between local characteristics. )e specific design method of
multifeature fusionmusic recognitionmethod is shown below.

First, the optical flow information in the video is extracted
by the denseflow software, and the video is divided into
frames. Recall (R) is used to measure the missing detection of
extracted keyframes and can be expressed as follows:

R �
Nc

Nc + Nm

× 100%. (7)

Here, Nc is the number of keyframes correctly extracted
from the extracted results and Nm is the number of missed
keyframes.

)e open pose posture estimation tool is used to extract
the coordinate information of human joints in the image and
normalize it. First, the collected music data are divided, and
the movement segments are connected and constructed in
the dance movement database, so as to obtain the basic
features of historical music and dance movements, extract
some feature pairs by correlation analysis, and calculate the
gender coefficient by the correlation between music and
dance features. In order to avoid the situation that the weight
tends to be long text, which is not conducive to short text,
this study normalizes the weight of the calculated feature
words, and the formula is as follows:

W(t, d) �
1 + log2 tf(t, d) × log2 N/nl( 

����������������������������������
−t∈d 1 + log2 tf(t, d) × log2 N/nl( (  

 . (8)

Here, W(t, d) is the weight, tf(t, d) is the frequency, N is
the total number of all videos in the training set, and nt is the
number of documents, in which the feature word t appears.

In the actual work process, if the length of the lens and
the complexity of the video content under the lens are not
considered, if the lens is too long, it is difficult to summarize
the content of the lens with only a fewmusic clips.)erefore,
relevant features are extracted from the original data
according to the needs and analyzed and processed in
combination with the differences of various feature infor-
mation. )e difference here is defined as follows:

Δ dis(w) �
abs chii − chij 

������������
max chii, chij 

 . (9)

Second, we constructed temporal and spatial convolu-
tional network models based on the Res Net152 structure,
respectively, and then fine-tuned the dual-stream network
model by migration learning to obtain high-level semantic
features, image functions, and optical stream functions of
RGB. In this system, audio features and lyric features are
fused at the feature level, and the fusion is done in a linked
manner. )at is, the features of the two modes are directly
linked to form a new feature vector. Unlike semi-infinite
linear programming, it exploits the smoothing property of
the objective function and uses gradient descent to update
the kernel function weights. )e kernel function weights are
given by the following equation:

Dm �

1, ifdm � 1, and
zJ

zdm

−
zJ

zdμ
> 0 ,

−
zJ

zdm

+
zJ

zdμ
(ifdm > 1, andm≠ μ),


i�1

zJ

zdv

−
zJ

zdμ
(ifm � μ) .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

Here, Dm is the direction of gradient descent.
To keep the input sample size sufficient and increase

the number of input samples, the original audio stream is
separated into continuous segments. )e trajectories
created by SIFT matching between video frames are one
type, while the trajectories obtained by optical flow
tracking sampling points are the other. )e sampling sites
are sampled near each sift point. Finally, we construct a
spatiotemporal graph convolutional neural network model
based on the graph convolutional neural network structure
to capture the spatial information of the joint points in the
time series. )en, based on the extracted audio sentiment
features, these features are used to obtain a pixel-value
representation of the lyrics based on the codebook. )e
new pixel value is considered as a background pixel when
the nearest Gaussian distribution belongs to any of the
above B Gaussian distributions; otherwise, it is a fore-
ground pixel. )en, a sector template with a circular angle
of 70° is rotated and slid in a circular area to obtain the
vector formed by the sum of the Harr responses in each
sliding window, and the direction corresponding to the
maximum of the sum of the sums is chosen as the reference
direction of the feature.
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4. Simulation Analysis of Matching
Optimization Based on Multifeature Fusion

4.1. Optimization Analysis. When we appreciate dance
(especially the artistic dance carefully created by choreog-
raphers), music and its melody, harmony, rhythm, mode,
and texture are indispensable components of dance works.
In the process of music and dance movement matching
optimization, based on the objective function of dance
movement matching optimization, combined with the op-
timization simulation theory, the objective function is op-
timized. )e concentration adaptively adjusts the
pheromone volatilization factor, dynamically updates the
pheromone according to the advantages and disadvantages
of the optimal dance actionmatching scheme, and completes
the dance action matching optimization in music chore-
ography. Since the features extracted here are exactly the
same as those in the single-mode music emotion recognition
based on audio, the main factor to judge whether the two
clips are similar is the feature factor, which is the feature
value video obtained by matching the information. It is the
principal component to measure whether two things are
consistent with one result. )erefore, the characteristic
factors should occupy a high weight. )e accuracy of video
clips in the two dance data sets under different weights is
shown in Figure 4.

First, we create a sliding window containing many pixels
in the window and use the median of all these pixels as the
new value for the center of the window. Viewing a band in
this window, the harmonic content remains fairly constant,

while the shock structure is shown as a peak. Low-level
music features usually use statistical function variables to
summarize the variance or central tendency in the music.
Among them, the boundary direction histogram is a
boundary-based shape analysis method that is independent
of the size and location of the image object, simple to
compute, and can better describe the shape of the object
boundary. In this section, the Mel spectrogram of the dataset
is used as an input to select the appropriate size of music
segments and the number of heads in the feature encoding
network, and the results are shown in Figure 5.

Second, it sorts the gray values of all pixels in the
window. After sorting, the median of the array is taken as the
new value of the gray value of the central pixel of the
window. According to the comparison results between the
ratio of the nearest distance and the next nearest distance
and the threshold, a pair of matching points is accepted, then
one-way matching is completed, whether to obtain a group
of candidate matching pairs is judged, and the same method
of using the matching points of the next frame is used to
inverse match with the previous frame to obtain a pair of
inverse matching feature points. Because it is difficult to
describe and measure an image frame accurately and
comprehensively by relying on only one image feature, it is
necessary to integrate several different image features to
measure the similarity in order to describe the original image
content more comprehensively and accurately. )is study
compares the different λ values that affect the experiment.
)e results show that the best test accuracy can be obtained
when the value of λ is set to 0.05. )e influence of self-

Timbre

Chord
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Rhythm

Speed

Power

Tune

Style

Emotion

Acoustic 
characteristics

Spatiotemporal 
characteristics

Semantic features

Figure 3: Hierarchical characteristics of music emotional cognition.
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attention mechanism and net VLAD on a feature coding
network is shown in Figure 6.

Finally, the directional gradient histogram feature used
to describe the dance movement information is extracted
from the image. Features are described as the boundary
direction histogram, and texture features are described as
wavelet transform containing various image features.

)is is because the method in this study first incorpo-
rates music beat extraction theory to segment the syn-
chronized dance movement and music data to obtain
multiple short movement-music fragment combinations
and calculate the correlation between the dance movement-
music fragments. It is used to obtain the optimal objective
function for dance movement matching, which improves the
degree of dance movement-music matching in the music
choreography performed by the method of this study.

4.2. Multifeature Fusion Analysis of Dance and Music.
)e smallest unit of any fully structured music is a part. )e
phrases and parts in a part are the internal building blocks of
the structural unit. Similarly, the features of dance images
provide other information for motion recognition, and
image features provide appearance information closely re-
lated to the human movement in the image in the process of
motion recognition. )e comprehensive effectiveness of this
method needs to be verified by simulation.)e experimental
data are from the dance action capture database provided by
Carnegie Mellon University Laboratory, and the length of
each music segment is about 5 seconds. Using the methods
of this study and references [17] and [19], the optimization
experiment of dance action matching in music choreogra-
phy is carried out, and the matching degrees (%) of the three
methods are compared. Figure 7 shows the comparison
results of dance movements in music arrangement.

)e results show that the average matching degree be-
tween the optimized simulation methods in this study is
87%, and the matching degree is very high. )is is mainly
because the method in this study first detects the transition
point of a music segment, aligns the beat prediction position
obtained in each stage, and adaptively adjusts the

pheromone fluctuation factor according to the pheromone
concentration of all music dance motion segments. )e
music arrangement uses the method of this study to match
the dance movements well.

)e calculation procedure is to use the k vectors clus-
tered out in each video sequence about the sample centers of
3D joint node positions, the clustering centers of the joints in
each vector, and the coordinates of the corresponding 3D
joints in each frame of the video sequence to calculate the
Euclidean distance, respectively. )e appearance informa-
tion of objects in an image can be well described by the
direction of gradients or edges, and the method generates
descriptors by calculating the statistical information of local
image gradient directions. Two images can be generated by
using a median filter to filter in the horizontal and vertical
directions of the magnitude spectrogram of the descriptor. If
the median filter is applied at the frequency, the shock events
are enhanced and the harmonic components are suppressed.
)e best combination of features is input to the meta-CNN
and the training process is visualized on the model GTZAN
and Extended Ballroom datasets. )e results are shown in
Figure 8.

Second, in the training process, the feature pyramid
network (FPN) extracts features and returns to the key
points of human skeleton, and the simple key points will be
basically completed in the FPN stage. )e detailed network
structure of FPN is listed in Table 1.

Multicore learning can be understood as having great
interpretability when learning the weighted convex com-
bination of several cores, and the weight coefficient is crucial
for extracting features from different modes. It is possible
that such a probability value is zero. To avoid the occurrence
of zero probability, it is a common practice to apply various
data smoothing procedures. A pixel with a significant dif-
ference value in two orthogonal directions is particularly
unique and ideal for tracking, even if it is on an edge. As a
result, the RGB picture data recovered from the keyframe, as
well as the stacked optical flow generated by the keyframe
and its surrounding 10 frames, are fed into the spatial and
temporal convolution networks for testing. )e results are
listed in Table 2.

Finally, the strong and weak edges and details of each
layer are separated by limiting the number of strong edges,
then the layered mapping function is constructed for each
layer, and point-by-point mapping is performed for each
layer by enhancing the details of each layer and the contrast
of the weak edges and keeping the strong edges, thus re-
alizing the remapping process for each layer. )e video
frame with the largest C value is calculated, the index of the
frame with that C value is obtained, and finally, the key-
frames are sorted by index value, and if the number of
indexes is the same, the keyframes are determined based on
the sum of the calculated distance between the nodes in the
frame and the nodes corresponding to the clustering center,
and the one with the smallest sum is the keyframe. )us, the
edge features of each image of a video frame are accumulated
in a single image, and finally, the directional gradient his-
togram features are extracted from the image of the accu-
mulated edge features.
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Figure 4: Accuracy of video clips in two dance datasets under
different weights.
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5. Conclusions

Unique or expressive rhythms, such as strength, weight, and
melody, are primarily used to define the integration of music
and dance. Music sentiment analysis, such as music senti-
ment expressionmodels, music review feature identification,
emotional music classification, and emotional music search,
is a hot trend in artificial intelligence. Music and dance
matching is crucial in music discovery and can be used to
manage and tag music content on websites and device music
engines. On the basis of multifeature fusion, a strategy is
given for optimizing dance technology movement andmusic
matching simulation. By obtaining optimal performance on
a dataset, multifeature fusion illustrates a good application
case. )e multifeature fusion-based dance and music
matching optimization simulation approach, which includes
feature extraction of music and dance movements, is de-
scribed in this work. )e dance music multifeature fusion
and multifeature fusion-based matching optimization sim-
ulations are thoroughly examined. )is aggressive and
comprehensive matching approach is more universal and
scalable, and it can give a platform for additional distinct
songs and dances besides chime music and dance. In this
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Figure 5: Test accuracy of music segment and feature coding
network.
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Table 1: Detailed structure of FPN network.

Type of layer Step size and number
of fills

Output
size

Nuclear
size

Conv1D 3.0 (10, b, 84) (34, 969)

ReLU 2.5 (28, 76,
32) (27, 1004)

Dense 1.8 (27, 47,
44) (29, 1863)

Maxpooling1D 2.2 (43, 34,
38) (63, 548)

Table 2: Accuracy of different keyframes on ufc101 split1.

Number of keyframes 10 20 30
Accuracy (%) 44.8 52.9 89.8
Average consumption time (s) 3.6 4.2 2.1
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way, the same cultural isomorphism, emotional isomor-
phism, affective isomorphism, and imagery synthesis of
music and dance matching can both express the music’s
sensual characteristics and reach the audience’s mind. Music
expresses emotion, while music ultimately reproduces the
form of space through dance, ultimately creating an audi-
ence through audio-visual fusion.
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One of the most e�ective approaches to improve resource usage e�ciency and degree of resource collecting is to integrate
resources. Many studies on the integration of information resources are also available. �e search engines are the most well-
known. At the same time, this article intends to optimize the integration of British and American literature information resources
by employing distributed cloud computing, based on the needs of British and American literature.�is research develops a model
for the dispersed nature of cloud computing. It optimizes the method by �tting the mathematical model of transmission cost and
latency. �is article analyzes the weaknesses of the current British and American literature information resource integration and
optimizes them for the integration of British and American literature resources. �e Random algorithm has the longest delay,
according to the results of this paper’s experiments (maximum user weighted distance). �e algorithms NPA-PDP and BWF have
longer delays than the algorithmOpt.�e percentage decline varies between 0.17 percent and 1.11 percent for di�erent algorithms.
It demonstrates that the algorithm presented in this work can be used to integrate and maximize information resources from
English and American literature.

1. Introduction

In the past ten years, cloud computing has experienced rapid
development and has been widely used. Many commercial
cloud computing service providers (cloud service providers,
CSPs) began to provide a variety of public cloud computing
services. More enterprises and organizations have also built
their own private cloud infrastructure or built hybrid cloud
facilities. Achieving e�cient utilization and management of
cloud computing resource pool resources can not only re-
duce service costs, but also improve service quality and
competitiveness. �e current problem is how to allocate
resources to meet the service quality requirements of di-
versi�ed businesses, reduce costs, and increase pro�ts.
�erefore, resource allocation is one of the most basic and
core issues in cloud computing service deployment.

At the same time, the research on British and American
literature is becoming more and more enthusiastic, and the
demand for British and American literature resources is

increasing. Whether it is a literary worker or the general
public, the thirst for literary knowledge is getting higher
and higher. However, the resources of British and
American literature are widely distributed in archives,
websites, and libraries around the world, which makes it
di�cult and costly to obtain. In addition, the language of
British and American literature includes Old English,
confused language, and other mixed languages, which are
not easy to read. �erefore, combined with the charac-
teristics of distributed cloud computing, it is necessary to
integrate and optimize the global British and American
literature resources.

�e main innovations of this paper are as follows: it
optimizes the delay and cost of migrating distributed big
data of British and American literature to the cloud. Firstly,
the selection target of data center during data migration is
analyzed. It proposes an approximate algorithm for fair data
placement and optimal data placement. It simultaneously
extends the traditional k-supplier problem, the capacity-
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unlimited facility location problem, and the k-middle point
problem. Aiming at the two goals of minimizing data
placement for transmission cost and minimizing data
placement for total cost, a nearest data center priority
heuristic algorithm is proposed.'e proposed algorithm can
effectively reduce latency, save costs, and solve the problem
that some data centers are unavailable due to regulatory
restrictions or user preferences during data migration.

2. Related Work

In order to maximize the profits of CSPs and optimize the
user experience, in recent years, it has become a trend to use
multiple cloud networks to provide services in a unified
manner. In the multi-cloud structure, cloud broker service
has been recommended as a basic cloud service and has
attracted extensive attention from industry and academia.
Tsai and Lo proposed an efficient distributed mobile cloud
computing service authentication scheme. His scheme re-
duces the authentication processing time required for
communication and computation between cloud service
providers and traditional trusted third-party services. For-
mal security proofs and performance analysis show that the
scheme is both secure and efficient [1]. Hirai et al. modeled
the task scheduling server as a single-server queue, where the
server consists of many workers. When a task enters the
server, the task is split into subtasks. Each subtask is served
by its own worker and an alternate different worker [2].
Xiong et al. believed that, with the rapid development of
mobile services, mobile cloud computing (MCC) has re-
ceived great attention from researchers in academia and
industry. He will design an enhanced and provably secure
authentication scheme for distributed MCC services [3].
Kakade et al. eliminated the need for an uninterruptible
power supply (UPS) in the data center by connecting direct
current voltage from a backup power source directly to the
motherboards of multiple servers in the data center. 'e
alternating current power received from the electric utility
service is converted to a lower voltage by on-site trans-
formers and then supplied to one or more power distri-
bution units on-site [4]. Liao et al. proposed an active data
prefetching scheme on the storage server of the distributed
file system for cloud computing. Experiments demonstrate
that their proposed active prefetching technique can benefit
distributed file systems in cloud environments to achieve
better I/O performance [5]. Deng et al. proposed a dis-
tributed intrusion detection based on hybrid gene expres-
sion programming and cloud computing (DID-HGEP
Cloud) for the massive and high-dimensional intrusion data
behavior in cyber-physical power systems. 'rough com-
parative experiments, it is shown that the algorithm they
proposed has obvious advantages in false attack rate, DAR,
average time consumption, etc. Furthermore, the proposed
algorithm has excellent parallel performance [6]. Alhazmi
et al. believed that cloud computing provides on-demand IT
services through large distributed data centers on high-speed
networks. Virtualization is a key cloud computing tech-
nology. It allows service providers to offer computing ser-
vices in a cloud environment without platform compatibility

differences. He formulated the virtual network configuration
in a geographically distributed cloud computing data center
supporting SDN as a mixed integer linear programming
(MILP) problem. 'e formulation of the proposed Optimal
Virtual Network Provisioning (OVNP) model is studied by
simulation. 'e experimental results verify the effectiveness
of his proposed method [7]. However, through the summary
of related research, it can be found that although the current
research on distributed cloud computing is very in-depth,
there is no research on resource integration for British and
American literature. 'is is detrimental to the development
of the resource integration of English and American liter-
ature in China.

3. Distributed Cloud Computing

Cloud computing has become the preferred platform for big
data analysis [8, 9]. Especially when data is generated from
multiple geographically distributed locations, local users
need to use local data frequently, and sometimes all local
data need further joint analysis. 'erefore, it is more ap-
propriate to use a cloud platform. For example, for a
multinational sales company with many subsidiaries around
the world, subsidiaries in each country need to analyze data
generated by local users in a timely manner for business
purposes. At the same time, all data should be aggregated
and analyzed to report to headquarters or support cross-
border transactions. For example, US demographic data is
stored by state. Huge remote sensing data are stored in data
centers across regions. Although these data are managed
regionally, they may also require collaborative analysis for a
common goal [10, 11]. Generally speaking, large-scale cloud
computing is networked in a distributed manner. It has
multiple geographically distributed data centers (Amazon
has at least 11 DC1s across 4 continents; Google has at least
13 DC2s across 4 continents). Each DC configures com-
puting and storage resources on a pay-as-you-go basis. 'is
kind of infrastructure can provide nearby services and is
especially suitable for data processing distributed across
regions.

In order to process big data in cloud computing, the
prerequisite is to migrate and store the data on a suitable
data center (DC) [12]. Moving hardware directly is an
optional way to move large-scale data. 'e Amazon Import/
Export service, for example, recommends using removable
storage devices to transport data, and sometimes it is even
possible tomove entire machines. But this is only suitable for
infrequent, or one-time, bulk data movement. 'is method
has a large delay and cannot meet the growing demand for
real-time analysis of data. It also contradicts the idea of
automated management and requires more labor partici-
pation. Transferring data over the Internet is very expensive
and impractical due to the large delays. For example, it takes
roughly 13 days to transmit 1 TB of data through a 10MB
internetwork. It is generally recommended to transfer real-
time data over a high-speed dedicated connection (such as
AWSDirect Connect1), which can speed up the transfer. But
even relying on high-speed dedicated connections, trans-
ferring data across continents is difficult. For example, AWS

2 Computational Intelligence and Neuroscience



Direct Connect does not provide cross-continental service,
and international private lines are too expensive. 'is limits
the movement of all large-scale data across the globe to the
same DC [13, 14]. Also, using a DC to store data results in
more frequent local data analysis delays. Especially in some
regions, data security laws require that some data must be
stored locally (e.g., some countries in the European Union).
All in all, it is necessary for users to follow some rules to
choose a suitable storage location for their data. As Amazon
suggests, being closer to the user can reduce latency in data
usage, meet specific legal and regulatory requirements, or
reduce costs, etc.

Figure 1 simulates the distribution of DCs and users (for
simplicity, users are used to represent subsidiaries or data
owners).

'ere are a total of 10 DCs and 9 users in Figure 1,
spanning 4 continents. Different users can use different DC
services or prefer different DCs. For example, users 4, 5 in
Europe can only be scheduled to DC5, 6 in Europe. Users in
Asia only prefer DCs in Asia Pacific.

Cross-DC data analysis is now possible with various
MapReduce-based frameworks, such as G-Hadoop and
G-MR [15, 16]. A lower-cost cross-data center big data
processing method is also proposed in this research. Using
numerous DCs instead of just one can meet the needs of
comprehensive data analysis while also ensuring faster local
data analysis and cheaper expenses.

Considering the underlying incomplete graph,

G � (U, V, E). (1)

Among them, the side length

eij ∈ E, (i ∈ U, j ∈ V). (2)

It satisfies trigonometric inequalities, as well as positive
integers k(k≤ |U|, k≤ |V|). 'is chapter aims to find a DC
subset D (|D|≤ k) from the available DC set V to store the
data of all users in U according to different goals. For any
i ∈U and j ∈V, if user i’s data can be moved to DC j (at least
not restricted by regulations or excluded by users), there is
an edge between them. 'is problem assumes that all i are
adjacent to at least one j; otherwise the problem has no
solution. Also it assumes that

|E| � m. (3)

Among them,

m≤ |U|∗ |V|. (4)

Each user is assigned a weight wi, which represents the
activation level of current or foreseeable future data gen-
eration, or the importance of local users. wi increases with
the amount of data or the importance of the user. 'e
activation level rather than the data volume is used because
it can tolerate the dynamic changes in the data while
providing a modest approximation to the data volume. 'e
activation level can be based on the amount of data
uploaded per day. For example, for a typical company
uploading 200GB per day [17], 10 GB can be used as the
threshold for determining the activation level. If a

subsidiary generates less than 10GB of data per day, a
weight of 1 can be assigned. For subsidiaries between 20
and 30GB, a weight of 3 is assigned. By analogy, for user i
with activation level wi, a fee wieij will be charged to move
data to DC j.

Each DC has a different price for compute and storage
resources. For more economical storage and processing of
data, lower prices are of course preferred. Given DC j, assume
that the price of one VM instance processing data per hour is
aj. On average, such instances are able to analyze bj GB of
data per hour. 'en, the price for processing 10GB of data is

pj
′ �

10∗ aj

bj

. (5)

If the storage cost for 10GB of data is p′
′
j, then the total

cost on the DC side for a user with activation level 1 is

pj � pj
′ + p
′′
j. (6)

For user i with activation level pj
′, if it wants to store and

process data at DC j, it needs to pay wipj.
Because of the high scalability of cloud computing, this

chapter assumes that the DC has no computing and storage
capacity constraints. For data integrity, a user’s data is only
stored in one DC. 'e target data center selection problem
can be summarized as follows: it selects at most k target DCs
and assigns each user to a target DC such that it satisfies the
following objectives.

Fair data placement (FDP): the maximum distance be-
tween the user and the assigned DC is minimized so that
each local user can access data with minimal delay:

min D⊆V, |D|≤ k
max

; i ∈ U, j ∈ D eij . (7)

Preferred data placement (PDP): themaximumweighted
distance between the user and the assigned DC is minimized,
allowing local users with more data to access data with
minimal delay:

min D⊆V, |D|≤ k
max

; i ∈ U, j ∈ D wieij . (8)

If needed, it also uses

w(i, j) � wieij, (9)

to represent the weighted distance.
Transmission cost minimization data placement

(TCMDP): transmission cost is defined as the minimization
of the sum of the weighted distances between all users and
the DC to which they are assigned:

min D⊆V, |D|≤ k 
i∈U

j ∈ D wieij ⎛⎝ ⎞⎠. (10)

Total cost minimization (cost minimization data
placement, CMDP): the total cost is defined as the mini-
mization of the sum of the costs for all users:

min D⊆V, |D|≤ k 
i∈U

j ∈ D cij ⎛⎝ ⎞⎠. (11)
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It needs to note that goal 1 is a special case of goal 2 when
wi � 1. Goal 3 is a special case of Goal 4 when pj � 0, and
subsequent discussions will focus on goals 2 and 4. 'e
corresponding results can be directly applied to objectives 1
and 3, respectively.

Suppose xij is a Boolean variable that indicates
whether user i is assigned to DCj. It is 1 if i is assigned to j,
and 0 otherwise. yj is also a Boolean variable that in-
dicates whether DCj is used. It is 1 if used, and 0
otherwise.

'e PDP problem wants to minimize the largest
weighted distance z, where

wieijxij ≤ z∀i ∈ U, j ∈ V. (12)

PDP can be formalized as the following 0–1 mixed in-
teger program:

min z

s.t
, (13)


j∈V

xij � 1, ∀i ∈ U,
(14)

yj ≥xij ∀i ∈ U, j ∈ V, (15)

xij ∈ 0, 1{ }, yj ∈ 0, 1{ }, (16)

xij � 0 for some i ∈ U, j ∈ V. (17)

Constraint (13) guarantees that every user must be
assigned to at least 1 DC. Constraint (14) guarantees that this
DC must be used. And the number of selected DCs cannot
exceed k (Constraint (15)). Moreover, not all DCs can be
used by every user (Constraint (16)); that is, the underlying
bipartite graph is incomplete.

CMDP can be formalized as the following 0–1 integer
linear program:

min 
i∈U,j∈V

wieij + wipj xij

s.t (13), (14), (15), (16), (17)

. (18)

In the objective function, both eij and pj are in nor-
malized form. 'e first half i∈U,j∈Vwieijxij is the trans-
mission cost. 'e second half, i∈U,j∈Vwieijxij, is the cost of
storing and processing data in the data center.

PDP is an extension to the k-vendor problem, while
CMDP is a common extension to the UFL and k-middle
point problem. Because of the k-vendor problem, both UFL
and k-middle point problems are NP-insoluble [18, 19]. So
both PDP and CMDP are NP-insoluble. 'is section
presents an approximation algorithm for PDP and a heu-
ristic algorithm for CMDP. For the convenience of reading,
the special summary abbreviation table is shown in Table 1.

User

User

User

User
User

User

DC

DC

DC

1 2 3 4 5 6 7 8 9 10

1 2 3 4 5 6 7 8 9

Figure 1: Data centers and users distributed across geographies.
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4. Strategies and Methods for Integrating
Information Resources of British and
American Literature

4.1. Engine Search Aspects. 'e search engine is mainly
composed of four parts, namely, the information collector
(robot or spider or crawler), the analysis indexer (indexer),
the searcher (searcher) and the query interface. 'e com-
position and structure of the current mainstream search
engines generally include miners for data mining and user
information mining [20]. Its connection mechanism is
shown in Figure 2:

'e availability of engine search is poor, and it is difficult
to cope with the challenge of information islanding. 'e
countermeasures include improving the ranking of main-
stream engine search and improving the daily management
system of engine search by improving the intelligent search
engine. One of the major reasons why users cannot find the
information they need is that they are not familiar with
literature classifications; that is, users may not understand
the classification information of English and American
literature websites. Or the literary works recommended by
the website are too professional, so that users cannot find the
information they need when searching in plain language.

A better solution is to filter the correspondence between
the vernacular words and the official words according to
semantic analysis and probability statistics by collecting the
search keywords of users on British and American literature
websites. And according to the corresponding relationship, a
lexicon of common people is generated. After receiving the
vernacular words input by the user, the intelligent search
engine system will query the Baiqiao style thesaurus, obtain
official words matching the vernacular words input by the
user, and search the website according to the obtained of-
ficial words. Intelligent guidance, keyword association, and
other technologies used in business engines such as Baidu
are widely used to intelligently correct and sort retrieval
results, so as to facilitate user retrieval. At the same time, box
calculation can also be used to optimize the user’s search
results. 'e difference between this approach and the tra-
ditional approach is that, in the traditional search, users need
to filter the search results.'is kind of search system displays
application services on the search result page by formulating
association rules and engine search application containers.

When users use the search system to retrieve the in-
formation they need, they often do not search the system
through the engine on the homepage of the English and
American literature website but directly retrieve the required
information in the mainstream search engine.'erefore, the
search for British and American literature can improve the
ranking of website information resources by purchasing
services on mainstream engines such as Baidu. It can learn
from the relatively mature engine search optimization
guidelines in the United States and the United Kingdom and
strive to enhance the visibility of information resources.

In the engine search of English and American literature
websites, the latest search is empty, the information resource
structure is single, and the update is not timely, which will
cause the poor search function of the engine. 'erefore, this

article recommends that an experienced and first-class
technical information management professional team be
responsible for the maintenance of the search system, and to
update and maintain the system in time. At the same time,
English and American literature websites can consider using
information integration and real-time monitoring proce-
dures for user experience to achieve automatic integration
and manual integration, daily integration and emergency
integration, individual integration, and coordinated inte-
gration. In this way, a complete management chain such as
real-time information monitoring, crisis early warning, and
emergency response can be realized, and the search ranking
of information resources on Chinese English and American
literature websites can be improved.

In the face of the impact of emerging information
technologies such as big data and the threat of information
islanding, the website management department should put
the needs of citizens first. 'is is also the core of the new

Table 1: Algorithm abbreviation correspondence table.

Name Abbreviate
Fair data placement FDP
Preferential data placement PDP
Transmission cost minimization data placement TCMDP
Cost minimization data placement CMDP

Search databaseIndexer
netuser

Static text

FTP site

Web site Gopher site

BBS

New User

data mining

Figure 2: Search engine basic structure process.
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public service theory; that is, the engine search design of the
website should be more humanized and intelligent. 'e
website content should show more hotspots that are closely
related to civic life. 'e management department should take
citizen satisfaction as the basis for evaluating website per-
formance. Open data should be more concerned with ful-
filling citizens’ needs for specific data. On this basis, website
management can consider strengthening the top-level design
to improve the information resource management system.
Website management should continue to improve the in-
tensive construction of infrastructure, avoid duplication of
construction, and improve the efficiency of equipment use.

4.2. Content Integration of British and American Literature.
Internet search and information disclosure are the core and
private content of Chinese British and American literature
websites. It examines website content integration from the
perspective of web search. It conducts an online survey on the
online search services of English and American literature
websites across the country. 'e current network search
services are summarized as follows: (1) based on the account
of the English and American literature website at the same
level, the Internet search service of Bukou is integrated. 'e
main feature of this model is that the service interface is
unified and easy to integrate. However, this form of inte-
gration only guides users to the websites of various ministries,
districts, and counties through address links for online search
service requirements and does not actually integrate service
resources on a unified platform. (2) Relying on brick-and-
mortar bookstores, the online center at the same level is
integrated. 'e advantage of this mode is to provide users
with a unified login entry, and to realize the combination of
the front-end service and the back-end service system; that is,
the English and American literature website already has a
service system. However, there are problems such as in-
consistency in the handling process and service content be-
tween the newly built service integration platform and the
already built service integration platform.

From the angle of information disclosure of English and
American literature websites, the integration of website
content is investigated. By analyzing the search, download,
and reading usage of British and American literature websites,
it finds that the biggest shortcoming is that although the
number of British and American literature websites has been
increasing actively, the number of applications for disclosure
has not decreased accordingly but has continued to increase.
In the software evaluation, the websites of districts and
counties within the range of 600 were also tested. It found that
about 90% of the websites were blocked and the updates were
not timely enough. More than 80% of the websites have the
phenomenon that the page cannot be opened or the function
cannot be used. 90% of websites have fake links, dark links,
and unusable links. 'e operation, maintenance, and man-
agement of grassroots websites need to be improved.

4.3.OpenData IntegrationofBritish andAmericanLiterature.
'e evaluation report on the construction of English and
American literature websites of the State Information Center

believes that, in the construction of open data, the situation
of information islanding is serious. In a research evaluation
of the practice of open data on British and American lit-
erature websites across the country, it was found that, as of
May 2019, 86.25% of the data were updated annually or not
at all. Only 13.75% of the data are updated monthly or daily.

From the problems of open data platforms, it can be seen
that the number of data applications provided by open data
platforms in various places is poor. Although some plat-
forms have opened data application channels, the existing
“applications” on the platform are not downloadable and
useable data applications, but only the results of functional
tests. Although some platforms provide downloadable and
useable data applications, most of them do not use the data
of this site or only use basic data such as geographic location
in a shallow level. Or even if the data of this site is used, it
does not explain which data is used. Some platforms offer
“data apps” that do not live up to their name. In fact, it is the
business processing system of local literature, and it is the
source of open data, not the practical application after data
opening, which greatly dampens the enthusiasm and crea-
tivity of users.

First of all, many British and American literature
websites lack the awareness of change and do not realize
the impact of big data and other information technologies
on Chinese British and American literature websites. 'e
main problem is that information technology such as big
data is only understood as a common technical means. It
did not realize that big data would improve the integration
efficiency of information resources of English and
American literature websites and promote the reform of
literature administration. Many developers are not clear
about the trend of e-government reform such as open data
and even have resistance. Developers’ awareness of
technological innovation needs to be enhanced. Secondly,
it is difficult for the laws and regulations of China’s
informatization standards to keep up with the pace of
technological change. 'e laws and regulations of elec-
tronic technology informatization and big data con-
struction are relatively lagging behind. 'e information
integration of Chinese English and American literature
websites requires the personnel in charge of British and
American literature websites to strengthen the top-level
design, enhance the efficiency of Chinese big data to
promote the information integration of British and
American literature websites, and improve the pertinence
of problems. Finally, the talent construction of Chinese
English and American literature websites cannot meet the
impact of big data and other information technologies.
'e phenomenon of insufficient innovative talents and
professional and technical talents, low level of interna-
tionalization of talents, and serious loss always exists. 'e
key reason lies in the disconnection between China’s
e-government personnel training system and selection
system.'is requires China’s public service department to
reform its management system, select the right talent in an
unorthodox way, and break down the identity barrier.
Only in this way can it form an open, inclusive, and
orderly pattern of talent selection.
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5. British and American Literature Information
Resource Integration System

Aiming at the problems existing in English and American
literature websites and search platforms, this paper focuses
on three aspects: engine search optimization, content in-
tegration optimization, and public information integration
optimization. Combined with the low cost and high effi-
ciency of distributed cloud computing, combined with the
problems of wide distribution of English and American
literature websites and many kinds of languages, it optimizes
the experiment and cost of the website.

5.1. Optimization of Engine Search. To evaluate the impact
of DC size on the BWF algorithm, it is assumed that users
1∼9 can be served by different numbers of candidate DCs. It
adds one DC at a time to DCs 1∼10 in order from 11 to 14.
'e performance of each algorithm is shown in Figure 3.

As shown in Figure 4, the time delay (maximum user
weighted distance) of the Random algorithm is the largest.
'e delays of the algorithms NPA-PDP and BWF are larger
than those of the algorithm Opt. First, the algorithms NPA-
PDP and BWF both choose DC2, 6, 9. When the number of
DCs increases from 10 to 13, the delays of the algorithms
NPA-PDP and BWF and the assignment relationship from
users to DCs are the same. 'is is because none of the 3 DCs
added subsequently are better than the preceding DCs, so
none of the 3 DCs are chosen. When DC14 (Beijing) is
added, the delays of algorithms NPA-PDP and BWF both
increase. 'e reason is that user 8 (Xian) has the largest user
weight, so the algorithm selects it as the user representative
for the Asia-Pacific region. Because user 8 is closest to DC14
(Oakland), the algorithm abandons DC9 and chooses DC14
instead. Users originally assigned to DC9 are reassigned to
DC14. 'is causes the delay to rise as the weighted distance
between Beijing and Oakland.

'e Opt. algorithm has the smallest delay. Although the
number of DCs has increased, the delay has remained the
same. Although the delay solved by the BWF algorithm is
slightly larger than that solved by the Opt. algorithm, the
average is about 5%. Experiments show that the Opt. algo-
rithm can only optimize the main objective function value but
cannot optimize the delay of other clusters. For example, the
algorithms NPA-PDP and BWF both choose DC2, 6, and 9.
Algorithm Opt. chooses 2, 5, 7. Among the three algorithms,
the users served by DC2 are the same, namely, users 1, 2, and
3. NPA-PDP and BWF assign users 4, 5 to DC6. And Opt.
assigns them to DC5. Users 6, 7, 8, and 9 are assigned to DC9
by algorithms NPA-PDP and BWF, and assigned to DC7 by
algorithm Opt. 'e delays for each user are compared in
Table 2. Obviously, the total delay of the Opt. algorithm is
larger than that of the other two algorithms. 'is is because
the Opt. algorithm cannot consider all clusters.

'e experiment also increased the number of users from
9 to 19. It joins two users at a time in numerical order. 'e
delay results are shown in Figure 5.

When users 18, 19 join, the delay changes because their
minimum weighted distance is greater than the current

delay. 'is also reveals that even if the number of users
increases, it is not necessary to use more DC. Only when
more distant users join is it possible to cause greater delays
and thus require more DCs. Although the Opt. algorithm
finds the optimal solution, the experiment again observes
that the total delay of the Opt. algorithm is larger than that of
the BWF algorithm. Although limited by the randomness of
user location selection, a purely increasing delay curve
cannot be drawn, but the simulation results still reveal a
trend: the delay will not decrease as users join.

9X10 9X11 9X12 9X13 9X14
0

1

2

3 X105

M
ax

im
um

 ti
m

e d
el

ay

User quantity X DC quantity

Random
NPA-PDP

BWF
Opt.

Figure 3: Comparison of the maximum delay obtained by the
algorithm when the number of DCs increases.
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Figure 4: Comparison of algorithm running time when the
number of DCs increases.

Table 2: Opt. algorithms cannot optimize every cluster.

User BWF Opt.
User 4 6679 25189
User 5 5137 23172
User 6 17893 9496
User 7 18542 54108
User 8 38263 88790
User 9 141337 134541
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It is worth noting that when users 12 and 13 join in, the
delay of NPA-PDP algorithm increases sharply. 'is is
because the NPA-PDP algorithm simply deletes a DC
without considering the user’s grouping attributes. 'is also
reflects the instability of NPA-PDP algorithm.

In terms of running time, Random algorithm and NPA-
PDP algorithm are faster than the other two algorithms. All
in all, the Opt. algorithm requires more time than the BWF
algorithm. With the addition of DCs and users, the time
consumption of the Opt. algorithm increases rapidly. 'e
time consumed by the BWF algorithm is much slower, so it
is more suitable for large-scale applications.

5.2. Content Integration andOptimization. In order to make
full use of the various dimensions of PM resources, this
section introduces the “similarity” boxing mechanism.
Figure 6 reveals the effectiveness of this mechanism. Sim-
ulation experiments are carried out for three scenarios, and
the three sets of experiments include 450, 900, and 1500
VMs, respectively. In each set of experiments, the residual
resources of each dimension of PM used were compared in
the order of network bandwidth (N), CPU (C), memory (M),
and hard disk storage (D). It can be seen from Figure 6 that
the algorithm achieves a balanced use of resources in each
dimension.

In order to save resource costs without compromising
quality of service requirements, this section formalizes the
problem as a stochastic multi-objective nonlinear pro-
gramming. It targets a common situation (that is, VMs can
be independent or related, and PMs can be heterogeneous
and networked in a tree topology), while optimizing server
and network bandwidth, which account for most of the data
center cost. VM partitioning, statistical multiplexing, and
“similarity” methods are used to implement a new offline
algorithm and a new online algorithm. 'e effectiveness of
the algorithm is verified through extensive simulation ex-
periments. Experiments show that the algorithm proposed
in this section is more effective. Not only do they drastically
reduce PM and network-related resource costs, but they also
guarantee a suitable quality of service.

5.3. Integration and Optimization of Public Information.
'e number of PM in each DC follows a U(3050) distri-
bution. And the type of PM is uniformly chosen from four
options. PM’s configuration is based on the IBM SystemxM5
and Systemx3300M4 server types. 'e resource configura-
tion requirements of the VMs in this chapter are based on
the setup of four types of VMs from Amazon EC2’s m3-
series (for consistency with PM, GB is used to replace GiB).
'e M3-series is the most representative and is designed for
general use. 'e number of logical cores per PM is equal to
or at most twice the number of physical cores, according to
VMWare8. 'e number of logical cores in a PM cannot
exceed the number of vCPUs in a VM. Assume that vCPUs
and physical cores have a one-to-one connection; the details
are provided in Table 3.

Table 4 reflects resource pricing as well. Experiments
strive to use Amazon as much as possible to expose data in
order to maintain prices consistent. Because of the complex
interaction between PM setup and VM resource require-
ments, only the medium type resource pricing is shown here.
'e prices of the remaining categories are expected to have
the same multiplier relationship; for example, the price of
xLargeVM with 4 vCPUs is four times that of the medium
type. 'e pricing for storage is from Amazon S3. It may be
computed that transferring 1GB of data costs $0.0243 using
the Amazon Import/Export service pricing.

TLGGA convergence is seen in Figure 7 when there are
four DCs (DC1DC4). 'e value of the objective function
decreases rapidly and the curve is highly steep in the first 200
iterations (including crossover, mutation, and local optimi-
zation of all populations), according to simulation experi-
ments. 'e curve begins to flatten down over the next 800
cycles.'e goal function value declined extremely slowly after
roughly 1,000 times, despite the fact that the method took
longer. In less than two seconds, a good solution can be found.

'ere is a similar convergence pattern for different
numbers of DCS. 'e cost values for 1,000 and 10,000 it-
erations are shown in Figure 8. It demonstrates that multiple
repetitions do not result in a proportional reduction in the
goal value. 'e decrease in percentage was merely 0.17
percent to 1.11 percent.
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Figure 5: Comparison of the maximum delay obtained by the algorithm when the number of users increases.
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'e use of Reducer deployment in Hadoop for big data
processing across data centers is examined in this study. It
first formalizes the challenge as a two-tier plan to keep
expenses down and follow typical Hadoop localization
principles. Layer 2 planning can take into account the co-
selection of a DC and a server at the same time. 'e new
architecture is then used to offer a novel cross-data center

large data processing technique based on key distribution.
'e Reducer can be deployed to the DC with the greatest
data to process and the lowest cost of other resources with

Table 3: PM resource configuration and VM resource requirements.

PM Cores Memory VM vCPUs Memory
Medium 4 32 Medium 2 3.75
Large 8 64 Large 4 7.50
Xlarge 24 192 Xlarge 8 15.00
2xlarge 32 256 2xlarge vCPUs 30.00

Table 4: Serial numbers and resource prices of data centers in different regions.

Data center location California Frankfurt Singapore Sao Paulo Oregon Ireland Sydney
Medium PM 0.408 0.400 0.498 0.480 0.480 0.380 0.472
Medium VM 0.077 0.075 0.098 0.095 0.095 0.073 0.093
Save 0.033 0.0324 0.030 0.0408 0.0408 0.030 0.033
Power 11.910 9.490 15.470 14.370 14.370 8.900 15.470
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Figure 7: Convergence of TLGGA with 4 DCS.
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this approach. Finally, the system is implemented using a
two-layer grouping genetic algorithm (TLGGA). 'e ap-
proach employs a local optimization strategy and a cus-
tomized starting population creation mechanism. TLGGA’s
efficiency is demonstrated through simulation results. It
outperforms both the baseline Hadoopmethod and the most
recent G-MR algorithm.

6. Conclusion

'is paper focuses on the global British and American lit-
erature websites and studies the resource allocation algo-
rithm in distributed cloud computing. Firstly, based on the
sequence of cloud computing service deployment, it adopts
the top-down engineering theory method to divide cloud
computing deployment into three stages: cloud network
selection, data center selection, and server selection. 'en,
based on the specific business, it systematically studies the
resource allocation methods in cloud computing according
to the different goals and resources required by the business
in each stage. Resource allocation based on distributed cloud
computing still has many problems to be solved. 'e next
step will focus on the research of distributed cloud com-
puting algorithm.
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'e data used to support the findings of this study are
available from the author upon request.
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�is paper proposes a new algorithm composition network from the perspective of machine learning, based on an in-depth study
of related literature. At the same time, this paper examines the characteristics of music and develops a model for recognising
musical emotions. Using themodel’s information entropy of pitch and intensity to extract themainmelody track, note features are
extracted from bar features. Finally, the cosine of the vector included angle is used to judge the similarity between feature vectors
of several adjacent sections, allowing the music to be divided into several independent segments. �e emotional model of music is
used to analyze each segment’s emotion. By quantifying music features, this paper classi�es and quanti�es music emotion based
on the mapping relationship between music features and emotion. Music emotion can be accurately identi�ed by the model. �e
model’s emotion recognition accuracy is up to 93.78 percent, and the algorithm’s recall rate is up to 96.3 percent, according to
simulation results. �e recognition method used in this paper has a higher recognition ability than other methods, and the
emotion recognition result is more reliable. �is paper can not only meet the composer’s auxiliary creative needs, but it can also
help intelligent music services.

1. Introduction

With the development of economy and society, people put
forward higher requirements for spiritual life. In today’s
society, people’s entertainment life is richer and more di-
verse, and music is a special social ideology, which can not
only cultivate sentiment and regulate emotions, but also
develop thinking and glow emotions, and it has a strong
appeal [1]. Music is becoming increasingly important in
human life as a spiritual food. Simultaneously, digitalization,
as the core of information technology, has aided the rapid
development of a variety of emerging technologies; digita-
lization of audio has become the digital trend’s intermediate
force. As a result, the marriage of computer and music has
become a research hotspot [2]. “Computer music” is a new
technology that combines music art and computer tech-
nology. It is an important component of multimedia
technology. Music has a higher scienti�c and technological
content, as well as its own distinct and colourful artistic
expression. �e use of algorithms to create musical works is

known as computer composition. One method of com-
posing music is to use an algorithm set [3]. More researchers
have devoted themselves to the research �eld of algorithmic
composition because concrete music and random music
di�er greatly from the theoretical system and creative
thinking of traditional composition techniques. Probability
model, rule systemmodel, genetic algorithmmodel, and NN
(neural network) model are the most commonly used al-
gorithm composing methods today. �e motivation of
composition and the development of motivation are pre-
cisely the application of these thoughts as the guidance of
technological innovation in the universal law of music
creation. �e composition algorithm is both a simple
mathematical operation and an expression of the artistry
that exists in human thought. Computer automatic com-
position will greatly improve music creativity as machine
learning advances, while also assisting composers in gen-
erating new creative ideas. However, as the amount of music
produced grows, it is becoming increasingly important to
classify and manage it.
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(e application of algorithms to solve specific problems
is at the heart of algorithmic composition on a theoretical
level, and the knowledge contained therein comes from
musicology, mathematics, computer science, and other
disciplines. (ese levels encompass not only specific tech-
nical methods of theoretical techniques and mathematical
operations, but also a deeper expression of human thought.
Music comes from life and reflects the creators’ emotions
[4]. Music is a psychological process that includes a variety
of human emotional factors that are produced when people
interact with music. Because of its heavy workload, difficult
description, and impersonality, the early text annotation
method has some limitations. Furthermore, as digital music
production technology advances and the number of different
types of music styles grows, text-based music retrieval be-
comes obsolete, and people begin to investigate new clas-
sification retrieval methods to aid in the retrieval of target
music from massive data. (e advantages of digital music
over traditional music are primarily in the areas of pro-
duction, storage, dissemination, and retrieval. Users’ de-
mand for music emotion can be met by emotion-based
retrieval. In addition, a real-time soundtrack for multimedia
video should be created based on the emotion conveyed by
the video content. Music emotion recognition is a pattern
recognition task, and the mapping of data from high-di-
mensional music feature space to low-dimensional emotion
space must be done correctly. However, most musical
emotion studies are limited to categorising an entire piece of
music into one emotional category. Music’s emotion, on the
other hand, is not static. (is paper uses a machine learning
algorithm to create a model of music composition and
emotion recognition. (e following are some of its
innovations:

(1) (ere is basically no complete set of music data
expression rules in algorithmic composition system.
Based on the in-depth study of related literature, this
paper proposes a new algorithm composition net-
work from the perspective of machine learning al-
gorithm [5–7]. It restrains the style and quality of
generated music by using music theory rules to
construct a reasonable Reward function. At the same
time, the general machine learning methods created
by deep learning network in the field of algorithm are
summarized, so as to generate music with poly-
phonic structure. It can meet the composer’s aux-
iliary creative needs and provide more support for
intelligent music services.

(2) In this paper, the average pitch, average sound in-
tensity, speed, and other characteristics are analyzed,
and the classification model of emotion feature
vector input is constructed. It can select an appro-
priate formula according to the applied scene; at the
same time, several adjustable parameters are set to
adjust the similarity. (is paper classifies and
quantifies music emotion according to the mapping
relationship between music characteristics and
emotion by quantifying music characteristics. (e
model can accurately identify the emotion of music.

2. Related Work

Computer-aided music creation and algorithm-based music
creation have a long history since computers and digital
systems were widely used. At present, researchers have put
forward various methods for computer composition, among
which the influential ones are hidden Markov chain, rule-
based system, music grammar, genetic algorithm, NN
technology, etc.

Zheng and Lu used LSTM (long short term memory
network) to process blues music of twelve bars and realized
the generation of chords and melody in blues music [8]. (e
hidden layer of the model uses four LSTM modules, the
input is the current note, and the output is the predicted note
at the next moment. Jenke et al. mainly introduced the
related research on algorithmic composition using recursive
NN. For the possible gradient vanishing problem, the LSTM
algorithm that avoids the gradient vanishing problem is used
[9]. Zhang et al. applied generative adversarial networks to
algorithmic composition and created the MidNet popular
melody generation system [10]. In this network structure,
the CNN (convolutional neural network) used by both the
generator and the discriminator is trained by converting the
midi format data set into a piano roll and inputting it into
the network. (en the generator inputs random noise and
generates music melody, and then the discriminator will
make a true or false judgment on the generated melody.
Majumder et al. mainly used the sampling of audio data and
mainly designed and innovated the structure of NN [11, 12].
However, this method has certain limitations on the accu-
racy of preprocessing of music data. Hong et al. adopted a
trained LSTM to predict the next note in a monophonic
melody and used reinforcement learning to enhance it [13].

With the continuous development of various disciplines,
scholars have done a lot of work in the research of music
emotion. People gradually recognise people’s response
mechanism to emotion, establish a unified emotional
standard, and establish an open and correct corpus. (e
unified algorithm evaluation system has continuously pro-
moted the development of emotion recognition technology.

Jiang et al. used the SVM (support vector machine)
classification algorithm to extract the spectral features of
music and perform sentiment classification [14]. Mattei et al.
studied a variety of acoustic features, including low-level
features and features such as melody, pitch, and high-level
genre, style, etc.; these features were then reduced to a
D-dimensional space and associated with semantic features.
Finally, automatic recognition of music emotion was done
using k-nearest neighbor algorithm [15]. Kaya and Salah
explored the effectiveness of random forest classification
algorithm in music emotion recognition [16]. Compared
with the SVM classification algorithm, this method has
greater advantages in generalization and robustness against
noise and is very suitable for audio classification tasks.
Nordström and Laukka used a continuous emotional mental
model and used regression modeling to predict the emo-
tional value of music, using two fuzzy classifiers to measure
the emotional intensity to identify the emotional content of
music [17]. Yun et al. completed music emotion
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classification by extracting the pitch, width, and brightness
features of music frequency domain [18]. Wang et al. used
the SVM method to identify the emotional type of music by
extracting the spectral features of music and training these
features [19].

(e related literature of algorithmic composition and
emotion recognition is thoroughly examined in this paper,
and a composition and emotion recognition model based on
a machine learning algorithm is proposed. According to the
information entropy of pitch and intensity, this paper ex-
tracts the main melody track. Second, take note features and
extract bar features. Finally, the cosine of the vector included
angle is used to judge the similarity between feature vectors
of several adjacent sections, allowing the music to be divided
into multiple segments. (e speed, melody direction, in-
tensity, tempo, rhythm change, major third degree, minor
third degree, and timbre of each segment are extracted using
digital music feature extraction technology, and the emotion
of each segment is analyzed using a music emotion model.
(is paper employs a two-layer filtering mechanism in order
to improve retrieval speed. To begin, dissimilar music is
quickly filtered out based on time length and category vector.
(e user is then presented with the most similar music,
which is calculated using the exact similarity calculation
formula. (e study found that the model’s retrieval speed is
faster, its accuracy is higher, and all indexes are high.

3. Methodology

3.1. Algorithm and Emotion Recognition. (e regular vi-
bration of the vocal body produces music, which is a type of
sound art. (e composer’s inspiration and music creation
rules, which primarily include the melody, interval, har-
mony, chord, mode, and form of music [20], are used to
create music. Music’s allure stems from the unpredictable
nature of creative motivation, and the new auditory expe-
rience it provides can often elicit emotional resonance.
Music can convey emotions and regulate the mood of lis-
teners as an important part of human life. It is an important
aspect of emotional music, and the relationship between
computer music, music, and emotion has sparked a lot of
research. (e various elements of music work together and
have a constantly changing expressive force. Melody is the
foundation of music, while other elements are the branches
and leaves. (e image of music will change to varying de-
grees as each element changes. Melody is a musical sound
movement that is organised and harmonious according to
certain rules. It is the most common way for musical works
to express their feelings. Melody is the heart of music, the
foundation of its creation, and the expression of music’s
image and thought. (e pitch relationship between two
tones is indicated by the interval. It measures the auditory
distance between sounds in degrees, which is a normalised
representation method. A sound combination in which
multiple tones are arranged according to certain rules is
referred to as harmony. (e vertical combination of three or
more pitches is known as a chord. When it comes to
overlapping, it can be done in a third-degree or non-third-
degree relationship. (e absolute height of a sound is

expressed by its phonetic name, which is the expression of its
pitch frequency. Every song has a tonic, whose tuning height
is represented by key signature and whose height is the key of
the scale. Form is a musical structure that combines people’s
cognition of certain music works in a specific cultural
context, and it is a summary of the theoretical laws of music.
(e smallest unit of sound behaviour in music is the note. A
note is a sound that has a specific time length and frequency.
In addition, the intensity and timbre of notes should be
taken into account when describing them.We can derive the
basic characteristics of notes from this: pitch, dynamics,
duration, and timbre. Digital music is a new genre of music
created with computer technology, stored in digital format,
and distributed via digital media technologies like the In-
ternet. Digital music, in comparison to traditional music, has
taken on new characteristics as a result of the rapid ad-
vancement of digital technology.

(e algorithm is a logical and systematic instruction for
solving a problem that represents the description of a specific
problem and the strategy for solving it. (rough normative
data input, an excellent algorithm can produce effective and
standardized output results in a specified amount of time.
Musical elements, writing logic, algorithm, structural model
or rule system, and a series of composing techniques formed
by matching algorithm thinking with the smallest decision-
making model in composition thinking are all examples of
algorithm concepts. Computer music differs from traditional
music in terms of how it deals with sound, as well as the
principles of sound creation and organisation. (e creator’s
perspective and the computer’s automatic learning of big data
are two common approaches to computer composition. From
the perspective of the creator, it is necessary to condense a
large number of music-making rules into a single routine.
(is method produces high-quality music, but it takes a lot of
manpower to establish rules and routines in the early stages.
Big data [21, 22] automatic learning composition allows
computers to learn the laws in music data and then compose
music using calculators. Using a computer to learn from big
data music can save time andmoney, and themusic generated
is more diverse. (e way music is processed, manufactured,
and organised differs significantly from traditional music.(e
irrelevance between playing method and timbre breaks
through the quantitative limit of timbre [23]. Digital music
has various sound effects, and its sound is produced by a point
oscillator. However, at this time, the computer is unable to
create music that reflects subjective emotion and thought. It is
even more difficult to meet people’s requirements for pleasant
music by simply using a computer to composemusic using an
algorithm. And, like words, music has emotional connota-
tions. (e process of establishing music characteristics and
music database is shown in Figure 1.

Music emotion is an essential feature of music, and more
research on music information behaviour shows that
emotion is an important standard used by people when
retrieving music. In fact, there is no such thing as pure
musical emotion, and emotion is only meaningful when it is
associated with people. When it comes to the same emotion,
everyone has different reactions. As a result, if you want to
share your musical emotional experience with others, you
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must express music using a specific rule and symbol, and the
same rules and symbols represent the same emotional ex-
pression in different types of music. Music emotion recog-
nition, which is one of the important research directions in
digital music, is at the heart of emotion-based music retrieval.
Computers are unable to perceive the emotions contained in
music. As a result, we should summarize the related elements
of music into mathematical models and conduct quantitative
analysis of them, so that the computer can recognise the
emotional connotation of music based on its musical char-
acteristic parameters and rules. Everyone’s emotional re-
sponse to music is a series of brain reactions following the
acquisition of characteristic information from the music, with
the results reflected in expression and psychological feelings.
We must first understand the classification and expression of
emotion types in order to study the relationship between
music and emotion. Individual needs and desires mediate
emotion, which is a psychological state. Emotion is difficult to
quantify because it is complex and subjective, and different
people have different levels of understanding of it. People
have deepened their understanding of emotional types by
constantly exploring the changing rules of emotions. At
different points in time, a complete piece of music may have
emotional changes. Music can be divided into two types of
rhythms: fast and slow. Gentle rhythm refers to a slow-
changing rhythm. (e abrupt rhythm, on the other hand, is a
rapidly changing rhythm. Music with a smooth rhythm can
evoke a sense of calm, whereas music with an abrupt rhythm
can evoke a strong sense of emotion.

3.2. Algorithm Composition and Emotion Recognition Model
ConstructionBased onMachineLearning. Based on the deep
learning theory [24], aiming at the problems existing in the

current algorithmic composition system, this chapter puts
forward a new NN structure of music creation from the
perspectives of machine learning and music theory creation
and constructs a music emotion recognition model. Dif-
ferent music formats have different structural character-
istics and extraction methods [3, 25]. (is section
determines the format of music, making preparations for
the extraction of emotional features of music. Generally,
music files include three categories: sound files, MIDI files,
and module files. MIDI file is a binary file that records the
sequence of MIDI instructions. Its basic structure consists
of header file and data description. In this paper, MIDI files
are selected as experimental objects. (e reasons are as
follows: ① accurate sampling; ② easy feature extraction;
③ occupying less space;④ high utilization rate. To begin,
obtain the corresponding music score data and music data
in MIDI format; after obtaining the music data, it is
necessary to create a music data set in accordance with the
standard; then, data normalisation, note extraction from
music in MIDI format, and other preprocessing operations
must be performed on the data input into the network.
Multiple audio channels are usually used in MIDI music
production because the music is more stereo and beautiful.
(e main melody is first identified from the MIDI format
files in this paper. Input a classical music database in MIDI
format, set initial notes to randomly generate music, collect
the generated music, and construct a music generation
sample database, marked as 0; mark the training data set as
1. Simultaneously, a binary classification model is built to
pretrain the CNN network. (e music sequence is gen-
erated by the LSTM network by setting the initial notes.
LSTM, Dropout, Dense, Softmax, and other network layers
are commonly used in this paper. After creating the ap-
propriate music generation network, the network must be

Musical emotional
characteristics

Time domain
characteristics

Nonlinear characteristics

Frequency domain
characteristics

Gabor features of
auditory spectrogram

Pitch frequency

Zero crossing rate

Hump resonance

Short-term energy

Characteristic
audio

Input music
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preprocessing
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Emotional
feature extraction

Emotional
feature selection

Classifier
classification

After smoothing time length,
emotion category vector
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sequence analysis

Smooth emotional
sequence

Get emotional
sequence

Audio library

Feature library

Training
module

Test module

Database

Figure 1: Emotional characteristics of music and the establishment process of music database.
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trained using the appropriate deep learning framework.
(e specific training scheme is to iteratively optimize it
using cyclic operations until a satisfactory result is obtained
or the specified number of iterations is reached. Figure 2
depicts the algorithm’s emotion recognition flow.

(is model is based on the chess game concept. (e
generated model is optimized by the Reward function, so that
the generated music and the training sample have as much
confusion as possible, and the recognition output probability of
the classification network CNN is closer to 1; that is, the
difference between the generated sample and the training
sample cannot be distinguished, and music with similar style
and theme to the training sample cannot be distinguished. (e
music feature analysis model is divided into two sections: one
for extracting the main melody and another for extracting the
musical emotional features from the main melody and con-
structing the musical emotional feature vector. (e process of
NN training is essentially the updating of weights. To update
the weight between each neuron, the samples propagate for-
ward throughNN to get the output of the output layer and then
backward to minimise the difference between the output of the
output layer and the sample label. In this paper, a music
evaluation function, Reward, is proposed, which can monitor
and adjust the generated music in real time, make up for the
deficiency of using LSTMNN alone for algorithm composition,
make it closer to the composer’s creative thinking, andmeet the
needs of the audience. In most music, the pitch of the main
melody is generally higher than that of the accompaniment
melody, and the basic contour algorithm is applicable to most
music. However, for a small number of music with higher
accompanimentmelody, we cannot just use the pitch feature as
the criterion to judge the main melody, so the basic contour
algorithm has limited effect. To solve this problem, this paper
proposes an improved contour algorithm based on track
features to extract the main melody.

In order to improve the effectiveness of Reward function
introduced in this paper, the reference value 1 is subtracted
when calculating the probability, as shown in the following
formula:

p(CNN) �
0, fort<T,

Dφ a1:T(  − 0.5, fort � T.

⎧⎨

⎩ (1)

If a piece of music has the interval difference between the
adjacent notes in the a group greater than the octave, the
remaining b group is less than or equal to the octave. It can
be expressed by the following formula:

g1(x) �
a∗ 0 + b∗ 1

a + b
. (2)

In order to make the generated music more aesthetic, the
following standards are set here:

Ib ∈ 0, 2, 3, 4, 5{ },

Ibb ∈ 0, 2, 3, 4, 5, 7{ },

I⟶p ∈ 6, 7, 9, 10, 12{ },

Ni�1 ∈ 1, 2{ }.

(3)

Among them, Ib, Ibb, and I⟶p, respectively, represent
the interval sample values corresponding to the measures
within the measure, between the measures, and to the
climax. Ni�1 is the number of minor second intervals in a
piece, and the minor second can highlight the tension of
the interval. If there are more than four consecutive notes
at the same pitch and duration in a piece, this parameter
will be recorded as 0; otherwise it will be 1.

g3(x) �

1,
1

n − 1


n−1

i�1
intervali ≤ 4




,

0, else.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(4)

(e normalisation strategy in this system adopts the
Min-Max scaling method, as follows:

Xnormal �
X − Xmin

Xmax − Xmin
, (5)

where Xnormal represents the normalised value of the digi-
tized note data. X represents the digitized note data, Xmin
represents the digitized minimum value of note data, and
Xmax represents the digitized maximum value of note data.

(e algorithm’s quality evaluation mechanism plays
an important role in improving the quality of music
generation in the next step. (is paper evaluates the
quality of music from both subjective and objective
perspectives in order to test the generating effect of al-
gorithmic composition. (e learning rate indicates how
quickly weights are updated during the training process.
(e larger the amplitude of updating weights each time,
and the faster the initial convergence speed, the higher
the learning rate. However, an excessively high learning
rate may cause the network to cross the minimum point,
making convergence difficult. With the right learning
rate, the objective function can converge to the local
minimum in a reasonable amount of time. Music emotion
recognition is the process of associating music with
specific emotions based on the characteristics of the
music and given reasoning rules. Emotion recognition is
a mathematical mapping process that converts the fea-
tures of dimensional music into dimensional emotion
space. (e main melody’s relevant features are extracted
from the melody of the alternative tracks in this paper to
determine the likelihood of each track channel containing
the main melody. (e higher the score is, the more likely
the main melody will be included. Six features of the
alternative track melody are extracted based on the
musical theory characteristics of the main melody when
the related features of the main melody are extracted.
(ese six characteristics are sound source balance, main
volume, pronunciation area, loudness area, average pitch,
and average sound intensity. Music is a kind of time
series. In this paper, LSTM network is used to generate
music series. LSTM has a special function of sequential
memory. On the basis of ordinary multilayer NN, the
structure adds the horizontal connection among the units
in the hidden layer. (rough a weight matrix, the
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previous information can be connected to the current
task; that is, the next sequence action can be predicted by
the previous generated sequence. After the data set is
made, the data preprocessing of the data set will be
carried out. Its purpose is to make the note data input to
NN have a unified standardization standard, thus effec-
tively reducing the number of event types in huge data
and effectively improving the generalization ability of the
system. It contains many core musical data expressions.

In this paper, we use information entropy to evaluate the
amount of information in each track of MIDI file. (e
formula of entropy is as follows:

H(p(x)) � −  p(x)logp(x)
2 , (6)

where p(x) is the probability density function. (e input sj

of each intermediate layer unit is calculated by using the
input sample X � (x1, x2, x3 . . . , xn), the connection weight
Wij, and the threshold θj, and then the output bj of the
intermediate layer unit is calculated.

sj � 

n

i�1
wijxi − θj, j � 1, 2, 3, . . . , p,

bj � f sj  �
1

1 − e
− sj

, j � 1, 2, 3, . . . , p.

(7)

Global error of the calculated network:

E �
1
2



q

i�1
yi − ci( 

2
. (8)

(e changing intensity of rhythm can be expressed by
the length and intensity of notes in a passage, and the
formula is as follows:

Rhy � 
n−1

i�1

Ii+1 − Ii

Di




. (9)

(e main melody track typically has a large number of
notes, and the number of notes in the main melody track
should not be less than half of the average number of notes in
each track. As a result, before determining the main melody
track, tracks with less than half the average number of notes
should be eliminated. Musical emotion cannot be expressed
solely through the basic information contained in musical
notes, andmusical emotion analysis must take into account the
organisational structure and changing rules of musical notes.
As a result, we divide music features into two levels: high-level
features and note features, based on the composition form of
music features and the audience’s hierarchical cognitive process
of music features. Following the division of the music into
segments with distinct emotions, the forms and methods of
music expression are investigated, and some features that have
a significant impact onmusic emotions are chosen to represent
music. For each segment, feature extraction is performed, and
the extracted features are used to create the segment’s feature
vector. In this paper, the introduction of attention mechanism
will assign different attention sizes to each part of the frame,
reflecting the influence degree of each original information on
the current information. (is number is also the attention size
assigned to each word by attention mechanism when learning
the current information.When new information is introduced,
the training efficiency will be improved.

4. Result Analysis and Discussion

(is section conducts an experimental comparison of var-
ious models in order to verify the performance of the al-
gorithm composition and emotion recognition model based

Music file Input operation

Feature extraction
module Tool class

Feature
definition file Eigenvalue file Class definition

file
Sample class

file 

Machine learning module

Classifier Sample classification
results 

Classification
algorithm evaluation 

Training set

Test set

MIDI file parsing

Note characteristics

Section feature extraction

Segment feature extraction Emotional model

Music segment emotion recognition

Musical emotion recognition

Music segment emotion type

Musical emotion types

Figure 2: (e algorithm emotion recognition flow in this paper.
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on machine learning proposed in this paper. (e network
model in this paper is created using Matlab. To begin, create
two large loops. After that, the data blocks are then input
into the set network model, and the output results are
obtained after weight calculation. To ensure the experiment’s
objectivity, the same training set is used for all algorithms,
and the number of network layer units is set to 512 with 200
iterations. Tansig and Logsig are the excitation functions for
the network’s hidden layer and output layer, respectively.
Each note sequence corresponds to a one-hot vector and is
192 characters long. Table 1 shows the parameter values set
by the network in the training process.

(e loss value specifies how the difference between the
prediction result and the actual label should be calculated.
Because note prediction is a multiclassification problem, the
categorical cross-entropy function is chosen because of its
high performance. (e distance between the predicted value
and the real value can be minimised by minimising the
cross-entropy, achieving the ultimate goal of training. (is
chapter examines the impact of network parameters on
experimental results by looking at the number of iterations.
(e influence of the number of iterations on the loss value is
shown in Figure 3.

(e findings show that the longer iteration times are, the
more weight parameters are learned and adjusted, which can
improve the model’s accuracy to some extent. And as the
number of iterations increases, the loss function decreases
more slowly. When learning and training a NN, the nu-
merical distribution changes dramatically as the number of
layers increases, accompanied by error accumulation. (e
resulting layer-by-layer superposition will drastically alter
the high-level input distribution. As a result, the normal-
isation strategy can be used to process the data distribution
to the [0, 1] interval in order to reduce the impact of dis-
tribution change. (e training set is processed using feature
analysis, the emotional feature quantity is used as the
model’s input, and the classification result is used as the
model’s output. (e error results of different music algo-
rithms are shown in Figure 4.

It can be seen that the error of the music algorithm
generated in this paper is the smallest, and its performance is
better. In this network, the more units in the hidden layer,
the stronger the network’s ability to learn abstract data
features. (e dimension of hidden layer has an important
influence on the experimental results, but the more layers
there are, the larger the calculation amount of NN will be.
Comparison of algorithm recall results is shown in Figure 5.

According to the data analysis in Figure 5, the recall rate
of this algorithm is higher than that of the other two al-
gorithms. (is algorithm has certain reliability. (is chapter
verifies the quality of music generation through professional
evaluation. 100 music professionals from a university were
invited to comprehensively grade 30 samples generated by
each model. (e results are shown in Table 2.

As can be seen from Table 2, the music generation
algorithm in this paper has more advantages in results.
(is proves the effectiveness of the model in music
generation, and it can be seen that the network model
constructed in this paper has stronger practical value. In

this paper, the emotional classification of music is realized
by fusing the time domain features, frequency domain
features, auditory spectrogram features, and nonlinear
Hurst parameters of music. (rough experiments, the
accuracy of emotion classification of different algorithms
is shown in Figure 6.

It is clear that this model has a higher retrieval accuracy.
(e results confirm the model proposed in this paper’s
validity and correctness. In this paper, choose an appro-
priate training set as the network’s input and constantly
revise the network’s connection weights and thresholds to

Table 1: Parameter values of network settings in this paper.

Serial
number Parameter Set value

1 Input layer-neuron 9

2 Hidden layer-
neuron 20

3 Output layer-
neuron 7

4 Epochs 200
5 Batch_ size 64
6 Loss Categorical_crossentropy
7 Optimizer Rmsprop
8 Save_ number 20
9 Activation Softmax activation function
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Figure 3: Influence of iteration times on loss value.
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make it converge. Finally, the emotion recognition model is
used to identify the emotion of the music in the test set, and
the algorithm’s accuracy is evaluated. (e emotion rec-
ognition accuracy of different algorithms is shown in
Figure 7.

When compared to the results of three different algo-
rithms for accurately recognising emotion samples, the al-
gorithm in this paper has a better effect, with higher
generalization, stability, recognition rate, and practical value.
Several experiments are carried out in this chapter to verify
the performance of the algorithm and model proposed in this
paper. (e model’s emotion recognition accuracy is up to

93.78 percent, and the algorithm recall rate is up to 96.3
percent, according to the experimental analysis. (e model’s
retrieval speed is quick, and its accuracy is excellent. Many
results show that the recognition method used in this paper is
superior to other recognitionmethods in terms of recognition
ability, and the emotion recognition results are reliable.

5. Conclusions

Research on an efficient music generation algorithm and
emotion recognition model has become a research hotspot
as artificial intelligence technology matures. (e con-
struction of an emotion recognition model of composition

Table 2: Evaluation of music generation quality.

Model Melody Rhythm Harmony Expressive force Satisfaction (%)
HMM model 6.36 7.15 6.47 6.18 65.03
MCMM model 7.59 7.34 8.01 7.03 69.34
Seq GAN model 6.28 6.84 7.78 6.35 63.17
RL-RNN model 6.54 6.58 6.97 5.84 59.93
RFCM model 5.89 5.13 6.74 6.62 58.46
Model of this paper 7.76 7.45 8.03 7.16 74.89
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Figure 6: Comparison of accuracy of different algorithms in
emotion classification.

0.7

0.75

0.8

0.85

0.9

0.95

1

20 40 60 80 100 120 140 160 180 200
Re

ca
ll 

ra
te

Iterative index

MCMM algorithm
SeqGAN algorithm
Algorithm in this paper

Figure 5: Comparison of algorithm recall results.

0.95

0.9

0.85

0.8

0.75

0.7

0.65

0.6

Re
co

gn
iti

on
 ac

cu
ra

cy

15 30 45 60 75 90 105 120 135 150
Time index

MCMM algorithm
RL_RNN algorithm
Algorithm in this paper

Figure 7: Different accuracy of emotion recognition algorithm.

8 Computational Intelligence and Neuroscience



is a multidisciplinary research topic. (is paper builds an
algorithm composition and emotion recognition model
based on an in-depth study of machine learning. (is
paper examines the workflow of a music emotion rec-
ognition system and summarizes the contents of digital
music emotion recognition and music features. (e fea-
tures are used to represent music, and then algorithms are
used to analyze the features to determine the emotional
categories of music. (e model’s emotion recognition
accuracy is up to 93.78 percent, and the algorithm recall
rate is up to 96.3 percent, according to the experimental
analysis. (e segmented emotion recognition method
proposed in this paper can better show the movement of
music than the whole music emotion recognition method.
It has a strong ability to recognise emotions. (e exper-
imental results show that this recognition method has
superior recognition ability, fast retrieval speed, and
certain reliability when compared to other recognition
methods. (e method proposed in this paper is feasible
and effective, and it produced the expected outcomes. On
the level of computer-aided music creation, artificial in-
telligence music is expected to help creators fill the
thinking gap in creation in the future, and users will be
able to choose the most appropriate candidate sequence to
increase creator inspiration. You can also recreate entirely
new music in the style of specific musicians and com-
posers. (is study, however, has some flaws due to the
influence of our knowledge level and time constraints. We
can continue to research the emotional model in order to
more scientifically represent the emotional categories of
music in future work.
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Decentralization, stability, security, and immutability are all features of blockchain technology. Blockchain, as the underlying
technology of Bitcoin’s digital monetary system, is currently sweeping the globe. Blockchain is a revolutionary decentralized
database technology that employs encryption, a timestamp chain data structure, a distributed consensus mechanism, and other
technologies to achieve decentralization, tamper resistance, easy tracking, and programmable smart contracts. In the face of rising
�nancial technology, we must maintain inclusive, technological, and invasive regulatory principles that not only foster �nancial
innovation, but also conduct dynamic supervision to avoid systemic �nancial hazards.�e consensus algorithm is one of the main
blockchain technologies that has a direct impact on the system’s functioning. As a result, in this paper, we propose a blockchain-
based development and supervision method for �nancial technology, as well as an application of this technology to commercial
settlement, which can signi�cantly reduce data complexity, time consumption, and the structural chain phenomenon in existing
transaction settlement. We bring the idea of pow competition into DPoS, construct a consensus algorithm with an upgrade
mechanism, and call it delegated proof of work, based on an in-depth investigation of the working principle of pow (proof of
work) (dDPoS). �e blocking e�ciency of the dDPoS consensus method is around one block every 10 seconds, which is
signi�cantly higher than the blocking e�ciency of the POW and POS consensus algorithms. As a result, it o�ers a potential answer
to traditional centralized institutions’ concerns of high brokerage costs and insecure central storage, as well as a wide range of
application possibilities.

1. Introduction

Financial English “Fin Tech” is an abbreviation for “Fi-
nancial Technology,” which refers to the integration of
�nance and IT, as well as the use of various scienti�c and
technological techniques to improve e�ciency and suc-
cessfully cut operating costs in the traditional �nancial in-
dustry [1]. Financial liberalization and globalization, on the
other hand, make the entire �nancial system more vul-
nerable. Financial supervision has become a focal point of
concern, particularly during the 1990s, as a result of massive,
devastating, and recurring �nancial crises [2]. �e price of
Bitcoin has witnessed two strong surges and falls in recent
years, owing to the progressive popularization of the notion
of Bitcoin and the in�uence of investor mood and gov-
ernment supervision, which has sparked broad discussion

and interest [3]. Although technology is transforming
China’s �nancial industry, it is also posing new challenges to
legal concepts, norms, and regulatory structures [4]. �e
�nancial legal system is experiencing new issues as a result of
decentralization, as represented by blockchain, and legal
supervision reform, as represented by supervision tech-
nology [5].

�e legislation of �nancial supervision and the �nancial
industry is complementary. �e �nancial industry’s growth
encourages �nancial supervision law innovation, and the
�nancial supervision legislation ensures the �nancial
industry’s healthy growth [6]. On the other hand, if the legal
structure of �nancial supervision cannot keep up with the
�nancial industry’s expansion, the �nancial business outside
of supervision may provide unanticipated hazards [7].
Blockchain has a strong basis of trust as a sharing technology
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[8]. However, the blockchain technology development cycle
is short, and the technology’s evaluation is mixed [9]. 'e
existing calculating methods may lead to a complex con-
version procedure and low efficiency of long-term encryp-
tion and decryption process [10], yet all nodes in the
blockchain network maintain the same block sequence and
attain agreement according to the accepted norms [11]. In
this research, we present the dDPoS algorithm and compare
the experience with existing methods to verify the perfor-
mance of the proposed method. 'is study examines the
development and oversight of blockchain technology in
financial settlements, as well as the associated concepts of
blockchain technology, and explains, summarizes, and
summaries them.

People began to recognize the usefulness of blockchain
technology as the basic underlying technology when the
price of bitcoin fluctuated dramatically [12]. Although
blockchain is undeniably appealing to the banking industry,
most banks are still in the early stages of adopting it, and
many financial businesses are currently proving the concept
and developing their own blockchain strategies or are only
now becoming aware of it [13]. Furthermore, financial
technology has altered the manner in which the financial
industry operates, rather than the nature of the industry
[14, 15]. Financial regulatory authorities in industrialized
nations have been exploring how to monitor complex fi-
nancial institutions, which has become the most significant
responsibility, in order to achieve financial stability and avert
financial crises. We should be aware of new hazards as a
result of financial technology, not just the changes in the
financial business. 'e efficient and complete evaluation of
consensus algorithm is realized in this paper’s financial
technology development and supervision method based on
blockchain, in order to discuss its working principle on
private blockchain platform and how it affects the overall
performance of blockchain, as well as the efficient and
complete consensus algorithm, complete analysis and
comparison of performance characteristics of various con-
sensus algorithms, and a complete evaluation of consensus
algorithms.

(1) 'is study analyzes and describes the technological
model, advantages and disadvantages of blockchain
technology in as much detail as possible, based on a
complete analysis of the existing academic literature,
various research reports, and white papers in the
industry.

(2) 'e selected nodes can be the initial permanent
nodes with resources and the right to vote in the
DPoS process, and the PoW is used to “screen” the
node sets with a specific computational capacity to
vote in the election.

(3) 'e use of blockchain technology in financial
technology development and supervision can im-
prove the loan quality and procedure in the financial
industry, as well as ensuring loan business efficiency
and endorsement transparency.

'is paper’s research framework is divided into five
sections, which are as follows:

'e first section of this paper introduces the research
background and significance before moving on to the pa-
per’s primary work. 'e second section introduces the work
on financial technology development and oversight, as well
as blockchain and related algorithms. 'e third section
analyzes the combination of financial efficiency and su-
pervision, as well as structural optimization methodologies,
to provide readers with a better knowledge of visual com-
position and semantic expression. 'e fourth section is the
meat of the study, and it covers two areas of blockchain
technology: blockchain core technology and consensus al-
gorithm analysis. 'e final section of the paper is a recap of
the entire study’s work.

2. Related Work

2.1. Financial Technology Development and Supervision.
Financial technology refers to financial innovations that
create new business models, applications, processes, or
products through technology. 'ese innovations can have a
significant impact on financial markets, financial institu-
tions, or financial service delivery methods. Although de-
regulation and self-regulation can maintain market
competitiveness, it is difficult to cope with the actual fi-
nancial crisis, and international arbitrage has increased due
to deregulation. In the face of the crisis, it has become an
important topic for Chinese and foreign legal circles to have
some thoughts, opinions, and constructive opinions, and
how to improve the current financial supervision mode.

Zachariadis and others believe that regulatory adjustment is
necessary because there are external influences that lead to
serious information asymmetry, naturalmonopoly, andmarket
failure in the financial market [16]. Kabra et al. analyzed the
mechanism and application of blockchain consensus algorithm
in the field of financial supervision, chose Java Spring
framework as the implementation framework of the platform,
and adopted Dockers technology to realize multi-node private
chain deployment [17]. Cretarola and others systematically
studied the supervision mode of world commercial banks and
its relationship with financial development. However, the ef-
fectiveness of various financial supervision theories has not
been systematically verified in the existing literature [18].
Egelund Muller and others believe that the public interest
theory lacks empirical support, and the reason why many
industries are regulated is not because of the higher degree of
monopoly or easier to trigger monopoly [19]. 'e public in-
terest theory of financial supervision proposed by Yu et al. is
based on three assumptions: sufficient government informa-
tion, contribution to the overall welfare of society, and suffi-
cient credit. It allows individuals to supervise powerful financial
institutions [20].

'e financial supervision law needs to determine the
future financial supervision reform plan from the per-
spective of national historical development. In terms of
respecting and understanding China’s actual situation, this

2 Computational Intelligence and Neuroscience



paper attempts to explore a practical legal system of financial
supervision, so as to create a platform for others and
themselves to continue their research in the future.

2.2. Blockchain and Its Related Algorithms. In order to meet
the needs of social development, the blockchain is constantly
changing, and the core technology of blockchain-consensus
algorithm also needs to be innovated. For example, Ping An
Yizhang chain solution, Wanxiang blockchain laboratory
baas platform, Zhonghui interbank joint loan clearing
project, ant financial service social welfare project, etc. all
show that domestic financial technology enterprises attach
importance to blockchain technology application research
and consensus algorithm. Many scholars at home and
abroad have done a lot of in-depth research on financial
supervision and investigated in detail the impact of various
specific financial supervision measures on financial
development.

Sun et al. proposed a technical model for the first time.
Aiming at the problem of repeated payment of existing third-
party electronic payment, this paper attempts to establish a
decentralized point-to-point direct transaction e-cash system
based on P2P network technology and uses cryptography,
timestamp, and consensusmechanism to ensure that the data is
easy to trace but not easy to tamper [21]. Zhu and Zhou
analyzed the security and performance of different consensus
mechanisms and network parameters in public by introducing
a new quantitative framework [22]. 'e framework can ob-
jectively analyze the trade-off between the performance and
security of public blockchain under the conditions of network
propagation, block size, block generation interval, information
propagation mechanism, and network malicious attack.
Nathan and Jacobs proposed a private blockchain evaluation
framework [23]. At present, the design of BLOCKBENCH is
carried out through three most mature blockchain platforms
that can support smart contract functions: Hyperledger Fabric,
ETHEREUM, and PARITY. Cong and He put forward the
model of Ethereum and developed a programming script
language with complete Turing and more complex intelligent
contracts for the first time based on technology [24]. delegated
Byzantine fault tolerance (DBFT) is an improved Byzantine
fault tolerance algorithm initiated by domestic small ant team,
which has been applied to its original ant shares (NEO) project
[25].

'erefore, through a unified input-output interface, the
underlying code of performance simulation evaluation of
consensus algorithm is integrated into the platform visu-
alization management module, which is convenient for
blockchain practitioners to start performance simulation by
inputting certain specific parameters.

3. Combination of Financial Efficiency and
Supervision and Structural
Optimization Method

3.1.CombinationMethodofFinancialEfficiencyandFinancial
Supervision. In the current credit economy, financial re-
sources are fresh resources required to maintain social and

economic progress [26]. 'e Pareto optimality criterion is
extended and applied to resource allocation [27]. 'e Pareto
optimal allocation of financial resources is then the so-called
financial efficiency. As a result, advancements in financial
technology not only raise the risk of consumer information
disclosure and fraud, but also make customer personal in-
formation protection and remedy more difficult. 'ese are
regulatory concerns that need to be addressed as financial
technology develops. Data layer, network layer, consensus
layer, incentive layer, contract layer, and application layer
are the six levels that the blockchain system separates its
infrastructure into, from low to high, according to distinct
functions. 'e blockchain infrastructure model is shown in
Figure 1.

Firstly, according to the Pareto condition of optimal
distribution of commodities among consumers, when there
are two or more consumers and two or more commodities,
when the marginal substitution rate between two com-
modities is the same for any one consumer, and when it is
equal to the ratio of product price, the distribution of
commodities will reach Pareto optimal. Financial regulators
are responsible for supervision. Select the appropriate key
generation function according to the different encryption
methods of each part, whichmust meet the conditions under
the following formula:

K2i � fi UiRi, Hi(CF)( . (1)

'e blockchain is distributed and stored at each node of
the network in the form of encryption. All transaction
records of each node of the whole network are stored on the
chain, so the blockchain can be regarded as an account book
recording all bitcoin transactions [28].'e cost of regulators’
hard work will be significantly higher than the cost of la-
ziness, while the benefits of hard supervision and laziness are
not obvious. 'erefore, the net benefits of regulators’ hard
work will be significantly lower than the net benefits of
laziness, that is,
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∗
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∗
1( . (2)

Blockchain technology has a natural trust advantage,
because it cannot be tampered with, is easy to trace, and is
very suitable for scenarios where some information is
opaque, credit risk is high, and losses may be high [29]. Set
up various financial supervision departments corresponding
to different types of financial institutions and delimit the
jurisdiction of each financial supervision department, and
the supervision departments of one type of financial insti-
tutions shall not supervise other types of financial institu-
tions beyond their authority. At this time, there is also a
refined Bayesian Nash equilibrium, where regulators choose
to be lazy, and the public choose to pay low remuneration
when

p �
R
∗
p − C
∗
p  − R

∗
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p 

Rq − Cq 
. (3)

Secondly, according to the Pareto condition of the op-
timal allocation of producer input factors, the input
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combination of the optimal allocation of producer input
factors is an input combination that meets the equal mar-
ginal rate of technology substitution of any two inputs and is
equal to the ratio of input factor prices. 'rough multiple
transaction intermediaries, the transaction efficiency is
greatly reduced, the transaction cost is increased, and the
moral hazard is high. 'e application of blockchain tech-
nology can realize point-to-point direct transactions with
high trust of all trading parties, so as to improve efficiency
and reduce costs. Use performance indicators to express the
expected objectives of the system:

J � f
tf
t0 L[x(t), u(t), t]dt. (4)

'en, combined with the encryption algorithm, the
transaction results are made public (that is, the prototype of
blockchain), and a decentralized property authentication
system is established. Due to the specialized operation of the
supervised subjects, the supervision level is highly special-
ized, which greatly guarantees the stability and security of
the financial system in a certain period of time. 'e method
of selecting the optimal process and strategy can be solved by
establishing Hamiltonian function:

H(x, u, λ, t) � L(x, u, t) + λ(t)f(x, u, t). (5)

Finally, for financial resources, if the supply and demand
of financial resources are to be roughly balanced, that is, to
meet the distribution of financial resources among financiers
and financial commodities among investors, the marginal
financing conversion rate of financiers must be equal to the
marginal commodity substitution rate of investors. If the
business scope of financial institutions is clearly and strictly
divided, and the responsibility of financial supervision is
relatively clear, the separate supervision system of institu-
tional supervision is feasible. Since financial institutions only
need to accept the supervision of one regulatory department,
they can avoid the cross supervision and overlapping su-
pervision of regulatory departments, reduce the cost of
regulators, and indirectly reduce the cost of consumers. Any
authorized person can see the records of the whole data
chain at any node, so that the audit department and reg-
ulatory department will celebrate warmly.

3.2. Optimization Method of Financial Supervision Structure.
Vulnerability is the fundamental motivation of financial
supervision and the core and springboard of long-term

historical development of financial supervision [30]. With
the increasingly blurred division of business among het-
erogeneous financial institutions, institutional supervision is
likely to lead to gaps in financial supervision and potential
risks, especially the subsidiaries controlled by financial
groups can carry out banking, securities, and insurance
business separately. 'erefore, it is necessary to realize the
stability of monetary function and financial function, in-
cluding the stability of financial market function and the
stability of financial enterprises. 'e optimal control
problem is defined by mathematical language; that is, the
state equation of the given continuous-time economic
system is

x
∘
(t) � f[x(t), u(t), t]. (6)

'at is, under the background of computer-driven
trading, the trading frequency and trading volume are rising
rapidly. 'erefore, the structure of financial supervision
needs to be optimized. On the basis of giving full play to the
role of basic services, the party applying funds, the party
providing funds, and other participants in the supply chain
are constructed together, as shown in Figure 2.

First, handle the relationship between financial super-
vision and financial supervision structure adjustment. Un-
der the condition of modern financial economy, the
investment of financial resources comes from savers’ savings
in a broad sense, including the financial assets investment
behavior of individuals and enterprises. When imple-
menting the institutional supervision mode, even if the main
supervision system is adopted for the business approval and
supervision of a certain type of financial institutions, and
several financial supervision institutions are responsible for
coordination, the supervision objectives are diverse, not a
single one. 'e real economic system, in addition to its
constantly changing environment, will also change its in-
ternal structure, thus affecting the performance of the
economic system.'e general equation of adaptive control is

A Z
−1

 Y(t) � Z
−d

B Z
−1

 u(t) + C Z
−1

 W(t). (7)

Before extracting the main features of distributed big
data from the database, set the evaluation criteria of dis-
tributed data features, and apply them when evaluating the
importance of features to determine the ability to distinguish
feature classes. When publishing data on the blockchain,
everyone can access it and issue transactions waiting to be
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Figure 1: Blockchain infrastructure model.
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written into the blockchain. Suppose that S � S(i) represents
the surplus of consumers or investors of financial products,
and Π � π(i) represents the profit of financial enterprises.
'ey are all functions of financial market price. 'en, the
political production function is as follows:

M � M(S, π). (8)

Secondly, the compatibility between regulatory structure
and regulatory objectives: the setting of regulatory structure
should ensure the smooth realization of regulatory objec-
tives and reduce the interference of structure to regulatory
objectives. 'is condition shows that the marginal substi-
tution rate between any two commodities is equal to the
marginal product conversion rate of producers between
these two commodities. 'erefore, a possible boundary of
political production can be deduced:

S � S(i(Π)) � S π−1
(Π) . (9)

Since one of the purposes of blockchain is to reduce
excessive human interference, it emphasizes automation.
'rough the setting of mathematical algorithms and the
formulation of some rules, transactions should be auto-
mated. We should not only maximize the number of votes,
but also make the marginal substitution rate of politics equal
to the marginal substitution rate of mutual transfer between
enterprise profits and consumer surpluses, so as to achieve a
balance. 'erefore, the interest rate of financial supervision
is solved as follows:

maxiM(S(i), (i)). (10)

Less than 51% of the nodes in the system can intervene
and verify the transaction; otherwise, a single node cannot
play any role in data tampering, and at the same time, the
nodes of the whole network will be alert to it, and it will be
automatically rejected by the system. 'e financial super-
vision structure model is shown in Figure 3.

Finally, the financial supervision system must be based
on market law and cannot substitute subjective adminis-
trative intent for the market mechanism. Its goal should be
to support financial innovation, financial efficiency, and

financial stability. Anyone may find the information they
need thanks to binary value (hash value) query entries,
whichmake the system’s data informationmore transparent.
'e use of blockchain in bitcoin is to use the blockchain to
validate blocks containing transaction data in order to
achieve the goal of irreversible and undisputed transaction
confirmation. Each regulatory authority’s jurisdiction is
determined by the kind of regulated financial institutions
such as commercial banks, securities firms, and insurance
firms. 'e regulatory structure optimization is based on
cryptographic algorithm technology, which ensures the
unique direction of account address and has some appli-
cation potential in the areas of authentication and company
identity certificate.

4. Blockchain and Consensus
Algorithm Analysis

4.1. Analysis of Blockchain Core Technology. When the
blockchain was first proposed, it was designed to solve the
problem of safe transaction between the two parties in the
unknown network environment without a third-party cer-
tification authority, that is, to create a payment mechanism
through communication channels without a trusted party.
'erefore, only by using blockchain to supervise financial
institutions can the government overcome the negative
impact of market failure, improve the governance level of
financial institutions, improve the efficiency of financial
operation, and maintain the stability of the financial system.

Firstly, distributed ledger refers to the accounting
technology of data sharing, data replication, and data syn-
chronization among nodes in computer network. Pow,
namely, workload proof, is a consensus mechanism, which
first appeared in bitcoin. An input value of any length can be
calculated into a binary value of a specified length. For
example, the SHA-256 algorithm applied in the blockchain
system can calculate the fixed length output with the growth
of 256 bits for transactions or other data of any length, and
the output binary value is hash value (also known as hash
value). Learn from the data processing mechanism of sep-
arate storage of cold and hot data and separate storage of
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Figure 2: Overall financial application structure model of supply chain.
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cold and hot data in traditional financial data processing
methods to realize the effective storage of a large number of
node data. When a node reaches the target value, it will
broadcast the block to other nodes, and all other nodes must
confirm the correctness of the hash value with each other.
'e specific transaction information is stored in blocks, and
the data structure of blocks is shown in Table 1.

Secondly, in the blockchain system, all transaction data is
publicly visible, but the personal identity information of the
nodes is encrypted, and only after the information owner
authorizes the nodes to access the information, which is to
protect the security of transaction data and the privacy of
personal identity information. 'e data structure of the
header is shown in Table 2.

Blockchain system is a point-to-point network com-
posed of a large number of nodes. 'ere is no centralized
hardware or management organization. 'e whole system
depends on the cooperation of all nodes in the network, and
all nodes have the same business mode, rights, and obli-
gations. POW collects all pending transactions on the
network after creating the last block. 'en, the transaction
data received within a certain period of time forms a Merkle
tree data structure through hash operation at each distrib-
uted node, encapsulates the nodes that have obtained the
consensus mechanism, connects the current longest main
chain, and creates the nearest main chain.'eMerkle root of
these transactions is then calculated and filled with block
serial number, 256-bit hash of the previous block, current
target hash, random number, and other information. In
order to release data uniformly and avoid problems between
the two armies, some specific data processing links can only
be processed in serial mode, not in parallel.

Finally, the consensus mechanism is a method to prove
the correctness and legitimacy of a block by reaching
consensus among all the nodes participating in the con-
sensus in the blockchain network environment. Since there
is only one “Merkel root” at the end of processing a large
amount of transaction data, it is not necessary to encapsulate
all the underlying data in the block header, which greatly

improves the operation efficiency and scalability of the
blockchain. 'e consensus mechanism depends on the
ability of the kernel, using CPU and memory resources to
isolate the operating system’s view of applications through a
separate namespace.

4.2. Consensus Algorithm Analysis. POW competes for the
computing power of each node and then competes for the
power of generating blocks, which greatly consumes com-
puter resources and power resources. 'e submodule will
regularly poll the status of the sent transaction request until
all the unconfirmed transactions in the local sequence are
confirmed and removed from the sequence, and all the
transaction requests sent by the client are completed. 'e
network environment composed of consensus nodes is
called consensus network. In the dDPoS algorithm, the
consensus network changes with the change of consensus
nodes. In addition, the consensus efficiency of pow is too
slow. It takes 10 minutes to generate a block. Among them,
the web module provides basic web-oriented integration
features.'e web servlet module package contains the spring
MVC implementation of web applications. 'e number of
consensus nodes elected by DPoS consensus algorithm is
100, which has the advantages of reducing the number of
consensus nodes, improving consensus speed, and reducing
energy consumption in the consensus process.'is indicator
represents the transaction response time of the blockchain
and can directly reflect the performance of the consistency
algorithm. 'e number of blocks generated by the three
consensus algorithms pow, POS, and dDPoS in 0–100
minutes and under nodes with different sizes of 500–5500 is
shown in a broken line diagram, as shown in Figures 4 and 5.

Firstly, select the consensus node module: function-
alize all nodes in the blockchain system, and different
types of nodes undertake different tasks, which are mainly
divided into consensus nodes and transaction nodes.
During the change of transaction request rate from 20
times per second to 200 times per second, the average
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Figure 3: Financial supervision structure model.
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delay of PoW first increased and then decreased, while the
delay of DPoS fluctuated around 5 seconds, during which
the peak delay of PoW reached 50 times that of DPoS. 'e

logarithmic graph of average delay of PoW and DPoS
consensus algorithms at different transaction request rates
is shown in Figure 6.
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Figure 4: Comparison diagram of block broken lines generated by PoW and PoS within 100 minutes.
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Figure 5: Comparison diagram of block broken lines generated by PoW, PoS, and dDPoS under 5000 nodes.

Table 1: Block data structure.

Field Describe Size (byte)
Block size 'e size of all information after this field 1–10
Block head 'e general name of all the information constituting the block header 92
Number of transactions 'e number of transaction information stored in the block 1–20

Table 2: Data structure of block header.

Field Resource consumption Size (byte)
Pervious block hash Enormous 20
Merkle tree root Big 87
Timestamp Small 20–30
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'e blocking efficiency of the dDPoS consensus algo-
rithm is about one block every 10 seconds, which is much
higher than that of the pow consensus algorithm. Data entry
permission can set multiple users in a unified account and

provide users with different work permissions according to
their different work needs, so as to meet the use scenarios
under the control of multiple users. All data are extracted
from the financial database of decentralized supply chain
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Figure 7: Comparison of antiattack performance between encryption algorithm and dDPoS algorithm.
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and mapped into a multidimensional space. 'is is because
some interest groups may not make public support or op-
position after cost-benefit comparison. On the one hand, the
demand for financial supervision system depends on the
comparison between the number of beneficiary groups n and
the number of damaged groups (N − n); on the other hand,
it depends on the degree of support f expressed by bene-
ficiary groups and the degree of opposition h expressed by
damaged groups. 'e security and integrity of information
and data in the decentralized supply chain financial network
can be better protected. Figure 7 shows the antiattack
performance comparison of encryption algorithm and
dDPoS algorithm.

Secondly, remove the malicious node module: when the
malicious node appears, dDPoS algorithm enters the
malicious node removal mode and introduces the upgrade
mechanism to complete the upgrade conversion between the
malicious node and the candidate node. During data pro-
cessing, ECDG, PCI, andＲDTP protocols were tested, and
the final test results are shown in Figure 8.

Filter much transaction information of blockchain fi-
nance through artificial intelligence, big data, and cloud
computing technology, and write algorithms and models
that can automatically calculate and analyze these data to
capture, identify, and analyze abnormal behaviors of reg-
ulatory objects. One of the problems to be solved in the
initial design of blockchain system is the problem of re-
peated payment in electronic transactions; that is, a sum of
money cannot appear in two transactions. It is a method of
filtering data features using split equation and a feature
extractionmethod for calculating the score corresponding to
size features. In particular, it should be noted that some
damaged groups may evade regulation, which mainly de-
pends on the comparison between the net income of publicly
opposing the success of regulation and the net income of
evading regulation.

5. Conclusions

'e rapid advancement of financial technology may provide
significant benefits to regulators. Blockchain technology, as
opposed to the old centralized approach, uses cryptography,
distributed consensus, and economic incentives to achieve
the benefits of decentralization, nontampering, data trace-
ability, and programmable smart contracts. We can create a
blockchain-based evidence retention and collection system
based on this characteristic of blockchain technology. Fi-
nancial supervision not only necessitates a genuine increase
in the enthusiasm for nongovernmental financial industry
oversight, but also actively improves the independence of
financial supervision organizations. 'e goal of effective
supervision is to reduce the expense of supervision while
increasing the contribution to social welfare.

'is study proposes a strategy for integrating financial
efficiency and oversight, as well as a method for structural
optimization, based on blockchain. In addition, the block-
chain’s underlying technology and consistency algorithm are
thoroughly examined. 'is paper effectively integrates rel-
evant theories and knowledge of financial supervision and

financial efficiency, with the goal of improving financial
efficiency. It attempts to reveal the mechanism of financial
supervision on financial efficiency and discusses the impact
of financial supervision on improving financial efficiency. It
can not only assist blockchain practitioners understand the
characteristics of consistency algorithm andmake acceptable
decisions, but it can also improve the performance simu-
lation efficiency of consistency algorithm and promote
further research into consistency algorithm. It can help
related businesses develop and process information more
quickly, allowing for the effective and practical application of
blockchain technology. It can also help solve problems with
the original model, allowing the new model to be imple-
mented and popularized more quickly, contributing to the
development of a good trade settlement environment in
China. 'is can help financial organizations fix their fi-
nancial transaction data, prevent tampering and data loss,
and preserve the integrity of their financial data.
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Commercial banks are facing unprecedented credit risk challenges as the �nancial market becomes more volatile. Based on this,
this study proposes and builds a credit risk assessment model for commercial banks based on GANN from the standpoint of
commercial banks. In order to provide commercial banks with an e�ective and dependable credit risk assessment method, the
indicators in this study are classi�ed using cluster analysis, and then various representative indicators are chosen using a factor
model, which takes into account the comprehensiveness of the information and reduces the complexity of the subsequent
empirical analysis. On this basis, the network structure, learning parameters, and learning algorithm of commercial banks’ credit
risk assessment models are determined. Furthermore, advancements in data preprocessing and genetic operation have beenmade.
According to simulation results, the highest accuracy rate of this method is 94.17 percent, which is higher than the BPNN
algorithm 89.46 percent and the immune algorithm 90.14 percent. �e optimization algorithm presented in this study improves
the convergence speed and search e�ciency of traditional algorithms, and the �nal experimental results show that the scheme is
feasible and e�ective and can be used for commercial bank credit risk assessment.

1. Introduction

Commercial banks, as the �nancial institution with the most
in�uence, the greatest number, and the broadest coverage in
the �nancial market, play a variety of roles, including �-
nancing monetary capital, guiding capital �ow, and regu-
lating the balance of social supply and demand [1]. It holds a
unique and crucial position in the entire �nancial system, as
well as the national economy. At the moment, the rate of
economic globalization is gradually accelerating, and �-
nancial market volatility is increasing by the day. Com-
mercial banks face increasing �nancial risks as the “general
hub” and “regulator” of a country’s economic development
[2]. Commercial banks’ credit risk refers to the risk of
economic losses caused by the customer’s failure to perform
the obligations in the agreed contract, that is, the possibility
of the borrower defaulting due to the borrower’s failure to
repay the bank loan on time and in full for a variety of
reasons [3]. Commercial banks’ credit activities are divided

into two categories: obtaining funds and using funds. If the
risk of capital utilization is not e�ectively managed, the bank
will face di�culties in obtaining funds, making it impossible
for the bank to continue operations. Credit risk management
is the most critical and di�cult aspect of commercial banks’
�nancial risk management. E�ectively preventing and re-
ducing credit risk has become the primary function of
commercial bank operations and management. Simulta-
neously, in the context of interest rate marketization,
commercial banks’ pricing of loan interest rates is essentially
the pricing of credit risk. As a result, credit risk is the most
signi�cant risk that commercial banks face. �e ability to
e�ectively control credit risk has become critical to com-
mercial banks’ pro�tability. Accurate and scienti�c credit
risk evaluation is critical for providing a better basis for loan
pricing. At present, most commercial banks, especially ur-
ban commercial banks with a short establishment time,
mainly rely on manual work to complete credit risk as-
sessment, which is unable to assess all enterprises with loan
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needs, and the assessment results are difficult to update in
time. )e development of ANN (artificial neural network)
[4–6] and GAs (genetic algorithms) provides a new direction
for credit risk analysis and evaluation of commercial banks.

ANN is a parallel distributed mode processing system
developed by applying mathematical methods based on the
research results of neuropsychology and cognitive science. It
has high parallel computing ability, self-study ability, and
fault tolerance. )e basic constituent elements of ANN are
neurons, which are connected together in the form of nodes
through some mode, and nodes can communicate with each
other. )e output information will be transmitted to other
nodes through the connection right, which can inhibit or
excite the information being transmitted, just like a real
neuron. ANN can carry out complex logic operations and
deal with nonlinear problems and abstract, simplify, and
simulate biological NN (neural network). ANN is not strict
about the distribution of data, and it is not necessary to
describe the functional relationship between independent
variables and dependent variables in detail. )ese charac-
teristics make it a hotspot of credit risk analysis methods.
Although NN has been widely used, it also has its own
shortcomings, which are mainly reflected in the uncertainty
of the training process. )e emergence of GA makes the
training of NN have a new look. Using GA instead of NN
algorithm to search the connection weight of NN can solve
the problem of NN falling into the local minimum.
)erefore, this study constructs a credit risk assessment
model for commercial banks based on GANN (genetic al-
gorithm neural network). )e specific innovations are as
follows:

(1) Aiming at the shortcomings of BPNN (back-
propagation neural network), such as easy to fall into
the local minimum and slow convergence speed, this
study introduces GA to design a practical GA coding
scheme. In addition, reasonable fitness function,
crossover operator, and mutation operator are used
in genetic operation to optimize BPNN.

(2) )is study establishes a credit risk evaluation index
system based on industry classification, with quan-
titative indicators as the main factor and qualitative
indicators as the auxiliary factor. And the improved
technology and method of credit index data pre-
processing are given. On the basis of discussing the
related theories of credit risk assessment of com-
mercial banks, this study focuses on the in-depth
study of credit risk assessment methods and makes
empirical analysis by using the constructed model
and evaluation index system to verify the rationality
and feasibility of the evaluation system constructed
in this study.

)e study is organized as follows: Section 1 introduces
the background and significance of the topic selection and
puts forward the research innovation and structural ar-
rangement of this study. Section 2 describes the related
works and analyzes the research status of NN and com-
mercial bank credit risk at home and abroad and gives the

research content and work of this study. Section 3 summarizes
the relevant theoretical basis, constructs the bank credit risk
assessmentmodel based onGANN, and introduces its software
implementationmethod in detail. Section 4makes an empirical
analysis of the index system and the improved GANN model,
verifies the scientificity and rationality of the evaluation system,
and shows that the algorithm model constructed in this study
has certain practical value. Section 5 summarizes the conclu-
sions and limitations of the full-text research and puts forward
the future research direction.

2. Related Works

With the advancement of global economic integration, fi-
nancial security has become a global concern. How to
achieve financial security and how to ensure commercial
banks’ credit risk management are also common issues
discussed by countries all over the world. Many aspects of
ANNmake it a popular credit risk analysis method. In recent
years, with the advancement of information technology, an
artificial intelligence method [7–9] with machine learning
[10] capability has been introduced into credit risk assess-
ment. )e main goal of this stage is to develop a quantitative
credit risk assessment model.

Cole and others studied the credit risk assessment of
commercial banks by using genetic programming method
and tested the model empirically by using the actual data of
commercial banks in China. )e test results show that this
model is superior to a traditional statistical model, NN
model, and decision tree model in prediction accuracy,
practical value, and robustness. Masoudik et al. analyzed the
microscopic and easily quantified non-systematic risks in the
financial risks of commercial banks. On the basis of iden-
tifying types and root causes, referring to international
practices and international financial regulations, and com-
bining with the reality of Chinese commercial banks, this
study systematically designs the non-systematic risk mon-
itoring and early warning index system and corresponding
early warning signals of commercial banks [11]. Eckert et al.
and others can make efficient and timely judgments by
introducing domain knowledge and using specific artificial
intelligence methods such as GA, NN, and decision tree and
provide effective decision support for decision makers [12].
)e research of Yu et al. and others showed that under the
same data environment, the accuracy of credit risk assess-
ment by NN is higher than other assessment methods [13].
Huang et al. compared the early warning model based on
ANNwith the early warning model based on probability and
reduced the rate of occurrence errors by reconstructing the
data set. )e results show that the NN model is superior to
the probabilistic model in discrimination accuracy [14]. Soui
et al. and others discussed and compared the application of
the expert system in the field of credit risk analysis from the
perspective of knowledge acquisition [15]. Labriola used a
fixed-length code to represent the risk identification criteria
and solved the credit risk assessment problem by using GA
[16]. Plosser and Santos and others thought that when using
GA to solve practical problems, operators need to have a

2 Computational Intelligence and Neuroscience



deep knowledge of algorithms and a comprehensive un-
derstanding and good judgment of the problem itself, and
the limitations of genetic coding itself hinder the application
of GA to a certain extent [17]. Zhang et al. and others used
NN to predict the failure of a company, and the results
showed that NN-like prediction had better prediction ability
than discriminant analysis [18]. Zhang et al. and others
suggested that GA should be used to screen the input in-
dicators and combine them with ANN to work together.
)ey used this method to analyze the data of bankrupt
enterprises 3 years before the bankruptcy, and the results
showed that the discrimination accuracy of ANN network
model was much better than that of comparison model [19].
Wang et al. and others used a rough set and NN method to
predict credit risk, and the rough set was used to screen
financial variables, thus improving the explanatory ability of
the NN method, and the prediction accuracy was corre-
spondingly improved [20]. Based on the research of previous
relevant literature and GANN, this study puts forward and
constructs the credit risk evaluation model for commercial
banks. Aiming at the shortcomings of BPNN, such as easy to
fall into the local minimum and slow convergence speed, GA
is introduced to design a practical GA coding scheme. A
credit risk assessment index system classified by industry,
dominated by quantitative indicators, and supplemented by
qualitative indicators has been established. It also gives the
improved technology and method of credit index data
preprocessing. In genetic operation, more reasonable fitness
function, crossover operator, and mutation operator are
used to optimize BPNN. Experiments verify that the eval-
uation system constructed in this study has certain accuracy
and feasibility.

3. Methodology

3.1. GANN. )e three elements of ANN are (1) synapse or
connection weight: the connection degree between different
neurons is given by the connection weight, negative value
indicates inhibition and positive value indicates excitation;
(2) summation unit or adder: similar to linear combiner, it
obtains the weighted sum of input information; and (3)
activation function or transfer function: nonlinear mapping,
which can distribute the output value within a certain range,
such as [0, 1] or [−1, 1]. As a powerful tool to study
complexity, the ANN method has shown its unique ad-
vantages in pattern recognition and classification, automatic
control, financial distress prediction, etc. It can deal with a
series of ratio type information input, and then find its law
from a large number of complex data of unknown mode
through continuous learning and produce corresponding
output, so as to generate a mode that successfully reflects the
corresponding relationship between input and output var-
iables. According to the information flow and network to-
pology, the ANN model can be divided into feedforward
network and feedback network. Each layer of neurons in
feedforward NN receives input information from the pre-
vious layer and transmits it to the next layer. )ere is only
one direction and there is no feedback of information. It is
the most common and easy to program network structure. A

feedforward network includes two basic forms: single-layer
feedforward network andmultilayer feedforward NN [21]. A
single-layer feedforward network consists of an input layer
and an output layer. )ere is no hidden layer in the middle.
It can only solve the classification problem of linear sepa-
rability. A multilayer feedforward NN is composed of an
input layer, several hidden layers, and an output layer. It can
be used to solve nonlinear classification problems. A single-
layer feedforward network is the simplest layered network,
whereas a multilayer feedforward network is the most widely
used network structure in NN. In the feedback NN, the
output information of some neurons is fed back to the upper
layer or the same layer, and the information flow is inter-
leaved in the forward and reverse directions.

)e role of ANN in credit risk analysis is carried out
through the classification function of ANN [22]. )at is to
say, firstly, a group of factors that affect the classification is
found, which are used as the input of ANN, and then an
ANN credit risk analysis model is formed through training
with or without tutors. For the new sample input, this model
can produce the discrimination of credit risk.)e NNmodel
includes two processes: training and testing. Firstly, the
neurons are trained with training set data, so that different
input vectors can get corresponding output values. By re-
peatedly adjusting and modifying the parameters and
thresholds until the error is within the specified range, the
training process of NN is completed. )e test process is to
input a group of data of non-training indicators into the
model generated in the training process to test the accuracy
of model classification. )e ANN method overcomes the
complexity of traditional analysis process, especially the
establishment of model function and brings great conve-
nience to modeling and analysis. BPNN is a kind of mul-
tilayer feedforward NN. BPNN is considered to be the most
suitable approximate relationship for analog input and
output. It is one of the most widely used ANNs with mature
algorithm. BPNN is a multilayer feedforward NN according
to the backward propagation of errors, and its learning
process consists of forward propagation of signals and
backward propagation of errors. Although BPNN has been
widely used, it also has its own shortcomings, which are
mainly manifested in the uncertainty of the training process.

GA is a relatively new and effective optimization tech-
nology. GA is the most well-known evolutionary algorithm
at the moment, and it is widely used in machine learning,
engineering technology, data mining, computer science,
pattern recognition, image processing, social science, and
other fields. GA is a global random search algorithm that
solves complex problems by simulating the genetic and long-
term evolution processes of biology. GA is a group opti-
mization algorithm with the ability to perform global
searches due to its multipoint search, allowing the search
results to avoid converging to the local optimal solution. As a
result, the global optimal solution is obtained, and the ac-
curacy of network evaluation is improved. Some criteria can
be used to determine the termination condition of GA, and
the algorithm’s running process can be terminated when it is
determined that the population has matured and there is no
evolutionary trend. )ere are two commonly used criteria:
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(1) reaching the preset number of iterations and (2) the
difference of average fitness of successive N generations of
individuals is less than a certain minimum threshold. )e
evolutionary nature of GA makes it possible to search for
excellent structure in parallel, thus reducing the possibility of
falling into local optimum, and this method is also sensitive
to the change of credit index. )e emergence of GA makes
the training of NN have a brand-new look. Using GA instead
of BP algorithm to search the connection weight of NN is
expected to solve the problem that BPNN falls into the local
minimum.

3.2. Credit Risk of Commercial Banks. Credit risk can be
defined in two ways: broadly and narrowly. Generalized
credit risk refers to the uncertainty or volatility of the future
impact of various uncertain factors on commercial banks,
such that actual income deviates from expected income,
suffers losses, or gains additional income. Narrow credit risk
perception means that in the credit business, if the debtor or
borrower fails to perform the contract and repay the loan
principal and interest, the creditor or bank will incur fi-
nancial losses because it will not receive the expected
benefits. Commercial banks are credit-based industries with
high debt and risk, with the profit point of settlement
business and money management lending. Commercial
banks’ operating characteristics, as well as their important
position and key role in maintaining national economic
stability, have resulted in the characteristics of concealment
and diffusion of bank operating risks. Credit risk arises from
the asymmetry of information between the two parties to the
transaction. )is phenomenon occurs before the two parties
sign the contract, which is referred to as asymmetric in-
formation beforehand, and it is easy to produce adverse
selection. Customer credit risk has a direct impact on the
quality of bank credit assets, and it can even lead to bank
bankruptcy.

Credit risk management process is the concrete
implementation of credit risk management policy, the
refinement and embodiment of credit risk management,
and the main content of credit risk management. Credit
management reflects the core competitiveness of com-
mercial banks, and directly or indirectly affects the
quality of bank assets, asset growth, income level, and
financing strategy. )e main goal of credit management is
to evaluate the credit risk so as to effectively supervise and
control the risk. In the transaction activities in the fi-
nancial market, for commercial banks, there are intricate
credit and interest relationships with borrowers, and the
interrelated borrower enterprises form a credit chain.
Once an enterprise in the credit chain defaults and fails to
repay its accounts payable on schedule, it will cause a
series of enterprises in the credit chain to default. Credit
risk and credit risk for commercial banks, their subjects
are the same, and all of them are due to the change of the
debtor’s credit status, which leads to the emergence of
the value risk of bank credit assets. )e difference lies in
the range of financial assets they cover. )e general

framework of the commercial bank credit risk assessment
model is shown in Figure 1.

Commercial banks develop relevant policies in order to
create an efficient risk management organizational structure
and to identify, analyze, evaluate, and respond to credit risks.
Credit risk is an unavoidable risk in the day-to-day oper-
ations of commercial banks because banks themselves are in
high-risk industries, and the asset market is volatile.)e goal
of improving credit risk management is to reduce the
likelihood of such losses occurring. Credit risk assessment
refers to the qualitative analysis and quantitative calculation
of credit risk influencing factors using appropriate technical
means, as well as the assessment and calculation of the
borrower’s default probability, in order to provide a deci-
sion-making basis for commercial banks’ credit activities.
)e overall framework of the credit risk management system
primarily consists of the organizational structure, man-
agement process, internal control, and credit risk man-
agement information reporting and disclosure. After nearly
a century of evolution, the basic methods of commercial
bank credit risk evaluation have progressed from simple to
complex, including proportional analysis, statistical analysis,
and artificial intelligence analysis. )e methods used in the
proportional analysis and statistical analysis stages, for ex-
ample, can also be referred to as traditional credit risk as-
sessment methods. Despite the fact that the traditional credit
risk assessment method has significant limitations, it serves
as a valuable reference for modern credit risk assessment.

3.3. Construction of Bank Credit Risk EvaluationModel Based
on GANN. In this section, GA is used to optimize BPNN,
which is easy to fall into the local minimum and slow in
convergence. Before modeling, the data should be stan-
dardized to eliminate the influence of different dimensions
and improve the accuracy of the model. )e basic idea of the
optimization algorithm in this study is: firstly, GA is used to
globally optimize the weights and thresholds of NN, and
then BPNN is used to accurately solve the problem, so as to
realize complementary advantages and better solve the
problem. Because the system is always developing and
changing, the selected learning samples should not only
reflect the characteristics of the system when it develops
steadily, but also reflect the characteristics of the system
when it suddenly changes, and at the same time, take into
account all stages of the system development. According to
the differences of financial indicators of different enterprises,
this study divides the samples into different sets according to
the comparability and similarity of financial characteristics
of enterprises, and each such set is called a model. )e
division of patterns is related to the financial characteristics
of enterprises and is limited by the number of valid samples
under this pattern. If the number of pattern samples meets
the requirements of building an evaluation model, the
pattern is called an effective pattern; otherwise, it is called an
invalid pattern. When establishing the index system, this
study selects 18 financial and nonfinancial secondary in-
dicators reflecting the status of loan enterprises. According
to whether these indicators have significant differences
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between normal loans and loss loans, it is determined
whether the indicators can be used as input index vectors.
)is study constructs the index system and follows the
following basic principles: scientificity, comprehensiveness,
pertinence, and applicability. Considering the availability of
data, it constructs a credit risk evaluation index system
suitable for commercial banks.)e flow of genetic algorithm
optimization is shown in Figure 2.

)e article chooses three-layer BPNN structure. )e
input layer contains 19 input units, the hidden layer has 10
nodes, and the output layer contains 4 output units. Since
the input initial values and initial weights have a great re-
lationship with whether the learning can reach the local
minimum and converge, it is necessary to preprocess the
input initial values, that is, normalize them. For the con-
tinuous data in qualitative indicators, the feature dis-
cretization technology can be used for reduction. )e
advantage of this technology is that it simplifies the data
description, not only greatly reduces the complexity of data
mining calculation, but also makes the relationship between
data and the final data mining results easier to understand.
Data discretization is the process of merging attribute values.
By scientifically merging attribute values, the number of
attribute values is reduced, thus reducing the complexity of
the problem. It is beneficial to improve the classification
performance of rule sets obtained in the process of
knowledge learning. Generally, when determining the
number of neurons in the hidden layer, it is usually necessary
to satisfy the following two formulas:

m �
�����
x + y

√
+ R(10),

2m >y,
(1)

where m is the number of neurons in the hidden layer, x is
the number of neurons in the output layer, and y is the
number of neurons in the input layer. R(10) represents any

integer between 1 and 10. Assuming that the set
X � U2, U3, U4, U5  and the conditional attribute set
C � A1,A2 , the roughness calculation process of the set X

is as follows:

R
−

(X) � x ∈ U|R(x)⊆X{ } � U2, U3, U4, U5, U7 ,

R−(X) � x ∈ U|R(x) ∩X≠ 0{ } � U2, U4, U5 ≠∅.
(2)

)erefore:

ρ(X) � 1 −
POSC(X)




R
−
(X)| |

� 0.6. (3)

If X � U2, U3 , it is not definable because:

R
−

(X) � x ∈ U|R(x)⊆X{ } � U2, U3, U5, U7 ,

R−(X) � x ∈ U|R(x)∩X≠∅{ }≠∅.
(4)

Because there are redundant attributes and noise data
in training data, it will affect the efficiency and conver-
gence speed of GA. )erefore, attribute reduction of raw
data is needed to improve the algorithm efficiency. )is
study uses the attribute reduction algorithm based on
attribute importance. )is method can accurately reduce
redundant attributes and maintain the original correla-
tion between data, which provides a strong guarantee for
the performance and accuracy of GA. )e output layer of
this study adopts a neuron, and the output value is close to
indicate that the enterprise is classified as a high-risk
category, and the closer the output value is, it indicates
that the enterprise belongs to a low-risk category. Suppose
that in the qth iteration, the output error p of the ep(q)th
node at the output end:

ep(q) � tp(q) − yp(q),

p � 1, 2, . . . , k,
(5)
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Figure 1: Overall structure of the credit risk assessment model for commercial banks.
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where tp(q) is the target output value, yp(q) is the actual
output value, and the mean square error signal is:

ξp(q) �
1

M


M

s�1

1
k



k

l�1
ep(q)

2⎛⎝ ⎞⎠

�
1

M


M

s�1

1
k



k

l�1
tp(q) − yp(q) 

2⎛⎝ ⎞⎠.

(6)

)e above formula can be expressed as a vector:

ξp(q) �
1

M
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s�1
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k

l�1
(T(q) − Y(q))

2⎛⎝ ⎞⎠. (7)

)e gradient of ξ(q) with respect to v(q) is:

∇(ξ(q)) �
zξ(q)

zv(q)
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zY(q)
·
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zv(q)

� −E(q)g(U(q)) g W(q)
T

 X + B1(q)
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T
.

(8)

)e initial parameters are set as follows: initial threshold
θ, initial weight W, and momentum term α. )e values of Zj

and yk are calculated according to the following formulas:

zj � f 
n

i�1
wjkxi − θj

⎛⎝ ⎞⎠,

yk � f 
l

j�1
wjkzj − θk

⎛⎝ ⎞⎠,

(9)

where n is the number of samples, θi is the threshold between
the hidden layer and the input layer, θk is the threshold
between the output layer and the hidden layer, and l is the
number of neurons in the hidden layer. )e error between
the layers is found according to the following formula:

δϕjk � t
ϕ
l − y

ϕ
l y

ϕ
l 1 − y

ϕ
l ,

δϕij � z
ϕ
j 1 − z

ϕ
j  

m

k�0
δϕjkwjk,

(10)

where m is the number of neurons in the output layer.
When using GANNmodel for credit risk assessment and

analysis, we should first set the corresponding parameters of
NN to ensure the effective operation of the assessment
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Figure 2: Genetic algorithm optimization process.
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model. )en the credit risk evaluation index value and target
value of the evaluation sample are inputted, and the network
to make the output value close to the target value is trained.
In this study, in the process of optimizing BPNN by GA, the
main functions and parameters of GA are: determining 800
generations of genetic algebra. Using real coding method,
the fitness function is selected according to the error. )e
larger the error, the smaller the fitness. )e selection is based
on the fitness scale method. Single point crossing, the
crossing rate is 1. Uniform variation, the variation rate is
0.08. )e fitness function will directly affect the efficiency of
solving problems with GA. A good evaluation function
should better reflect the background knowledge of solving
the problem, which is more conducive to guiding GA to
search for a better solution space. In this study, every
training data are matched with every rule of the solution. If
any rule matches the training data, it is considered as a
correct classification of the solution. )e fitness of each
individual can be defined as the square of the ratio of the
number of times it correctly classifies training data to all
training data. Learning rate is the magnitude of weight
adjustment after each step of training. )e greater the
learning rate, the greater the magnitude of weight adjust-
ment and the faster the error curve converges. )e gradient
descent method used in NN operation may cause the error
plane to fall into the local minimum, and the additional
momentum model constructed in this study can effectively
solve this problem.

4. Result Analysis and Discussion

In the simulation experiment, the number of nodes in the
input layer is determined by the number of sample indexes.
Different number of hidden layer nodes will form different
NNmodels, which need constant and repeated debugging to
obtain appropriate network parameters, thus forming an
effective credit risk assessment network model. In this study,
the company that has been specially treated is called ST
company, and the company that has not been specially
treated is called non-ST company. It means that the com-
pany’s credit risk is relatively poor, which means that the
company has fallen into debt repayment or has a high
possibility of credit risk. Non-ST company means that the
company operates normally and the possibility of default is
very small. It is used to represent the sample with good
credit. ST is used to represent the default sample, and the
output value in the model is represented by 1. )e output
value of non-ST company in the model is represented by 0.
)e number of output layer nodes is 1. With 0.5 as the
critical point, when the output value is less than 0.5 and close
to 0, it belongs to ST enterprise. When the output value is
greater than 0.5 and close to 1, it is a non-ST enterprise.

)is study selects 350 listed companies as test samples,
including 56 ST companies and 294 non-ST companies.
After the data of 350 companies in the test sample are
standardized, the value of credit risk evaluation index can be
used as the input mode. )e 350 companies selected in this
study cover the electronics industry, chemical industry,
paper industry, wine industry, chemical fiber industry,

science and technology industry, pharmaceutical industry,
automobile manufacturing, and other industries, which are
quite representative. )e specific settings are shown in
Table 1.

)is study usesMATLAB tools to build GANN, and then
uses VisualC++, which can develop applications with good
interactive functions, compatibility, and expansibility, to
write user interface programs. In the standardized test
sample input, the network model is used to simulate the
operation, without setting the target expectation value, and
the output value of the model is compared with the sum to
check the accuracy of the simulation. )e function of gra-
dient descent backpropagation algorithm with adaptive
adjustment of learning rate and momentum factor is a
combined optimization algorithm of gradient descent
method and adaptive adjustment of learning rate method. In
this study, the training function chooses traingdx algorithm.
Figure 3 shows the training of different models.

It can be seen from the Figure 3 that the traditional NN
algorithm evaluation model took 912 steps to achieve the
accuracy requirement, the BPNN algorithm evaluation
model took 742 steps to achieve the accuracy goal, and the
improved BP algorithm evaluation model only took 523
steps to achieve the accuracy goal.

In order to further illustrate the accuracy and reliability
of the model constructed above, we also need to verify it with
test samples. )e training errors of traditional NN algo-
rithm, BPNN algorithm, and GANN algorithm on data set A
are shown in Figure 4.)emean absolute error of traditional
NN algorithm, BPNN algorithm, and GANN algorithm on
data set B is shown in Figure 5.

It can be seen from Figures 4 and 5 that the MAE values
of GANN algorithm on different data sets are all at a low
level. Compared with the contrast algorithm, the error is
smaller, which shows that this algorithm has certain accu-
racy. In this study, the initial weight, learned weight, training
data set, test data set, application data set, and other data are
established into files to facilitate program call. )e perfor-
mance comparison of immune algorithm, traditional NN
algorithm, BPNN algorithm, and GANN is shown in Table 2.

From the data in the table, it can be seen that BPNN
with GA optimized weights has greater advantages in time
and accuracy than other three different models. It can be

Table 1: Performance comparison of different algorithms.

Industry ST
company

Non-ST
company

Electronic industry 39 8
Chemical industry 51 4
Paper industry 28 7
Brewing industry 17 10
Chemical fiber industry 45 6
Technology industry 42 4
Pharmaceutical industry 26 5
Automobile manufacturing
industry 34 9

Other industries 12 3
Total 294 56
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seen that GANN has strong advantages in evaluating the
credit risk of commercial banks. In order to ensure the
reliability and credibility of the obtained results, this study
draws the accuracy performance of different algorithms
on different data sets into data graphs, as shown in Fig-
ures 6 and 7.

It can be seen that the accuracy of this method is always
at a high level, whether on data set A or B. )e highest
accuracy rate of this method is 94.17%, which is higher than
that of BPNN algorithm 89.46% and immune algorithm
90.14%. )e accuracy of GANN in this study is better than
the other two algorithms, and this result shows the accuracy
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Figure 3: Training of different models.
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Table 2: Performance comparison of different algorithms.

Algorithm Accuracy (%) Training time
Immune algorithm 90.14 7.412
Traditional NN algorithm 86.73 8.293
BPNN algorithm 89.46 7.014
GANN algorithm 94.17 6.154
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and reliability of the optimization algorithm in this study. It
can be seen that the model constructed in this study has
certain practicability and practical significance.

5. Conclusions

Commercial banks play an important role in the imple-
mentation of financial policies and social investments.
Credit risk identification, evaluation, monitoring, reporting,
and control are the main components of commercial banks’
credit management. )e assessment of credit risk is the
cornerstone of all of them. )is study builds a credit risk
assessment model for commercial banks using GANN based
on credit risk research. In this model, GA is used to create a
practical GA coding scheme that addresses the shortcomings
of BPNN, such as its tendency to fall into the local minima
and slow convergence speed. In addition, a credit risk
evaluation index system is established, which is classified by
industry and is primarily based on quantitative indicators,
with qualitative indicators supplemented. In addition, im-
proved credit index data preprocessing technology and
methods are presented. According to simulation results, this
method has a higher accuracy rate of 94.17 percent than the
BPNN algorithm (89.46 percent) and the immune algorithm
(90.14 percent). Traditional algorithms’ convergence speed
and search efficiency are improved by the optimization
algorithm presented in this study. It has some practical value
and significance, and it provides a method for commercial
banks to assess credit risk that is both effective and reliable.
However, due to time and level constraints, some parts of
this study continue to have flaws: the improvement in the
fitness function and the correlation analysis of credit risk

assessment indicators are insufficient. )e following step in
this study will optimize the improvement in the fitness
function and investigate the correlation of credit risk as-
sessment indicators in depth.
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Advances in network technology have led to extensive information technology construction work in all walks of life; universities,
as a key component of national development, cannot be overlooked in this regard. In today’s universities, the Web-based
integrated academic management information system is widely used, promoting higher education management system inno-
vation and improving the management level of education departments and teaching management. *e traditional management
mode is incapable of locating “knowledge” in the mountains of student transcripts, and the original management mode must be
improved. In business, finance, insurance, marketing, and other fields, digital exploration technology is widely used. *is article
describes the design approach for a data mining-based analysis and management system for PE course teaching quality, as well as
the application of information technology and data mining technology in PE by combining actual PE teaching in schools, with the
goal of realizing a data mining-based PE performance management system to serve PE teaching in schools and improve PE
teaching quality.*e results show that the time required to find frequent itemsets using a traditional algorithm running on a single
machine, as well as the time required to scan the database several times for frequent itemset search in a distributed cluster of 20
computing nodes, is significantly longer than that required by the data mining algorithm. As a result, the proposed sports
performance management system is functional, simple, and scalable, with each functional module operating independently and
cooperatively, reflecting the concept of “high cohesion and low coupling.”

1. Introduction

Along with the expansion of college operations, the number
of students is increasing year by year, and the teaching of
physical education, which is an important part of school
education, has sparked a wave of pedagogical reform [1].
Classroom teaching is the primary means of achieving ed-
ucational goals in schools, and its effectiveness has a direct
impact on the learning quality of students [2]. Colleges use
improving higher education quality and cultivating special
talents as the purpose of school operation in order to re-
spond to the national call and achieve the state’s higher
education development goals [3]. *e original grade data
analysis method, on the other hand, is unable to thoroughly
analyse and capture information useful for teaching and
learning from large amounts of grade data, resulting in

inefficient use of teaching information resources. *is has
resulted in grade management based primarily on simple
statistical analysis, such as processing student identity. Data
mining [4, 5] is a vital information processing technique
[6, 7] that has been widely adopted in a variety of industries
around the world, generating significant economic and
social value.

*e service that universities provide to students as a
“service-oriented enterprise” is “education.” We can only
“produce” a high-quality product—graduates—and establish
a brand name in the education market by continuously and
effectively improving education quality [8]. Knowledge and
rules in the knowledge base are created by experts or pro-
grammers using external input in traditional decision
support systems [9]. Data mining is an automatic process of
acquiring knowledge from within a system with the goal of
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discovering undiscovered knowledge in a large amount of
data [10]. Online query and analysis can be used to process
information that is clearly understood by decision-makers
[11]. It is beneficial to motivate teachers, improve teaching
quality, and strengthen faculty construction and scientific
management by establishing a good teaching quality eval-
uation mechanism [12].

Many schools now conduct physical activity and
achievement tests for their students [13]. *e majority of
these post-test scores, however, are only saved as data or files
in school computers, and these students are unaware of their
physical condition despite having completed the relevant
physical fitness tests [14]. Analysing and processing these
massive amounts of data using traditional data analysis and
data query validation methods are not only computationally
intensive but also completely reliant on pre-assumed and
estimated data relationships. In data, there is a growing
demand for tacit knowledge [15]. *e use of parallel com-
puting and data-mining arithmetic can help to solve this
problem to a large extent, because parallel computing can
provide the computational power required to process large
amounts of data, and clusters can scale up the computational
power as the data grows. In response to the problems and
current state of PE in universities, relevant information is
compiled, and modern data mining techniques are fully
employed to automate the processing and analysis of large
amounts of sports data in order to assist students. Professors
and consultants analyse statistical data. In this paper,
technology for digital exploration is introduced into the
performance analysis of the university teaching system, with
the goal of identifying factors affecting students’ perfor-
mance and specifically improving teaching quality. *e
innovative points of this paper are as follows:

(1) Using data mining techniques to uncover possible
hidden relevant factors that affect teachers’ teaching
level, provide specific indications for improving
teaching level, and apply them to teaching practice.

(2) Research and analysis of existing student data in-
formation using association rule extraction tech-
nology, and statistical analysis of some factors
affecting teaching quality in schools using scientific
methods, so as to evaluate teaching quality and
student learning quality.

(3) *e purpose of the analysis and management system
of PE curriculum with quality according to data
mining algorithm is to enhance the productivity and
accuracy of PE teachers in schools, free them from
tedious and boring work, and then improve their
management-level teaching quality.

*e first part of this paper introduces the background and
significance of the study, and then introduces the main work
of this paper. *e second part introduces the work related to
the teaching quality analysis and management system of PE
courses, data-mining arithmetic. In the third part, the system
functional module design and the logical system design of the
physical education database are explained so that the readers
of this thesis can have a more comprehensive understanding

of the design idea of the physical education curriculum
teaching quality analysis and administration system based on
the data mining algorithm. *e fourth part is the core of the
thesis, which describes the usage of data mining algorithm in
the quality control system of physical education from two
aspects: data point set compression and discard analysis and
large-scale data set clustering process analysis. *e last part of
the thesis is the summary of the full work.

2. Related Work

2.1. Quality Analysis and Management System of PE Course
Teaching. To enhance the cultural qualification of all the
people, China’s higher education has made rapid progress,
with major breakthroughs in system reform, successive
expansion of various colleges and universities, and leapfrog
development in the scale of college operation. However, it is
impossible to implement the national education policy,
let alone to implement quality education, if the physical
health training of young people is neglected. *erefore,
classroom teaching quality monitoring has great significance
as an essential component of the university’s education
quality supervision mechanism, and the study and im-
provement of the teacher classroom teaching quality eval-
uation system is one of the hot spots and priorities of the
current higher education evaluation of quality management.

From the perspective of effectiveness, Cao defined teaching
quality evaluation as the evaluation process, which is essentially
the process of determining the extent to which curricula and
learning programmes actually achieve educational goals [16].
Cui and Yoon proposed a decision tree data extraction method
that combines this algorithm with the SLIQ algorithm and
applies it to a database of student grades to analyse various data
and build a decision tree model through analysis [17]. Par-
mezan et al. proposed a teacher teaching quality assessment
questionnaire that includes nine dimensions such as teaching
quality, value of learning, enthusiasm for teaching, teaching
organization and clarity, group interaction, interpersonal
harmony, breadth of knowledge, examinations and test scores,
homework, and other reading materials [18]. Zhang et al.
conducted an in-depth study on mining techniques and
proposed the ID3 algorithm to manage the university faculty-
related data was extracted and analysed to discover correlations
between various course environments with a view to providing
data university decision reference [19]. Yin discussed the ap-
plication of distortion-resistant algorithms in mining associ-
ation rules.*is algorithmic technique significantly reduces the
number of database scans by a factor of even less than two.*e
algorithm with the shortest scanning time is the use of sam-
pling to collect relevant data [20].

Teaching quality analysis is an important tool for eval-
uating teaching and learning. Data-mining arithmetic is
used to analyse data generated from examination processes
and teaching sessions at multiple levels and perspectives.
Utilizing the analysis results to assist teaching decisions is an
inevitable requirement for assuring teaching excellence and
enhancing the quality as well as the overall competence of
students and teachers.
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2.2. Data-Mining Arithmetic. Given the current rapid de-
velopment of higher education, self-monitoring of school
teaching quality has become an important guarantee for
scientific administration, and the development and imple-
mentation of teaching quality evaluation systems has be-
come an important tool for implementing teaching control.
Currently, digital exploration technology is widely used in
telecommunications, commerce, banking, and enterprise
production and marketing, but it has a limited use in ed-
ucation. As a result, this research focuses on the performance
analysis characteristics of PE courses and integrates them
with practical work to propose a data mining-based algo-
rithm for identifying the keys that have the greatest impact
on students and enhancing their learning experience. Dan
and Li classify the original data set for large-scale data sets,
analyse the OS virtual memory implementation mechanism,
and improve the original FP-GROWTH algorithm in terms
of spatial and temporal locality to make it a mining algo-
rithm with perceptual input and output [21]. Gong and Lin
proposed a multivariate strategy, which combines previous
mining and discovery techniques and applies them to the
qualification database to help universities make better de-
cisions. To assist teachers in making teaching decisions, the
results of each subject are computed, as well as a perfor-
mance analysis report and related analysis table [22]. *e
hardware and software infrastructures for distributed as-
sociation rule mining algorithms were investigated by Atta-
ur-Rahman and DaSh. *ey looked at distributed data
mining algorithms, parallel mining algorithms, and dis-
tributed parallel databases [23]. Li et al. discussed the Apriori
association rule algorithm and the well-known decision tree
ID3 algorithm, as well as their application scope [24]. Huang
used a similar algorithm, Random-kmeans [25], to sample
the original data set statistically and pool the smaller data set
after sampling. *e relationships and trends that are hidden
in large amounts of data are beyond the ability of even the
experts who manage these data to discover, and this in-
formation is potentially and critically important for deci-
sion-making, which is what data mining aims to solve.

3. DesignIdeasofTeachingQualityAnalysisand
Management System of PE Courses Based on
Data-Mining Arithmetic

3.1. System FunctionalModule Design. An important task of
the generic system design phase is to determine how the
system will accomplish the intended functionality using a
more abstract and generic approach [26]. *us, the overall
design phase has three main subphases, starting with the
test type management module, followed by the test project
management module, and finally the result management
module. Data mining is the complete process of extracting
previously unknown, valid, and useful information from
a database through data mining tools and using this in-
formation for decision-making or knowledge enrichment.
*e system functional module diagram is shown in
Figure 1.

First, the test type management module completes data
preprocessing [27] and management of sports event types,
including adding, modifying, deleting, and configuring the
weights of event types. Data preprocessing is mainly done by
cleaning, integrating, selecting, transforming, and concep-
tually layering data attributes to form tuples from the data
training set. *e information entropy of sample classifica-
tion is as follows:

I x1, x2, . . . , xn(  � − 
n

i�1
pilog2pi. (1)

*e construction of the teaching quality evaluation
system includes two aspects: the determination of indi-
cators and the determination of weights. Indicators are
specific, measurable operational and behavioural goals of a
particular aspect; that is, they do not reflect the complete
goal, but only one aspect of the goal. Simultaneous com-
parative analysis of factor data of different dimensions
requires their standardization. *e value of i factor j in all
samples is as follows:

Zi,j �
Xi,j − μj

σj

, (2)

where μj is the mean value of the i th factor and σj is the
standard deviation of the j th factor.

*e business problems to be mined are identified by a
detailed understanding of the raw data to be extracted and
the business problems to be applied in practice before
starting data mining. In data mining, determining the
purpose of mining is crucial. Mining produces unpredictable
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Figure 1: System function module.
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results, but the problem to be mined must be predictable,
and mining blindness must be minimized. It is necessary to
determine whether the test type contains test elements. It is
impossible to remove something that already exists. Oth-
erwise, the deletion procedure is carried out. Figure 2 depicts
the programme flow for performing this function.

Secondly, the evidence project management module
completes the operations of adding, modifying, deleting, and
setting weights of sports evidence items. Due to the large
amount of data, among these data, the required data suitable
for this data mining are selected to establish a data mining
library [28]. It generally includes data selection, selection of
relevant data, noise, data purification and elimination, in-
ference of missing data, conversion of discrete-valued data to
continuous-valued data, grouping, and classification of data
values. Each itemset needs to carry a decision attribute d,
and when performing a join to produce a candidate k + 1
itemset, two frequent k itemsets that can undergo the join
operation must satisfy

la, lh(  ∈ l1, l2( |diff l1, l2(  � 1, d1 � d2 . (3)

As a result, the test management module enables the
administration and maintenance of classroom quality as-
sessment programmes, as well as the adjustment of the
number of test questions or test content as needed. An
independent internal hierarchy to describe the functions or
characteristics of the system is created based on the re-
quirements of the questions, and a judgement matrix of
higher-level elements is created by comparing the relative
importance of factors or objectives, criteria, and plans. To get
a sequence of relative importance of relevant elements to
higher level elements, a recursive hierarchy is built. Con-
fidence thresholds must be set in order to extract rules from
a set of frequent items and calculate the confidence level of
the bar rule when extracting sports databases using the active
search mining algorithm.

Confidence �
support

|matched|
. (4)

Finally, the score management module completes the
operations of adding, modifying, deleting, querying,
exporting, and grading system conversion of students’ sports
test scores. *e incomplete, noisy, and random data are
sorted out, and the unwanted data are cleaned. Suppose S is
the set of s data specimens, and the expected amount of
information required to classify a given sample assuming
that the class label attribute has a distinct value

I s1, s2, . . . sm(  � − 

m

i�1
log2

si

s
. (5)

*en, according to the data mining objectives and data
characteristics, appropriate analysis models are selected for
the data-mining arithmetic and the data are transformed.
*e module can classify courses. Different assessment items
can be set for each course type. For courses that do not
require assessment, you can also set up multiteacher classes
to allow for more specific assessment of students. Relevant
factors are broken down into levels based on their attributes

from top to bottom, with each factor at the same level being
subordinate to, or having an influence on, the higher level
factor, while dominating the lower level or being influenced
by the lower level factor. *en, using a prototype system,
developers brainstorm with users to iteratively modify and
expand the prototype until the final system is formed.

3.2. PE Database Logic Design. *e database logical design
determines the overall performance of the database and its
applications, tuning location [29]. If the database logic is
poorly designed, all tuning methods will have limited effect
on improving the database performance. *e flow of data
mining is shown in Figure 3.

First, the conceptual structure is transformed into the
corresponding data model, such as relational model, net-
work model, and hierarchical model. *e data are cleaned,
synthesized and filtered from data sources, and then entered
into the database for data mining, pattern evaluation, and
knowledge representation. According to the level of ab-
straction of datum in the proposed rule, association rules can
be classified into single-level correlations and multiple-level
correlations. KL scatter, also known as relative entropy, is
used in the field of statistics to calculate the degree of
agreement of two probability distributions, and in the area of
machine knowledge to measure the closeness of two func-
tions, and is calculated as follows:

KL(pq) �  p(x)log
p(x)

q(x)
. (6)

Single-level association rules do not consider the hier-
archical nature of the actual data attributes, but simply de-
scribe the attributes of the data [30]. Metadata is the core of
the data warehouse and is used to store data models, define
data structures, transformation planning, data warehouse
structure, and control information. *e management part
includes data security, archiving, backup, maintenance, and
recovery. *e index interval [a, b] of the soft constraint is
given based on empirical data and detects whether there exists
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type table 
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Is the search
result set empty?

Prompt cannot be
deleted

End

Yes
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Figure 2: Process of test type deletion programme.
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a solution within the initial solution set T that meets the
requirements of the soft constraint. If it exists, it is marked as a
feasible solution; otherwise, the parameter range of the
constrained indicator interval is adjusted until a feasible
solution exists; assuming thatB is a diagonal matrix, the above
formula can be transformed into the following form.

e(y, z) � 

p

j�1
bij yj − zj




s⎡⎢⎢⎣ ⎤⎥⎥⎦

(1/2)

, (7)

where bij represents the i, j data attribute in the database.
In this step, data will be extracted and integrated from

the operational environment, semantic ambiguities will be
resolved, dirty data will be removed, etc. *e process of
summing data and calculating data averages are both sta-
tistical methods, and the results of these calculations are
represented by certain graphs, such as histograms and pie
charts. *e absolute value function of the factor coefficients
in the regression equation is added to the model as a penalty
term to make some regression coefficients smaller. By re-
gression, the coefficients of factors whose absolute values are
not sufficient to explain the dependent variable can be
changed directly to 0. *e expression of the LASSO method
can be written as follows:

β � argmin ‖Y − Xβ‖
2

+ λ

p

j�1
βj





⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (8)

Next, these data models are converted into data models
that can be supported by the corresponding database man-
agement system. First, all frequent itemsets in the data set are
found, and the itemsets that satisfy the minimum support
threshold are called frequent itemsets, and then, association

rules are generated from these frequent itemsets, mainly by
extracting frequent itemsets from all the generated high
confidence levels. As a large amount of detailed and de-
scriptive data is stored in the data warehouse, the data set is
relatively large and requires a large number of join operations
between relational tables to respond to the user’s analysis
request, increasing the response time user. But the data are
stored only once, saving space compared to MOLAP, and
analysis can get more detailed data; that is, the granularity of
analysis can be relatively fine. So, the branching of attributes is
carried out cyclically, and the information gain is the entropy
compression expected after knowing the value of the attri-
butes, which is given by the formula:

Gain(A) � I s1, s2, . . . sm(  − E(A). (9)

*e database is logically divided into several disconnected
blocks, each of which is considered individually and for which
all frequency sets are generated. *e generated frequency sets
are then combined to generate all possible frequency sets, and
finally, the support of these element sets is calculated. It is
possible to distinguish the similarity of tedious repetitive data
in the database, and feature vectors can describe the relevant
data with high similarity in the database. *e variation pa-
rameters of the different features of the data attributes can be
calculated using the following formula:

e(y, z) � 

p

j�1
yj − zj




s⎡⎢⎢⎣ ⎤⎥⎥⎦

(1/s)

. (10)

Finally, the association rules are verified and the trans-
formed model is optimized. If the extracted rules meet the
evaluationmechanism’s requirements, the knowledge is sent to
the evaluation system and stored in the knowledge base. *e
knowledge is also stored in the knowledge base if the extracted
rules do not meet the evaluation system’s requirements. *e
indexing strategy, data storage location, and storage allocation
operation are all determined. Data modelling is needed after
determining the data warehouse information to be searched to
determine the process of extracting, cleaning, and transforming
data from data sources to data warehouse, analysing and di-
viding dimensions, and determining the physical data storage
structure. *e primary goal of grade data processing in the
academic affairs system is to unify and disambiguate data types.
Data decomposition reads data from segmented blocks into
memory for processing and then merges all processing results,
overcoming the memory bottleneck and improving data set
extraction efficiency.

4. Analysis of Data-Mining Arithmetic in PE
Teaching Quality Analysis and
Management System

4.1. Data Point Set Compression and Discard Analysis.
When the data-mining arithmetic performs in-memory
clustering, the data point set is clustered in general and the
resulting clusters are marked as the main clusters, and then,
the data set in the main clusters is discarded and compressed
for deletion. *e main memory space reads the data to be
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Extracted
information
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knowledge

Choice

Pretreatment

Transformation

Excavate

Analysis and same

Figure 3: Process of data mining.
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clustered again and continues clustering until all clustering
work is completed. By setting the maximum available size of
the programme, it is shown that this data-mining arithmetic
can extract association rules for large data sets in a small
memory space. A comparison of the system CPU and GC
activity is shown in Figure 4.

First, the discarding process is completed in two steps,
which are called primary discarding and secondary dis-
carding. *e IP of the data node is obtained from the
configuration file, so each node must be a static IP address.
*e specific configuration table of IP of this system is shown
in Table 1.

*e main idea of these two discard processes is to move
the points that do not change the cluster attributes out of the
main storage and store them in the discarded data set. *e
points in the marker set are not involved in this process and
always guide the mining process. Information entropy,
called entropy in information theory, is used to measure the
average value of the transmitted information. Here, since the
process of generating frequent itemsets from candidate
itemsets must pass through the database, the most critical
part of this process is how to generate the minimum number
of candidate itemsets correctly. *erefore, for processing,
users classify the data according to their needs and then
extract the different parts, thus increasing the extraction
speed. *e statistical experiment time also does not include
the time to write the discovered itemsets to disk in order to
accurately count the running time of each algorithm. *e
support levels are set to 5 and 10, and each algorithm is
executed 5 times at each support level, and the average of the
statistical record execution time is shown in Figure 5.

Secondly, the main idea of the compression process is to
replace high-density regions during the pooling process to
clean up the main storage space. It divides the recom-
mendation process into two parts: offline and online. *e
offline part constructs a cluster using the similarity between
users and uses the average rating value of the users in the
group as the centre of the group. *e set of data points
within this region has the same category affiliation and the
categories change as a whole. *e breast cancer data set was
preprocessed, and files of different sizes were obtained by
backup. Each file size is approximately 150 million and
contains 2 million transaction records. *ree D1 to D3 data
sets were defined, and their specific configurations are de-
scribed in Table 2.

While the traditional algorithm for finding frequent
itemsets using a single machine running a distributed cluster
of 20 compute nodes requires multiple scans of the database,
the data-mining arithmetic can complete the task of finding
frequent itemsets with little time consumption. It only needs
to scan the transactional database twice, and does not
generate a large number of temporary intermediate key-
value pairs, and takes advantage of parallelization very
efficiently.

*us, it can be considered as a whole and can keep its
grouping information and have sufficient statistical infor-
mation. According to the rules defined by the data definition
component, the data from the data source are extracted into
the data warehouse, cleansing, and transformation;

integration work is done; the data are loaded into the data
warehouse; the data warehouse data are periodically
cleansed; inconsistencies between data are eliminated data
storage and source databases; and invalid data are elimi-
nated. A basic principle is that when a transaction does not
contain a large set of length k, it should not contain a large
set of length k + 1. *e information transferred at the source
consists of a limited number of mutually exclusive joint
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Figure 4: Comparison of CPU and GC activities.

Table 1: IP-specific configuration table.

Machine
name Masker Slave 1 Slave 2 Slave 3

IP
address 192.168.5.23 192.168.5.34 192.168.5.25 192.168.5.31

Attribute Name node Data node Data node Data node
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Figure 5: Running time of the system with different durations.

Table 2: Data set size based on mining association rules.

Data set D1 D2 D3

Average number of items 35 41 49
Number of data files 5 10 12
Transaction record number 6000 13000 13000
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complete events, all of which occur with a certain proba-
bility. *e effect of the size of the data set on the clustering
algorithm is tested by varying the size of the data set and
fixing the size of the storage space. *e results are shown in
Figure 6.

Finally, when semisupervised clustering is performed for
the data points, labels, SS, and OUTS in the main memory,
the data points contained in them are not involved in the
compression and discard, thus allowing the set to guide the
mining in the main memory all the time. If the description is
a model of linking relationships between pages, the logical
description can be in the form of a matrix. When mining
with aggregate data not only does the mining time increase
accordingly, the useful rules are drowned in a sea of rules
that are not of interest to the user, but there may be rules that
cannot be mined due to the “dilution” of the overall data.
Each element of the matrix indicates whether the node
represented by the matrix row label to the node represented
by the matrix column label is related, which is the hyperlink
between the pages in the domain. If the consistency index
test passes, the consistency design of the judgement matrix is
reasonable, and the corresponding weights reflected by the
feature vector are also relatively reasonable.

4.2. Analysis of Clustering Process of Large-Scale Data Sets.
For a certain scale of transaction database, which contains a
particularly large number of candidate itemsets, a transac-
tion can also contain many candidate itemsets, so the
number of candidate itemsets will be the main factor lim-
iting the performance of the algorithm. *erefore, it is
necessary to choose a large-scale data set clustering process
to abstractly describe the various network linkage rela-
tionships in reality. At the same time, it is necessary to find a
suitable data structure in a high-level language to store the
mathematical model in a structured way in the computer,
which is easy to analyse and process in the high-level lan-
guage. To compare the performance of DISK-MINE,
DRBFP-MINE, and data mining test algorithms on large-
scale data sets, experiments were conducted using a com-
bination of records generated from 2000 different items, and
the comparison results are shown in Figure 7.

First, data points from the data set are sequentially read
(or otherwise read) into a finite memory called a pipeline
until the pipeline’s space is filled. *e distance between data
points is calculated, the data’s neighbourhood is determined,
the sample’s centroid is determined based on the density of
the neighbourhood, and the data’s global centroid is de-
termined for sampled data. Based on the sample centroids’
data, the criterion for selecting the attribute is the infor-
mation entropy. *e information entropy value is calculated
based on the data, and then, the sizes of each information
entropy are compared, with the largest information entropy
being chosen as the selection criterion. *e element’s in-
formation entropy is calculated, and it serves as the decision
tree’s root node. While all variants of the one-level corre-
lation rule ignore the fact that practical data are multilevel,
the multilevel character of the data has been adequately
taken into account in the multilevel correlation rule.

*e data points in the pipeline are then subjected to
semisupervised clustering on finite primary storage until
convergence. *e entropy value of the system is minimized
after using this property to divide the example set into
subsets, and the average path from the nonleaf nodes to each
descendant leaf node is expected to be the shortest, resulting
in a small decision tree.*e proposed data to be handled will
be related to multiple dimensions using multidimensional
correlation rules. In addition, the set of points removed from
the main storage goes through a triad after each stage of the
discard and compression process, preserving the data point
information and grouping information. Density validation
and sampling centroids can be done in order, but this takes a
long time with large sample sizes and long sampling times,
and the sample validation centroids are useless. As a result, it
is necessary to consider various influencing factors and
compensate each factor appropriately, integrate factors with
similar influence, and consider the distribution width and
representativeness of factors appropriately during the actual
evaluation operation. *e comparative analysis of clustering
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time with positive and negative constraints is shown in
Figure 8 to study the influence of the amount of information
of equivalent partial constraints on the quality of clustering
results and clustering efficiency.

Finally, the data points in the pipeline are compressed
and discarded. *e data point sets that satisfy the com-
pression conditions are replaced and the corresponding
data points are removed from the main memory. *e
higher the entropy of a training sample set in terms of target
classification, the messier and messier it is; the lower the
entropy of a training sample set in terms of target classi-
fication, the clearer and more ordered it is. *e correctness
of the algorithm is guaranteed by all possible frequencies
established at least in the given block. *e online part first
calculates the similarity between the target user and the
centre of the cluster, then divides the target user into the
most similar clusters, and finally finds the nearest neigh-
bours of the target user in the cluster, and then performs
item recommendation. In this process, the data points in
the algorithm design set can change the attributes of the
clusters and also allow new clusters that were not originally
in the original set to appear, avoiding wrong labels in the
initial set and making the algorithm somewhat fault-
tolerant.

5. Conclusions

PE to serve the daily physical education in school is an
integral step in today’s information age. Student evaluation
is the system that makes up the most of the teaching quality
monitoring system at universities and plays the most im-
portant role. *e common practise is to use information
technology and network technology to assess and predict
teaching quality. *e ability to apply complex statistical
methods and calculations to these data and the rapid access
to big data by data mining provide exciting reasons for the
rapid development of data mining. Data mining techniques
in teaching management, particularly in teaching quality
evaluation systems, will provide some data support for
university administrators, allowing them to improve
teaching quality and make more effective decisions. Using
computers to evaluate teaching quality can simplify and

improve management. In this paper, we propose a data-
mining arithmetic-based design of a teaching quality
analysis and management system for PE courses, with the
goal of standardizing the workflow related to sports per-
formance management, achieving scientific management
and information management, transforming the traditional
complex teachers’ workplace, and increasing work effi-
ciency through the application of the target system. *e
system can mine the correlations between PE course grades,
analyse these relationships scientifically, provide good
decisions for educators and teachers and teacher man-
agement, better guide teaching work, and make students’
teaching quality assessment data a truly important
resource.
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Relying on the advantages of its input factors, the resource-based economy has achieved rapid development. However, with the
global emphasis on scienti�c development, various contradictions have sharply reduced the competitiveness of the resource-based
economy. In the process of a new round of changes in the world economic pattern and the adjustment of China’s development
strategy, most resource-based economies have begun to implement transformation actively or passively. Resource-based economy
was mostly established and developed in the period of planned economy, whichmade great contributions to national construction
and accomplished brilliant achievements in regional economic and social development. However, the development of natural
resources always goes through stages of development, growth, maturity, and decline. �erefore, resource-based cities also have
problems of rise, prosperity, and decline. From the perspective of adaptive space division, this paper analyzes and studies the
teaching of the coordinated development of resource-based economy in the transformation of the resource-based economy and
environment economy and puts forward the panel data model, logistic curve, and other algorithmmodels. After optimization, the
collaborative development model is designed. Based on the analysis of the model, it is found that the error analysis of the model
has improved by 77.3% and the average growth rate of transformation bene�ts is generally 56.8%.

1. Introduction

As the source of basic energy and important raw materials in
my country, resource-based economy has made outstanding
contributions to the development of the national economy
[1]. �e question of how to avoid repeating the mistakes;
develop high-e�ciency industries based on resource ad-
vantages; scienti�cally demonstrate, optimize, and adjust
economic development from the source of decision making;
and protect economic ecology and environment while de-
veloping the economy has become a key problem that needs
to be solved in the development of the emerging resource-
based economy [2]. Resource-based economy is mostly
established in the desolate backcountry, which is mostly old,
small, and poor areas [3]. My country is a rare resource-rich
country in the world, with a wide variety of resources,
among which coal, iron, oil, and other resources are
exploited on a relatively large scale, which plays an

important role in the formation and development of their
corresponding resource-based economy [4]. Since the es-
tablishment of New China, due to the large-scale demand for
energy and rawmaterials in national economic construction,
the construction of the resource development base has re-
ceived great attention [5]. �e rise and development of the
resource-based economy has provided a large number of
employment opportunities for these areas and accelerated
the process of economization [6]. �e high concentration
and large-scale development of resource-based industries
have greatly changed the economic development mode and
lifestyle of their surrounding areas and promoted the de-
velopment of regional economy [7].

�e transformation of resource-based economy is a
worldwide issue. �is type of economy rises or develops due
to the exploitation of natural resources and also stagnates or
even declines due to the reduction and depletion of natural
resources [8]. �e operability of sustainable development is
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based on regional sustainability. Resource-based economy
plays an important role in China’s national economic and
social development [9]. *e nonrenewable nature of natural
resources makes the development of resource-based econ-
omy face more difficulties than other economies [10]. My
country is now in an important period of economic de-
velopment and transformation. It is necessary to guide the
direction of economic development with the concept of
green and ecological projects and to build an ecologically
civilized society as the goal of economic development. Only
when the economic development model is successfully
transformed can we build an ecological civilization. *is
strategic goal has become a reality [11]. In general, the
environmental scheduling problem is to optimize the eco-
nomic minimization of resource scheduling as a single
objective by analyzing and using the constraint model of
power scheduling. However, these methods cannot effec-
tively solve the nonconvex Pareto optimal problem. At
present, the multiobjective optimization algorithm that si-
multaneously processes two or more objectives in parallel
has been applied to the multiobjective environmental and
economic scheduling problem [12]. *e core of building a
conservation-minded society is to conserve resources, that
is, in all aspects of production, circulation, consumption,
and other fields, through the adoption of comprehensive
measures such as technology and management, strict con-
servation, continuous improvement of resource utilization
efficiency, and reduction of resource consumption and
environmental costs as much as possible. A development
model that meets people’s growing material and cultural
needs was needed [13]. Environment-friendly society is a
social form of harmonious coexistence between man and
nature. *e relevant research mainly adopts the research
means of economic geography, and the application of
management theory and economic analysis methods is very
few.*e researchmethod is relatively single, so it is urgent to
strengthen the normative theoretical research [14]. In ad-
dition, the resource-based economy relies too much on the
resource-based industries and forms a tie relationship with
the resource-based industries.

*is paper will examine the special problems and special
laws in the sustainable development of resource-based
economy, as well as the theory and method of sustainable
development of the resource-based economy and the main
methods of implementation, based on the basic theory of
sustainable development and the actual development of
resource-based economy. From the standpoint of sustain-
able development, it will present theoretical foundations and
operational decision-making suggestions for my country’s
resource-based economy [15]. However, in the transfor-
mation of resource-based economy based on adaptive space
division, the previous research did not perform a good
optimization analysis on the coordinated development of
resource-based economy and environment. However, in the
transformation of the resource-based economy, it is critical
to solve or improve the problem or process of coordinated
development of resource-based economy, environment, and
economy. As a result, the following innovations are pro-
posed in this paper:

(1) *is paper puts forward a new mode of industrial
development of resource-based economy: intensive-
green-chain network development mode. Based on
the analysis of the coordinated development of re-
sources, environment, and economy in resource-
based economy transformation, this paper studies
the connotation and characteristics of transforma-
tion based on the theory of sustainable development,
analyzes the feasibility of transformation and the
theoretical conditions of sustainable development,
and designs a dynamic development model on this
basis.

(2) *is paper makes a multiobjective analysis on the
coordinated development of resources, environ-
ment, and economy in the resource-based economy
transformation in the adaptive space division be-
cause the adaptive space division solves the problem
of different subspaces in the multiobjective opti-
mization problem. In the experimental analysis, it
can be divided into a large number of subspaces, and
several important theories such as the panel data
model algorithm are proposed in the algorithm to
obtain the comparison of these algorithms in
detection.

2. Related Work

In order to improve the level of intensive and friendly use of
the construction land in the Chang Zhu Tan area and realize
the sustainable use of land resources, Feng et al. [16] first
analyzed the relationship between “two oriented” social
construction and intensive and friendly use of construction
land, explained the connotation of saving and friendly use of
construction land, and then constructed the evaluation
index system of intensive and friendly use of construction
land. *e factor analysis method is used to dynamically
analyze the evolution trend of intensive and friendly utili-
zation of construction land in the Chang Zhu Tan area [16].
Stevenson et al. [17] proposed a multiobjective particle
swarm optimization algorithm based on bi-local optimiza-
tion and combined it with the constraint processing method
with the best feasible solution to solve the multiobjective
EED problem [17]. Halder et al. [18] and others believe that
efforts should be made to form a scientific form of economic
development mode, social development mode, rational
economic structure, and spatial pattern of resources and
environment that do not waste resources and rather improve
environmental quality. On the basis, the waste of resources
and environmental damage are completely reduced [18].*e
study by Morais et al. [19] shows that improving the quality
of social development is the objective requirement of social
development under the background of the new normal. Only
by improving the quality of economic development can we
promote the smooth transformation and optimization of
social and economic structure, the improvement of devel-
opment quality, and the improvement of ecological civili-
zation construction performance [19]. Song et al. [20] and
others think that after entering the post-industrialization,
the status of natural resources as the main factor of
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production has been shaken, and the dependence of re-
source-based economy on resources and the constraints of
resources on economy have become the bottlenecks of this
economic growth. Due to the restriction of the life cycle of
natural resources development and the gradual shrinking of
the traditional product market, the resource-based economy
began to decline, even faced with extinction, and the re-
source-based economy gradually changed from “core
economy” to “marginal economy” [20]. Wang et al. [21]
proposed that in multitarget tracking systems, the number of
targets is usually unknown and constantly changing, and
each target is in constant motion.*eMTTalgorithm plays a
vital role in the multitarget tracking system. *rough the
target information obtained from sensors, such as position
information, target attributes, and target strength, it can
achieve stable positioning and tracking of multiple targets
[21]. *e research results of Chen and Guo [22] show that if
economic growth continues at the expense of environment
and quality, it will be difficult for resources and environment
to bear its weight. After experiencing the rapid growth and
re-industrialization since this century, China’s economy has
also reached an important juncture of transformation and
upgrading [22]. Yu et al. [23] and others think that “the
practical goal of building socialist ecological civilization is to
build a sustainable modern economic model that is coor-
dinated between ecology and economy, which is mainly
manifested in developing circular economy, building an eco-
safe economy and society, and realizing the development of
ecological green civilization” [23].*e research of Chatterjee
and Dutta [24] explained that the economy is an inevitable
product of the development of human society and economy.
*e process of industrialization and economization in our
country is accelerating, and a large number of rural surplus
labor are transferred to the economy, which makes the
economy quickly gather a large number of people. *e rapid
expansion of the economic scale and the rapid expansion of
the population have brought problems such as water and soil
resources’ shortage and ecological damage [24]. Babamiri
and Marofi [25] analyzed the country as a whole. *e results
show that the problems of forest land loss and sustainable
forest management are related to the number of state-owned
public stops and the differences between developed and
developing countries. *is gap is also an important factor
affecting the sustainable development of state-owned forests
[25]. Vondolia et al. [26] think that under the multitarget
system, due to the problems of missed detection, clutter
measurement, the emergence and extinction of targets, the
simultaneous matching of motion models for multiple
targets, and the unknown correspondence between multiple
targets and measurements, all these will have a great impact
on the performance of multitarget estimation [26]. *e
research of Pang et al. [27] and others shows that the leading
industries of resource-based economy are developed on the
basis of local advantageous resources.*is resource-oriented
development model is in the early stage of industrialization
and economization, and the resource market supply has its
practical significance under the condition of shortage [27].
Marin G, Marino M, and Pellegrin C believe that the two

oriented development of industry refers to taking techno-
logical innovation and management innovation as the
means and for the purpose of improving economic, social,
and ecological environmental benefits, promoting the de-
velopment of the industrial system in the direction of low
resource consumption and less environmental pollution, so
as to optimize the industrial structure, enhance the sus-
tainable development capacity of the industry, and make it
meet the requirements of the construction of two oriented
society; we further constructed the evaluation index system
of the development level of two oriented industry and
conducted an empirical analysis [28].

On the basis of the above related research, the positive
role of adaptive spatial division of labor in the coordinated
development of resources, environment, and economy in the
transformation of resource-based economy is determined,
and a new strategy for coordinated development of re-
sources, environment, and economy is constructed. Based
on the spatial adaptive division of the resource-based
economy in transition, in-depth analysis and research were
conducted on the coordinated development of resources,
environment, and economy, with a view to making more
effective use of resources, exploring the hidden value behind
resource data, and identifying potential problems affecting
the coordinated development of resources, environment,
and economy in the transformation of a resource-based
economy.

3. Methodology

3.1. Research and Analysis of Related  eories

3.1.1. Adaptive Spatial Partitioning. *e adaptive multi-
objective evolutionary algorithm based on the division of
solution space solves the multiobjective optimization
problem. First, the solution space of the multiobjective
optimization problem is divided into a large number of
subspaces. In the process of algorithm evolution, each
subspace retains a nondominated solution set to ensure the
diversity of the population. From this, we can know the
general continuous multiobjective optimization model:

MinimizeF(x) � f1(x), f2(x), . . . , fm(x)( . (1)

x � (x1, x2, . . . , xn) ∈ Rn. represents a decision vector,Ω
is the decision space, and F: Ω⟶ Rm is an objective space
composed of m objective functions f1, f2, . . . , fm. For
adaptive space partitioning, all the original frames are ba-
sically closed, and all the objective functions are continuous
functions of their decision vectors. *e completion time and
cost of workflow are two conflicting optimization objectives,
which we call multiobjective optimization problems.
According to the value characteristics of variables, multi-
objective optimization problems can be roughly divided into
continuous multiobjective optimization problems and dis-
crete multiobjective optimization problems. *e multidi-
mensional search space is divided into multiple grids. *e
particles in the grid adjust their speed and position by
sharing the empirical information of “guiding” particles.
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3.1.2. Resource-Based Economy and Resource-Environment-
Coordinated Economy. Generally speaking, a resource-
based economy is a kind of specialized functional economy,
which refers to the economy that rises with the development
of resources, or the economy that thrives again due to the
development of resources in its development process. As a
special type of economy, an economy built or developed
basically relying on resource development, its leading in-
dustries are extractive industries and primary processing
industries built around resource development. *e indus-
trial development mode of “high consumption, high in-
vestment, and high pollution” of the resource-based
economy has many disadvantages. While developing the
economy, it leads to the excessive consumption of natural
resources and the destruction of ecological environment. It
is an unsustainable production and consumption mode. *e
mechanism behind the course of resources is actually very
simple, that is, under severe pressure, resource-poor
economies have to abandon the traditional growth mode,
adopt technological innovation and institutional innovation,
and embark on a new economic development route. *e
sustainable development theory, system theory, and self-
organization theory have provided us with good inspiration
for understanding and managing economic problems and
provided us with basic ideas, directions, and guiding
principles for the study of the resource-based economy.
Figure 1 shows the basic connotation of sustainable
development.

Sustainable development is a comprehensive concept
involving economy, society, culture, technology, and
natural environment. It refers to the development that not
only meets the needs of contemporary people but also
does not endanger the ability of future generations to meet
their own needs. *e coordinated operation of the re-
gional system will be affected by multiple factors, which
can be divided into two categories: beneficial factors and
limiting factors, collectively referred to as nuclear factors
and factors. *e relationship between these two factors is
different, and the development situation is also different.
When the leading factors play a dominant role, the de-
velopment process is reflected in the competition of hu-
man activities for the leading factors, and a large number
of people have invested in obtaining sufficient material
and environment. Due to the stimulation of competition,
this stage of development has grown rapidly; the leading
factor is gradually consumed, and the emergence of a
series of limiting factors hinders the regional develop-
ment.*is generally refers to the economic structure and a
form of coordinated development of resources and en-
vironment. In order to realize the coordinated develop-
ment of environmental resources and economy, it is
necessary to understand the value measurement of en-
vironmental resources. Only by clarifying the value of
environmental resources can we better protect environ-
mental resources and realize coordinated development in
practice. According to the adaptive spatial division theory,
the value of environmental resources lies in its usefulness,
scarcity, and conditions of development and utilization.

3.2. Research and General Mechanism Analysis of Economic
Development in Transition. *e transformation of the re-
source-based economy is a long-term and complex sys-
tematic project. It takes the industrial transformation of the
resource-based economy as the starting point and leads and
thus triggers social, economic, environmental, and other
multifaceted and multilevel changes. *erefore, the trans-
formation of the resource-based economy should be based
on the transformation of the industrial structure, change the
mode of economic development, and then carry out a
comprehensive transformation of the system. In terms of
structure, the basic structure of the regional resource en-
vironment economic system should be a complex system
composed of a resource subsystem, environment subsystem,
and economic subsystem. *e coupling of the regional re-
source environment economy system is formed by three
levels of system coupling development. First, the internal
coupling and coordinated development of a single subsys-
tem. Second, the coupling and coordinated development
between the two subsystems. *ird, the coupling and co-
ordinated development among the three subsystems. Fig-
ure 2 shows the structure of the resource-based economy.

As shown in Figure 2, a resource-based economy con-
sists of a resource subsystem, an economic subsystem, an
environmental subsystem, a social subsystem, and several
other factors. Each subsystem is interconnected, influenced,
and restricted by human activities, resulting in a crisscross
network structure. Furthermore, people are the main body
and core of a resource-based economy. People are at the
heart of any economic transformation or theory of sus-
tainable development and they are the most important factor
in achieving it. As a result, people control the production
and distribution of all resources in the network structure
depicted in Figure 2. *e multiobjective evolutionary al-
gorithm is simple, effective, and has a high degree of gen-
erality, making it appealing for solving multiobjective
optimization problems. Multiobjective evolutionary algo-
rithms, such as NSGA-II, MOEA/D, MOPSO, and others,
are widely used in many fields, including data mining, cloud
computing resource management and task scheduling, en-
gineering project scheduling optimization, and Earth ob-
servation satellite task planning. *is is an evaluation index
that is used to determine whether Pareto’s optimal solution
is reasonable and reliable under self-use space division.
*erefore, the objective function is generally introduced to
achieve the requirement constraint of space division:

min 

NG

i�1
Fi PGi( , 

NG

i�1
Ei PGi( ⎡⎣ ⎤⎦. (2)

Among them: Fi(PGi) is the resource consumption
function, Ei(PGi) is the pollution amount function
i � 1, 2, . . . , NG, NG are the total number of all resources in
the space. *e Pareto optimal solution of a continuous
multiobjective optimization problem is a piecewise con-
tinuous dimensional manifold in the objective space. In
the process of evolving m − 1, if the population lacks
diversity, the algorithm may ignore some key search areas
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and weaken its search ability, making the convergence
ability of the algorithm weak or even unable to converge to
the real PF. *erefore, the general mechanism of resource-
based economic transformation can be proposed as shown
in Figure 3.

*e resource-based economy needs to evolve harmo-
niously under the action of internal and external forces in
order to achieve a successful transformation. Figure 3 lists
several key elements of internal and external forces of the
resource-based economy. First of all, we should know that
scientific and technological strength and innovation are
extremely helpful to the promotion of the economy.

Different from the mechanism by which capital and labor
promote economic growth, a technological progress has an
accelerating effect, a delaying effect, a magnifying effect, or a
leading effect on economic growth.*e infrastructure affects
the industrial scale and industrial structure of the economy
by affecting the rate of return of economic industries and
shaping the ability of the economy to attract talents, tech-
nology, capital, resources, and other elements. *e con-
struction and improvement of the infrastructure can provide
transportation, communication, energy, and power facilities
for the optimization of economic and industrial structure
and economic development.
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Figure 2: Resource-based economy structure diagram.
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3.3. Dynamic Model Design for Coordinated Development.
Because collecting transition economy samples is difficult,
an algorithm model that can expand data processing in the
same period must be introduced. As a result, this paper
proposes the panel data model for designing and processing
the algorithm portion of the model in order to meet the
model’s design requirements. *e panel data model can
effectively weaken the mutual influence and differences
between various economies, as well as be described in very
specific terms in dynamic changes. *e model’s design ac-
curacy can be improved when multicollinearity weakens. As
a result, the following is the fundamental model proposed in
this paper:

TRAit � c + α2MARi,t + α4URBit + α5EDUi,t + α6INFi,t + εit,

(3)

where i, t represents the i region and t year, respectively, and
ε represents the random interference term. *e meaning of
each variable and coefficient standard are as follows. TRA in
the model represents the transformation degree of the re-
source-based economy. In this paper, the vector angle is used
to calculate the industrial structure transformation coeffi-
cient, which makes the model quite operable. It not only
takes into account the change degree of the same industrial
proportion in different years but also reflects the average
change degree of the ratio of different industries, which is
difficult to achieve by the general coefficient standard. Its
specific expression is as follows:

θ � arccos


n
i�1 si t1( si t2( 

�������������������


n
i�1 si t1( 

2


n
i�1 si t2( 

2


⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦. (4)

In the formula, n is the number of industrial sectors,
si(t1) refers to the share of the added value of i industrial
sector in t years in the GDP of t years, and θ is the angle
between s(t) and s(t − 1) vectors, which generally becomes
the transformation coefficient of the industrial structure.
Generally, TEC is expressed as the level of technological
progress, and the measurement formula is as follows:

TEP � G − αk − βl. (5)

In the formula (5), G represents the average annual
growth rate of GDP, k · l represents the average annual
growth rate of capital and labor input, respectively, and α · β
is the elasticity coefficient of capital and labor, respectively.
Generally, in economics, the two values are 0.56 and 0.44. If
you need to calculate the value of k, you need to calculate the
capital stock K. Its basic formula is as follows:

Kt � Kt−1 1 − δt(  + It, (6)

where Kt · Kt−1 represents the capital stock in the t year and
the t − 1 year, It represents thematerial capital investment in
the t year, and δt represents the depreciation rate in the t

year. Among the many economic factors, the two main
factors, labor and capital, should be emphasized. *is paper
adopts the transformation of the Douglas function:

Y � AtK
α
L
β
. (7)

By deriving and simplifying both sides of the equation at
the same time, we obtain the following:

Y � a + αK + βL. (8)

*e specific meaning of formula (8)dY/dt/Y � Y, dAt/
dt/At � a, dk/dt/K � K, dL/dt � L is that the growth rate of
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Figure 3: Schematic diagram of the general mechanism of resource-based economic transformation.
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economic benefits is determined by technological progress a,
labor input L, and capital K. After observation, it can be
found that the economic benefits of transformation are
proportional to technological progress. After knowing for-
mula (8), the contribution rate can be calculated as follows:

EA �
a

y
× 100%, (9)

where EA represents the ratio between the annual techno-
logical innovation speed and the economic benefit growth
speed in transition. *e logistic curve is also checked for the
transformation of the resource-based economy.*erefore, if
X(t) represents the transformation process of the resource-
based economy, the development speed of the model is
dX/dt. Due to the restriction of resource set and environ-
mental capacity, the resource-based economy generally
shows a nonexponential growth, which is generally in the
form of the following curve:

dX

dt
� πX 1 −

X

Xm

 . (10)

Among them, π is the growth rate required for devel-
opment and Xm is the saturated capacity of the development
factor. Generally speaking, if the threshold value of the
capacity is found, the entire economic system will collapse
directly. *erefore, Xm is a key element of transformation
and represents reasonable development. *e importance of,
so continue to discuss Xm, which can be obtained after
scoring it as follows:

X �
Xm

1 + Ce
−m, (11)

where C is a constant C � Xm − X0/X0 > 0 and when
t⟶∞, X converges to the threshold Xm. When the de-
rivative is 0, we know that,

X1, X2 � Xm,

X3 �
Xm

2
.

(12)

It can be found that X1, X2 is an extreme situation.
When X � 0, it indicates that the factor base of resource
economic development is 0 and X � Xm indicates that the
development has reached the threshold of the economic
system. *rough the above algorithm design and im-
provement, the dynamic change trend of main parameters
under the transformed economic model can be obtained,
which will be helpful for analysis and decision making.

4. Result Analysis and Discussion

*e foundation for the coordinated development of re-
source-based and resource-environmental economies is the
establishment of a scientific, feasible, and practical model
system. *e coordinated development model of resources,
environment, and economy proposed in this paper will
examine and address a number of key parameters, including
the transition region’s development speed, the transition
logistics’ change rate, the model estimation error rate, the
benefit rate of coordinated development, and coordinated
development efficiency. Let C1, C2, and C3 be the analysis
and comparison data charts of three sample sets of the
resource-based economy transformation resource environ-
ment economic system in terms of transformation region
development speed, transformation logistic change rate, and
model estimation error rate as shown in Figures 4–6.

*e abovementioned three indicators are in a stage of
greater volatility between 1 and 3 in the above graph due to
interference items in the transformation. Of course, this is
also foreseeable, and the economic transformation may
necessitate a variety of policy adjustments. Market
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Figure 4: Analysis of the development speed of transitional regions.
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fluctuations, for example, can stymie the transformation
process. As a result, while the transformation is risky in
practice, the overall trend in the transformation area is
upward, implying that despite the presence of interference
items, the economic situation is improving. *e system will
benefit as a whole if it begins to transit from a resource-based
economy to a resource-environmental economy with co-
ordinated development. In terms of the logistic change rate,
it is discovered that three different sample sets in the entire
change process, especially in the 0-1 and 4-5 stages, have the
same trend change tendency, proving that the model
designed in this paper is universal, and the control of change
rate reaches 87.4 percent, greatly improving the model’s

capture and mastery of unfavorable factors in the transition
process. *e model’s error is analyzed intuitively in the
experiment. In the three sample sets, it can be found that the
overall error analysis state of sample set C2 is good. It is
found that due to the existence of evaluation models for
different risks in sample set C2, this also makes the model
designed in this paper more accurate after comparing the
other two sample sets and having better control over the risk,
with a 77.3% improvement in error analysis. Assuming that
X1 and X2 are two different sample sets of coordinated
development benefit rate and coordinated development
efficiency, Figures 7 and 8 are the analysis diagrams of the
two.
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From Figures 7 and 8, it can be concluded that the benefit
rate of coordinated development is basically kept at a high
level, which reflects that the model designed in this paper has
a very good promoting effect, and it promotes its rapid
growth in the coordinated development of resources, en-
vironment and economy in the transformation of the re-
source-based economy. Although the benefits fluctuate in
the 3–5 stages, they quickly return to the high-speed growth
level, and the average growth rate of the transformation
benefits generally reaches 56.8%. *e efficiency of coordi-
nated development is an important reference index. For the
region after adaptive spatial division, under the constraints
of the model, it basically promotes the development effi-
ciency of the economic system after coordinated transfor-
mation. It is worth noting that the stability is basically
maintained on the entire quantization axis, which is gen-
erally difficult to achieve in practice, but because the panel

data model is embedded in the model designed in this paper,
the stability of the model is greatly enhanced.

5. Conclusions

*is paper conducts a systematic, selective, and focused
exploratory research and analysis on the sustainable de-
velopment of a resource-based economy, based on sys-
tematically summarizing related research results at home
and abroad, with the goal of constructing a theoretical re-
search framework and platform for the coordinated devel-
opment of resources, environment, and economy in
resource-based economy transformation. *e goal of re-
source-based economy industrial development model in-
novation is to achieve sustainable development, long-term
competitiveness, a reasonable economic structure, a healthy
ecological environment, and social harmony and stability.
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We must follow the principles of sustainable development,
intensification, environmental protection, and efficiency to
achieve this. To achieve a coordinated transformation from
disorder to order, the resource-based economy requires a
combination of internal and external factors. *ree levels of
analysis are used to examine the resource-environment-
economic subsystem. To begin with, the resource-envi-
ronment-economy subsystem’s basic status is examined
from four perspectives: natural environment, resources,
economy, and environmental conditions. In terms of
adaptive space division, the collaborative model is designed
based on important theoretical algorithms such as the panel
data model. *e error analysis is improved by 77.3% and the
average growth rate of transformation benefits is 56.8%.
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[14] M. A. Álvarez, C. Dafonte, M. Manteiga, D. Garabato, and
R. Santoveña, “GUASOM: an adaptive visualization tool for
unsupervised clustering in spectrophotometric astronomical
surveys,” Neural Computing & Applications, vol. 34, no. 3,
pp. 1993–2006, 2021.

[15] Z. Chen, K. Li, and X. Xiang, “An adaptive high-order unfitted
finite element method for elliptic interface problems,”
Numerische Mathematik, vol. 149, no. 3, pp. 507–548, 2021.

[16] Z. Feng, Y. Zheng, and M. Xu, “Integrated strategy of sta-
tionkeeping, autonomous navigation, and real-time geodet-
ical recovery of gravity fields: application into asteroid Lutetia
mission,” Nonlinear Dynamics, vol. 106, no. 4, pp. 3247–3263,
2021.

[17] R. Stevenson, R. van Venetië, and J. Westerdiep, “A wavelet-
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Traditional �nancial accounting has gradually evolved into management accounting in order to adapt to changing times and
developments. To avoid being obliterated by the times, accountants must gradually improve their professional and comprehensive
abilities in order to create greater value for businesses in the AI (Arti�cial Intelligence) era. �is article presents an AI-based
�nancial management optimization design and proposes an AI-based accounts receivable management optimization framework
based on the existing information system. A typical �nancial distress early-warning model is built using the BPNN (BP Neural
Network) model, and the training samples of listed companies’ �nancial data are processed iteratively using the neural network
algorithm to realize the visual modeling of the object-oriented neural network and learn the training samples. Finally, the
network’s ability to provide early warning is put to the test. �e results show that BPNN’s prediction accuracy is signi�cantly
higher than that of other types, especially after years of data, with prediction results exceeding 90%. �e results show that the
BPNN-based �nancial early-warning method is feasible.

1. Introduction

Accounting is the statistical analysis of an enterprise’s �-
nancial data using professional recording methods in ac-
cordance with the accounting �nancial system’s basic
principles and the use of �nancial data to re�ect a company’s
�nancial transactions and business information at a given
point in time. Accounting is a management information
system that employs systematic methods to analyze, eval-
uate, and manage the �nancial and economic data generated
by an enterprise’s business activities and assists management
in providing supporting data for management decisions and
operations. With the advancement of economic levels,
generating more value in order to achieve sustainable de-
velopment has become a problem that every business will
face. �e gradual implementation of AI (Arti�cial Intelli-
gence) technology [1, 2] has a signi�cant impact on social
development and accounting work, with some traditional
�nancial personnel potentially losing their jobs. In light of
this, �nancial accounting must keep up with the times and
strive to transform into management accounting in order to

adapt to the transformation and development of the times.
AI has accelerated the transformation and promotion of
accounting work in the �eld of accounting. Financial robots
can independently identify �nancial data, making large
amounts of data processing simple and quick. At the same
time, it imposes more stringent requirements on businesses.

In recent years, some issues in the company’s economic
activities, �nancial management, and high-risk �elds have
been exposed, whether through external audit or internal
special inspection. It is necessary to research and develop
perfect �nancial audit system functions and establish a
uni�ed �nancial audit management method and mode, in
order to �nd and solve problems as soon as possible. To
achieve centralized �nancial system management, Eckles
et al. proposed that each member unit’s �nancial business be
concentrated in the �nancial sharing service center or rely
on the �nancial organization [3]. Powell et al. emphasized
that if an enterprise wants to improve its competitiveness, it
must fully exploit its own advantages and devote its limited
resources to its core business [4]. Kobrak stated that shared
service is the �rst step in �nancial transformation, and
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financial shared service is an excellent practice of shared
service, and he created a detailed and feasible optimization
design for the organizational framework, process, financial
information system, operation management, specific
implementation, and other aspects of financial shared ser-
vice [5]. Rau pioneered data warehouse technology in the
banking industry as the primary tool for centralized data
management [6]. Liu improved the BP neural network (BP
neural network) and used it to predict financial distress, with
good results [7]. Kirk et al. found that the data had an ideal
effect of 89.16% using a nonlinear combination model of
fuzzy neural networks [8].

Data in financial accounting can be automatically
identified under AI conditions, accounting information can
be efficiently recorded and reflected, and data can be ana-
lyzed with the help of a network and processing programme,
which is more timely than traditional financial accounting.
In the AI era, the accounting department should not only do
a good job accounting monetary funds but also record
relevant data resources based on the data of other companies
in order to exert greater labour value and make greater
contributions to the company. Although financial ex-
changes’ accounts receivable business has been continuously
optimized in line with the trend in recent years, issues such
as too many manual operations, long working hours, low
invoicing efficiency, and uncontrollable errors have not been
adequately addressed. Despite its powerful functions in data
calculation, reasoning, and pattern recognition, the intelli-
gent prediction model lacks stability. *is article discusses
the specific steps in the transformation process by analyzing
the differences between management accounting and tra-
ditional financial accounting.

1.1. Contribution of the Subject

(1) Based on the existing information system, this article
designs an optimization framework of accounts re-
ceivable management based on AI, describes the
application of BPNN in accounts receivable risk
management in detail, analyzes the optimization
contents, and puts forward concrete implementation
suggestions from three aspects of financial team
transformation.

(2) Using a neural network model and combinatorial
thinking method, this article constructs the financial
distress notification model of listed companies in
China. *e neural network method can reveal the
nonlinear relationship contained in data samples,
and a large number of processing units form a
nonlinear adaptive dynamic system, which has good
adaptability, self-organization, strong learning, rel-
evance, fault tolerance, and capacity, and can flexibly
and conveniently model complex unknown coeffi-
cients with various reasons.

1.2. Organizational Structure of the Article. *e first chapter
introduces the research background and significance and
then introduces the main work of this article. *e second

chapter mainly introduces the related technologies of fi-
nancial management. *e third chapter puts forward the
specific methods and implementation of this research. *e
fourth chapter verifies the superiority and feasibility of this
research model. *e fifth chapter is the summary of the full
text.

2. Related Work

2.1. Financial Management Research. To construct the en-
terprise financial management and decision-making system,
the technical route based on theory is to first establish a data
warehouse and take the original data collection of the data
warehouse as the main task. At present, the original data of
the data warehouse established by the survey object come
from relevant text information such as enterprise financial
information platform.

Basic financial work is an important foundation to
improve the level of financial management, covering ac-
counting, system construction, process design, accounting
supervision, performance evaluation, and other aspects of
management. Dale pointed out that companies with scat-
tered organizational structure or less hierarchical structure
can gain management advantages by sharing human re-
sources and technical resources [9]. Byrne defines the es-
sence of a shared service center as an independent
organizational entity and emphasizes that the objects of
shared services should be molecular companies and business
departments within the enterprise [10]. James believed that
shared services can integrate all the resources of the com-
pany, reduce operating costs, and provide high-quality and
professional services for different regions and internal
partners, so as to realize enterprise value [11]. Luca and
Meschieri believed that in the case of organizational failure,
enterprises can gather many basic businesses in a semi-
market organizational entity [12]. Tinoco et al. explained the
mode of financial sharing service mainly from three aspects:
entry management, outflow management, and compre-
hensive control [13].

2.2. Research on Early Warning of Financial Distress. At
present, China has not yet established a complete financial
early-warning system, and only some financial forecast in-
formation is disclosed in the financial statements, which is
only a simple extension of the historical and present fi-
nancial trends. *e artificial neural network is a parallel
distributed pattern processing system developed from the
research results of neuropsychology and cognitive science by
applying mathematical methods.

Huang et al. used multivariate discriminant analysis to
discuss the prediction of financial distress of enterprises [14].
Gudmunson et al. put forward that the early-warning system
is mainly composed of three subsystems: evaluation,
warning, and response, in which evaluation is the evaluation
and prediction of the existing alarm situation [15]; warning
is to transform the forecast of the previous step into in-
formation and communicate with each department.
Besancenot and Vranceanu used multivariate discriminant
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analysis to study the early warning of the financial crisis and
adopted 22 financial ratios to establish the famous 5-variable
Z-Score model through mathematical statistics screening.
According to the discriminant score, the financial crisis of the
research object was discriminated with a certain critical value
[16]. *e results of Olafsson’s research show that factors such
as enterprise size, financial structure, operating performance,
and liquidity are highly correlated with the probability of
financial distress [17]. Li et al. synthesized the academic
definition of financial distress and divided it into four situ-
ations: failure, insolvency, default, and bankruptcy [18].

*e financial early-warning system is an organizational
operation system for analysis, early warning, monitoring, and
implementation, which is established to prevent business
errors. It adopts the informationmanagementmethod, selects
appropriate early-warning indicators according to various
financial analysis data, makes a comprehensive and systematic
analysis of the company’s related financial indicators, and
timely informs the company’s management about the risks of
the company’s financial operation system and other stake-
holders, so as to take early action to prevent losses.

3. Methodology

3.1. Optimization of Financial Management Process Based on
AI. In the process of transition from traditional accounting
to management accounting, it is necessary to start with
accountants’ own quality, combine the advanced ideas of
management accounting with the actual situation, and make
good use of AI to cultivate a set of management accounting
that can meet the needs of the new era. Accounting can use
AI financial system to fully understand the company’s cost
management information, understand the linkage of cost
differences through data analysis, and finally realize effective
cost control through problem rectification. In order to make
greater contributions, accountants must constantly improve
their professional ability, expand their knowledge, and en-
hance their comprehensive ability to adapt to the devel-
opment and progress of the times.

In the aspect of accounts receivable management, the
main risks faced by enterprises include margin risk and
settlement risk, which involve both owner’s credit man-
agement and accounts receivable risk management. *e
original documents are mainly composed of manual doc-
uments and electronic documents, and the business de-
partments of subsidiaries sort out the original invoices
generated by various businesses. *rough bill image scan-
ning technology [19, 20], the original bill is converted into
image data and stored in the database. Regarding the risk
management of accounts receivable, as the damage of
overdue accounts receivable to the company is directly re-
flected in bad debt risk, which damages the company’s
operating profit, the company should evaluate the risk of
accounts receivable in time and guide the business personnel
to choose an appropriate payment management method
according to the evaluation results.

Relying on information technology such as cloud com-
puting, financial services scattered in various departments with
high repeatability, high turnover rate, and high standardization

will be integrated into a new business service platform so as to
realize process reengineering and standardization and provide
users with quality products. According to the analysis in
Figure 1, this document adopts “basic finance, financial
management and strategic finance.” Furthermore, the first step
of building the platform is completed in collaboration with
various departments of the company.

Most employees and users have access to financial in-
formation, which primarily includes online payment and
reimbursement. *e settlement and financial accounting
modules, as well as the treasury payment system and
banking system, are all linked; the budget management
module is linked to the financial department to ensure one-
to-one budget item correspondence. It will promote the
most profound change in enterprise financial management
and provide comprehensive and effective decision support
for management while ensuring the efficient operation of the
enterprise financial communication platform. Platform
business process strategy should be in line with platform
strategy. Business process strategy is a shared platform
strategy, and business process goal is a shared platform goal,
which guides business process optimization and design.
After the auditor confirms the original paper receipt, the
system will automatically generate the electronic accounting
receipt, print the paper version, and begin the electronic
payment programme. If the audit fails, the data will be
returned in the same manner, with an e-mail sent to remind
the refund staff to make the necessary changes.

Accounts receivable have high liquidity and high risk,
and their safety and quality will have a significant impact on
the company’s resources, excess losses, cash flow, etc. and
have an important impact on improving the business level of
enterprises. Because of its strong fault-tolerant ability,
BPNN can ensure that the accuracy of its training results
remains at a high level. Assume that the number of nodes in
the input layer of BPNN is c, the number of nodes in the
output layer is d, the number of nodes in the hidden layer is
e, the weights between the hidden layer and the input layer
are Viw, and the weights between the hidden layer and the
output layer are Vjw. Let the hidden layer function be f1 and
the output layer function be f2.

Among them, the output of the hidden layer node is as
follows:

Zk � f1 

n

i�0
VikXi

⎛⎝ ⎞⎠, k � 1, 2, . . . , q. (1)

For P sample sizes, the overall error value is as follows:
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Accounts receivable system is a part of the financial
management system, which can work independently or
cooperate with other subsystems to transmit relevant data
and vouchers. *e relationship between the credit system
and other subsystems of listed companies’ financial
participation system mainly includes the following four
aspects:
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(1) *e relationship between A/R management and sales
management: A/R management and sales management
share A/R balance information, and sales invoices issued by
sales management will be fed back to the A/R system in a
timely manner; (2) relationship between A/R management
and A/P management: write-off of A/R and A/P is sup-
ported; (3) relationship between collection management and
budget management: budget revenue and expenditure items
can be entered in A/Rmanagement; (4) relationship between
A/R management and fund management: the collection
document can generate the fund system collection notice.

Based on the BPNN default risk prediction model, the
automation of finance improves the efficiency of the clearing
house and automates the processes with a high repetition
rate but is prone to problems, such as invoicing, accounts
receivable reconciliation, and collection cancellation, and
theses processes have been optimized and improved. *e
optimization framework of accounts receivable management
of listed companies is shown in Figure 2.

DT (decision tree) is an important classification tech-
nology [21, 22] in data mining. Its main function is to classify
and process the data in the existing training set according to
the attributes and class labels of the training dataset and to
establish a model according to the algorithm and use it to
classify new data. *e core content of this algorithm is the
process of constructing the DT model. Firstly, the data
samples of the training set are analyzed, and then DT is
constructed. *e DTmodel is established to analyze the data
and then predict and analyze the data.

An improved algorithm of DTalgorithm is proposed: DT
is actually an improved DT that combines a linear classifier
and DTclassifier. DTconstruction method is used to reduce
the number of layers in the tree. *is method is a measure of
DT, which can better improve the efficiency of DT classi-
fication. *e algorithm used is a supervised algorithm, in
which the labeled classification training set is performed in
advance.

Compared with the obvious Mahalanobis distance
measurement method, all linear methods have the invari-
ance of scale transformation. Let y � Ax, then, the vector be
x1, x2, mx, and the transformed distance between them be
y1, y2, my. Mahalanobis distance is as follows:

‖x − m‖M � (x − m)
T
C

−1
(x − m). (3)

Under the Mahalanobis distance scale, this method
provides the basis for distance judgment.

*is algorithm introduces the concept of measurement
method when calculating information drop gain, which can
be used as a reference when selecting and classifying. *e
following Figure 3 shows the process of improving the
algorithm.

(1) For a superset C ∈ T, C contains several categories of
samples. *ey will wait until the next level to con-
tinue the classification.

(2) Choosing the best case for classification is the
classification method adopted when no attribute set
can be found.

(3) At the end of the process, all samples are classified or
the sample classification cannot be continued.

3.2. Research on Financial Distress Prediction. *e applica-
tion and advancement of AI technology has gradually altered
the traditional financial accounting function. Accounting
work is no longer a single data record, and more financial
accountants are needed to effectively organize and extract
data. Accounting is an organization’s internal accounting,
and it focuses on providing information to help manage-
ment make informed decisions. Financial accounting must
be prepared according to strict accounting standards, and
management is more flexible than financial accounting. AI
can help businesses process financial data more quickly and
efficiently and guide them through internal production
processes. It can also serve as a reference for managers
making predictive decisions.*e transition from financial to
management accounting is accelerated by AI.

When developing accounting functions, businesses are
paying more attention to the integration of other depart-
ments and financial departments. As a result, when financial
accounting becomes management accounting, the financial
department’s personnel must meet higher standards. We
must start with the company’s information construction
when transitioning from financial accounting to manage-
ment accounting. *e old enterprise information system
equipment should be replaced as soon as possible, and the
entire system should be properly optimized to meet intelli-
gence demand. With the advancement of information glob-
alisation, the demand for the transition from financial
accounting to management accounting is becoming more
apparent, and the trend of enterprise and finance integration is
becoming more apparent, which is more conducive to the
innovation of the financial management mode of enterprises
and increases market share. *e unexpected occurrence of
financial distress determines the uncertainty of financial
distress management. Financial distress is influenced by a
variety of factors, some of which can be understood and
controlled and others of which are explosive and unexpected.
With the advancement of economic globalisation, an in-
creasing number of businesses rely solely on traditional
management methods, leaving them unable to plan for rapidly

Online payment
Charge

management

Accounting

Salary management

Tax administration

Internal risk
control

Strategic
Finance

Performance
management

system

. . .
. . .

. . .

Online
reimbursement

Shared
financial layer

Business
finance layer

Figure 1: Organizational structure of enterprise financial sharing
platform.
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changing activities and market dynamics, and deal with a
variety of new problems. More importantly, business leaders
are paying increasing attention to the prevention and man-
agement of financial difficulties and financial early warning.

Up to now, most of the samples used to test the prediction
efficiency of the model have used paired samples, and there is
no clear sample pairing rule. As the number of companies in

financial distress is very small, the most diversified self-test
models can always be found in a large number of nonfinancial
distress companies, so the universality of the models is
questionable. From the perspective of the neural network
mapping relationship, the variable selection method based on
the neural network not only avoids the practical difficulty of
how to set the shape of function correctly in the modeling
process but also expands the function types in regression
modeling. Research that makes variable selection research
more common and opens up an additional way for variable
selection when the structure of the response function is
unknown. Choosing forecast variables according to economic
and financial theories can make up for this.

*eoretically, three-layer BPNN can approximate any
function. In this article, we use a three-layer BPNNwith only
one hidden layer. *e weight is adjusted according to the
general gradient descent method: i represents the input
layer, j represents the hidden layer, k represents the output
layer, and l represents the learning step; wij, wjk represents
the weights of input to the hidden layer and hidden layer to
output layer, respectively; E(n) is the sum of error energies.

Δwij(n) � −
zE(n)

zwij(n)
,

Δwjk(n) � −
zE(n)

zwjk(n)
.

(4)

Here, we combine dynamic principal component anal-
ysis with BPNN to construct a BP prediction model, as
shown in Figure 4.

Assuming that the ensemble is composed of N inde-
pendent neural network classifiers, adopting the voting
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method of an absolute majority, and assuming that each
network gives the correct classification result with the
probability of 1 − p, the errors among the networks are
uncorrelated and the probability of errors in the ensemble
neural network is Perror:

Perror � 
N

k>N/2

N

k
 p

k
(1 − p)

N− k
. (5)

At p< 1/2, Perror decreases monotonically with the in-
crease of N. *erefore, if the prediction accuracy of each
neural network is higher than 50%, and the errors among the
networks are uncorrelated, the more the networks in neural
network integration, the higher the integration accuracy.
When N tends to infinity, the error rate of integration tends
to zero.

Aiming at these shortcomings of the BPNN algorithm,
this paper improves the original BPNN algorithm. *e
adaptive learning method and momentum summation
method are used to modify the standard BPNN algorithm,
which can effectively avoid the problem that the network
falls into local minima. *e artificial neural network can be
mapped in any form, and financial early warning provides a
new way of thinking.

*e concrete improvement method of the BPNN algo-
rithm is shown as follows.

In fact, the traditional BPNN algorithm is a simple high-
speed descending static optimization algorithm. When
correcting the weight w(k + 1), it is only corrected according
to the negative gradient direction at time k, without con-
sidering the previous accumulated experience. Its weight
correction function is written as follows:

w(k + 1) � w(k) + η(k), (6)

where the weight of w(k) connection is the negative gradient
of k moment:

D(k) �
−zV

zw(k)
, (7)

where V is the square error between the actual output and
the desired output of the network, and η is the learning rate.

A good learning rate at the beginning of trainingmay not
be suitable for later training. In order to solve this problem, it
is natural to think of automatically adjusting the learning

rate during the training process, so an improved algorithm
of self-adaptive adjusting the learning rate appears, and its
calculation formula is as follows:

w(k + 1) � w(k) + η(k)D(k),

η(k) � 2λη(k − 1).
(8)

It can be seen that when the gradient direction of two
successive iterations is the same, it means that the descent is
too slow and the step size can be doubled; when the gradient
directions of two successive iterations are opposite, it means
that the descent time is too long, and the step size can be
halved. *erefore, the network convergence can be
accelerated by constantly adjusting the learning rate.

4. Experiment and Results

In order to analyze the progress of the company’s financial
budget implementation and the past years, it is necessary to
extract the past years’ budget data from the financial data
warehouse and achieve the purpose by data aggregation and
other calculation methods. *e implementation of intelli-
gent decision-making in financial budget management is
divided into two steps:

(1) For analysis and application, firstly, intelligent de-
cision-making based on the company’s financial data
warehouse and multidimensional analysis is
established;

(2) Data mining is used to perform intelligent decision-
making function.

*e calculation of information gain depends on the
attributes with more values, and the information gain de-
pends on the number of attribute values, but in fact, this
choice is meaningless in some cases. For example, the
identification number is the identification attribute of a piece
of data, and the identification attribute is the unique
identification of the corresponding information. As the data
value becomes larger and larger, the information gain
corresponding to the port attribute is finally maximized.

In the process of DT construction, the key step is the
splitting of nodes. AlgorithmC4.5 uses information gain rate
to measure the advantage of split nodes. In the formula of
information entropy and information gain, the ratio of
information gain is information gain and information
entropy.

ID3, C4.5, and improved DT algorithms are run on
different datasets, and the experimental data are obtained.
*e improved DT algorithm, ID3 algorithm, and C4.5 al-
gorithm are compared, respectively, and the classification
performance of the improved DT algorithm is compared.
*e error rate of the improved DT algorithm is significantly
higher than that of the ID3 algorithm and C4.5 algorithm.
*e DTconstructed by the improved algorithm is compared
with the DT constructed by the traditional algorithm ID3
and C4.5, as shown in Figure 5.

*e improved DTproduces three layers of DT, according
to the experimental results. Only one dataset is misclassified
in each classification structure. When you examine the
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Expected output
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ωjkωij
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. . .

. . .

Figure 4: Schematic diagram of BPNN working principle.
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misclassified data, you will notice that each characteristic
value is very similar to the misclassified class, not its own.
*e accuracy of the improved algorithm has improved.
*ere is no guarantee that the final results will be the best,
and the relationship between them is not linear. *e tree
hierarchy can be reduced effectively in order to improve the
classification result.

*e focus of accounts receivable analysis should be on
the liquidity analysis of accounts receivable. *rough trend
analysis and structure analysis, we can find out the changing
rules of accounts receivable, then pay attention to accounts
receivable in abnormal situations, and analyze the economic
essence that causes abnormal changes. *e p value of the
Bartlett spherical test is close to 0, which indicates that there
is a linear correlation between indicators, which is suitable
for factor analysis. When the factor reaches the fourth place,
the cumulative variance contribution rate is 95.32%, indi-
cating that almost all the information of the original variable
is retained. At this time, the number of factors is only 2/3 of
the original, thus achieving the purpose of simplifying the
indicators. *erefore, this article selects three factors for
analysis, and the total explanatory variance is shown in
Table 1.

Firstly, according to the comprehensive score of the
owner unit, this article classifies the accounts receivable risk
of the owner unit in the model sample and then finds out the
dividing points of each level. *e cluster analysis results are
shown in Table 2.

After obtaining the evaluation results, carry out a risk
assessment and select the appropriate collection strategy.
Overdue accounts collection is the joint responsibility of the
subsidiary business department and the legal department,
and the legal department takes the lead in cooperation with
the business department. *rough various channels, we can
fully and truly understand the reasons why the owner cannot

pay the project payment on time. And the legal department
of the business department shall adopt appropriate nodes to
collect according to the split result and collection policy.

In order to easily reflect the role of dynamic principal
component analysis in financial forecasting, we conducted
three groups of experiments on three models. *e first
model: the original data are directly predicted by BPNN
without any processing (called BP_A). Model 2: Firstly, the
data are standardized to eliminate the industry differences,
then the original data are processed by static PCA, and a new
variable combination (called BP_B) is obtained. *e third
model is the same: the industry differences are corrected;
first, the original data are processed by dynamic principal
component analysis, and then the prediction is made by
BPNN (called BP_C). *e empirical results of the BP model
are shown in Figure 6.

It can be seen from the experimental results that there is
no difference between BP_B and BP_C, so there is no dif-
ference between their results. Compared with the BP_A
model, the prediction accuracy is not greatly improved, but
the stability is improved. However, because the BP_C model
increases the amount of information without increasing the
network input and the complexity of the network structure,
it not only improves the accuracy but also keeps the stability.
When using three-year data, although the complexity of the
BP_A model is reduced and the accuracy is improved, it is
still not as accurate as when using one-year data. Compared
with BP_A, BP_B itself greatly reduces the input dimension,
and its accuracy is also in the BP_C model. *e input di-
mension and network complexity do not increase, which
shows that the data have little impact on the business.

Here, we combine the dynamic principal component
analysis with two network models to obtain two prediction
models. In these two models, we select the single bound
function and its first, second, and third derivatives to form
the mapping function of network nodes. For the output
node, we choose a single limiting function. For empirical
data, we still use the three groups used above. *e detailed
results of the three datasets are shown in Figure 7.

Judging from the prediction results, compared with
other types, the prediction accuracy of BPNN has been
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Figure 5: Comparison between DT constructed by the improved
algorithm and traditional DT.

Table 1: Total variance of interpretation.

Component part Total Variance percentage Cumulative%
1 2.201 36.252 36.252
2 1.936 30.287 68.632
3 1.002 15.642 85.241
4 0.425 8.869 93.368
5 0.225 4.213 99.012

Table 2: Cluster analysis results.

Central point Sample size
−12.363 3
72.541 20
−69.283 1
30.325 14
−28.736 5
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significantly improved, especially after using data for many
years; the prediction results have reached more than 90%,
which is unmatched by other methods. *eoretically
speaking, dynamic principal component analysis is used to
select the variables of financial distress prediction, and an
integrated network is used to predict the financial distress of
listed companies, all of which have achieved ideal results.
MATLAB is used to analyze and design the neural network
system. First, a new M-File is created, and then a program is
written in the editing bar. Because the input of this network
model is a continuous variable, the premnmx function of
MATLAB is used to normalize the training and unify the
network output before processing.*e learning rate curve of
this network is shown in Figure 8.

*en the test sample is used for testing. See Figure 9 for
the training and testing results.

*e empirical research on the training, testing, and
evaluation of the financial early-warning method model
established in this article shows that the established neural
network model has a good prediction effect and the actual
results of the sample are close to the expected results, which
are quite consistent, and its financial early-warning results
are completely in line with its financial situation, which also
shows that the application of BPNN in FinTech has a good
prediction effect. On the other hand, the use of the BPNN
algorithm and network topology configuration can be
studied further, and a neural network and expert system
combination can be used to see if the ability to predict fi-
nancial difficulties can be improved. Naturally, this model
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Figure 7: Detailed empirical results of three groups of data.
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has flaws, one of which is the number of nodes in the hidden
layer. Constant training and sample testing are required to
determine the number of nodes, and once convergence is
achieved, the number of nodes meets the requirements. *is
procedure necessitates a significant amount of effort.

5. Conclusions

*e shift from accounting to management accounting is a
general trend that is unavoidable, given the new era’s eco-
nomic situation and the industry’s long-term development.
*e role of enterprise accounting is changing, and the
transition from financial to management accounting is
speeding up, thanks to the advancement of modern infor-
mation technology in the financial field. At the same time,
management accounting is becoming more computerised.
*e government and other relevant departments must su-
pervise the company internally. *is document uses AI
technology as the foundation for optimizing accounts re-
ceivable management in the integration mode and adopts a
financial management optimization design based on AI to
meet listed companies’ accounts receivable management
needs.*e financial distress early-warning model of publicly
traded companies is built using the BP neural network
method. *e empirical results show that, when compared to
other types, BPNN has a significantly higher prediction
accuracy. It has the potential to help operators take effective
actions early in the financial crisis, improve their operating
conditions, and avoid business failures.

Data Availability

*e data used to support the findings of this study are
available from the author upon request.
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Scienti�c analysis of students’ incorrect actions in class, as well as timely and e�ective correction, is frequently an important link in
the PE process. At the same time, it is an important symbol for assessing a teacher’s teaching level and quality. In this paper, the
analysis and correction model of sports wrong technical movements is built using DCNN to address shortcomings in the process
of detecting wrong movements in PE and training.  is article is based on CNN and has been enhanced by DL.  e model learns
both manual and DL features; the manual features use an improved dense trajectory, the DL features use CNN based on motion
information, and the generalization ability of the kernel support vector machine is used to fuse the two.  e simulation results
show that the accuracy of the wrong action judgment of this method can reach 92.16 percent, which is 4.6 percent higher than the
method of combining NN with region prediction and 5.7 percent higher than the method of detecting image matching score.  is
method can accurately describe the characteristics of human motion and identify incorrect movements, improve the ability of
judging and correcting incorrect movements in sports training, and help athletes improve their sports level.

1. Introduction

With the continuous improvement of the technical level of
sports, in the teaching process of sports technology, the
demonstration of correct movements of sports has become a
key research topic in the �eld of sports teaching [1]. Gen-
erally speaking, in the process of mastering motor skills,
learners make mistakes, which can be prevented but cannot
be absolutely avoided.  us, correcting wrong actions has
become an important task of PE (Physical education) and
training [2]. In the actual PE teaching process, due to the
obvious di�erences between students’ cognition and un-
derstanding levels, some students have more wrong
movements and are slow tomaster the correct movements of
PE [3]. At the same time, in all kinds of sports, the technical
speci�cations of movements are more complicated. Espe-
cially for some highly technical sports, it is necessary to carry
out standardized training with correct movements to im-
prove the level of sports training. In this state, how to ef-
fectively correct the wrong movements in sports has become
the main problem to be solved urgently in this �eld. Due to

the further development of research in related �elds,
computer image processing technology has been widely used
in sports movement recognition. However, at present, there
are various complex movements in sports training, and it is
di�cult to accurately judge the wrong movements by relying
solely on traditional contour detection methods, which leads
to the athletes’ inability to get movements corrected in time.

With the continuous progress of computer science and
technology, arti�cial intelligence technology [4, 5] has
gradually matured. Once the concept of DL (Deep learning)
[6, 7] was put forward, a large number of scholars devoted
themselves to studying DL and made great progress and
innovation. Nowadays, DL has been widely used in the
process of human motion recognition and target detection.
DL comes from the study of arti�cial NN (Neural network).
In DL, it includes CNN (Convolutional neural network),
cyclic NN, Boltzmann machine, etc., but now CNN is the
most widely used one. Deep NN can automatically learn data
features so as to discover sparse and distributed big data
features. However, due to the poor hierarchy of the depth
NN constructed in the current research and the failure to
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further process the action samples, the applicability of this
method to the detection of wrong actions in PE teaching and
training is poor. ,is technology can not be directly applied
to capture human motion data. Scientific analysis of stu-
dents’ wrong actions in teaching, and timely and effective
correction, is often an important link in the process of PE. It
is also an important symbol to measure a teacher’s teaching
level and teaching quality. Based on the idea of improving
the teaching quality, this paper improves the shortcomings
of the current methods one by one, and builds a technical
action analysis and correction model of sports errors based
on DCNN (Deep convolution neural network). In order to
quickly and accurately detect the wrong movements in PE
and training and further improve the sports level of athletes.
,e innovations of this article are as follows:

(1) In view of the shortcomings in the process of
detecting the wrong actions in PE and training, this
paper is based on CNN and improves it through DL,
adding a batch classification layer in the middle of
the convolution layer and pool layer, and processing
the wrong action samples in PE and training through
batch normalization. Given the previous frame, the
network can learn to predict the futuremoving frame
and train the time encoder of human motion.

(2) In order tomeet the needs of large-scale data sets and
small-scale motion recognition at the same time, a
human motion recognition algorithm based on
multifeature fusion and motion information is
designed. ,rough data enhancement, feature opti-
mization, and transfer learning, the detection model
in this paper is optimized to improve the detection
accuracy and realize the real-time detection of the
target. And through self-designed visual calibration
objects, the uniqueness detection of multiperson
identity can be realized. Experiments show that the
algorithm can effectively identify large-scale data sets
and small-scale actions.

,e article is divided into five parts, which are arranged
as follows: ,e first chapter is the introduction. ,is part
summarizes the background and research significance of this
paper and gives the organizational structure and innovation
of this paper. ,e second chapter is related work. ,is
chapter briefly describes the research status of motion
recognition methods and target detection and analysis at
home and abroad. And the research work and methods of
this paper are introduced. ,e third chapter is divided into
two parts. Section 3.1 outlines the concept of DL and related
theoretical basis and introduces the related content of hu-
manmotion detection based on DL. Section 3.2 puts forward
and constructs the technical action analysis and correction
model of sports errors based on DCNN. In chapter 4, the
model proposed in this paper is simulated for many times,
and the results are analyzed. ,e fifth chapter is the con-
clusion. ,is chapter summarizes the research work of this
paper and looks forward to the future.

2. Related Work

Accurate recognition and analysis of human body posture
can provide effective data support for sports training. By
obtaining the relevant data of human movement and cor-
recting the details of athletes’ movements with the data of
standard database, the athletes’ sports level can be improved.
Because of the far-reaching development significance, the
detection and correction of wrongmovements in sports have
also become the focus of research in the industry, which has
received extensive attention, and many detection methods
have also appeared.

Miao et al. designed an action recognition method based
on depth images. ,e algorithm projects the depth image in
three projection planes, extracts features from the three
projection images, and uses these features to train the ex-
treme learning machine classifier. ,e algorithm is com-
putationally efficient, but its performance is not ideal for
small-amplitude action recognition [8]. Arrieta et al. pro-
posed a temporal deep belief network that can complete
online human action recognition [9]. Kluding et al. proposed
a gesture feature extraction and recognition method based
on acceleration trajectory images. ,e algorithm converts
unknown gesture trajectory features into low-dimensional
subfeature sequences by establishing an acceleration gesture
trajectory map, which improves the accuracy and time ef-
ficiency of gesture recognition [10]. Ullah et al. model hu-
man motion information through asymmetric systematic
bias [11]. ,e recognition algorithm proposed by Yao et al.
achieves high recognition accuracy for small-amplitude
movements, but the amount of features to be analyzed is
large, which is difficult to apply to large-scale data sets [12].
Yassine et al. used two-dimensional wavelet packet tech-
nology and spatial clustering technology to analyze human
behavior and actions and improved the accuracy of wrong
action detection by analyzing PE training images. However,
the features extracted by the two-dimensional wavelet packet
technology are not comprehensive enough, so the subse-
quent detection results deviate greatly from the actual ones,
while the spatial clustering technology is too extensive, ig-
noring the detailed features of the image edges, and the
detection results are prone to errors [13]. Belczak et al.
proposed a 3D modeling and detection method for wrong
action images in sports without background information
[14]. Department et al. proposed an image reconstruction
method for wrong action images in sports based on feature
moving frame differential scanning and adaptive compen-
sation. In this method, infrared projection and edge contour
feature extraction are performed on the wrong action images
collected in sports, and the box filtering method is used for
image filtering to improve the accuracy of image detection.
,is method is susceptible to disturbances, resulting in a
high error rate for false action detection [15]. Mi et al.
proposed a 3D modeling detection method for wrong ac-
tions in sports based on 3D contour feature decomposition
[16]. ,e method proposed by Cai et al. uses edge contour
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reconstruction to repair the missing information of the
image and uses the zero-cross point feature segmentation
and corner detection method to perform adaptive posi-
tioning and detection of wrong actions in sports, image
classification, and screening. ,is method improves the
detection and recognition ability of wrong actions [17].

In this paper, the traditional methods of moving target
detection andmotion recognition are summarized, and their
advantages and disadvantages are analyzed. Given the
shortcomings in the current detection process of incorrect
movements in PE teaching and training, a model for ana-
lyzing and correcting incorrect technical movements in PE is
built using DL. ,e model learns both manual and DL
features; the manual features use an improved dense tra-
jectory, the DL features use CNN based on motion infor-
mation, and the generalization ability of the kernel support
vector machine is used to fuse the two. ,e detection model
in this paper is optimized through data enhancement, fea-
ture optimization, and transfer learning to improve detec-
tion accuracy and achieve real-time detection of the target.
Furthermore, the detection of multiperson identity
uniqueness can be realized using self-designed visual cali-
bration objects. ,is method can accurately describe the
characteristics of human motion, identify incorrect move-
ments in sports training, and improve the ability to judge
and correct incorrect movements. It has theoretical and
practical implications in the field of sports action recogni-
tion and correction.

3. Methodology

3.1. Human Motion Detection Based on DL. Artificial NN is
an algorithm model inspired by nature and constructed by
simulating human brain nerve activity. ,e basic unit of
artificial NN is the neuron, which is also the most basic unit
for processing all information. By simulating the process of
the human neuron processing external stimuli, the neuron
appears as a many-to-one nonlinear mapping unit. DL
comes from the research of artificial NN [18]. ,ere are four
basic models of DL. Specifically: (1) Automatic encoder,
sparse automatic encoder, and noise reduction automatic
encoder with their variants. (2) Limiting Boltzmann ma-
chine. (3) Convolution Boltzmann machine. (4) Circulation
NN. Action recognition is influenced by different lighting
conditions, diverse perspectives, complex backgrounds, and
great changes within a class. In this field, the improved dense
trajectory method is the best method of traditional methods.
It has good stability and the highest reliability, but the al-
gorithm is very slow. ,e appearance of DL provides a new
idea for action recognition and achieves good results.

DCNN is a multilayer backpropagation artificial NN
designed for shape recognition in DL. Each layer of neurons
is linked to the local visual field area where the front layer
network intersects, but there are no connections between
neurons in the same layer. DCNN is primarily a type of NN
that employs DL to improve CNN by displaying changeable
levels and backward propagation direction, allowing for
error action detection [19]. Weight sharing and local con-
nection are features of DCNN, which greatly reduce network

complexity and improve algorithm performance. As a result,
DCNN is the most popular NN [20]. ,e pooling layer is
usually connected after the convolution layer. ,en the
convolution layer is alternated with the full connection layer.
Convolution kernels of various sizes can be used to improve
the overall generalization performance of the network
during the convolution process. A classifier will be con-
nected at the end of the network to classify the input data.
,e process of object detection based on deep learning is
shown in Figure 1.

DCNN has certain advantages. It includes the following:
(1) Minimize pretreatment. Most of the input data are raw
data that have not been processed many times, and there is
no accurate mathematical expression between input and
output. Its feature extraction is trained within the network,
which avoids the subjectivity and limitations of manual
feature extraction. (2) DCNN is influenced by time delay NN
and adopts the network structure of weight sharing, which
reduces the computational complexity in the process of
network training and makes it more suitable for time series
data. DCNN weights are shared and the calculation during
training is relatively simple, which can be widely used in the
process of time series data analysis, and it can change the
capacity of the wrong action detection model in PE and
training through the depth and breadth of the network
structure. ,e structure of the dual-flow network is that two
NN mix features before the final decision. For the spatial
information feature extraction network, only the intercepted
video frames need to be grouped into network training to get
the spatial features. For the time information feature, the
optical flow information of several consecutive frames is
usually selected as the input of the network and then added
to the network for training. ,e intrinsic characteristics of
the signal, the statistical characteristics of one part may be
the same as those of other parts. ,erefore, a small subimage
can be randomly selected from the image for feature
learning, and then the feature can be used as a filter to scan
the whole image, and a different feature activation value can
be extracted at each position of the whole image, thus re-
alizing feature extraction of the image.

Intercepting video frames according to a set frame rate is
the simplest way to deal with video for motion recognition.
Processing video frames requires significantly less compu-
tation than directly processing video data. Pooling the
feature map obtained from the convolution layer through
the pooling layer yields the corresponding pooled feature
map. A feature extractor is analogous to a convolution
kernel. Different convolution kernels can be designed to
extract features at different levels in the image, and all of the
features processed by convolution kernels are then com-
bined as the output of the convolution layer, so convolution
kernel design is crucial. Convolution kernel size, number,
and step size can all be customized. ,e convolution op-
eration is carried out in the cube by combining several
consecutive video frames into a video frame cube. ,e se-
quential convolution operation involves performing three
consecutive video frames at the same time, and the time
dimension of the convolution kernel is three, making it a
three-dimensional convolution kernel. ,e video frame
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cube’s convolution kernel weights are shared. A variety of
convolution kernels are used for convolution layer operation
in order to better obtain the information in the video frame.

3.2. Analysis and Correction Model of Technical Action of
Sports Errors. DCNN weight sharing has a network struc-
ture that is more similar to biological perception NN, and it
can adjust model capacity by changing the depth and
breadth of the network structure, which has strong statistical
stationarity and pixel local correlation for natural images.
Convolution and pooling are two important DCNN links. As
a result, one of the key factors that determine the perfor-
mance of a DCNN structure is the choice of convolution
kernel size and sliding step size, pool kernel size, and sliding
step size. ,e model’s parameter training is also a critical
factor in determining the network structure’s performance.
Because CNN requires a large number of training param-
eters, the model’s complexity is high, which could lead to the
trained model’s error rate on the training set decreasing
while the error rate on the verification set increases. ,e
main reason is that in the training process, every input must
be considered, and there are numerous parameters to
consider. A small change in the input data has a big impact
on the outcome, so keeping the parameters as small as
possible is the problem that needs to be solved right now.

In this paper, the regularization method is frequently
used in the full connection layer to prevent overfitting due to
the small size of the data set used in the DCNN process.
Because of the randomness of this method, the network
structure corresponding to each transmitted data set will be
inconsistent, but all network weights will be shared, greatly

improving the stability of the wrong action detection model
in PE and training and making it easier for neurons to adapt
to one another. Every pixel in a video frame or image is made
up of three primary colors. ,e amount of data read at one
time during network training is large, which has a significant
impact on the computer’s computing speed. When training
the model, end-to-end training can be done when the two
pieces of information match, and the corresponding real
frame can be chosen from a list of default frames with
various aspect ratios, scales, and positions. ,e batch nor-
malization algorithm is used in the batch normalization
layer in this paper, which integrates the network layer input
processing operation into the wrong action detection of PE
and training. It processes the wrong action samples of PE
and training through microbatch normalization. ,e flow of
sports movement detection and analysis using this method is
shown in Figure 2.

,e size of convolution kernel has obvious influence on
image processing. If the convolution kernel used is too small,
the enhancement effect of the action information of interest
to the image is not obvious, but it may increase the noise in
the same frequency band and cover up some original details
of the image. If the convolution kernel used is too large, the
calculation amount of convolution will also increase,
resulting in higher computational complexity. According to
a large number of applications of DCNN structures in
human motion recognition, this paper finds that the con-
volution kernel size is 3× 3 convolution network structure.
ResNet residual network is an improvement to solve the
problem of deep network structure degradation. ResNet is
based on the cross-layer connection structure of Highway
Network.,e number of layers of residual network is usually

Calculation time
template

Extracting features of three-color channel
dimension of video frame

Extracting features of video frame time
dimension

Feature fusion and
classification

Motion information representation
for motion recognition

Deep learning features

Detection image Regional recommendations Feature extraction

Mix together Border
regression

Positive sample Negative sample
Feature extraction

Training classifier

Training sample

Regional classification

Classify

Figure 1: Target detection process based on deep learning.
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very large, up to 100 layers, but this fast connection method
makes the actual depth of the network not too deep. Ex-
periments show that residual network can well solve the
problem of deep network degradation. When the auxiliary
features are used as input to pass through the last hidden
layer of the proposed model and connected with the aux-
iliary output points, and the extracted features are closer to
the output of the auxiliary features in the training stage of the
proposed network model, the regularization of the model is
completed. ,e convolution layer of DCNN applies the
weight sharing method, and at the same time, it reduces the
structural parameters and difficulty, prevents NN from
overfitting in the early stage, makes it have better general-
ization ability, and ensures the stability of NN through
pooling. Suppose the formula of the fully connected layer
feature output x(l) of the l layer is as follows:

x
(l)

� f w
(l)

x
(l−1)

+ b
(l)

 . (1)

Among them, w(l) represents the weight parameter, and
b(l) is the bias term. ,e Softmax regression classifier needs
to iteratively update and learn, and the functions to be
learned are as follows:
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Among them, k represents the number of categories to
be classified, and bi and wi

�→ represent the offset vector and
weight vector corresponding to the i th category. (3)
represents the probability value that the sample x

→ is the j

class.
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After training and learning to get wi
�→ and bi, the objective

loss function can be expressed as follows:
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Among them, m represents the number of samples in the
training set, k represents the number of classification cat-
egories, and 1 ·{ } is an indicative function. When y(j) � l, the
function value is 1. Otherwise, it is 0. Optimized by an
autoencoder for high-dimensional input data x ∈ RN:

min
f,g

‖x − f(g(x))‖. (5)

Among them, the encoder y � g(x) maps the input data
to the low-dimensional space y ∈ RM, N>M. Let x ∈ RN be
the observations of time t. ,e optimization function of the
time encoder is as follows:

min
f,g

X(t+1): (t+Δt) − f g X(t−Δt+1): t  
�����

�����, (6)
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Figure 2: Sports action detection and analysis process.
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where the encoder y � g(X(t−Δt+1):t) maps the input data
to the low-dimensional space y ∈ RM, (N × Δt)n!/
r!(n − r)!> M. ,e decoder X(t+1):(t+Δt) � f(y) ∈ RN×Δt is
used to map back to the data space.

Neurons appear with a certain probability in each layer
of the network structure, causing the training network to
change every time, reducing the correlation between neu-
rons and increasing the generalization and robustness of the
entire network. ,e depth of NN affects the detection ac-
curacy of incorrect movements in sports, and the features are
related to representation ability. ,e NN depth will calculate
all of the features of incorrect movements, and the deeper
the final output, the better the feature extraction ability. ,e
extreme learning machine is divided into two layers: the first
calculates two feature cores, then fuses the two to form a
fused feature core, and finally outputs the predicted scores of
the three feature cores. All of the predicted scores are
mapped to the final action classification by the second
training classifier. ,is method’s manual and DL features
complement each other, and the video’s human motion
information is described from various perspectives. ,e
independent batch normalization process replaces the joint
normalization process of each dimension of data, and the
formula is as follows:

X
⌢ (k)

�
x

(k)
i − E x

(k)
 

��������

var x
(k)

 

 . (7)

Among them, the k th dimension of the input sample is
denoted by x(k), the expectation is denoted by E[x(k)], and
the variance is denoted by var[x(k)]. Adding parameters λ(k)

and β(k) to the k dimension of each input sample, the fol-
lowing formula is obtained:

y
(k)

� λ(k)
X
⌢ (k)

+ β(k)
. (8)

Among them, λ(k) and var[x(k)] are equal and both are
variances. ,e local binary fitting method is used to com-
plete the information collection and the reconstruction of
the feature database, and the regional pixel information can
be obtained:

L � J(w, e) − 
N

i�1
ai w

T∅ xi(  + b + ei + yi . (9)

Among them, J(w, e) refers to the repeated pixels of the
motion position; xi and yi are the correct action and wrong
action feature vectors of the i th Gaussian unit, respectively;
ai is the standard action configuration sequence; ∅(xi) is
the contour feature distribution function. By estimating the
probability of the motion feature obtained by dimen-
sionality reduction in the Gaussian unit i, we can get the
following:

r(i) �
wipi − vi


k
i�1 wipi vi( 

. (10)

Among them, pi refers to the probability of being
assigned to the i th Gaussian unit, and wi is the mixing
weight.

A low-dimensional mapping, that is, a fixed-length
feature vector, is generated for each n× n sliding window
position, and then these feature vectors are sent to two fully
connected layers, respectively, one for border regression and
the other for predicting the category of the sliding window
target; that is, the transformation parameters of the border
position are given. Because the gray-scale data and the
original data are identical in video length, data set size,
action types, etc., except for the single pixel data of the
image, the gray-scale image is chosen to preliminarily de-
termine the training parameters of the network structure. In
the process of deepening the network depth, it is easy for the
gradient to disappear, which leads to a decline in network
performance. To solve this problem, the basic network used
to extract features by DCNN is ResNet101, which can extract
the subtle features of PE training sample data faster and
better. At the same time, in the middle of the convolution
layer and pooling layer, the normalized layer and residual
block are added in batches through ResNet, which can speed
up the network training and adjust the data transmission
strategy to further optimize the network performance.

4. Result Analysis and Discussion

In DL, the more effective samples are produced, the better
the robustness of the trained model will be. ,erefore, this
paper uses some data enhancement strategies at the be-
ginning of the network and carries out some random op-
erations for each input sample picture, including using the
original input sample picture; Sampling the original picture
at random; Cut the original picture randomly, etc. After the
above operation, the sample sizes of all samples are nor-
malized, and the samples are randomly flipped horizontally
with a certain probability. In order to determine the batch
size of network training, the network training is carried out
at every 10 groups of samples based on the batch data from
10 to 100 under the condition of 10 iterations, 20 iterations,
and 100 iterations, respectively. Among them, the parameter
settings of DCNN are shown in Table 1.

In order to comprehensively evaluate the performance of
this algorithm, experiments were carried out on video
dataset A and video dataset B, respectively. Data set A has a
low resolution and a large amount of data, which can test the
recognition performance of this algorithm for large-scale
data sets. ,e video data set B has a high resolution, in-
cluding 35 actions, all of which are local actions of the
human body, with a small range of actions. ,is data set can
test the recognition effect of this algorithm for small-am-
plitude actions. During the experiment, the data set used in
this paper is a nonpublic data set. All experimental data are
divided into two groups on average, one for DCNN training
and the other for experimental testing. ,e accuracy of
action recognition of different methods on two data sets is
shown in Figures 3 and 4.

In this paper, we sort the confidence of the default boxes
of negative samples, then select some default boxes in the
front as samples, and discard all other negative samples, so
that the final ratio of positive and negative samples is about
1 : 3. Experiments show that this operation can accelerate the

6 Computational Intelligence and Neuroscience



convergence speed, and the training process is more stable,
which is a very effective optimization strategy. In this paper,
representative F1 indicators are plotted as data as shown in
Figure 5.

In the process of recognition, the processing of different
frames will also occupy different sizes of computing re-
sources. In order to reduce the use of computing resources,
before the network training, firstly, the key area of human
motion is detected by the method of target detection, and
this area is cut out, which is used as new data to join the
network for training. ,e method in this paper, the method
of combining NN with regional prediction and the method
of image matching score are used to detect the wrong actions
in the process of PE teaching and training, and the effects of
the three methods in detecting the wrong actions in PE
teaching and training are compared with the increasing

number of experiments. ,e effects of three different
methods on detecting the wrong actions in PE teaching and
training on two data sets are shown in Figures 6 and 7.

From the data analysis in Figure 7, it can be seen that
the method in this paper has a certain accuracy in judging
wrong actions. Among them, the error judgment accuracy
of this method is about 92%, the error judgment accuracy of
the method combining NN with regional prediction is
about 87%, and the error judgment accuracy of the image
matching score method is about 86%.,e problem of small
target detection is addressed in this paper by adding an-
other layer to the feature selection layer, selecting lower-
level features, and retaining more lower-level detail fea-
tures. ,e video data is preprocessed as network input and
the network parameters are effectively trained. ,e
extracted motion features are then convolutioned and
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Figure 3: Action recognition accuracy of different algorithms—dataset A.

Table 1: Parameter settings of DCNN.

Number of plies Function
1 Input layer
2 Convolution layers 3-64
3 Maximum pool layer
4 Convolution layers 3-128
5 Convolution layers 3-128
6 Maximum pool layer
7 Convolution layers 3-256
8 Convolution layers 3-256
9 Maximum pool layer
10 Convolution layers 3-512
11 Convolution layers 3-512
12 Maximum pool layer
13 Convolution layers 3-512
14 Convolution layers 3-512
15 ,e full connection layer 3072
16 Output layer
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pooled to add more time and space dimension information.
Finally, it passed through the softmax classifier, which
improved the accuracy of human motion recognition and
better adapted to different changes in video data scenes,
thanks to two layers of full connection. Six test indexes,
namely accuracy, recall, sensitivity, complexity, specificity,
and positive prediction rate were used for quantitative
comparison in order to verify the effectiveness and ro-
bustness of this method in the detection of incorrect
movements in sports training. ,e comparison results are
shown in Table 2.

,e data analysis in the table shows that among the three
methods of detecting incorrect actions in PE teaching and
training, the six parameters of this method are better than
the method of combining NN with regional prediction and
the method of image matching score. ,e model in this
paper has fewer parameters, which reduces overfitting and
reduces structural redundancy, resulting in a faster con-
vergence speed and a shorter training period. It improves the
accuracy of recognizing sports incorrect actions and reduces
running time to some extent. ,is confirms the superior
performance of the DCNN proposed in this paper.

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

15 30 45 60 75 90 105 120 135 150

F1

Time index

Method of image matching score
Method of combine NN with regional prediction
Method of this paper

Figure 5: F1 value comparison.
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Figure 6: ,e effect of different algorithms for detecting wrong actions in PE training—dataset A.

Table 2: Detection results of wrong actions in PE training with different methods.

Test index Methods of this paper Method of combining NN with regional prediction Method of image matching score
Accuracy rate 0.927 0.879 0.861
Recall rate 0.948 0.906 0.874
Sensitivity 0.948 0.891 0.876
Complexity 0.642 0.726 0.774
Specificity 0.026 0.054 0.113
Positive predictive rate 0.098 0.214 0.239
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5. Conclusions

It is natural for students to make mistakes when learning new
movements in technology classes, and teachers should pre-
vent and correct these errors. Preventing and correcting
incorrect movements in technology teaching is a necessary
condition for effectively exercising and avoiding sports in-
juries. However, due to the variety of complex movements in
sports training, it is difficult to accurately judge the incorrect
movements using traditional contour detection methods,
resulting in athletes being unable to correct the movements in
a timely manner. Traditional methods, on the other hand, are
unable to accurately capture the incorrect movement char-
acteristics of PE teaching and training, resulting in decreased
detection accuracy. ,is paper proposes a DCNN-based
detection model of incorrect actions in PE teaching and
training based on this information. ,e model learns manual
and DL features, with the manual features using an improved
dense trajectory and the DL features using a CNN based on
motion information, and the two features are fused using the
generalization ability of a kernel support vector machine.
Simulation experiments are conducted in this paper to
demonstrate the efficacy of the method proposed in this paper
for detecting incorrect actions in PE teaching and training.
,e results show that the accuracy of wrong action judgment
can reach 92.16 percent, which is higher than the 4.6 percent
accuracy of the method that combines NN and region pre-
diction and the 5.7 percent accuracy of the method that
detects image matching score.,e accuracy and robustness of
human motion feature analysis are improved because the
network structure used in this paper can directly classify
actions on features without fine-tuning. ,e findings show
that this method can accurately detect athletes’ incorrect
movements during PE and training, control detection errors,
and judge incorrect movements quickly and accurately. For
the field of sports action recognition and correction, this study
has some theoretical and practical relevance. Despite the fact
that this paper yielded some research findings, it still has some
flaws that need to be investigated and improved. We will
continue to research how to improve timeliness and imme-
diacy while also increasing recognition accuracy in future
work. In PE teaching and training, provide strong technical
support for detecting incorrect movements.
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Landscape morphology is a signicant area of landscape architecture research. One of the scientic and technological issues in
recent landscape morphology research is the use of quantitative analysis technology driven by morphology indexes and
computational models to describe, compare, and analyze form features. �is article focuses on the form features of the polder
landscape, based on existing theoretical and practical achievements in landscape morphology. First, we choose ve landscape
morphology indexes based on the morphological constituent units of the landscape (elongation, rectangular compactness,
concavity, ellipse compactness, and fractal dimension). �en, using the self-organizing map (SOM), we create an identication
model for clustering the types of constituent units. �e experimental results show that the identication model can classify polder
morphology and analyze the distribution of units using typical polders in the Yangtze River’s south bank as study cases.�is article
presents a technical approach to polder landscape morphology classication as well as a reference and developable quantitative
analysis method for landscape morphology research.

1. Introduction

Landscape morphology is an organic part of the landscape
environment that condenses the landscape material space in
a plane, which is one of the crucial representatives in dis-
tinguishing the landscape feature of di�erent regions [1].
Digital identication and quantitative analysis of repre-
sentative regional landscapes are of great signicance for
continuing and reshaping the features of regional landscape
morphology [2]. With the support of landscape morphology
and typo-morphology theories, developing quantitative
analysis technologies suitable for identifying and analyzing
polder landscape morphology has become one of the
practical problems in the current landscape morphology
research.

Contemporary studies on landscape morphology have
gradually shown a trend of quantitative research, driven by
emerging digital landscape research methods and

technologies [3]. �e analysis foundation for this type of
study is to combine spatial information based on the
morphological characteristics of the research object, and
then obtain operable and comparable values and intervals. A
crucial step is to keep optimizing the morphology index in
order to achieve the mathematical translation of objective
morphology. Exploring the morphological features of a
research question requires building a quantitative analytical
model that ts the research question. A landscape mor-
phology analysis model created based on the machine
learning model can transform traditional qualitative cog-
nition into quantitative judgment [4]. Related research has
been carried out in the elds of landscape classication [5],
simulation prediction [6], landscape e�ciency, and evalu-
ation [7]. Exploring theoretical methods and technical
means in the investigation of a typical zonal landscape
morphological feature will e�ectively respond to the theo-
retical and practical needs of the rened development of
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landscape morphology. Meanwhile, it can provide a research
basis and technical reference for quantitative research and
digital development of landscape morphology [8].

2. Relevant Research

2.1. Polder Landscape Morphology. Polders are agricultural
production environments formed by artificial water con-
servancy projects, mainly distributed in low-lying and water-
rich river banks [9], estuary deltas, and coastal lowlands [10].
In the long-term production evolution process, the mor-
phological features of the wetland polders are integrated
with production methods, intertwining the landscape paddy
fields, dry land, canals, ponds, and fields and ridges (Fig-
ure 1). One of the main difficulties in studying polder
landscape is accurately describing and analyzing its mor-
phological features.

In the study of interpretation, historical evolution,
planning, and design of polder landscape, the unique
landscape morphology of polder has the fundamental sig-
nificance for regular summary and retrospective tracking. In
terms of morphological interpretation and historical evo-
lution, Steenbergen et al. analyzed and illustrated the de-
velopment and distribution of polder morphology in the
Netherlands, and then classified and analyzed the features of
the polder from aspects of nature, water conservation, ag-
riculture, and settlement [11]. Missiaen et al. summarized
the landscape evolution of polders in northern Belgium [12].
Li et al. used remote sensing images to sort out the spa-
tiotemporal distribution and development of polders in the
Dongting Lake Plain in China [13]. In terms of planning and
design, Velde and Wit summarized the methods of polder
management and planning strategies of polder urban based
on morphological research [14]. Nijhuis and Pouderoijen
based on the GIS platform to visualize various polder data,
introducing a digital orientation to the study and man-
agement of the polder landscape morphology [15]. 'e
morphology of the polder also impacts the realization of its
production, life, and ecological functions. Optimizing the
polder morphology can improve flood management and the
capacity for disasters in this area [16, 17]. 'e landscape
morphology element is also a critical research indicator in
evaluating the effectiveness of the polder transformation
scheme [18] and the value of polder ecosystem services [19].

'e polder form has gotten a lot of attention in landscape
architecture research because of its distinguishing charac-
teristics and crucial role in polder landscape research.
Upgrading morphological classification from empirical
cognition to quantitative judgment, as part of the digital
landscape research trend, will aid in the promotion of polder
landscape research.

2.2. 'eory and Method of Landscape Morphology.
American geographer C. O. Sauer first proposed landscape
morphology in 1925 [20]. As an intuitive reflection of
landscape environment on a two-dimensional plane, the
specific syntagmatic relation and composition methods
presented by landscape morphology are an essential carrier

for exploring the feature of the landscape. As a branch of
morphology research, landscape morphology research
closely relates to the trend of morphology research. Since the
1950s, academic circles have paid increasing attention to the
inheritance and protection of typical forms. Guided by the
theory of morphology and graphical analysis, under the joint
influence of Conzen [21] and Muratori-Caniggia [22] pro-
duced a morphological research method named typo-
morphology, which provides a framework for the study of
typical features of complex morphological systems. Specif-
ically, it takes the basic constituent units of the research
object’s morphology as the entry point and selects geometric
morphology indexes to describe the morphological features
of the units. 'en, identify the research object’s morpho-
logical types and typical features by analyzing, comparing,
and classifying the index value.

Current research continues to verify the applicability of
morphology-type analysis to identify morphological features
in the built environment and natural environment from
multiple perspectives and scales. 'e perfection and de-
velopment of digital landscape theory and technical methods
also provide new research and practice tools for exploring
the feature of morphological [23]. In research of urban
morphology [24], settlement pattern [25], and landscape
morphology [26] have accumulated a large number of in-
dexes. Meanwhile, statistical and machine learning models
are applied to morphology index analysis, expanding the
visual analysis capabilities of multidimensional morpho-
logical data with large sample sizes. For example, Gil et al.
used the K-means algorithm to analyze the typical urban
block morphological dataset, realizing the objective classi-
fication of block morphology types [27]. SEM [28] and
hierarchical clustering [29] also provide practical tools for a
comprehensive analysis of morphological data. Machine
learning methods such as back propagation neural network
[30, 31] and convolutional neural network [32] can also
achieve identification and classification of morphological
unit types by learningmorphological data [33]. On this basis,
exploring data-driven landscape morphology research
methods with the help of landscape morphology index and
mathematical analysis model has positive significance for
analyzing the feature of polder morphology.

2.3. Application of SOM in Landscape Architecture and Re-
lated Research. SOM is an unsupervised machine learning
algorithm [34], which does not need to form an evaluation
standard by learning samples with existing classification
labels. It can perform competitive learning on the potential
laws and fundamental attributes of the input samples after
independently adjusting the connection weights of the
network structure. 'erefore, in the analysis without pre-
classification criteria, often use SOM.

SOM is commonly combined with quantitative indexes
and applied in element identification, comprehensive
evaluation, and scheme optimization in landscape archi-
tecture and related disciplines research. It can be applied to
SOM to hierarchical classification studies of building form
[35], building space [36], and land use [37] in terms of
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element recognition. When it comes to comprehensive
evaluation, SOM is frequently used to analyze multifactor
datasets and solve complex classification problems, such as a
comprehensive analysis of tourist motivation and behavior
in protected areas [38]. SOM can also be used to investigate
relationships between research elements, such as correla-
tions between river ecological indicators [39], pattern as-
sociations between different environmental conditions and
physiological responses [40], and links between residents’
lifestyles and their choice of residence within the city [41].
Using SOM to create a parametric building model can
optimize the architectural design scheme [42].

In summary, SOM has substantial autonomy and a low
degree of manual intervention. It can adapt to the high-
dimensional data [43], which is highly suitable for polder
landscape morphological identification’s application sce-
nario. In this sense, a polder landscape morphological
identification model based on SOM will promote the re-
finement and intellectual development of polder landscape
morphological identification and provide a quantitative
analysis method for the research of landscape morphology.

3. Methods and Materials

3.1. Technology Roadmap. Under the guideline of landscape
morphology and typo-morphology theory, we took polder
landscape morphology as the research object, attempting to
make a quantitative research process to analyze its landscape
morphology feature based on the constituent units. 'e
process combined landscape morphology index, SOM, and
statistical methods to characterize the overall morphological
features and internal differences of the polder units. 'is
article conducted an empirical study on typical polders in
the South of the Yangtze River, and the specific research
steps are as follows (Figure 2):

(1) Morphological Quantitative Translation. Select suit-
able landscape morphology indexes, and convert the
polder morphological constituent units into opera-
ble, analyzable, and comparable index values.

(2) Morphological Data Processing. Use factor analysis to
integrate the multi-index into several common
factors. 'en, use common factors value for the
subsequent cluster identification of the polder
landscape morphology type.

(3) Morphology-Type Clustering. Use SOM to build a
polder landscape morphological identification

model. 'en, realize the typo-morphology and dis-
tribution pattern analysis of the research area
through self-learning and clustering of the common
factors extracted by factor analysis.

(4) Morphological Quantitative Analysis. Use the ArcGIS
platform to visualize the identification results. 'en,
establish a polder landscape morphological database,
realizing the management, display, retrieval, and
quantitative analysis of polder units [44].

3.2. Morphology Index Translation. Describing the polder
morphology with the landscape morphology index is crucial
for identification and classification of the polder morphol-
ogy types. Based on the two-dimensional plane of the polder
landscape constituent morphological unit [45], the mor-
phology indexes selection according to the geometric fea-
tures of the constituent units. Index selection principles
combined scientificity, representativeness, comprehensive-
ness, and operability. 'e indexes abstractly translated the
two-dimensional morphology of the polder units into the
indexes value, providing primary data for subsequent
morphology-type classification and feature analysis.

Long-term agricultural production and natural evolu-
tion have occurred in the polder landscapes studied in this
article. Polder unit boundaries were originally almost regular
geometric shapes. 'e polder units’ boundary morphology
tends to be tortuous as the water network expands and
current scouring occurs, and some water network extends to
the interior of the units. 'e morphology of polder unit
boundaries then becomes diversification. A complex and
diverse polder landscape morphology is formed by various
constituent units. It is difficult to fully reflect the mor-
phological features of the boundary morphology with a
single landscape morphology index because the boundary
morphology is complex and self-similar. As a result, an index
system with comprehensive description dimensions and
easy data acquisition is required to describe its morpho-
logical features.

We used an interdisciplinary perspective to summarize
related index systems in typo-morphology, geoscience,
computer vision, and pattern recognition. 'en, selected
landscape morphology indexes have been empirically ef-
fective for two-dimensional morphology measurements in
related research. Extended degree, squareness, morpholog-
ical concavity, and tortuosity were four angles to choose
appropriate landscape morphology indexes in this article.

Polders in the Yangtze River 
in China 

Seaside polders in Netherland Coastal polders in Indonesia Riverside polders in Bangladesh 

Figure 1: Morphology features of the polders.
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Elongation (λ) is used to measure extended degree [46],
rectangular compactness (S1) is used to describe squareness
[47], the concavity (V) is used to characterize morphological
concaveness [48], and the ellipse compactness (S2) and
fractal dimension (D) jointly represent tortuosity [49]
(Table 1). 'en, we obtained the geometric attribute data to
calculate the selected indexes value, such as area (A), pe-
rimeter (P), area of minimum bounding rectangle (Amin_ref ),
area of the minimum convex hull (Amin_h), long axis
(amin_ref ), and short axis (bmin_ref ). Landscape morphology
indexes are linked and complementary to each other, which
can jointly describe the boundary morphological features of
the polder units.

3.2.1. Elongation (λ). Its geometric meaning is the ratio of
the long axis to the short axis of the polder units. In the
actual operation, use the ratio of the length of the long side
(amin_ref ) to the length of the short side (bmin_ref ) of the
minimum bounding rectangle to reference it. We use this
index to define the extended degree of the shape of the
constituent units. 'e closer the ratio is to 1, the more likely
the constituent units appear as equilateral shapes. 'e ratio
is higher, the morphology of the constituent units is more
likely to extend in a stripe shape:

λ �
amin_ref

bmin_ref
, (1)

where amin_ref represents the length (m) of the long side
of the minimum bounding rectangle of the constituent units
and bmin_ref represents the length (m) of its short side.

3.2.2. Rectangular Compactness (S1). Rectangular com-
pactness (S1) is the ratio of the polder morphological
constituent unit area (A) to the minimum bounding rect-
angle area (Amin_ref ), and its numerical value ranges from 0
to 1. 'e closer the ratio is to 1, the more similar the
constituent unit boundary to its minimum bounding rect-
angle. S1 � (A/Amin_ref ), where S1 represents the rectangular
compactness, A represents the area of the polder units (m2),
and Amin_ref represents the area of the minimum bounding
rectangle of the polder units (m2).

3.2.3. Concavity (V). 'is article use concavity to define the
degree of the concave shape of the polder morphological
constituent units. A convex hull is the smallest convex
polygon that can contain two-dimensional geometry. 'e
concavity value ranges range from 0 to 1. 'e concavity is
more similar to 1, and the boundary of the unit is less

Morphological quantitative translation

Extract the texture morphology 
of the research object 

Select the landscape 
morphology indexes 

Landscape morphology index data 

Morphological 
data processing Factor analysis 

Extract main factors 

Morphology 
type clustering Build polder landscape morphological

Identification model 

Polder morphology type clustcring 

Morphological
types 

Morphological 
quantitative 

analysis Morphology 
indexes data 

Characteristic data 

1

2

3

4

Figure 2: Technology roadmap.
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concave.WhenV� 0, the shape of the polder unit is a convex
polygon:

V �
Amin h − A

Amin h

, (2)

where V represents the concavity, A represents the area
of the polder units (m2), andAmin_h represents theminimum
convex hull area of the polder units (m2).

3.2.4. Ellipse Compactness (S2). 'e ellipse compactness
takes the ellipse with the same area (A) and the same
elongation (λ) as the polder shape units as the reference
figure. Calculating the ratio of the ellipse perimeter to the
perimeter of the constituent units (P) can reflect the com-
plexity of the constituent units. Due to the introduction of
elongation, this index is more suitable for quantitative
analysis of complex boundary patterns. 'e larger the value
of S2 is, the more tortuous the boundary is:

S2 �
P

1.5λ + 1.5 −
�
λ

√

���

λ
Aπ



, (3)

where S2 represents the ellipse compactness, P represents
the polder unit perimeter (m), A represents the polder unit
area (m2), and λ represents the elongation.

3.2.5. Fractal Dimension (D). 'e shape of the polder units
tends to be complex and fragmented in the long-term
evolution process, which shows a specific self-similar shape.
'us, we introduce the fractal geometry index to supplement
the description of tortuosity.'e fractal dimension (D) is the
most important parameter for describing fractal geometry.
Researchers often use it to study irregular shapes in natural
and built environments. Since the polder morphology is a
two-dimensional figure, the theoretical value of fractal di-
mension is 1-2.'e fractal dimension is closer to 2, the shape
of the polder unit is more complex.

D �
2 ln(P)

ln(A)
, (4)

where D represents fractal dimension, P represents the
polder unit perimeter (m), and A represents the polder unit
area (m2).

3.3. Data Processing and Analysis Methods of Landscape
Morphology. 'is article selects factor analysis to integrate
the polder landscape morphology index value to avoid

repeated information and explore the relationship between
different indexes. Factor analysis is a standard multivariate
dimensionality reduction statistical method in statistics.
Analyzing the internal structural relationship of the original
data correlation coefficient matrix converts multiple indi-
cators with complex relationships into a few combinations of
random variables, namely, the common factors, which can
reproduce the mutual relationship between the original
variables and the common factors [50]. 'e common factor
value will be used as input data to identify the morphology
type of polder units.

To identify the polder morphological features, selecting
an appropriate machine learning model according to the
research needs and data characteristics is necessary. We
apply unsupervised machine learning for clustering analysis
to identify the morphology types of polder units. SOM is a
kind of unsupervised artificial neural network similar to the
brain neural network. It consists of an input layer and a
computational layer. When receiving external information
input, different input samples activate various neurons.
'rough “autonomous learning,” SOM can enable each
neuron to form a specific response pattern, thus facilitating
the grouping of input samples [51]. 'erefore, SOM can
directly use the input samples to complete the whole process
from network training to sample clustering (Figure 3).

3.4. ResearchObject Extraction. We select the typical polders
in China as the research object to explore the validity of the
polder landscape morphological identification model. 'e
research object is located in Gaochun District, Nanjing city,
in the middle and lower reaches of the Yangtze River, with a
total area of 3507 hectares (Figure 4). It belongs to the local
typical agricultural production environment, with flat ter-
rain and dense water network characteristics. 'e agricul-
tural production there is closely related to the water network.
'e polder units formed under the limitation of natural river
channels and artificial canals are the primary constituent
units of the polder morphology in this area.

'e data extraction for this research is based on the
drawings surveyed in 2019. It combined the impact of
Landsat 8 satellite remote sensing and field surveys for re-
view and proofreading. We extracted the polder morpho-
logical constituent unit boundary as the basis for the study,
took the water network and polder dykes as the boundary of
the unit morphology, and retained the canals that extend
into the polder units (Figure 5).

'e study area extracted 381 polder unit samples; the
sample size can meet the data requirements of SOM for

Table 1: Summary table of morphology indexes and schematic diagram.

Name of morphology
index Elongation Rectangular

compactness Concavity Ellipse compactness Fractal dimension

Formula of
morphology indexes λ � amin_ref /bmin_ref S1 � A/Amin_ref V � ((Amin h − A)/Amin h) S2 � (P/(1.5λ + 1.5 −

�
λ

√
))

�����
λ/Aπ

√
D � 2ln(P)/ln(A)

Schematic diagram of
morphology indexes

bmin_ref

amin_ref

A

Amin_ref

A

Amin_h

A

p
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forming stable and reasonable classification results (≥100).
'en, moderately smooth the boundary shape to avoid the
measurement error. Store the data on the ArcGIS platform
to generate the morphological unit’s minimum bounding
rectangle and convex hull. After that, extract the funda-
mental geometric values required for the polder landscape
morphology index calculation. 'e final landscape mor-
phology index statistics of each sample are shown in Table 2.
'e landscape morphology index statistics of each samples
are shown in Table 2.

4. Quantitative Results of Polder
Landscape Morphology

4.1. Data Processing Results. 'is article used SPSS (26.0) for
factor analysis. First, standardize the morphology index data of
the polder landscape and conduct moderate analysis by KMO
and Bartlett’s test. According to the test results, the KMO
sampling adequacy is more significant than 0.5, and the sig-
nificance level of the Bartlett test is less than 0.01, indicating
that the tested data are suitable for factor analysis (Table 3).

Input data Input layer Computational layer

X1

X2

X3

Xn

......

Figure 3: Structure of SOM.

Figure 4: Location and scope of the research object.

Polder morphological 
constituent unit

Extraction of the outline of the
polder morphological constituent unit

Figure 5: Schematic diagram of morphology extraction and optimization of the research object.
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Extract the first two factors with a characteristic root
greater than 1 as the common factors, and the cumulative
variance contribution rate is 80.79% (Table 4). It showed that
the two common factors contain more than 80% of the
original information of the landscape morphology indexes,
which is enough to represent the main content of the
variable information. 'e characteristic value of the first
factor after rotation is 2.385, and the variance contribution
rate is 47.706%. 'e characteristic value of the second factor
after rotation is 1.654, and the variance contribution rate is
33.086%. 'ese two common factors used linear combina-
tions to replace the original landscape morphology indexes.
'e common factors jointly described the morphology of the
polder unit for the following types of clustering (Table 5).

4.2. Clustering Analysis Based on SOM. 'e SOMmodel was
driven by the two common factors to realize the polder
landscape morphology-type clustering. 'e number of
neurons in the input layer, computational layer, and total
number of learning times are all important parameters to set
when building a model.'e input layer’s number of neurons
is determined by the data it receives. 'e requirement for
morphological clustering is related to the number of neurons
in the computational layer. We must determine the specific
number combination, universality, and interpretability of
the classification results based on the distribution charac-
teristics of the input data. 'e neural network must reach a
point of stability within the allotted learning time. 'is
article used MATLAB R2019b to create a SOM model to
achieve the clustering of the polder morphology types after
several experiments to determine the parameters. Connect
the results to the ArcGIS platform for visual display, and
create a polder landscape morphological database to serve as
the data and image foundation for polder morphology-type
analysis.'e specific clustering results are shown in Figure 6.

4.3. Morphology Clustering Results of Polder Landscape.
From the SOM cluster results, the polder units’ morpho-
logical features in the same clusters have consistency, and
the features in different clusters have significant differences.
A comprehensive analysis of the identification results of
polder landscape morphology shows that the average value
of the landscape morphology index of each category has a
logical law, which indicates that SOM can autonomously
make the clustering results of polder morphology types
highly interpretable (Table 6).

(1) From an individual perspective, rectangular and
polygonal units constitute the polder feature. From
the landscape morphology index perspective, the
morphological constituent units identified by SOM
can classify into two categories: rectangular (Type A)
and polygonal (Type B). 'e former has high
squareness, low concavity, and low tortuosity, so this
type of unit presents a relatively simple and square
overall shape. 'e latter has low squareness, high
concavity, and high tortuosity, so the morphological
features are complex and tortuous. In the rectangular
unit, due to the difference in elongation, the mor-
phology type of the constituent units can further
divide into low elongation rectangle (Type A1),
medium elongation rectangle (Type A2), and high
elongation rectangle (Type A3). In polygonal types,
the concavity, ellipse compactness, and fractal di-
mension increase simultaneously as the rectangular
compactness decreases. 'e morphology type of
constituent units can divide into low complexity
polygon (Type B1), medium complexity polygon
(Type B2), and high complexity polygon (Type B3).
In terms of the morphology of polder units, their
boundary shapes tend to be complex, and the
number and length of concave channels gradually
increase.

(2) From an overall perspective, the distribution pattern
of the polder units is closely linked to the mor-
phological feature. Regarding the proportion and
distribution of morphological units, the number of
rectangular and polygonal units is basically the same:
rectangular units accounted for 51.4% of the total
polder morphological units, and polygonal units
accounted for 48.6%. From the perspective of
morphological distribution, the morphological
composition of the polder shows the combination of
different types of morphological units, which makes
the polder in the studied area present a multicomplex
morphological feature.

Table 2: Descriptive statistics of landscape morphology indexes.

Landscape morphology index Maximum Minimum Average value Standard deviation
Elongation 11.10 1.00 2.42 1.65
Rectangular compactness 0.99 0.42 0.78 0.12
Concavity 0.67 0.00 0.10 0.12
Ellipse compactness 4.28 1.00 1.22 0.30
Fractal dimension 1.47 1.24 1.30 0.04
Note. Sample size n� 381.

Table 3: KMO and Bartlett’s test.
KMO sampling adequacy 0.580

Bartlett’s test
Approximate chi-square 894.835

df 10
Sig. .000
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5. Analysis and Discussion

In this article, the identification of the polder landscape
morphology based on the SOM identification model can
effectively classify the types of polder landscape morphology
in the research area. 'e results have application value for
quantitative research and analysis on the morphology of the
polder landscape. 'is technical route is suitable for in-
depth development and horizontal expansion in the field of
landscape morphology research.

(1) At the level of research effectiveness, the SOM
identification model effectively classified the polder
morphology in the studied area and obtained rela-
tively stable six types of polder units, realizing the
division of polder landscape morphology types in the
individual perspective. We integrated and applied
five landscape morphology indexes such as elonga-
tion and rectangular compactness, which can ef-
fectively translate the polder landscape morphology
of the studied area. 'us, this technical system has

Table 4: Total variance explained.

Initial eigenvalues Extraction sums of squared loading Rotation sums of squared loading
Component Total % of variance Accumulative % Total % of variance Accumulative % Total % of variance Accumulative %
1 2.520 50.397 50.397 2.520 50.397 50.397 2.385 47.706 47.706
2 1.520 30.396 80.792 1.520 30.396 80.792 1.654 33.086 80.792
3 .525 10.504 91.296
4 .247 4.949 96.245
5 .188 3.755 100.000

Table 5: Common factor coefficient matrix.

Landscape morphology index Before rotation After rotation

Factor 1
Zscore (Rectangular compactness) −0.845 −0.860

Zscore (Concavity) 0.752 0.845
Zscore (Fractal dimension) 0.905 0.901

Factor 2 Zscore(Elongation) 0.920 0.936
Zscore (Ellipse compactness) 0.671 0.848

Figure 6: Results of polder landscape morphological clustering.
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specific reference significance and application value
for the quantitative analysis of complex and wide-
area landscape morphology such as polder.

(2) At the application level, we quantitatively translated
and clustered the polder unites to achieve advanced
research on polder landscape morphology. From an
individual perspective, the technical system can
quantitatively study the geometric properties of
various polder units and the threshold of the mor-
phology index. From an overall perspective, the
technical system can present the units’ composition
features of the polder landscape morphology.
Combined with morphology index value in different
periods, it can play a role in tracking the morpho-
logical evolution of polders.

(3) At the level of research expansion, the technical route
can further expand research and perfect. 'e land-
scape morphology indexes used in this article mainly
focus on the two-dimensional plane. Follow-up re-
search can further be developed by selecting land-
scape morphology indexes from other perspectives
such as facade and space. It can also expand and
enrich the research samples to improve the cognition
of the polder landscape morphology type at different
research levels and scales.

6. Conclusions and Prospects

'is article took the quantitative analysis method of polder
landscape morphology as the critical issue, constructed an
index system to describe its morphological features, and
formed an identification model based on SOM to classify its
types. Taking the typical polders in the South of Yangtze
River as the research object, we explored and verified ma-
chine learning classification, visualization, and quantitative
analysis methods of the morphological features of the polder
landscape. 'is article realized the research and develop-
ment of automatic identification and quantitative judgment
of polder landscape morphology, providing an analysis
method and analysis technology that can be referred to and
developed for landscape architecture morphology research.

Combining quantitative indexes and machine learning
models is one of the quantitative research methods of
landscape architecture. For landscape morphology research,
the quantitative research process can not only enrich the
theory and technical system, but also provide a data basis for
analysis, comparison, summary, and traceability. Computer
technology has brought a series of cutting-edge analysis
methods such as machine learning to the development of
landscape architecture. While promoting in-depth scientific
research, the technology promotes the iterative development
of professional theories, methods, and technologies. 'us, it
is an inevitable choice for landscape architecture’s infor-
matization and intellectual development.
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At present, China is facing problems such as the decline of fertility rate, gender imbalance, serious aging, and the reduction
of youth and working population, which will have an adverse impact on the long-term development of social economy.
Based on the literature review, combined with China’s �nancial family data, combined with the innovative calculation model
of the correlation between rural family fertility willingness and labor original equipment manufacturing (OEM) industrial
development, through the empirical analysis of rural families, this paper investigates the relationship between fertility
willingness and the development and endogeneity of labor OEM industry and �nds that female labor participation has a
signi�cant negative impact on the number of children in rural families. Spouse labor participation has a negative e�ect on
the number of children in rural families. �e regression coe�cient of women’s willingness to have two children for career
development is signi�cant and negative (c1 � −0.181, P � −0.003< 0.01), and that of women’s family status is signi�cant and
negative (c1 � −0.998, P � 0.031< 0.01). �e relative opportunity cost of birth of individual operators is more concentrated
in the range of 50%–80%. �e results show that the development of labor OEM industry is signi�cantly in�uenced by the
fertility willingness of rural families. �is paper concludes that di�erentiated policies and measures should be taken
according to the type of industrial promotion.

1. Introduction

�e introduction of the comprehensive three-child policy
has greatly reformed the family planning policy that has
been implemented for more than 30 years, which has
attracted the attention of academia and the public. Some
scholars worry that if the policy is liberalized, the pressure of
fertility rate will still be great, and there will be another
“population explosion.” Some scholars have high hopes for
the two-child policy, which will signi�cantly increase the
fertility rate. �e aging population will aggravate the decline
of labor supply [1]. �e working-age population is gradually
decreasing, and the population distribution is gradually
disappearing, as a result of the aging society. In this case,
increasing the labor force participation rate of the working-
age population, including women, is a key strategy for

reversing the demographic dividend decline [2]. Population
aging and disparities are becoming global concerns. Pop-
ulation decline and rapid aging result from a fertility rate
below the replacement level. According to the World Bank
database, the proportion of people under the age of 14 in the
total population fell to 25.94 percent in 2017, while the
proportion of people aged 65 and up rose to 8.70 percent
[3, 4], indicating that the world is becoming an aging society.
In this case, increasing the participation rate of the age-
appropriate population, including women, in economic
activities is an important way to o�set the current decline in
the demographic dividend, while increasing the fertility rate
is an important way to o�set future economic growth
declines.

As the main body of reproductive behavior, women bear
the dual roles of work and family, which is not only an
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important part of the labor market, but also an indispensable
human resource for China’s economic development and is
responsible for the future labor supply and human resources.
Fatima and others believe that the fertility rate depends on
the balance between the income effect and the substitution
effect of reproductive demand [5]. Devaro and others found
that young women can delay or give up childbearing by
learning the skills of reducing unemployment risk and in-
creasing income [6]. Long believes that demographic divi-
dend promotes economic growth by stimulating investment
expansion, because it reduces the burden of dependence on
the productive population and can spend more time and
energy on productive activities, thus increasing investment
and promoting the expansion of economic reproduction [7].
'e research results of Mao et al. show that there is no direct
relationship between female labor participation and fertility
rate, and it is found that female labor participation has a
positive impact on fertility rate [8]. 'e existing literature
pays more attention to the relationship between female labor
force participation and fertility rate in developed countries,
but less attention to developing countries, especially China.
China’s fertility rate has been lower than the population
replacement rate for many years, so there is concern about
this phenomenon. Labor force participation rate and
number of births: we do not pay attention to the compre-
hensive influence of women’s labor participation on
childbearing age and number of births.

Child support, fertility willingness, support, and other
factors all play a role in the decision-making process for
family fertility in rural areas. 'is paper adds to the ex-
planation for the discrepancy between them, which is pri-
marily due to women’s reproductive choices in the labor
market. 'e goal of this paper is to use the model in con-
junction with data on female employment and fertility in
China to better understand the impact of rural families’
desire for children on the development of China’s original
equipment manufacturing industry, as well as to theoreti-
cally support the practical importance of family economic
theory. Exploring how to eliminate the negative impact of
women’s employment on fertility through policy measures is
useful for providing a theoretical foundation and decision-
making reference for the government’s employment policy
direction and focus in the context of the current human
dividend’s disappearance.

Possible innovations of this paper are as follows:

(1) A possible innovation of this paper is to link the
influence of rural families’ fertility willingness on the
development of China’s labor OEM industry with
the demographic dividend, which is the growth
source of the demographic dividend itself.

(2) According to the research object, this paper adopts a
variety of research methods, using probit and logit
analysis methods as explanatory variables of chil-
dren’s binary variables, and the number of children is
an ordinal variable analyzed by OLS. For different
research objects, adopt more scientific analysis
methods.

2. Related Work

2.1. Study on the Relationship between Fertility Willingness
and Fertility Behavior. Fertility desire is people’s desire and
pursuit for fertility, and it is also the individual’s desire and
requirement for fertility, which is reflected in the expectation
of the quantity, time, gender, and quality of fertility. Because
there is a strong correlation between fertility behavior and
fertility willingness, the three-dimensional thinking of fer-
tility behavior is applied, in which fertility willingness,
number of children, and gender of willing children are the
main components.

In a high fertility environment, unexpected births often
occur, and the actual number of children born is larger than
the expected number. 'ey think that the level of fertility
willingness is much higher than the actual fertility rate.
Yakita believes that the deviation degree of fertility will and
behavior is influenced by the life cycle of women [9]. Tian
et al. found that the implementation of the “two-child
policy” gradually converged the willingness and fertility, and
the proportion of “willingness is the same as action” and
“willingness is less than action” gradually increased [10].
Erten and Metzger believe that men at the middle level of
gender role equality are in the transitional stage from the
traditional concept of gender role to the modern concept of
gender role, facing a higher level of family and workplace
conflicts [11]. 'is also means that both the concept of
gender role equality and the traditional concept of gender
role are helpful in increasing the fertility rate. Codazzi and
others found that increasing women’s labor force partici-
pation and educational opportunities would reduce
women’s willingness to have children, and at the same time
strengthen women’s position in rural families and give them
more choices [12]. Shen et al. believe that unwanted fertility
rate, gender preference, children’s substitution effect and
female age have significant influence on fertility rate [13]. Fin
and others believe that the fertility rate will affect the em-
ployment of rural women, and the number of children will
affect the working hours and income of rural women [14].
Rong and others believe that a family-friendly policy that
only considers women’s fair social status from the family
perspective will have a negative impact on women’s social
status and further reduce the fertility rate [15].

2.2. Research on Labor OEM Industry. OEM industry, as its
name implies, is an agent processing industry, also known as
outsourcing industry, which is composed of many compa-
nies engaged in OEM industry. Its main business is to share
the processing and assembly defects in other enterprises’
industrial chains, and the main types are processing with
incoming materials, processing with imported materials and
processing with incoming samples. Labor cost is the main
component of production cost. If the level of labor cost or
labor wage rises, the production cost of enterprises will also
rise. Industrial transfer is a process in which the market
continuously allocates resources. Maximizing the allocation
of resources through industrial transfer can promote the
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industrial structure of a country or region, improve effi-
ciency, and ultimately promote economic development.

Harrison and others studied many companies and
multinational corporations on the basis of empirical analysis
and thought that, in the highly industrialized open economy,
labor-intensive industries were easier to transfer than before
[16]. 'rough historical and theoretical analysis, it can be
seen that the industrial overlap formed by international
industrial trade and international industrial investment is
the basic condition of international industrial transfer, and
international industrial transfer requires that the technical
composition of goods produced be similar and different. In
terms of the composition of values, Han et al. established a
two-step game analysis framework and concluded that if the
game was repeated twice, the refinedNash equilibrium result
of the subgame of urban cooperation between the former
industries could be obtained [17]. Yan and others suggested
that local government transfer should not only consider
regional economic interests, but also update ideas and build
industrial parks on the basis of cooperation to achieve win-
win results [18]. Huang pointed out that enterprises may
“escape” from the investment competition among local
governments and emphatically analyzed the dynamic game
process between local governments and enterprises and
between local governments in the investment competition
[19].

3. Methodology

3.1. Model Design. Analyzing the factors affecting fertility
will help systematically understand the three child policy
support needs of people of childbearing age. 'rough the
analysis of the “three-child” policy and the wishes of children
of childbearing age groups, it can be seen that the “three-
child” policy is an important measure to solve the problems
of China’s population structure and population aging. 'e
three-child policy is facing the dilemma of low fertility
willingness, which is not conducive to the healthy devel-
opment of China’s society and economy [20].

I can divide the influencing factors into the following:

(1) 'e main economic factors are high economic
pressure and high cost of raising three children.

(2) Social factors, including raising children to prevent
old age, giving birth to elders, happy and complete
family, unattended children, affecting the develop-
ment of work and career, etc.

(3) Cultural factors, such as the hope of both children
and children to satisfy parent-child feelings.

Due to the needs of China’s actual national conditions,
the family planning policy is China’s basic national policy,
and the influence of policy factors on fertility willingness of
fertility families is also worth investigating. 'erefore, this
study divides the influencing factors of childbearing families
into four dimensions: policy factors, economic factors, social
factorsm and cultural factors. 'e theoretical framework of
this paper is shown in Figure 1.

In order to observe the influence of rural families’ fer-
tility desire on the development of China’s labor OEM in-
dustry, it is assumed that women decide both the
employment situation and the childbearing time and that
she has not changed her employment situation after giving
birth to her first child, and she decides whether to work at
the same time as giving birth to her child. Assume that the
number of children and women employed in a given period
is the result of this decision-making process.

'e independent variable is the number of children in
rural families, represented by Yth, t is the time variable, and h

is the family variable. 'e expectation of Yth based on the
exogenous feature zth is represented by E[Yth|Zth, θ] and θ.
According to the above model and iterative expectation law,
the conditional expectation of Yth can be obtained as follows:

E Yth|Zth, θ  � EI Yth > 0( ),Wth
E Yth|I Yth > 0( ), Wth, Zth; θ Zth; θ ,

(1)

Wth represents the situation of women’s employment
(Wth � 1 means women’s employment, 0 means other).
I(Yth > 0) is the index function of children’s existence.

Basically, the fact that the unobservable factors that
determine women’s employment status have nothing to do
with whether they have children or not is not included in this
model. Different from the case of univariate (probability and
logarithm), the comparison between bivariate linear and
multinomial logarithmic models is complicated, and there is
no direct connection between the parameter estimates ob-
tained from the two models. When children enter rural
families, their conditional expectations are

E Yth|Wth � 1,I Yth > 0( ) � 1; Zth, β1  � 1 − exp Zthβ1( .

(2)

For the existence of the second child, this setting always
has an expected value greater than 1, which is limited by the
existence of the child.

First, we examine the variables related to the number of
children in rural families. 'e variable described in this
paper is the fertility rate, which is a binary dummy variable
with a value of 1 when a child is born. 'e model of logit,
probit regression, is

Yth � α0 + α1jobstatush + α2fjobstatush + α3fincomeh

+ α4wageh + α5familyh + μh.
(3)

'e variables in the model are explained in Table 1:
'ere is a causal relationship between rural family fer-

tility willingness and the development of Chinese labor OEM
industry. 'e choice of female reproductive behavior mainly
includes the choice of reproductive age and the choice of the
number of children, which is also a process of mutual de-
cision and influence. Based on this, this paper constructs the
following simultaneous equations to evaluate the influence
of women’s labor participation behavior on the childbearing
age and the number of children.
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Numberit � α0 + α1Laborit + α2Ageit + α3Xit + α4Uit + α5Pit + μit,

Ageit � β0 + β1Laborit + β2Numberit + β3Yit + β4Uit + μit.
(4)

Among them:

Numberit,Ageit—Representing the number and age of
women’s childbearing respectively is the main index of
reproductive behavior choice.
Laborit—Variables reflecting women’s labor partici-
pation, in this study, we will mainly consider whether
women participate in labor and the nature of labor as
variable indicators.
Xit—Personal characteristics affecting the number of
births.
Yit—Personal characteristics that affect the reproduc-
tive age.
Uit—Other controlled variables, mainly including the
characteristics of family and community.
Pit—Virtual variable of family planning policy.

It can provide nonagricultural employment opportuni-
ties for surrounding women as a leader in economic de-
velopment, and because of its proximity, it can also promote
rural women’s participation in nonagricultural work, which
is beneficial to local rural women’s participation in non-
agricultural work. It is a problem that women should not
consider when making reproductive decisions, just as it is a
problem that women should not consider when making
transportation facilities such as bus stops, development
zones, and special economic zones. It only has to do with
labor participation in decision-making and has nothing to
do with reproductive choices.

We constructed a dynamic two-person and three-level
game with complete information [21]. 'e competing
government A and the company are located in the middle,
and the company has three optional operations: requirement
and default, A. 'e government adopts two selective mea-
sures to increase the preferential margin and maintain the
status quo.

If the enterprise fails to ask government A to provide
more preferential treatment, otherwise, it will move to
Zhengzhou. Government A learns that government B has

also implemented preferential policies for attracting in-
vestment. At this time, the economic aggregate of the en-
terprise is (R + E3), the economic aggregate of government
A changes to (G1 − E3), and the economic aggregate of
government A does not change to G2, with zero change.

In the third stage, the enterprise’s strategies are mi-
gration, default, and requirements. At the time of migration,
the economic aggregate of enterprises is (R + E2 − C), the
economic aggregate of government A is (G1 − R), and that
of government B is (G2 + R − E2).

If the enterprise chooses the default at this time, the
economic aggregate of the enterprise is (R + E1), the eco-
nomic aggregate of government A is (G1 − E1) at this time,
and the economic aggregate of government B remains
unchanged. 'is cycle continues until a certain local gov-
ernment withdraws from the game process. 'e whole game
process is shown in Figure 2:

A0 is defined as the game in which government A starts
bidding. Because the whole game process is repeated in-
definitely, A0 does not affect the game analysis process at any
stage. In this game, enterprises can freely choose whether to
suspend negotiations with government A and turn to other
regional governments.

Let π0 be the upper bound of the payment that enter-
prises can get in this game equilibrium. We use A to rep-
resent the game that the enterprise has stopped the
negotiation and turned to government B to renegotiate, and
also let π represent the upper bound of the payment that the
enterprise can get in equilibrium. We can clearly show the
process of the stage game we intercepted with Figure 3
below.

In this model, we also need the following two
constraints:

After bidding, the enterprise must wait for the coun-
teroffer of government A, which is in the position of “in-
sider,” before deciding whether to suspend negotiations with
it and start negotiations again with new “insider.” 'e ne-
gotiation between an enterprise and a certain government
must last at least T time periods.

(1) Change of fertility 
concept
(2) Change of fertility 
purpose

(1) Society: female 
employment
(2) Family: elderly, spouse
(3) Persons: age, fertility

(1) Fertility policy
(2) Safeguard policies

(1) �e cost of raising 
children is high
(2) Heavy family economic 
burden

Fertility 
desire

Economic

Policy
So

cio
logy

Culture

Figure 1: An analysis framework of influencing factors of childbearing family’s fertility willingness.

4 Computational Intelligence and Neuroscience



In game A0, enterprises choose their own payment
maximization, so there are

π0 � max σ1 1 − σ2 + σ2π
0
, π  . (5)

Because π is the supremum of the solution in game A

equilibrium, so

π �
1 − σ2(  1 − σ1σ2( 

T+1/2
 

1 − σ1σ2
+ σT−1/2

1 σT+1/2
2 π0

. (6)

According to (5), if π0 � σ1(1 − σ2 + σ2π0), there is

π0 �
σ1 1 − σ2( 

1 − σ1σ2
. (7)

Substituting (7) into (6) results in

π �
1 − σ2
1 − σ1σ2

. (8)

If π0 � π is substituted into formula (6), the maximum
payment of the enterprise is

π �
1 − σ2(  1 − σ1σ2( 

T+1/2
 

1 − σ1σ2  1 − σ2 σ1σ2( 
T−1/2

 
. (9)

At this time, the payment of government A is 1 − π.
'rough the analysis in the last part, we compare the

labor cost, land cost, and tax preference of the two places to
illustrate the main differences of the expected profits of
enterprises in the two places.

Random forest (RF) algorithm is an ensemble learning
algorithm based on decision tree. Decision tree is a single
learning method, called “Basic Learner,” which combines
multiple decision trees into a “Forest.” By forming a strong
learner in the integrated learning method, the predictive
ability of the algorithm can be effectively improved. Create
RF model:

yn � f
∗
(·) � 

B

b�1
f

b n, x, xi, ti, T, λ( 

B
. (10)

Among them, xi, ti are the characteristic variable and the
corresponding splitting critical value of each decision tree
when splitting at the i-layer in RF algorithm according to the
principle of “minimizing the sum of squares of residuals.”

λ—'e punishment intensity of complexity T obtained
by cross-validation method;
n—Core characteristic variables;

x—Other characteristic variables;
B—Number of decision trees contained in RF.

After obtaining the results of parameters such as
xi, ti, T, λ through algorithm training and verification, the
relative opportunity cost of childbearing can be combined
with the level of living burden to measure the degree that the
opportunity cost of childbearing can be borne.

3.2. Data Source and Variable Description. 'e data used in
this paper is the panel data of CFPS 2015–2021. In this study,
the variables used in the equivalence scale method include
income satisfaction, total family income, family size, and
number of children. 'is paper chooses income satisfaction
as the explanatory variable. We need to filter data and delete
missing items and outliers of families with children under 20
years old. Because the answer of income satisfaction is set to
1 to 5, 1 means “unsatisfied,” and 5 means “very satisfied,”
and the variable is discrete.

Compared with cross-sectional data, panel data has
certain advantages: first, it can use the difference between
groups to multiply the time trend, so as to eliminate the
possible deviation caused by small samples; secondly, the
endogenous problem can be overcome by using lag data.
Table 2 reports the descriptive statistics of the main
variables.

Among the basic elements of social support, this paper
takes into account the respondents’ maternity insurance
status, peer reproductive pressure, and local infant com-
munity service facilities. Table 3 shows descriptive statistics
of independent variables of basic state characteristics of
social support.

From Table 1, we can see that most people still choose to
enjoy maternity insurance, which may be because many
people in this survey are in economically developed areas,
and maternity protection in these provinces and cities is in
place. According to Table 2, it is found that many respon-
dents have fertility pressure. When processing the data, the
author assigns the answers of “absolute influence,” “greater
influence,” and “general” as 1. Infant service facilities have a
great influence on fertility willingness, otherwise, 2. Infant
service facilities have little influence on fertility willingness.

4. Experiment and Results

Increasing the female labor force participation rate can
revitalize the current economy, but it will significantly re-
duce the female fertility rate, further affect the national

Table 1: 'e variables in the model.

Variable Explaining variables
Yth 'e number of children in rural families, h is the family variable
jobstatus Female labor participation
fjobstatush Employment of fathers in rural families
fincomeh Per capita household income of the sample
wageh Binary explanatory variable
familyh Other influencing factors in rural families that affect fertility rate
μh 'e number of children in rural families is an orderly variable.
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fertility rate, and affect the future labor supply and economic
development. 'erefore, it is the goal of all countries to
maintain a high female labor force participation rate without
affecting the fertility rate. Asian countries, especially some
East Asian countries and Southeast Asian countries, should
constantly improve policies to encourage women to bear
children, such as parental leave and flexible working system.

'e regression results in Figure 4 show that women’s
career development has a significant negative impact on
the fertility willingness of the two children, and the rise of
women’s family status plays a part of the intermediary
role.

'e regression coefficient between women’s career
development and their willingness to have two children is
significant and negative (c1 � −0.181, P � −0.003< 0.01),
indicating that the better the career development, the
lower the probability that women intend to have two
children. 'e regression coefficient between women’s
family status and the willingness to have two children is
significant and negative (c1 � −0.998, P � 0.031< 0.01),
indicating that the higher the family status, the lower the
probability that women intend to have two children. 'is
means that the impact of a woman’s professional ad-
vancement on her desire to have two children is at least

Enterprise

Government

Enterprise

Default Requirement

Give Not give

Default Requirement

Transfer

Transfer

(R+E1), (G1 – E1), G2

(R+E3), (G1 – E3), G2

(R+E1), (G1 – E1), G2

(R+E2-C), (G1 – R), (G2+R–E2)

(G2 + R - E2), (G1 –R), (R + E2 -C)

…
Figure 2: 'e second stage game process.
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Figure 3: 'e process of intercepting stage game.

6 Computational Intelligence and Neuroscience



partially realized through the parameters of her family
status. 'e improvement of women’s family status is one
of the negative effects of their career advancement on their
willingness to have a second child. We made a comparison
by age in Figure 5 to explain in detail the fertility wishes,
current fertility behaviors, and future fertility plans of
these women.

'e following points can be observed from Figure 5:

(1) 'ere are differences in women’s fertility wishes of
all ages, but the differences are not too great, fluc-
tuating around 1.5.

(2) Compared with women in other age groups, the
20–24 age group has the lowest willing fertility
rate.

(3) 'e gap between the maximum and minimum target
fertility rate of women gradually narrows with the
increase of age, which indicates that the younger the
women, the greater the variability of family planning.

(4) With the increase of age and the distance between
women’s fertility ideal and future fertility plan, the
possibility of realizing fertility ideal also increases.
Women of different ages were born in different ages,
and their fertility wishes, current fertility behaviors,
and future fertility plans all reflect the differences
among women of different ages.

From the calculation results of social support status
factor model, it can be seen that the social support factors
selected in this study have no significant influence on the

Table 2: Descriptive statistics of main variables.

Variable Mean value Standard deviation Observation and measurement
Total fertility rate T 3.15 1.32 1136
Female labor participation rate F 44.1 20.01 1427
Proportion of urban population to total population C 50.31 25.68 1427
Neonatal mortality rate B 33.21 27.14 1427
Female primary school enrollment rate S1 95.32 20.63 1021
Female secondary school enrollment rate S2 72.4 26.74 886
Enrolment rate of female colleges and universities S3 22.17 17.16 653

Table 3: Support independent variable description statistics of basic social situation characteristics.

Independent variable Variable assignment Minimal Maximum Mean value Standard deviation

Is there maternity insurance Q 1� yes 1 2 1.33 0.4122�No

Peer fertility pressure W 1� yes 1 2 1.06 0.3642�No

Influence of infant service facility on fertility willingness E 1� greater impact 1 2 1.27 0.4282�minor impact

T F C B S1 S2 S3
Variable
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Figure 4: 'e influence of women’s career development and family status on the fertility willingness of two children.

Computational Intelligence and Neuroscience 7



fertility desire of childbearing age families. 'e coefficient of
maternity insurance coefficient is negative, and respondents
without maternity insurance are more likely to have chil-
dren, which may be because people without maternity in-
surance are often distributed in rural areas.

Age can have relatively traditional thinking. In addition,
the above results can be obtained because the coverage rate
and wages of maternity insurance are generally low, which
can not be used as the guarantee of fertility (Figure 6).

Peer pressure factors have no significant influence on the
willingness of families to bear children, and the absolute
value of the coefficient is very small, which is 0.009, which

may be the reason for sample selection. In addition, as
shown above, it is found that the factors of infant service
facilities in local communities have no significant influence
on the family’s fertility desire, which may be due to the
imperfect infant service facilities in China. Many families of
childbearing age with better economic conditions look for
private kindergartens and other childcare facilities at their
own expense, while families with poorer economic condi-
tions often choose families. 'erefore, for families of
childbearing age, the factors of infant service facilities in
local communities are very important, and the fertility will
has no significant influence.
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Figure 5: Women’s will, current and target age-specific fertility rate in line with the two-child policy.
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'e difference of reproductive opportunity cost of
women in different education levels and employment units
also confirms the role of maternity insurance. As shown in
Figure 7, on average, women with lower education level have
higher absolute and relative opportunity cost of childbirth.

Women with master’s and doctor’s degrees have the
lowest absolute and relative opportunity cost of childbirth,
and this group of women is more likely to engage in high-
paying jobs with high working threshold and high maternity
insurance coverage. Because of the high opportunity cost of
fertility rate, social security is not perfect.

Figure 8 shows the reproduction opportunity cost of
employers according to the nature of legal entities.
Figures 8(a) and 8(b) show that the relative opportunity cost
of female fertility rate in public units is more obviously
concentrated in the range of 0–10%, while that in private

units is concentrated in the range of 10%–20%. 'e relative
opportunity cost of female fertility rate of local governments
and social organizations is concentrated in the range of
0∼10%, which is distributed symmetrically around 0.
However, the relative opportunity cost of female fertility rate
of self-employed households is concentrated in the range of
50%∼80%. Compared with other types of units, self-
employed households cannot protect their own rights and
interests because they do not buy maternity insurance.

According to the regression results, female labor par-
ticipation has a significant negative impact on the fertility
level of one and two children. In the regression process, the
regression results obtained by probit and logit are consistent.
In order to ensure the reliability of regression results, this
paper uses OLS to test the robustness of probit regression
results. 'e obtained test results are shown in Table 4, and
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Figure 7: Differences in reproductive opportunity cost of women with different educational levels.
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Figure 8: Comparison of reproductive opportunity cost of women in different employment units.
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the obtained results are remarkably consistent, and the
regression results are stable.

Combined with the research direction of this paper and
the availability of selected data, this paper chooses the
number of elderly people in rural families as the tool variable
of female labor supply model. 'e results are shown in
Table 5.

'e endogenous relationship between women’s labor
participation rate and fertility rate is solved using the in-
strumental variable method, and the rural elderly population
is used as an instrumental variable in regression estimation.
Female labor participation has a significant negative impact
on one or two child fertility rates. 'e negative impact of
women’s labor on the two children is particularly significant
in the empirical findings. An important reference is how to
improve the three-child fertility rate in the context of
China’s three-child policy liberalization.

5. Conclusions

'e research of this paper mainly focuses on the mea-
surement of the correlation degree between rural families’
fertility willingness and the development of China’s labor
OEM industry and investigates the main influencing factors
of different children in rural families. 'e main findings are
as follows:

(1) 'e regression analysis results considering the in-
fluence of female labor participation on fertility rate
show that female labor participation has a significant
negative effect on the number of children in rural
families, and female labor participation will lead to

the decrease of the number of children in rural
families.

(2) 'e regression coefficient between women’s career
development and their willingness to have two
children is significant and negative
(c1 � −0.181, P � −0.003< 0.01), indicating that the
better the career development, the lower the prob-
ability that women intend to have two children. 'e
regression coefficient between women’s family status
and the willingness to have two children is significant
and negative (c1 � −0.998, P � 0.031< 0.01), indi-
cating that the higher the family status, the lower the
probability that women intend to have two children.

(3) 'e relative opportunity cost of unit female fertility
rate is more obviously concentrated in the range of
0–10%, while that of private ownership is concen-
trated in the range of 10%–20%. 'e relative op-
portunity cost of female fertility rate in local
governments and social organizations is concen-
trated in the range of 0∼10%, and distributed sym-
metrically around 0, but the relative opportunity cost
of self-employed fertility rate is in the range of 50%–
80%.
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Table 4: Influence of labor supply on fertility level.

Variable A family with one child Families with a second child
T −0.06∗∗∗ −0.097∗∗∗
F 0.121 0.041∗∗∗
C −0.002∗∗∗ −0.066
B −0.006 −0.001∗
S1 0.017 −0.017
S2 −0.009 0.068
S3 −0.047 −0.087∗∗∗
Q −0.367∗∗∗ −0.201
W 0.001∗ −0.002∗∗∗
E −0.038 −0.047
Note: ∗, ∗∗ and ∗∗∗ are significant at the level of 10%, 5% and 1% respectively.

Table 5: Influence of labor supply on fertility level.

Variable A family with one child Families with a second child
Number of elderly people in rural families 2.318∗∗∗ 2.217∗∗∗
Labor supply −0.036 −0.863∗∗∗
Average personal household income −0.128 −0.221
Is there any wage income −0.001 −0.003∗
Total cash and deposits −0.068∗∗ −0.012∗∗∗
Account status −0.042 −0.076
Age −0.033∗∗∗ −0.038∗∗
Gender 0.168 −0.156
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Diseases and pests are essential threat factors that a�ect agricultural production, food security supply, and ecological plant
diversity. However, the accurate recognition of various diseases and pests is still challenging for existing advanced information and
intelligence technologies. Disease and pest recognition is typically a �ne-grained visual classi�cation problem, which is easy to
confuse the traditional coarse-grained methods due to the external similarity between di�erent categories and the signi�cant
di�erences among each subsample of the same category. Toward this end, this paper proposes an e�ective graph-related high-order
network with feature aggregation enhancement (GHA-Net) to handle the �ne-grained image recognition of plant pests and
diseases. In our approach, an improved CSP-stage backbone network is �rst formed to o�er massive channel-shu�ed features in
multiple granularities. Secondly, relying on the multilevel attention mechanism, the feature aggregation enhancement module is
designed to exploit distinguishable �ne-grained features representing di�erent discriminating parts. Meanwhile, the graphic
convolutionmodule is constructed to analyse the graph-correlated representation of part-speci�c interrelationships by regularizing
semantic features into the high-order tensor space. With the collaborative learning of three modules, our approach can grasp the
robust contextual details of diseases and pests for better �ne-grained identi�cation. Extensive experiments on several public �ne-
grained disease and pest datasets demonstrate that the proposed GHA-Net achieves better performances in accuracy and e�ciency
surpassing several other existing models and is more suitable for �ne-grained identi�cation applications in complex scenes.

1. Introduction

Agriculture is an industry that integrates technology,
economy, politics, and national security, supporting the
entire history of human evolution, and is increasingly
multifunctional with social development and progress.
Agriculture is an essential source of basic living materials for
human society, which provides the primary products and
material basic conditions for developing the global economy
and feeding humanity [1, 2]. Plant pests and diseases a�ect
the overall functioning of the plant, and it can lead to slowed

growth, reduced fruit yield, leaf drop, and many other
diseases. �e sources of plant diseases are multifaceted.
Sometimes, the diseases are spread from one crop to another
caused by some fungus or other bacteria. Moreover, some
viruses hidden in the seeds are transferred from one place to
another place, resulting in outbreaks of diseases [3]. Due to
the complex generation and transmission mechanism, pests
and diseases have become one of the most challenging
questions faced by global agricultural production. According
to statistics, the annual loss of plant yields due to diseases
and pests accounts for more than 50% [4]. �erefore, the
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accurate identification of disease and pest species is of great
significance to controlling plant diseases and pests as well as
improving crop yield.

Identifying diseases and pest maintenance in traditional
agricultural production relies on some agronomy experts
with professional knowledge and experience through their
naked eyes [5, 6]. ,is approach is usually a time-con-
suming, uneconomical, and repeated job when invasive
species appear or the production farmlands are changed,
which affects the subsequent production operations. In
recent years, modern agriculture is striving to make full use
of innovative systems and methods to achieve intelligent
production and management, including Internet of ,ings
(IoT), automated robots, big data cloud computing, and
artificial intelligence modelling [7–11]. With the develop-
ment of information and intelligent technologies, the au-
tomatic and accurate identification methods handling
various diseases and pests have become one of the important
issues in the modern agricultural production process, which
attracts many agricultural experts and enterprises to carry
out related research [2, 12–14]. An efficient and reasonable
solution is using some machine learning-based methods to
identify the species of plant pests and diseases [15–17]. On
basis of enough image data collected by visible sensors or
devices, those methods firstly apply some classical statical
learning or machine learning methods to identify the va-
rieties of plant pest and diseases. ,ose classical methods
mainly rely heavily on complex statical analysis and designed
feature engineering to gain a modest performance, which
occupy massive computing power and human resources to
cover time-consuming model training process, leading to a
lack of recognition ability in complex practical applications.

With the development of information technology and
intelligent approaches, deep learning neural networks have
made significant improvement in solving many intelligent
applications, including image classification, object detection,
and video tracking, which provide a promising candidate for
a generalizable approach for complex environment prac-
tices. At present, several deep learning models, including
convolutional neural network (CNN), recurrent neural
network (RNN), and generative adversarial networks
(GAN), have been introduced into the visual recognition of
plant’s disease and pest species [18–20]. With multilayer
structure and massive majorization modules, deep learning
methods could automatically learn the multidimensional
feature expressions from a large amount of raw data and
mine more potential rules at an abstract perspective, which
obtained better accuracy and stronger robustness over
traditional technologies in identifying different plant pest
and disease types.

Although many studies provide credible references to
demonstrate the superiority of deep learning approaches,
accurately classifying plant diseases and pests is still chal-
lenging in a natural scene. ,e main problem is that the
practical identification process of different diseases and pests
is a typical fine-grained visual classification (FGVC) prob-
lem [21]. As a research hotspot of artificial intelligence in
recent years, FGVC is mainly to identify image samples
belonging to multiple sublevel classes via retrieving objects

under ameta-level category, which is more complicated than
simple coarse-grained identification of existing deep
learning methods [22–25]. ,ere are many fine-grained
difficulties that need to be addressed in identifying plant
diseases and pests. On the one hand, the same meta-level
category contains vast sublevel samples with viewpoints,
illumination, positions, growth periods, and environmental
factors, which are easy to confuse the model, resulting in
incorrect identification. On the other hand, there is a certain
similarity among different meta-level categories. Different
genera or subspecies of the same biological subject often
have a highly similar overall appearance except for several
critical local parts. ,us, deep learning models based on
coarse-grained representation learning are generally lacking
the effective and accurate ability to handle the identification
puzzle for plant disease and pest.

To overcome the above problems, this study proposes a
novel graph-related high-order architecture with feature
aggregation enhancement to establish a fine-grained deep
learning neural network (GHA-Net), aiming to promote
the rapid identification of plant pests and diseases in
complex natural applications. ,ere are two main inno-
vations in this proposed method. Firstly, a feature aggre-
gation module is designed to improve the fine-grained
feature perception capability of the cross stage partial
network stage (CSP-stage) backbone network, which filters
out multiscale discriminating features and pays more at-
tention to local parts. Secondly, the graphic convolution
module is constructed to analyse the graph-correlated
representation of part-specific interrelationships by regu-
larizing semantic features into the high-order tensor space.
With collaborative learning and global optimization, our
approach can achieve better fine-grained identification
performance for massive plant diseases and pests in terms
of accuracy and robustness, which is more suitable for
practical recognition applications.

,e rest of the paper is organized as follows: Section 2
introduces the related research of computer vision and
machine learning techniques for plant pest and disease
identification. ,en, the details of the proposed algorithm
and experimental datasets are explained in Section 3. Section
4 presents contrastive experimental results and performance
evaluation. Finally, Section 5 concludes the whole work with
future research prospects.

2. Related Work

Plants infected with diseases and pests usually exhibit visible
marks or lesions on the leaves, stems, and fruits, which
generally present unique visible patterns for intelligent di-
agnosis. Nowadays, lots of researchers apply machine
learning and information processing techniques to identify
different pest and disease species on controllable environ-
mental conditions or public competition datasets. In this
section, we review and summarize some relevant studies on
machine learning technologies and coarse-grained deep
learning methods for plant disease and pest classification, as
well as some fine-grained recognition approaches, which is
also a key issue of our work.
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2.1. Machine Learning Technology for Plant Disease and Pest
Identification. In order to guarantee the amount of training
data for training complicated deep learning models, many
studies have collected various public datasets of plant disease
and pest categories. In the first stage of intelligent algorithm
modelling, a sufficient amount of image data is necessary for
feature extraction, including texture, shape, color, and
motion-related attributes. Islam et al. [22] used a dataset of
300 potato leaves from the PlantVillage dataset [26] to
design a classifier capable of identifying healthy leaves and
leaves affected by late blight and early blight. ,en, a
multiclass support vector machine was used to classify leaf
images based on ten colors and texture features. Qin et al.
[27] proposed a solution to identify four leaf diseases af-
fecting alfalfa grass by cropping the image to generate a
subimage with one or more lesions. At the same time, the
principal component analysis (PCA) method was used to
reduce the dimension of 45 feature vectors, which offers the
Näıve Bayes classifier to achieve good classification results.
Similarly, Wu et al. [23] collected over 75,200 images
covering 102 types of crop pests and framed more than
19,000 photos to handle visual classification and detection.
Recently, some public competitions also provided public
pest and disease datasets, such as AI Challenger 2018, which
provided nearly 50,000 photos of plant leaves classified into
61 categories. Cassava Leaf Disease Classification competi-
tion provided a dataset of 21,367 labeled images of cassava,
divided into four disease classes and health states [28]. ,ese
datasets often contain disease and pest infestations, pro-
viding a good foundation for intelligent algorithmmodelling
and optimization.

Meanwhile, several statistical learning and machine
learning approaches have been widely introduced to the
image identification of plant diseases and pests, including
support vector machine (SVM), K-nearest neighbour
(KNN), decision tree (DT), and artificial neural network
(ANN). For example, Kumar et al. [29] designed an expo-
nential spider-monkey algorithm to optimize an SVM-based
classifier, which selects the high-dimensional essential fea-
tures from the images of pests and diseases by eliminating
unimportant features. Zhang et al. [30] proposed a hybrid
clustering-based method for plant disease and pest identi-
fication. ,rough KNN clustering, the entire image is di-
vided into several compact and approximately uniform
superpixels, providing valuable clustering clues for guiding
image segmentation, which effectively detects plant diseases
and pests. Similarly, Khule et al [31] attempted to apply
different machine learning methods for the classification of
tomato diseases. Using image processing techniques com-
bined with SVM, DT, and ANN algorithms, the proposed
work achieves good identification performance with an
accuracy of 93.75% for all leaf diseases. However, these
traditional methods based on simple shallow structures need
to rely heavily on manual feature design engineering to
obtain satisfactory identification performance. Moreover,
these methods lack good performance in the face of large-
scale data and complex environment applications. ,ere-
fore, more and more researchers have begun to turn their
attention to new technologies such as popular deep learning.

2.2. Coarse-Grained Deep Learning Recognition Approaches.
Deep learning neural networks with multilayer structure and
comprehensive optimization strategies have achieved better
performance surpassing human recognition or traditional
machine learning methods on different visual research as-
pects. At present, several deep learning-based convolutional
neural networks (CNNs), such as AlexNet [26], VGG [32],
ResNet [33], and GoogLeNet [34], have been applied in the
image recognition of pest and disease species with consid-
erable performance. For example, Mohanty et al. [35]
employed the AlexNet and GoogLeNet models to identify
various pest categories on the PlantVillage dataset, which
obtained a better accuracy rate than other machine learning
methods with shallow structures. Chen et al. [36] added a
new batch normalization to the VGG network and replaced
the fully connected layer with a global pooling layer, im-
proving identification accuracy. Similarly, Yan et al. [37]
replaced all fully connected layers of ResNet with global
average pooling layers to identify apple leaf disease and pest
categories. ,e experimental results show that the optimi-
zation algorithm improves the whole recognition rate of
diseases and pests and dramatically shortens the training and
recognition time of the model.

In order to improve the generalization of deep learning
algorithms in practical applications, many researchers
attempted to combine various machine learning strategies to
optimize original CNN models with fixed network archi-
tecture. For example, Hu et al. [38] firstly introduced the
SVM to design an improved conditional deep convolutional
generative adversarial network (C-DCGAN) for local area
segmentation. Taking lesion images as input, the proposed
method could generate new training samples automatically
to train the VGG16 model for identifying tea pests and
diseases, which achieves better accuracy while relying on
only a little image data. From similar thinking, Argüeso et al.
[39] studied the identification problem of leaf diseases and
pests to handle a small amount of data. Based on the Siamese
network with a few-shot learning approach, the proposed
method reduced dependence on data quantity while
achieving relatively good recognition results.

Moreover, some studies have attempted to apply some
knowledge distillation and structural lightweight methods to
reduce recognition model parameters, in order to accom-
modate the real-time application requirements in natural
practices. Take Liu et al. [40] for instance; MobileNet and
Inception-V3 models with light-weighted structures are
migrated simultaneously to construct the deep learning
model for plant pest identification. Experimental results
show that the optimal method can be transplanted to the
Android system on mobile phones, effectively balancing the
model’s parameters and accuracy. Similarly, Zhang et al. [41]
proposed a global pool dilated convolutional neural network
(GPDCNN) for plant pest identification. ,e deep learning
network replaces the global convolution of AlexNet with
dilated convolution, aiming to reduce the computational
complexity and parameter quantity, which are demonstrated
to obtain enough recognition performance on cucumber leaf
disease and insect images. Although existing coarse-grained
methods have achieved some applications in the meta-level
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identification of plant pests and diseases, they lack the ad-
equate perception for fine-grained features in the absence of
particular designs or modules. It is still challenging to im-
plement plant pest and disease recognition in natural set-
tings meeting practical requirements.

2.3. Fine-Grained Visual Recognition Methods. Unlike
coarse-grained image recognition, fine-grained visual rec-
ognition aims to correctly distinguish different sublevel
samples within a sizeable meta-level class, which is a sig-
nificant difficulty in pattern recognition. ,e critical link of
fine-grained identification is discovering some powerful
features or local regions, which could represent the potential
rules for effectively distinguishing different subclasses with
similar appearance and tolerating sample differences of the
same class. Fine-grained identification methods are mainly
divided into two categories depending on the local labeling
approach. ,e first category is the strongly supervised
learning method, which adds extra labels such as label boxes
to the image, improving fine-grained identification ability.
However, adding extra labels to massive images is a very
labor-intensive and time-consuming process, which is not
suitable for large-scale datasets. ,e second kind is the weak
supervision method [9], which only relies on the attention
method without extra labels to adaptively locate the dis-
criminating part of the target. Such methods have attracted
the attention of many researchers. For example, Cruz et al.
[20] reduced the number of network layers by modifying
convolution blocks as attention modules to contrast the
proposed path aggregation network (PANet). ,is method
obtains fine-grained positioning information on different
receptive fields to enhance the multiscale features, which is
conducive to detecting apple pests and diseases in complex
scenes. Similarly, Hughes and Salathé [42] proposed a
feature compensation model based on residual neural net-
work (MDFC-ResNet), which grabs multidimensional local
information from different granularities into fusing recog-
nition results, achieving a better recognition performance
than contrastive deep learning models.

In the above fine-grained methods, the discrimination
parts of targets are often used independently. Considering
that plant pests and diseases have obvious physiological
spatial situations, learning the relationship between different
discrimination characteristics can further enhance the dis-
crimination ability. ,e relationship representation of dif-
ferent local parts can be regarded as a graph structure. ,us,
graph neural network plays a vital role in applying non-
Euclidean data to analyse the interpretable characteristics,
which has excellent research significance in defining the
intrinsic relevance of deep learning network nodes and
parameters. Recently, deep learning-based graphic networks
have developed several model variants, such as graph
convolution neural network [43], gated graph neural net-
work [44], graph attention network [45], and graph spa-
tiotemporal network. In the aspect of fine-grained image
recognition, Wang et al. [46] proposed the GCL model to
exploit and utilize the semantic correlation between regional
features fully, designed a cross graph to spread from the

network to learn the correlation semantics between different
regions, and then enhanced each region by cross-weighted
aggregation of other regions. Zhao et al. [25] proposed an
effective graph-based relationship discovery method to es-
tablish context understanding of high-order relationships.
,is method regularizes the high-dimensional feature li-
brary using high-order constraints of semantic awareness. It
embeds the high-order tensor library into the low-dimen-
sional space, which can grasp the context details of fine-
grained objects.

In summary, due to the challenging fine-grained
problems, traditional machine learning and coarse-grained
deep learning methods are unsuitable for plant pest and
disease recognition in practical applications. Inspired by
graphic neural networks, this paper proposes a graph-related
high-order approach via feature aggregation enhancement
for fine-grained plant disease and pest identification, aiming
to solve the existing identification problems of low accuracy
and efficiency. For detailed method descriptions, refer to the
following sections.

3. Materials and Methods

,is section will introduce the details of the graph-based high-
order model constructed for fine-grained plant disease and
pest identification. Our proposed GHA-Net consists of three
main parts: (1) improved backbone network based on the
CSP-stage operations is subjected to extract rich coarse-
grained feature maps; (2) feature aggregation enhancement
module is proposed to learn more slight features of different
parts; and (3) graph-related feature extractor is designed to
explore intrinsic relationship among various local features
and furthermine hidden higher-order features of graph nodes
and edges. ,e overall architecture is shown in Figure 1.

3.1. CSP-Based Backbone Network. According to actual
application requirements, we apply some data enhancement
operations, such as rotate, flip, random crop, Gaussian noise
adding, and HSV changing, to enlarge existing image
samples before model training. ,ese preprocessing oper-
ations can ensure that the deep learning models have suf-
ficient data volume to achieve good generalization and noise
resistance to internal and external factor changes. Subse-
quently, all images are subjected to an improved CSP-based
backbone network with the superiority of residual structure.
After so many years of theoretical and application dem-
onstrations, a basic knowledge has been recognized by ev-
eryone, that is, as the level of the deep neural network is
deeper, the model can obtain more scales of receptive fields
and rich features, leading to better identification perfor-
mance. As network structures become more complex and
deeper, there is a rapidly growing demand for more training
data to fit the explosion of model parameters. However, too
many model parameters will not only waste a lot of com-
puting resources but also have little effect on improving
model accuracy; due to this, the single path of information
propagation in the complex network structure is easy to
cause gradient vanishing or explosion.
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,us, the CSPNet50 [47], a new variant network of
ResNet family, is selected as the backbone network in this
paper. ,e backbone network consists of three CSP stages.
Each stage adds several cross-channel branches on the
primary residual block, so that a portion of features can
directly skip all computational processes, which ensures
network performance while reducing the number of pa-
rameters. As shown in Figure 2, the CSP-stage module firstly
divides the input flow into two parallel parts, X1 and X2.,e
X2 branch is convolved as the feature of normal convolution
to pass through the residual operation. ,en, the primary
branch X1 is connected to the spanning branch X2 by a 1× 1
convolution layer. We replace the 1× 1 convolution of the
original model as a channel attention operation to realize the
feature interaction, which further enhances the feature ex-
traction ability of the proposed network. After passing
through several ResNet layer structures, X1 is aggregated to
enhance the learning capability as well as prevent excessive
repetitive gradient information, which effectively reduces
computational and resource costs. Each CSP-stage module
could be combined with any CNN network structure, such
as ResBlock or DenseBlock.

3.2. Feature Aggregation Enhancement Module. To further
improve the backbone network’s performance and to apply
it to fine-grained image classification tasks, we also propose a
novel feature aggregation enhancement module on basis of
the attention mechanism, which makes the network more
focused on the parts with discrimination information in the
image. Usually, attention methods can be divided into two

categories: strong attention methods and weak attention
methods. ,e strong attention method relies on extra an-
notation boxes or other annotations, which requires much
manual work. ,e weak attention method is more inclined
to automatically add submodules to the network to locate the
target position automatically. Our approach focuses on the
weak attention method, which only uses the image-level
label without adding additional annotations. However, the
process of weak attention tends to pay attention to the most
significant part, so other inconspicuous but distinguishable
parts will be ignored. However, when the essential part is
shielded or suppressed, the network will be forced to explore
other potential parts. Inspired by Song and Yang [24], we
designed a novel structure of weak-supervised attention
named as the feature aggregation enhancement module
(FABM), which includes an enhanced feature extraction
module (EFEM) and feature fusion. In the FABM module,
the EFEM module highlights the most prominent part of
feature mapping in the current stage to obtain part-specific
representations, suppress the representations, and force
other potential features to be excavated in the next step. ,e
unique fusion part fuses different elements learned in
multiple stages and then obtains feature maps with nu-
merous prominent features. ,e detailed illustration of
FABM module is shown in Figure 3.

Consider featuremaps X ∈ RC×W×H from a specific layer,
where C, W, and H denote the number of channels, width,
and height, respectively. In the next step, X is evenly split
into k parts along the width and height dimensions, and the
parts along the width and height are the same except for the
division direction. Take the width division as an example:

CSP-based backbone network

ResNet 50

FABM 1-3

CSP 1-3

Fine-grained feature maps

ResNet 50

FABM 1-3

CSP 1-3

FABM stage

+

G
A

P/
G

M
P

FC
 L

ay
er

So
ftm

ax

Graph-related higher-order feature extractor

Graphic rules Graphic rulesGraph feature maps

N
od

e e
m

be
dd

in
g

se
m

an
tic

 le
ar

ni
ng

Ed
ge

 em
be

dd
in

g

Spodoptera exigua

Input disease & pest images

Migratory locust
White planthopper

Sympiezomias velatus Chevrolat
Myzus obliquus

Ailanthus altissima
Red tip borer

Yellow bamboo locust
Jujube scale

Fine-grained Prediction
Selective
features

Figure 1: Schematic diagram of the proposed model structure.
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each striped part is denoted as Xi ∈ RC×(W/k)×H, i ∈ [1, k].
,en, we use a 1× 1 convolution φ to explore the importance
of each part:

A(i) � Relu Φ X(i)   ∈ R
1×(W/k)×C

. (1)

,e non-linear function Relu is applied to remove the
negative activation. Φ is shared in different stripes, which
plays the role of a grader.,en, we take the average of A(i) as
an important factor b0 of X(i), i.e.,

bi
′ � GAP A(i)  ∈ R, (2)

where GMP denotes global maximum pooling. We use
softmax to normalize B′ � (b1′, . . . , bk

′)T:

bi �
exp bj
′ 


k
j�1 exp bj

′ 
. (3)

With the normalized importance factor
B′ � (b1′, . . . , bk

′)T, the most significant part can be imme-
diately determined. ,en, the most significant part of the
enhancement feature enhancement is obtained:

Xb � X + α(B⊗X), (4)

where α is a hyperparameter, which controls the degree of
enhancement, and ⊗ denotes the multiplication calculated
by various elements. ,en, a 1× 1 convolution layer h is
applied to Xb to get a specific partial representation Xp:

Xp � h Xb( . (5)

By multiplying the parts with the most stripes, the
suppression features Xs are obtained:

Xs � S⊗X,

si �
1 − β, if bi � MAX(B),

1, otherwise,


(6)

where S � (s1, s2, . . . , sk) and β is a hyperparameter, which
controls the degree of suppressing.

,e data information carried by multilevel features is
very high-dimensional. If each multilevel feature is calcu-
lated, it will lead to a large amount of calculation. ,erefore,
to reduce the amount of calculation, we fuse the multilevel
feature information by means of feature addition, to obtain a
feature vector with multiple discriminant information:

F � θ 
3

i�1
Xi

⎛⎝ ⎞⎠ ∈ RW1×H1×C1 , (7)

where F denotes the feature obtained after fusion, Xi denotes
the i-th extracted enhancement feature, and θ is 1 × 1
convolution.

After multistage fusion, the features obtained already
aggregate multiple discriminant parts but ignore the rela-
tionship between different semantic channels. In order to
increase the interaction between channels, we use the fol-
lowing methods to establish the relationship matrix between
channels.

M � B
1

WH


WH

i�1
F

Tφ Fi( ⎛⎝ ⎞⎠ ∈ R
C1×C2 , (8)

where B denotes normalization, ϕ denotes convolution, and
C2 represents the number of channels after convolution.

3.3. Graph-Related Higher-Order Feature Extractor. From
the FABMmodule, we can get the feature map with multiple
discrimination parts, which can be extracted and processed
by a downsampling operation. However, the feature map is
still a matrix with high latitude. ,e high latitude matrix
embedded into the low margin using the full connection
layer will lead to training many learnable parameters. At the
same time, by consulting relevant agricultural pest experts,
we know that different pests and diseases have certain
hidden information in space, and various pests and diseases
have their spatial distribution and shape laws. Based on this,
we think that the isolated use of discriminant features cannot
learn this information. Inspired by Zhao et al. [25], we used a
semantic learning module (SRL) which can further mine
higher-order feature maps from raw images. Firstly, the
module filters the massive information according to the
previous network’s feature map to obtain the critical dis-
criminant features representing local parts. ,en, we in-
troduce the graph-related convolution network to learn the
higher-order semantics between different discrimination
parts. ,e nodes in the graph do not exist in isolation in
graph data, so we can build a relationship between different
sampling points through a graph convolution network. We
construct a graphic dataset using sampling nodes as points
and the correlation between points as an adjacency matrix.
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copy
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copy copy

concat concat

ResNet layer 1 ResNet layer k

X1
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…

X2
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XUcopy

CSP-stage module ResBlock/DenseBlock

Figure 2: Illustrations of CSP-stage module.
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,e higher-order features between parts are implicitly
learned and discriminated by spreading on graph convo-
lution network.

Inspired by Zhao et al. [25], we designed a sampler to
sample the discrimination parts, which can extract the
discrimination parts in the feature map. After obtaining the
residual feature map, which aggregates the related features
with the original input features, it is sent to the discrimi-
nation response layer. Specifically, we introduce a 1 × 1 × C1
convolution layer and a sigmoid function σ to learn dis-
criminative probability maps S ∈ RN×H×W, which express
the impact of discriminative regions on the final classifi-
cation. C1 is the number of channels in the feature map.
,en, each selected patch will be assigned a corresponding
discrimination probability value Pijk. ,e formulation is as
follows:

Pijk � tx, ty, tk, sijk , (9)

where [tx, ty,tk] represent the coordinates of each patch and
sijk denotes the discrimination probability value of the ith

row, the jth column, and the kth channel.
After sampling discriminant feature, a discriminant

feature libraryK ∈ RC1×C2 can be constructed. Furthermore,
the discriminant feature libraryK � f1, f2, . . . , fC  can be
described as a graph with C2 nodes of C1 channels as shown
in Figure 4. ,ese nodes share many information in essence,
so we use graph convolution network to aggregate these
features [43]. ,e relationship between pairs of adjacencies
can be defined as

Ai,j �
τ fi( 

T
· τ fj 

τ fi( 
����

���� τ fj 
�����

�����
, (10)

where τ denotes the 1 × 1 convolution for dimension
transformation, the last adjacency matrix is defined by self-
circulation A � A + I, and I ∈ RC1×C2 is an identity matrix.

,rough this similarity aggregation, the update mode of
each node is as follows:

H � ReLu D
−
1
2 AD

−
1
2KW

g⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠, (11)

where Wg ∈ RC2×dh represent the learnable graph weights
with a dimension dh and D � j

Ai,j is the diagonal matrix
for normalization. K denotes the matrix of K.

,is operation can update the information of each node.
At the same time, another purpose of graph embedding is to
learn the context understanding of different discrimination
parts. We use the following methods to form multiple
groups to learn the relationship between contexts:

H � ReLu D
−1/2 AD

−1/2
KW

e
 , (12)

where We ∈ Rdh×Cr represent the learnable graph weights.
G ∈ RC1×Cr indicates the mapping function of each node
from the original space to form a new graph node:

Z � H
T e

Gi,j


Cr

j�1 ∈ R
dh×Cr

,

Z � H
T e

Gi,j


Cr

j�1 ∈ R
dh×Cr

,

(13)

where Cr represents the number of new embedded graph
nodes.We design the softmax layer with the group dimension
to accomplish the Cr by the calculation formula C1/r.

,is method can efficiently allocate a high-order feature
library in low-dimensional manifold and map channel di-
mension and node dimension at the same time. ,en, the
remaining connections are grouped and characterized to
construct the final embedding Z � Z + H. Finally, these
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Figure 3: FABM attention module.
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embeddings can be finally predicted by applying a GMP or
GAP and a classifier.

An obvious problem of infinite granularity classification
is overfitting under challenging cases [25]. A preferable class
clustering should be based on representative sample sets,
while ignoring remote hard samples. ,is means that we use
the centre of multiple samples of a specific class as the
average feature to update the network parameters, so the loss
function can be defined as follows:

Lloss �
1

NK


N

n�1

K

k�1
LCE

yn

yn

  yn, (14)

where yn denotes the sample labels, N denotes the number of
class, K denotes the samples in each class, and LCE represents
the cross-entropy function. ,e representative samples are
applied to update the complex parameter features of the
whole network, which help improve the model’s identifi-
cation performance with better generalization.

4. Experimental Results and Analysis

4.1. Experiment Setup. We use three datasets publicly
available on the web for experiments: AI Challenger agri-
cultural pest and disease dataset, Cassava leaf disease dataset
(Cassava leaves), and IP102 dataset.

4.1.1. AI Challenger Agricultural Disease Dataset. ,is data
contains 27 disease categories on 10 kinds of plant hosts,
including apple, cherry, grape, citrus, peach, strawberry,
tomato, pepper, corn, and potato. ,e entire dataset has a
total of 47637 image samples. However, the data distribution
is highly unbalanced, and the number of pictures in some
categories is tiny. ,erefore, we cleaned the dataset, elimi-
nated the types with a few images in the dataset, and finally
got 31,027 training sets and 4,739 test sets.

4.1.2. Cassava Leaves. ,is dataset consists of leaf images of
cassava plants and contains 21397 cassava leaves.,e disease

types include cassava brown streak disease (CBSD), cassava
mosaic disease (CMD), cassava bacterial blight (CBB), and
cassava green mite (CGM). In this paper, the annotated
image data are re-divided, including 17,115 images in the
training set and 4,282 images in the test set.

4.1.3. IP102. ,is dataset has a total of 75,222 images,
covering 102 different types of pests, including corn borer,
red spider mites, whitefly, and Spodoptera litura. At the same
time, the crops in the dataset images also contain a variety of
crops, including rice, corn, grapes, citrus fruit trees, and
mango trees. All images in the classification task are divided
into the training set, validation set, and test set.,e detection
task uses 18,983 annotated images containing bounding
boxes, including 15,178 photographs in the training set and
3,798 images in the test set. Since the dataset includes many
image data crawled from the network, some of these image
data contain some situations such as text occlusion and
watermark. ,ese factors will interfere with the training
effect of the network, so we culled some parts and finally
obtained the training.

In our experiments, the model we used uses ImageNet
for pretraining. ,e images are processed before entering
the network, including random cropping, random flip-
ping, and brightness enhancement, to enhance the anti-
interference ability of the model. In addition, all images
are also normalized, and the image size is set to 448 × 448.
In the network training process, the number of iterations
is set to 150, and a checkpoint is set every 10 times. ,e
optimizer is SGD, using momentum processing, the
weight decay is set to 0.001, and the initial learning rate is
set to 0.001. Our experiments are trained end-to-end on 4
NVIDIA P40 GPUs without adding additional part or
bounding box annotations, only using image-level labels.
In the network structure design, we use the CSPNet50
structure as the backbone network and use the three-stage
FABM module in the network structure to extract the
features of three different stages for aggregation
enhancement.

Graph Feature Transition

Node
Embdeding

Node
Clustring

Figure 4: Schematic diagram of graph feature description.
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4.2. Evaluation Indicators. In order to objectively evaluate
the prediction results of different algorithms, four perfor-
mance indicators of accuracy, precision, recall, and F1 score
are selected to compare the prediction results of each model.
ACC is the ratio of the number of correctly labeled items to
the total number of observations. PRE is the number of true
positives divided by the total number of items belonging to
that category. Meanwhile, REC is defined as the number of
true positives divided by the total number of items belonging
to the category, also known as sensitivity. ,rough the above
three indicators, the number of results in the confusion
matrix can be converted into a ratio between 0 and 1, which
can be calculated based on true positive (TP), true negative
(TN), false positive (FP), and false negative (FN). In addi-
tion, another high-level indicator, F1 score, is adopted in this
paper, which is the harmonic mean of ACC and REC with a
better comprehensive evaluation of multiclass recognition
problems. Here are the formula definitions for each
indicator:

ACC �
TP + TN

TP + TN + FP + FN
,

PRE �
TP

TP + FP
,

REC �
TP

TP + FN
,

F1 � 2 ×
PRC × REC
PRE + REC

.

(15)

,e proposed model first selects several regions with the
most robust feature performance according to the FABM
module. ,en, the SRL module tries to extract the dis-
criminative features to construct the correlation between
different discriminative parts. Finally, the designed GCN
implicitly learns the high-order feature vector to achieve
better fine-grained recognition performance. ,erefore, to
comprehensively evaluate the improvement effect of each
module on the proposed method, this paper selects various
indicators to analyze the experimental results of our model.

4.3. Comparative Results. To verify that the proposed
method can identify crop pest species, we set up some ex-
periments to compare the performance of deep stacking
networks and other methods. In this section, some coarse-
grained image recognition network methods are selected,
including VGG [32], Inception [34], ResNet [33], DenseNet
[48], CSPNet50 [49], and SeNet [50]; at the same time,
several other fine-grained image recognition networks are
selected for comparison, including LIR [51],WSAP [52], and
FBSM [24]; these networks are trained separately on the
three datasets using the same strategy.

,e experimental results of AI Challenger are shown
in Table 1. ,e experimental results of the model proposed
in this paper are better than those of the commonly used
coarse-grained recognition networks, indicating that our
network can extract more features than coarse-grained
networks. Our network considers learning the

discriminative part features of multiple targets as much as
possible and suppresses useless features. ,erefore, our
model is better than other models by comparing coarse-
grained networks and some fine-grained methods. In AI
Challenger, the best results have been achieved on the
dataset, with an accuracy rate of 96.4%, a precision rate of
88.3, a recall rate of 86.7, and an F1 score of 0.87, all of
which are optimal.

,e experimental results on the Cassava dataset are
shown in Table 2. Our experimental results are better than
those of other models, except slightly lower than FBSM and
LIR. We think this is because the Cassava dataset is more
straightforward than the IP102 and AI Challenger. ,ere is
one plant category in the Cassava dataset, and the number of
pests and diseases is also less. Specifically, the method
proposed in this paper focuses more on locating the location
of pests and diseases in complex backgrounds. In data with
simpler backgrounds, the discriminant parts’ enhanced parts
receive significant gains. At the same time, since the SRL
module learns, the spatial relationship depends on the
complexity of the pests. ,e results show that LIR and FBSM
benefit from simpler backgrounds on the Cassava dataset,
while in complex environments, such as IP102 and AI
Challenger, the method proposed in this paper is more
dominant (Table 3).

In addition to this, we visually compare the F1 scores of
ten models, as shown in Figure 5. It can be seen intuitively
that compared with the coarse-grained method, the F1 score
of our model is better than that of the coarse-grained
method, indicating that our model has better recognition
performance and is comparable to other fine-grained
methods. In comparison, the F1 score of our model is also
comparable to the rest of the fine-grained algorithms, in-
dicating that our model is capable of fine-grained
recognition.

As shown in Figure 6, we compared the loss trend of
different models on the three datasets. We can see that the
loss rate of the proposed model in the early catenary stage is
lower than that of other models, since the FABMmodel and
the high-order relation learning module added to the model
structure are not pretrained. Hence, the convergence rate in
the early stage is relatively slow, but after reaching a certain
number of training times, the loss of our model also tends to
converge.

To further illustrate the performance of our model, we
plotted the confusion matrix of the accuracy rates of the
three models, as shown in Figure 7. Our model has a high
accuracy rate on each class on the Cassava dataset with the
best effect. ,e worst is the third category, but the accuracy
rate has also reached 95%, and the best impact is the 0th
category.

To further judge the model’s performance proposed in
this paper, we visualized part of the model. We considered
whether the model played a role through a visual operation.
,e visualization results are shown in Figure 8. We selected
two different samples from each of the three datasets for a
total of 6 image samples for visualization. ,e compared
models are VGG19, ResNet50, and FSBM. ,e heat map
shows that the features learned by VGG and ResNet50
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contain a lot of background, which is unfavorable for the
classification results. At the same time, our model focuses
more on the discriminative parts of the target itself, indi-
cating that our model can play the role of learning more
discriminative features.

4.4. Ablation Analysis. To verify the effectiveness of our
model, we conduct ablation experiments on each dataset.
,e results of our ablation experiments are shown in Table 4,
including a feature enhancement module and a spatial
higher-order relation learning module. In the absence of
fine-grained classification of extra labels or local annota-
tions, we perform feature extraction on the entire image
through ResNet50, set it as the baseline network, and then
improve the discrimination by eliciting features learned at
different residual stages. Finally, the classification accuracy

of the network is improved by further extracting and
sampling the discriminative features and learning the spatial
high-order semantic features between the discriminative
parts through the graph. Xia Rong’s experiments show that
the FABM module can learn more features, and the model
accuracy of the FABM module is improved by 1.5%, 5.5%,
and 1.7% on the AI Challenger, Cassava, and IP102 datasets,
respectively, compared to the baseline network accuracy.

Finally, we introduce the SRL module to learn the im-
plicit relationship between features further, and the network
progress is further improved. Ablation experiments prove
that the proposed network can understand the discrimi-
native regions, enhance the discriminatory feature values,
and improve accuracy. Moreover, we also added a com-
parison of experimental results using ResNet50 as the
backbone network. ,e experimental results show that after
adding the FABM module and the SFL module to ResNet,

Table 1: AI Challenger experiment results of agricultural pests and diseases.

Methods Accuracy (%) Precision (%) Recall (%) F1

Coarse-grained

VGG19 [32] 94.1 86.2 85.7 0.86
ResNet50 [33] 94.5 86.4 85.8 0.86
Inception [34] 95.0 86.9 86.0 0.86
DenseNet [48] 95.3 86.8 86.3 0.87
CSPNet50 [49] 95.6 86.9 86.3 0.87
Senet [50] 95.8 86.9 86.2 0.87

Fine-grained

LIR [51] 95.9 87.0 86.1 0.87
WSAP [52] 96.2 87.1 86.3 0.87
FBSD [24] 96.4 87.3 86.4 0.87
GHA-Net 96.4 88.3 87.4 0.89

Table 2: ,e experimental results of cassava agricultural diseases and pests.

Methods Accuracy (%) Precision (%) Recall (%) F1

Coarse-grained

VGG19 [32] 88.0 79.0 77.8 0.78
ResNet50 [33] 89.7 77.0 74.5 0.76
Inception [34] 88.5 79.3 78.2 0.78
DenseNet [48] 89.1 79.6 78.4 0.79
CSPNet50 [49] 92.3 80.1 80.1 0.81
Senet [50] 94.5 84.3 80.2 0.82

Fine-grained

LIR [51] 98.5 88.3 86.6 0.88
WSAP [52] 98.4 88.4 87.2 0.88
FBSD [24] 98.6 87.2 86.5 0.87
GHA-Net 97.4 89.2 87.9 0.90

Table 3: IP102 pest test results.

Methods Accuracy (%) Precision (%) Recall (%) F1

Coarse-grained

VGG19 [32] 54.1 43.1 42.0 0.43
ResNet50 [33] 54.7 43.4 42.1 0.43
Inception [34] 55.3 43.4 42.3 0.43
DenseNet [48] 55.4 43.6 42.4 0.43
CSPNet50 [49] 55.6 43.9 42.4 0.44
Senet [50] 54.3 45.1 42.6 0.44

Fine-grained

LIR [51] 56.9 45.4 42.9 0.44
WSAP [52] 56.8 45.6 43.3 0.45
FBSD [24] 56.4 45.4 43.1 0.44
GHA-Net 57.1 46.7 45.3 0.48
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the experimental results are improved to varying degrees,
which shows that ourmodule can be used on other backbone
networks, further illustrating the effectiveness of our model.

To further illustrate the effectiveness of our model, we
visualize the different stages of the attention module
FABM. As shown in Figure 9, our model has three FABM

modules, which are denoted as FABM-1, FABM-2, and
FABM-3. ,e aggregation of the three modules is char-
acterized as FABM-Con, as shown in Figure 9. ,e non-
stage FABM can focus on the features of different parts, and
the fused FABM can locate multiple discriminative features
of the target.
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Figure 8: Attention visualization of different models.

Table 4: Ablation experiment results.

Method
ACC (%)

AI Challenger Cassava leaves IP102
ResNet50 94.5 89.7 54.7
ResNet50+FABM 95.3 94.2 55.9
ResNet50+ SFL 95.0 92.8 55.4
ResNet50+ FABM+SFL 96.0 96.1 56.9
CSP 95.6 92.3 55.6
CSP + FABM 96.0 95.2 56.4
CSP + SFL 95.9 93.6 56.0
CSP + FABM+SFL 96.4 96.4 57.1
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5. Conclusion

Aiming to solve the fine-grained identification problem
of plant diseases and pests, this research proposes an
effective graph-related high-order network with feature
aggregation enhancement (GHA-Net) to promote the
fine-grained recognition performance of deep learning
technology. Based on the improved CSP-stage backbone
network, the feature aggregation enhancement module is
firstly designed to enhance multilevel attention for
learning multiple discriminant features. Meanwhile, the
graphic convolution module is constructed to analyse the
graph-correlated representation of part-specific inter-
relationships by regularizing semantic features into the
high-order tensor space. Experiments on AI Challenger,
Cassava, and IP102 datasets have demonstrated robust
and accurate performance in terms of fine-grained plant
disease and pest identification. Compared with other
deep learning models, the proposed GHA-Net achieves
the identification accuracy of 96.4%, 97.4%, and 57.1% on
three public datasets, overperforming all compared
methods with a minor error, which is verified more
suitable for fine-grained identification applications in
complex scenes.

,e model structure will be optimized to improve the
identification performance in further work. ,e related
technologies will be investigated to expand the application
scope of the proposed model in intelligent greenhouses and
grain warehouses. Also, they can be applied to other fields
such as temporal prediction, signal modelling, and control
systems [53, 54].
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With the increasing pressure on college students in terms of study, work, emotion, and life, the emotional changes of college
students are becoming more and more obvious. For college student management workers, if they can accurately grasp the
emotional state of each college student in all aspects of the whole process, it will be of great help to student management work.�e
traditional way to understand students’ emotions at a certain stage is mostly through chats, questionnaires, and other methods.
However, data collection in this way is time-consuming and labor-intensive, and the authenticity of the collected data cannot be
guaranteed because students will lie out of impatience or unwillingness to reveal their true emotions. In order to explore an
accurate and e�cient emotion recognition method for college students, more objective physiological data are used for emotion
recognition research. Since emotion is generated by the central nervous system of the human brain, EEG signals directly re�ect the
electrophysiological activity of the brain.�erefore, in the �eld of emotion recognition based on physiological signals, EEG signals
are favored due to their ability to intuitively respond to emotions. �erefore, a deep neural network (DNN) is used to classify the
collected emotional EEG data and obtain the emotional state of college students according to the classi�cation results. Considering
that di�erent features can represent di�erent information of the original data, in order to express the original EEG data in-
formation as comprehensively as possible, various features of the EEG are �rst extracted. Second, feature fusion is performed on
multiple features using the autosklearn model integration technique. �ird, the fused features are input to the DNN, resulting in
the �nal classi�cation result. �e experimental results show that the method has certain advantages in public datasets, and the
accuracy of emotion recognition exceeds 88%. �is proves the used emotion recognition is feasible to be applied in real life.

1. Introduction

With the development of the times, the environment in
which college students live is also constantly changing. �e
transformation of the identity of college students is accel-
erating, and they are faced with problems in study, work,
interpersonal communication, and life. Most of the current
college students were born after 1995. �ey have a strong
sense of independence, have their own ideas, and are
emotionally sensitive. In addition, in the current summer of
the epidemic, students’ learning and employment have been
greatly a�ected. �e epidemic not only a�ects the physical
health of college students but also a�ects their emotions. On

the one hand, when college students surf the Internet, they
will be confronted with a variety of epidemic-related in-
formation, which will have a psychological impact. On the
other hand, college students need to adapt to the compre-
hensive online teaching state and complete various learning
tasks arranged by the school. College students will experi-
ence stressful emotions for an extended period of time under
these conditions, and negative emotional states such as
loneliness, anxiety, depression, and fear will emerge. If you
do not pay attention and adjust in a timely manner, it may
result in more serious consequences. As a result, whether it is
college students or colleges and universities, they should pay
close attention to the emotional state and mental health of
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college students while focusing on the epidemic and their
studies.

For college student management workers, the traditional
methods to understand students’ emotions mainly include
interviews, questionnaires, and oral presentations by class
informants. &e main problems in these methods are as
follows: first, some students are worried that telling the truth
will cause adverse effects and other reasons to falsely report
information, resulting in inaccurate information collected.
Second, some students are disgusted or impatient to fill in
the questionnaire, so they fill in the content at will, resulting
in inaccurate information collected. &ird, some students’
emotions are not exposed, so it is difficult to obtain accurate
information through the observation of classmates and
teachers. &erefore, in order to obtain accurate and effective
emotional data, it is best to obtain it based on objective
physiological data. Since the emotion recognition results
based on physiological signals are more objective, various
emotion recognition methods based on physiological signals
emerge as the times require. &ese physiological signals are
noninvasive in nature, easily obtained from the individual,
and largely reflect the influence of emotion on the automatic
nervous system. Electrocardiogram (ECG) [1], electromy-
ography (EMG) [2], ElectroSkin (GSR) [3], respiration rate
(RR) [4], and EEG [5] are all commonly used for emotion
recognition. Physiological signals: in particular, EEG signals
are most often used for emotion recognition [6, 7]. EEG
signals have been widely used to study swallowing, analyze
mental states, and assist in diagnosing neuropsychiatric
diseases [8–10].

EEG-based emotion recognition research is mainly
carried out from the following aspects. one is the research
based on the recognition model, mainly based on machine
learning algorithms and based on deep learning algorithms.
Reference [11] applies Support Vector Machine (SVM) to
binary classification tasks or to few classifications and
achieves good results. In SVM, by calculating the distance
between each support vector, a maximum interval space is
optimized to realize the distinction of different categories
[12]. Reference [13] annotates the feature information of the
ECG signal according to the local features and overall
features of the ECG signal, and SVM is used to identify the
ECG. However, when the data scale becomes large, using
SVM for classification will consume a lot of machine
memory and computing time. Reference [14] classified four
kinds of ECG signals through a decision tree ensemble al-
gorithm, and the classification Fl-score exceeded 0.81.
Reference [15] uses a one-dimensional convolutional neural
network to perform feature extraction on ECG signals, and
the accuracy rate reaches 86% in the ECG four-classification
task. Reference [16] proposes to combine a convolutional
neural network (CNN) with a recurrent neural network
(RNN) to achieve amultiscale representation of ECG signals.
However, due to the limited depth, the ECG signal feature
extraction is incomplete, and the improvement of the
classification effect is not obvious. Reference [17] extracted a
set of ECG signal features to describe the morphological
features of the entire ECG signal and improved the classi-
fication accuracy based on XGBoost. Reference [18] used

DNN to classify 12 kinds of signals in single-lead ECG signal,
and its classification performance accuracy was as high as
83.7%. &e second is research based on different emotion
expression models. &ere are mainly continuous emotional
expression models that represent emotions, mainly two-
dimensional [19], three-dimensional [20], 4-dimensional
[21], and discrete emotional expression models [22–24]. &e
third is based on different EEG feature extraction. Methods
of research include the power spectrum feature [25] and
wavelet energy entropy feature [26].

At present, EEG-based emotion recognition is mainly
carried out from the above three aspects. Multifeature ex-
traction strategies are mostly combined with machine
learning algorithms for research. Most of the research on
deep learning algorithms focuses on improving the algo-
rithm itself. Inspired by this, this study combines a multi-
feature fusion strategy with a deep learning algorithm to
further increase the emotional EEG′ recognition accuracy.
Considering that different features can represent different
information from the original data, in order to express the
original EEG data information as comprehensively as pos-
sible, various features of the EEG are first extracted. Second,
feature fusion is performed on multiple features using the
autosklearn model integration technique. &ird, the fused
features are input to the DNN, resulting in the final clas-
sification result. &e experimental results show that the
method has certain advantages in public datasets, and the
accuracy of emotion recognition exceeds 88%. &is proves
that the used emotion recognition method is feasible to be
applied in real life.

2. Relevant Background Knowledge

2.1. Emotional Characteristics of College Students

(1) Anxiety and loss due to employment and higher
education pressure: in addition to academic pres-
sure, some senior students feel anxious when faced
with the pressure of employment and further edu-
cation. In order to protect the health of college
students, the government requires college students
not to return to school and colleges to reopen until
the epidemic is effectively controlled. &is means
that many recent university graduates cannot im-
prove their employability through internships. Due
to the severe epidemic situation, many companies
have not resumed work in time or have not resumed
normal production and operations after the re-
sumption of work, and corporate recruitment will
inevitably be affected. Affected by this, college stu-
dents who are applying for jobs generally show
negative emotions such as anxiety and loss.

(2) Under the epidemic environment, online learning at
home has led to burnout and anxiety. Affected by the
epidemic, colleges and universities have delayed the
start of school, and domestic colleges and univer-
sities have adopted online teaching methods to en-
able college students to study courses at home. &e
school arranges a week’s class schedule according to
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the students’ course selection, and the teacher selects
the appropriate online platform for teaching and
assignments according to the needs of the course.
Many college students are taking online classes for
the first time. Coupled with the influence of factors
such as irregular work and rest during the holidays,
they have a lot of discomfort with online teaching,
which in turn has an impact on their emotional state.
Some students expressed their rejection of online
classes and even thought of dropping out. Each
teacher has different requirements and needs to use
many software programs such as QQ, WeChat, and
Tencent Conference. Due to problems such as net-
work or software capacity, there are often problems
such as freezes and flashbacks during class, which
affect the status of the class. Teachers are worried
about the effect of students studying at home, and
they will assign more homework. Students feel that
they are either taking online classes or rushing to do
homework every day and feel exhausted.

(3) Sadness and anger caused by following all kinds of
news: sudden emergencies will greatly stimulate the
public’s information exchange and dissemination
behavior. With the help of Internet technology, the
spread of epidemic-related information has become
very fast. But for the recipient of the information, it
can be difficult to discern which is credible and
which is a rumour from the dizzying array of in-
formation. &e prevention and control of the epi-
demic require the public to reduce going out. College
students respond to the government’s call to stay at
home for a long time, and they can only obtain
information through TV news, online media, and
various social software. College students should be
concerned about current affairs, but 24-hour reports
on the epidemic, closed home isolation environment,
etc. will make individuals pay too much attention to
the epidemic. In addition, there are some negative
news on the Internet that are exaggerated to attract
attention. If you are too immersed in negative social
information, you will have negative emotions that
are not good for your physical and mental health.

2.2. Emotion Expression Model. &e representation of dis-
crete emotions is derived from basic emotion theory. &e
basic emotion theory divides emotion into basic emotion
and secondary emotion. Basic emotion is determined by the
human physiological autonomic nervous system. Assuming
that there are various neural channels in the human body
system, each basic emotion corresponds to its own func-
tional channel and presents certain physiological feedback to
the surrounding environment and situation. Such feedback
may be physiological electrical signals, body movements,
voice intonation, natural language expressions, and facial
expressions. Secondary emotion is no longer restricted by
basic emotion; it can reflect individualized emotion through
the combination of different basic emotions or the fusion of
cognition and inner needs.&ere are three typical evaluation

criteria for discrete emotions, namely: Scherer affective state
model [27], OCC affective model [28], and Roseman af-
fective model [29].

Some scholars believe that emotional states do not exist
in isolation but are distributed in multiple dimensional
spaces. &erefore, any two affective states in a continuous
affective space can be brought together by the continuity of
dimensions. Emotions that are closer in space have a greater
similarity. Conversely, the farther the distance in the space is,
the smaller the similarity is, and the easier it is to distinguish.
In addition, the continuous emotional space can also be
measured by Euclidean distance, and the similarity of
emotions can be quantified according to the distance, which
makes it easier to analyze the emotional state. Typical
continuous emotional expression models include Wundt
emotional space [30], Schlosberg 3D cone emotional space
[31], 3D emotional space for PAD [32], and Plutchik
emotional wheel continuous space [33]. &e relationship
between the above two types of emotion expression models
is not completely independent but an inclusive relationship.
Continuous types of emotion models include discrete types
of emotion expression models. Moreover, even within a
certain type of emotion expression model, there is an in-
clusive relationship between several typical emotion ex-
pression models.

2.3. EEG Features. Before the EEG raw data are input to the
classifier, it needs to perform preprocessing, feature ex-
traction, and dimensionality reduction. Based on pre-
processed EEG data such as denoising, multidomain feature
extraction is required. Generally, effective features are
extracted from the time domain, frequency domain, and
spatial domain, respectively. A brief introduction to the
features of each domain is shown in Table 1.

3. Emotion Recognition Models

3.1. Emotion Recognition Architecture. In order to maximize
the use of feature data in various fields of EEG, the classi-
fication performance of the model can be improved as much
as possible. &is article extracts 8 features in the three do-
mains of time domain, frequency domain, and spatial do-
main given in Section 2.3. &e eight features are Hurst,
sample entropy (SE), Hjorth complexity (HC), vector
autoregression (VAR), wavelet entropy (WE), spectral en-
tropy (SE), power spectral density (PSD), and complex
network (CN). Although the increase of feature dimension
can convey the features of EEG more comprehensively and
objectively, the number of redundant and invalid features it
contains also increases. While increasing the computational
complexity, it also reduces the classification accuracy.
&erefore, feature selection is very necessary. Feature se-
lection is to filter out the most effective feature subsets from
the original features. Model fusion aggregates the classifi-
cation results of many models to improve single-model
performance. Under the assumption that a single model
produces uncorrelated errors, deep learning models based
on multidomain features may allow incorrect models to be
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rejected in decision-making. Based on DNN, this article
proposes a DNN model that combines multifeature input
and applies it to the recognition of emotion EEG. Figure 1
illustrates the architecture of the used recognition method.

As shown in Figure 1, firstly, eight features are extracted
from the input raw EEG data. Second, the importance of the
features is sorted using a random forest (RF) algorithm, and
the top 3 most important features are selected.&ird, use the
autosklearn model integration technology to perform fea-
ture fusion on the three features; fourth, input the fused
features into the DNN to obtain the final classification result.

3.2. Feature Selection Strategy. When filtering feature in-
formation based on RF, the importance value (IV) of all
feature information can be calculated to sort the features
according to their importance. Taking a decision tree i as the
initial point, based on equation (1), the out-of-bag data error
(ODerror) is obtained. After that, the value of the feature
information Hj in the out-of-bag data is rearranged, keeping
other eigenvalues unchanged. &en a new out-of-bag data
set can be obtained, denoted as ODerror’. Similarly, use
equation (1) to obtain a new out-of-bag data error (ODerror).
&e IV of the feature information Fj in the ith decision tree
can be derived by subtracting the results of the two
calculations.

ODerror �
1
n



n

i�1
xf − xc 

2
, (1)

where n represents the total amount of data, xf represents the
actual value of data, and xc represents the classification value
of data.

IV H
j

  � ODerrori
′ − ODerrori

. (2)

According to the same principle, the corresponding IV is
obtained for each decision tree in the random forest, and
finally all the obtained IV are averaged to obtain the IV of the
feature information Hj:

IV H
j

  �
1
m



m

i�1
IVi H

j
 , (3)

wherem is the number of decision trees in random forests. It
can be seen that if feature information is very important, its

numerical value varies greatly among different samples.
When the feature values in the out-of-bag dataset are
reordered, the difference between different samples will be
reduced so that ODerror will increase. &en according to (2)
and (3), it can be concluded that the larger the IV of the
feature information, the stronger its importance.

By calculating the IV of all feature information, com-
bined with the reverse search method of the sequence, a set
of optimal prediction feature information subsets can be
obtained. Considering the high dimension of the track
feature information, if the reverse search method of the
sequence is used directly, the operation time will be too long,
thus reducing the operability of the algorithm. &erefore,
this article uses an improved sequence reverse search al-
gorithm. Specifically, a rough selection stage is added before
the reverse search method is applied to the feature infor-
mation set. Specific steps are as follows:

Step 1. Train the random forest using the extracted eight
kinds of feature data. After the training is completed, IV of
all feature information can be obtained. At this time, the test
set is used to evaluate the classification accuracy eall of the
random forest algorithm, and this value is set as the clas-
sification threshold.

Step 2. Sort the IV of all feature information in descending
order. After the sorting is completed, the feature information
corresponding to the first 15 IV is imported into the rough
selection feature information set Spre, which is initially an
empty set, and this feature information is deleted from the
initial feature set K at the same time.

Step 3. &e RF is retrained based on Si
pre, and the classi-

fication error ei
pre of the test is obtained. &e upper right

corner mark i in the formula represents the number of
feature information of the information set Spre.

DNN

EEG data preprocessing

Extract features

Feature select with RF

Hurst SE HC VAR WE SPE PSD CN

SE PSD CN

Emotion recognition results

Fusion with Auto-Sklearn

Figure 1: Emotion recognition architecture diagram.

Table 1: EEG features.

Domain Feature

Time domain

Skewness, kurtosis, zero-crossing rate,
instability index, Hurst’s index

Detrended fluctuation analysis, Pearson’s
fractal dimension, sample entropy,

HFD, Hjorth activity, hjorth mobility, hjorth
complexity

Energy, RMS, vector autoregression (VAR)

Frequency
domain

Power, wavelet entropy, spectral entropy, PSD,
partial directed coherence (PDC)

Band power (BP)
Spatial domain Index of asymmetry, complex network (CN)
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Step 4. Determine the size relationship of ei
pre. If ei

pre ≥ ei
all,

then add 15 more feature information to the feature in-
formation set Si

pre to form a new set Si+15
pre . If ei+15

pre ≤ ei
pre, do

not add feature information to Spre; otherwise, continue to
select the top 15 feature information in K to add.

After the rough selection information set Spre is deter-
mined, the reverse sequence search method is used for this
set. &e IV corresponding to all feature information in set
Spre are sorted from small to large, and then a feature in-
formation variable corresponding to the smallest IV is
eliminated.&e RF is trained again based on this set, and the
classification results in the test set are saved.

After the above operations are completed, the feature
information variable corresponding to the next IV is
eliminated, and training, testing, and recording are repeated
until the initial set Spre becomes an empty set. Finally,
considering the classification accuracy of each scheme
comprehensively, determine the appropriate feature infor-
mation set Sbest.

4. Experimental Simulation and Discussion

4.1. Feature Selection Experiment. &e PI value corre-
sponding to each feature information is calculated based on
RF and arranged in descending order. &is selects features
that play an important role in the classification decision-
making process. &e number of populations in RF is 500 by
default. In order to better compare the importance of each
feature, the calculated PI value is normalized to represent the
importance of each feature. Figure 2 gives the top 15 features
based on RF.

It can be seen from Figure 2 that the feature importance
of each frequency band of the PSD ranks first, indicating that
its importance is the greatest. It is speculated that the
classification results of PSD in CNN may be good, so PSD is
selected as one of the optimal feature subsets. After the PSD
is the CN, and after the CN is the SE. Behind SE is Hurst.
Considering that the more the features are, the longer the
model training takes, and the classification results are not

necessarily good. &erefore, this article finally selects the top
3 features, namely PSD, CN, and SE.

4.2. Model Evaluation Experiment. &e dataset used in this
article is the public DEAP dataset. &e tenfold cross-vali-
dation strategy was adopted, and 70% of the EEG sample set
was used as the training set to build the emotion recognition
model. Use the established emotion recognition model to
test the remaining 30% of the test samples to perform
emotion recognition. &e comparison models include SVM
[34], CNN [35], DNN [36], RNN [37], LSTM [38], [39], and
[40], and the parameter settings of each comparison model
are consistent with those in the article. To make the model
converge quickly, the Adam optimizer employs the adaptive
learning rate method so this model employs the Adam
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Figure 2: Feature sorting.

Table 2: Description of experimental software and hardware
environment.

Name Details Name Details

CPU I9 9900K Editor
PyCharm

COMMUNITY
2018.3

RAM 32G DDR4
3200MHz Locales Python 3.6

GPU GTX 1070 Deep learning
framework Tensorflow 1.12

Graphics
card

NVIDIA
GeForce
RTX2080

Operating
system Windows10

Table 3: Experimental results of each model on different emotional
dimensions.

Model Index Valence Arousal Liking

SVM
Accuracy 0.6587 0.5882 0.5643
Precision 0.6174 0.5612 0.5144

F1 0.5693 0.5610 0.4757

CNN
Accuracy 0.7596 0.6716 0.6685
Precision 0.7396 0.6586 0.6285

F1 0.7264 0.6659 0.6217

DNN
Accuracy 0.8773 0.8606 0.8457
Precision 0.8338 0.8316 0.8182

F1 0.8163 0.8573 0.8383

RNN
Accuracy 0.7196 0.7016 0.6985
Precision 0.7047 0.6644 0.6891

F1 0.7160 0.6254 0.6850

LSTM
Accuracy 0.8924 0.8841 0.8572
Precision 0.8501 0.8744 0.8459

F1 0.8346 0.8282 0.8244

Reference [39]
Accuracy 0.7288 0.7469 0.7475
Precision 0.7069 0.7413 0.7346

F1 0.6767 0.7769 0.7235

Reference [40]
Accuracy 0.7697 0.7830 0.7550
Precision 0.7367 0.7571 0.7064

F1 0.7583 0.7983 0.7022

Proposed
Accuracy 0.9078 0.9002 0.8865
Precision 0.8926 0.8841 0.8677

F1 0.8903 0.8782 0.8559
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optimizer, the initial learning rate is set to 0.001, the Dropout
layer ratio is set to 0.2, and the batch size is set to 32. &e
epoch is 80, and for each epoch, a full training process is
performed on all training sets. Table 2 depicts the experi-
mental environment for this article. &e accuracy rate,
precision rate, and F1 score are the quantitative indicators
used to assess the model’s effectiveness. &e three indicators’
calculation formulas are as follows:

Accuracy �
TP + TN

TP + TN + FP + FN
,

Precision �
TP

TP + FP
,

Recall �
TP

TP + FN
,

F1 �
2∗Precision∗Recall
(Precision + Recall)

.

(4)

&e experimental results of each algorithm on the DEAP
dataset are shown in Table 3. Since the presentation method
in the form of a table cannot visually show the small gap
between the numbers, this article compares and displays the
experimental data of each method on different indicators
and different emotional dimensions in the form of legends,
as shown in Figure 3.

&e above simulation data illustrate that the overall
recognition effect on the Valence dimension is the best,
followed by Arousal, and the worst is Liking. Comparing the
recognition results of each model, first of all, the machine
learning representative algorithm SVM performs the worst,

which shows that for EEG-based classification tasks, the deep
learning algorithm has more advantages in terms of rec-
ognition accuracy. Second, comparing each deep learning
model, the classification accuracy of each model is between
0.7 and 0.9. CNN, RNN, [39], and [40] are all below 0.8. &e
classification performance of LSTM is good.&is is due to the
fact that, despite being an RNN variant model that inherits
most of the RNN model’s characteristics, LSTM solves the
vanishing gradient problem caused by the gradual reduction
of the gradient backpropagation process, thereby improving
model classification performance. &e recognition accuracy
of DNN has risen to more than 0.8. &is demonstrates that
increasing the number of network layers can improve the
model’s classification accuracy. Based on DNN, the model in
this article has increased Accuracy, Precision, and F1 by
3.48%, 7.05%, and 9.07%, respectively, in the Valence di-
mension. In the Arousal dimension, Accuracy, Precision, and
F1 increased by 4.6%, 6.31%, and 2.44%, respectively. In the
Liking dimension, Accuracy, Precision, and F1 increased by
4.82%, 6.05%, and 2.1%, respectively. It can be seen that no
matter which dimension it is, the recognition effect of the
model in this paper is improved by more than 4 points
compared with DNN. &is fully demonstrates the effec-
tiveness of this method in processing the input feature data.

&is experiment records the classification accuracy and
loss of the proposed method in the Valence dimension of the
training set and the test set at different epochs. Figure 4
illustrates that when the training round reaches about 25 in
the training set, the model gradually tends to be stable. At
this time, the loss value is reduced to 0.082, and the accuracy
rate reaches 0.9124. In the test set, when the number of
training rounds reaches about 40, the model gradually
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stabilizes. At this time, the loss value is 0.2633, and the
accuracy reaches 0.9078.

&e experiment also records the classification accuracy
and loss of the model in the training set and the test set in the
Arousal dimension under different epochs. Figure 5 shows
when the training round reaches about 20 in the training set,
the model gradually tends to be stable. At this point, the loss
value is 0.086, and the accuracy is 94.79%. In the test set,
when the number of training rounds reaches about 30, the
model gradually stabilizes. At this time, the loss value is
0.1703, and the accuracy reaches 90.21%.

Figures 4 and 5 show that the training set’s classification
accuracy and model convergence speed are greater than
those of the test set. However, there is still overfitting, which
has an impact on the final classification effect. &erefore, the
improvement of the overfitting phenomenon will also be the
content that needs further research in this article in the
future. It can be expanded by increasing the amount of data,
regular terms, or reducing the complexity of the model.

5. Conclusion

&e identity and characteristics of college students are not
the same as other students. &ey are relatively independent
and have a certain rudimentary understanding of society and
their own responsibilities. &ey are under increasing pres-
sure in their studies, life, work, and other aspects as society
and technology develop. College students’ mental health is
receiving increasing attention. &e emergence of the epi-
demic in recent years has caused the global economy to
suffer. Employment has dropped sharply, and college stu-
dents’ job-hunting and living pressures have intensified.
Multiple internal and external pressures make the number of
students with mental health problems increase year by year.
If students with psychological problems can be identified as
soon as possible and given timely and appropriate psy-
chological counseling and help, many tragedies can be re-
duced. In order to detect students with mental health
problems as early as possible, it is necessary to grasp the
psychological state of each classmate as accurately as pos-
sible and be very clear about the emotional changes of
students. &erefore, this article proposes an emotion rec-
ognition method based on EEG data. Considering that
different features can represent different information from
the original data, in order to express the original EEG data
information as comprehensively as possible, various features
of the EEG are first extracted. Second, use the autosklearn
model integration technology to perform feature fusion on
the screened features.&ird, input the fused features into the
DNN to get the final classification result. &e experimental
results demonstrate that the method in this article has a good
effect on the emotion recognition of college students. &e
method shows certain advantages in public datasets, and the
accuracy of emotion recognition exceeds 88%. &e advan-
tage of this method is that the recognition results based on
physiological data are more accurate, and the recognition
results are close to 90%, which can be applied in real life.
However, there is still room for further improvement in this
study, such as continuing to improve the recognition ac-
curacy and how to easily collect EEG data in real life. &e
emotion recognition results of college students should not be
limited to the application of mental health but can also be
extended to classroom teaching. In the process of classroom
teaching, if teachers can obtain real-time emotional changes
in students, they can better promote the improvement of
teaching methods. For example, when the teacher explains a
certain knowledge point, some students are obviously
anxious, indicating that these students do not understand
the content of the teaching, then the teacher can change the
teaching method at this time. When the teacher explained a
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certain knowledge point, the students’ emotion recognition
results were happy and positive, indicating that the students
were very interested in this part of the content. &rough the
emotion recognition results, the students’ learning situation
can be sensed in real time in the classroom, and teachers can
dynamically adjust their teaching methods and teaching
progress according to the obtained results. On the other
hand, although the EEG-based emotion recognition system
is accurate, the data collection is inconvenient. &erefore, it
is also important to develop a collection device that is
convenient, fast, and low-cost and does not affect students’
classroom learning.
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�e goal of this research was to provide a new approach for analyzing orthodontic teeth arrangement inside oral depending on the
rotation matrix computation and resistance detection. �e present method includes the following operations within a certain
therapy period: �rst three-dimensional positions of the tooth were evaluated with a pierced laser beam and a three-dimensional
system of surface-scanning. Second, the three-dimensional shape data was automatically registered at maxillary 1st molars, and
methods of coordinate had been normalized. �ird, a translation vector and rotation matrix had been evaluated from automatic
registration of two position data of a particular tooth. Fourth, the limited spiral axes of teeth had been measured as the zero
rotational dislocation locus; and impressions for a model of the dental cast had been taken at �ve di�erent points: shortly before
and after device was �tted, and ten days, one month, and two months after the treatment started. �e results showed that existing
analysis approach couldmore quickly classify a speci�c tooth’s movement by spinning all over and translating along a �nite helical
axis. It can provide statistical visual three-dimensional data on complex tooth arrangement throughout orthodontic therapy.

1. Introduction

�e orthodontic tooth arrangement is a complicated biological
process characterized by the periodontal tissue’s gradual re-
actions towards the biomechanical stimuli [1, 2]. �e size,
direction, and moment–force ratio of the force applied and
physiological state of each patients’ periodontal tissue sub-
stantially in�uence tooth arrangement [3–5]. Even though such
studies only used a one or 2-D investigation, other morpho-
metrical and theoretical studies about tooth arrangement have
provided considerable information [6–9]. Moreover, all these
investigations only explain the �rst tooth arrangement even
before periodontium undergoes degenerative modi�cation
[10–13]. A statistical analysis utilizing the �nite-element
method produces a three-dimensional stress distribution
throughout periodontal tissue and three-dimensional tooth
dislocation under di�erent loading conditions [13, 14].

�e aim of this research had to create a new approach to
evaluate the orthodontic teeth arrangement focusing on the
calculation of rotation matrix, focusing on the precision of
three-dimensional surface measurement and analysis of

limited helical axis, for providing health-care professionals
with accurate visual information [15, 16]. �e main features
of orthodontic treatment include jaw relation, tooth size,
and tooth alignment [17, 18]. An oral cavity is examined,
radiographs are evaluated, and dental casts are evaluated in
order to collect the essential data for treatment decisions
[19, 20]. However, from the perspective, there are limitations
in correctly seeing the palate, lingual surface, and occlusal
[21]. Furthermore, imprint treatments may be painful for the
patient and need more chair duration [22, 23]. In addition to
the logistical and �nancial challenges, the plaster casts re-
quire physical storage space. Furthermore, dental plaster
casts visual examination does not allow physicians to check,
measure, or monitor orthodontic tooth arrangement and the
root region of surrounding bone [24, 25]. With each sub-
sequent activation of the device, the application of ortho-
dontic force via the appliance adjusts the teeth in progressive
stages [26]. As shown in (Figure 1), symmetrical charac-
teristics of the dentition are used in the reconstructed-based
identical matrix point approach, a novel method of ana-
lyzing tooth arrangement [27].
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2. Literature Review

Saratti et al. [28] conducted a comprehensive literature
search employing PubMed, a database of Cochrane Library,
andGoogle Scholar.�ey provided up-to-date details on two
issues. �e �rst one was how natural tooth tissues combined
to make architecture as strong, tough, and resistant to strain
faults the tooth. �e second was how ‘bio-inspiration’ was
being implemented to develop and manufacture restorative
dentistry while considering the limitations of existing dental
methods. �ey expressed that bio-inspired principles had
previously been e�ectively employed to improve the strength
and toughness of arti�cially made materials in various en-
gineering sectors. �ey highlighted that three-dimensional
printing techniques also provide a novel and promising
avenue for rebuilding dental tissues. Anil et al. [27] used a
reconstructed-based identical matrix point (RIMP) ap-
proach to build a new way for re-establishing dental oc-
clusion. �ey rebuilt the curvature of dental areas utilizing
distance mapping to save calculation time. �ey also
employed a technique of iterative point matching for precise
re-establishment. �ey used a setup of dental experimental
with high-quality digital camera pictures to examine satis-
factory restoration and occlusion testing. �eir suggested
RIMP outperformed traditional approaches like GLCM,
Fuzzy C Means, PCR, OGS, and OPOS in terms of the
overall accuracy of 91.50 percent and an e¦ciency of 87.50
percent.

Schneider et al. [29] proposed optical coherence to-
mography, a revolutionary image-based approach that had
signi�cant potential in aiding regular tooth examination.
�ey expressed that the cross-sectional pictures acquired
were simple to comprehend and process. �ey observed that

multiple uses of OCT in cariology had been studied, ranging
from detecting various problems to restoration monitoring
and reporting or the visualization of therapy processes.�eir
review based on chosen cases described the potential and
limits of their approach in cariology and restorative den-
tistry, which were the most clinically essential domains of
dentistry. Patil et al. [21] focused on polylactic acid, acry-
lonitrile styrene acrylate, polymethylmethacrylate, and
limpet teeth (a mixture of chitin and goethite). �ey in-
vestigated the performance of novel materials using ana-
lytical and experimental approaches. However, they
expressed that J-OCTA software had overcome experi-
mentation-related di¦culties such as costs and time. �ey
concluded that compared to other simulation tools, this
approach worked on the molecular dynamics principles to
study the e¦ciency of the soft materials having more pre-
cision. �ey highlighted that the experimental techniques
provide erroneous �ndings, while the analytical methods are
con�ned to smaller materials because each particle has
rotational and translational velocities.

Cho et al. [25] used atomistic simulations and sole �ber/
microdroplet pull-out experiments in micro-scale to un-
dertake a comparative study on the behavior of interfacial
adhesion of short glass �ber and matrix of dental resin. �ey
determined the interfacial shear strength at the molecule
level by adding a factor of scale to the glass �ber. �ey
compared the simulation �ndings to experimental �ndings
of pull-out experiments. �ey expressed that both results
con�rmed the improved, reinforcing e�ects of modifying the
surface with agents grafting of silane coupling on glass �bers.
Furthermore, they investigated the mechanical character-
istics and dynamic behavior of dental materials under
transverse and longitudinal tension loadings that were using
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Figure 1: Overall design of reconstructed-based identical matrix point.
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free volume variations. �e results of their study provided
optimum design recommendations for accurately predicting
the mechanical properties of short �ber-reinforced dental
composites using simulations, molecular dynamics, and
testing. Lopez et al. [30] used a laboratory test that replicated
the clinically apparent wear aspects to investigate wear
processes inside a dental materials suite with a ceramic
element and tooth enamel.�ey employed a tetrahedral ball-
on-3-specimen analyzer with a revolving challenging op-
ponent zirconia sphere to induce circular wear marks on the
surface of dental composites using arti�cial saliva. �ey
expressed that wear scars images allowed for the analysis of
wear processes, while measurements of scar dimension
quantify abrasive wear. �ey explained that Zirconia ce-
ramics had the lowest rates, while lithium disilicate had the
highest, having feldspathic ceramics and ceramic–polymer
composites in the middle. �ey discussed that examination
of fatigue scars showed surface residues, indicating a ma-
terial removal process at the microstructural level. �ey
accounted for mild and severe wear zones for utilizing
microcracking and microplasticity models. �ey also used w
ear models to assess the possible lifespan of various dental
materials. �ey concluded that wear damage would produce
signi�cant material loss, resulting in early tooth or prosthesis
failure.

Tahir et al. [31] suggested and tested a simulator of
mechanical mastication that would simulate the force cycle
of human rumination and record the requisite interactive
loading via specially constructed force sensors. �eir sug-
gested method made the tooth-replacement surgery easier.
�ey discussed that PKM completed a mastication cycle with
six degrees of freedom, allowing any movement and rotation
in the horizontal, vertical, and sagittal planes. �eir pro-
posed mechanism had a force transmission range of ap-
proximately 2000N and would imitate the mastication cycle
of humans. �eir constructed load-sensing device would
capture interactive forces ranging from 200N to 2000N
using rapid reaction and high sensitivity to establish a
simulator mechanical mastication using custom-made
modules. Wei et al. [26] presented a learning-based strategy
for quickly and automatically arranging teeth. �ey con-
structed the task of tooth arrangement as a unique structural
6-DOF pose estimation problem and resolved it by pre-
senting a novel neural network structure to train from a vast
number of clinical studies encoding successful orthodontic
treatment instances. �ey claimed that extensive studies had
con�rmed their strategy, which yields promising descriptive
and analytical results.

Zhang et al. [32] proposed a multi-manipulator tooth
arrangement approach for full denture production. �ey
suggested a revolutionary entire denture production method
using a generator of dental arch and a multi-manipulator.
�ey used an analytical technique to build the kinematics
version of tooth arrangement of a multi-manipulator robot
based on the concept of tooth arrangement for a complete
denture. �eir proposed multi-manipulator tooth-arrange-
ment robot was used for preliminary tooth-arrangement
tests. As per the jaw arch speci�cations, their multi-ma-
nipulator tooth-arrangement robot can autonomously

design and produce a set of complete dentures for a patient.
�eir experimental �ndings con�rmed the validity of the
kinematics concept of the multi-manipulator tooth-ar-
rangement robot and the viability of the whole denture
manufacturing strategy implemented by the multi-manip-
ulator tooth-arrangement robot. Cheng et al. [33] explained
a newly created virtual, customized, and precise tooth ar-
rangement mechanism based on comprehensive dental root
and skull information.�ey made a feature-limited database
of a three-dimensional tooth model. Second, they estab-
lished anatomical points of reference, the reference lines and
planes for tooth movement computational simulation. �ey
thoroughly exploited the corresponding mathematical for-
malism of the tooth pattern and the concept of the sti�
body’s unique posture transformation. �eir experimental
�ndings suggested that the approach of virtual tooth ar-
rangement would successfully arrange aberrant teeth and
was suitably �exible. �eir newly designed method was
distinguished by its high-speed processing and quantitative
measurement of each tooth’s level of three-dimensional
movement.

3. Methods

To put the existing procedure to the test, a male patient of
22 yr two months had been examined in the Dental Hospital.
�e hospital treated the patient’s Angle Class III maloc-
clusion with anterior teeth modest crowding with a tool of
multi-bracket. Conventional hooks with edge of
0.460.64mm standard slot size were used for the primary
leveling and arrangement, together with 0.41mm hardened
Ni–Ti round wire as well as a rectangular wire of 0.41mm to
0.410.56mm.�e paired maxillary initial molars related to a
bar of transpalatal to improve anchoring as well as provide
immovable reference features for superimposition. �e
models of d dental cast were generated at each step
employing alginate impressions made by die stone. A model
of complete mandibular is presented in Figure 2.

(c)

(a)

(d)

(b)Change of
shape 

Figure 2: (a) Full mandibular model. (b) A component of man-
dibular model chosen. (c) �e triangular mesh’s foundation.
(d) Cloud point as seen with the MATLAB-based toolbox.
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3.1. Printing Models of Dental Cast. Prints for models of the
dental cast took 5 times: instantly before and after the ap-
pliance has been implanted (T0 and T1), ten days (T2), one
month (T3), and two months with (T4) right after treatment
started. To test the dental cast reproducibility, a model of
proxy dental with the marks of hemisphere (reentrants; 3 mm
in diameter) to the maximal incisor of right central and bi-
lateral maximal first molars has been used as a template. A
point of reference was placed inside the center point of every
re-entrant. We created five alginate impressions, as well as die
stone cast replicas. 'e points of reference distance were
calculated 5 times on prototype as well as five duplicate
models using a three-dimensional CNC of high-precision
measurement machine. 'e average distance disparities be-
tween the duplicate models and prototype were calculated.
'e dental castings were calculated with a three-dimensional
surface-scan machine equipped with the splitting laser beam
known as VMS-150RD, UNISN, Japan.'e system included a
slicing laser projector, 2 CCD (charge-coupled device)
cameras, a mounting unit with the auto-rotating feature, and
one PC (Figure 3(a)). An X-axis resolution had been 0.01mm,
while the 0.1mm resolution of the Y-axis.

A three-dimensional shape system of data-analysis
composed of (Zx1, Intergraph) graphic workstations (Sur-
facer, Image ware) data-processing and -analyzing software
and (Visual C++ 5.0, Microsoft), a newly constructed nu-
merical and analytical program was utilized to demonstrate
the limited helix axis.

Dental casts were scanned with three orientations to
decrease blind areas by rotating the auto-rotational posi-
tioning unit of the computational tools. 'e post-processor
combined the three data files into a single file (Figure 3(b)).
It was used to test the measurement precision of the three-
dimensional measuring equipment by measuring a cali-
bration plane plate, and the best-fitted equation for plane
was derived on all data inside about 73 seconds utilizing the

least-squares approach. 'e most significant divergence
between the projected plane and the actual data was used to
assess the measurement accuracy. 'e placement of dental
cast on auto-rotating modules remained random while
scanning. A standard coordinate system must be built to
predict tooth-arrangement three-dimensionally relying on
the three-dimensional shape. Many fixed components
known to every model had been chosen as superimposition
points of reference. 'is study selected the maxillary 1st
molars as registered components as they had been relatively
stable after treatments. Registration conducted automati-
cally (automatically, registration was built-in Surfacer
software function). Figure 4 depicts the pre- and post-
treatment normalized three-dimensional shape data for
maxillary teeth.

3.2. Difference between Maxillary and Frontal Teeth Nor-
malized Images. 'e difference between maxillary and

Auto rotating
unit Slit laser beam

Dental cast

(a)

60˚-60˚ 0˚

(b)

Figure 3: (a) 'ree-dimensional strategy of surface scanning and a three-dimensional scanned shape of maxillary dental casts (b).

- Pretreatment
- two months a�er treatment

maxillary central
incisor

canine

Y

lateral
incisor

Z
X

Figure 4: Before and after treatment view of a normalized three-
dimensional anterior teeth. Black represents before treatment, and
gray represents two months after the therapy.
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frontal teeth normalized photos was defined as the tooth
arrangement. A vector of translation and amatrix of rotation
generated by adding the three-dimensional shapes before as
well as after tooth arrangement could be utilized in (Fig-
ure 5) to represent the arrangement of a single tooth.
Employing the least-squares technique to investigate the
error of mean fitting for an automated registration of three-
dimensional structures, a mean three-dimensional distance
with every tooth point towards its closest neighboring point
seen between points’ sequences on the two registered forms
was determined for every treatment point [34]. In the
existing investigation, we employed a minimization strategy
utilizing commercially using software to build a rotation
matrix from autonomously recorded location data, and after,
we also used the resulting matrix to predict the helical axis.
After movement, every point of P (x0, y0, z0) on the three-
dimensional form was represented in the system of coor-
dinate X, Y, and Z as a factor of six translations as well as
rotation constants. So, Figure 3 depicts the three-dimen-
sional dislocation of P(x,y,z) with three-dimensional form
prior to movement.

'e formula is determined by

m � An + o, (1)

where A depicts the 33-rotation matrix, m represents the
arbitrary point position vector after the tooth arrangement,
n shows the position vector of arbitrary point before ar-
rangement, and o depicts translation vector. After that, tooth
arrangement in three-dimensional space was identified as a p
displacement vector with (x′ − x), (y′ − y), & (z′ − z)

components. 'is motion includes both rotation and
translation. Equation (2) is used to describe the (P) dis-
placement vector.

p � (A − K)n + o. (2)

K depicts the unit matrix that is also an initial coordi-
nate’s function. 'e 33 matrix A represents the all-around
rotation axis that passes through the origin as well as parallel
to a limited helical axis. Because the displaced vector p only
runs parallel towards the limited helical axis and therefore is
undisturbed by rotations for locations on this axis, this axis
position has been given by

p � A
T
p. (3)

As a result, Equation (2) is multiplied by the ATand also
applying the relationship within Equation (3).

(A − K)n + o � (A − K)n + A
T

o. (4)

Equation (4) becomes

A + A
T

− 2K n + K − A
T

 o � 0. (5)

Equation (5) becomes

d

db
� (A − K)n + o

T
(A − K)n + o   � 0. (6)

'is produces the locations n with the smallest dis-
placements and resides on the limited helical axis. 'e re-
lationship in Equation (6) holds at all positions along the
helix axis. 'ough not distinct, the solution may be achieved
by swapping the value for the component of Z.

When the b has been selected on a limited helix axis, as
calculated by Equation (1), it is also on the same axis. A
translation p with a limited helical axis equals to the distance
between a and b. Following that, an arbitrary point d0 was
picked outside of a helix axis, and also its location after
arrangement of tooth d1 had been determined once again
using Equation (1):

d1 � Ad0 + o. (7)

Further, the d0 and d2 (d2 � d1 − v) orthogonal pro-
jection on helical axis calculated as

q′ � q +
(d − q).h

h.h
h, (8)

wherein q0 is a point’s position vector on the helical axis, q
depicts any point’s position vector on helix axis, d is either d0
or the d2, and the helical axis direction. 'us, this angle of
rotation within space around a limited helical axis is just like
angle among d0, q0, and d2.

4. Results

Dental cast means the error was 0.07mm from the incisor of
right-center towards right 1st molar, 0.05mm towards left
1st molar, and 0.04mm for both the right and left 1st molars,
showing that the die stone had slightly expanded during the
setting process.'eir standard deviations remained 0.04mm
or less. 'e three-dimensional measuring instrument has a

automatic-registration

before tooth
movement 

a�er tooth
movement X, X’ Y, Y’

Z, Z’

(a)

Z’
Z

Y’

Y
X’

X

(b)

Figure 5: A coordinate system of automatic registration for assessing tooth arrangement is known as before-&-after registration. 'e
coordinate systems (x0, y0, z0) and P(x,y,z) adhere to tooth arrangement before-&-after.
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seven 0.05-mm measurement accuracy. 'e lateral incisor,
centralized incisor, and canine had to mean fitting errors of
0.05, 0.05, and 0.04mm, correspondingly (Table 1).'e helix

axis of the right central incisor would be within the crown
and almost orthogonal to lingual surface of crown
throughout T0 to T1 (Figure 6(a)). An angle of helical axis

Table 1: Maximum errors also known as fitting error for the automated registration employing the method of least squares (mm).

Stages Canine Central incisor Lateral incisor
T0–T1 0.05 0.05 0.05
T1–T2 0.04 0.04 0.04
T2–T3 0.03 0.02 0.02
T3–T4 0.02 0.03 0.03
Mean 0.04 0.05 0.05

two months a�er movement

Before tooth
movement

(a)

two months a�er 
movement

before tooth
movement

(b)

before tooth
movement

two months a�er 
movement

(c)

Figure 6: Graph depicting the three-dimensional displacement of the maxillary right centralized incisor, canine as well as lateral incisor
during twomonths of therapy.'e angle of rotation and amount of translation with a helical axis is++ used to indicate tooth movement. T0:
shortly before device application; T1: instantly after device implementation; T2: Ten days of treatment; T3: one month of treatment; T4: Two
months after therapy. 'e white bar represents the rotation axis; the curved arrow represents the rotation angle; and the little straight arrow
represents the translation amount.
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rotation had been 1.11, and the lingual translation became
0.1mm. In the �rst ten days of therapy, this helical axis
migrated almost orthogonal to the occlusal plane (T1 to T2).
�eir occlusal translation approximated 0.2 millimeters and
2.11 degrees of the rotation angle. From ten days to one
month after therapy (T2 to T3), the helix axis migrated
labially and was almost parallel to tooth’s long axis. �e
occlusal displacement gave 0.1 millimeters and 1.71° rotation
angle. �eir helical axis migrated palatially from one to two
months after therapy (T3 to T4) and was approximately
parallel to a helical axis through T1 to T2.

�e translation was minimal, and the angle of rotation
was 3.71. �ese data imply that immediately after the device
was implanted, the center incisor translated considerably
labially along with palatal tilt, then twisted histologically and
pointed labially with the intrusion.�e maxillary helical axis
of the right lateral incisor was outside from crown and also
was about 451 to the tooth’s long axis from T0 to T1
(Figure 6(b)). �e labio-occlusal translation measured value
was 0.2 millimeters, and the rotation angle became 0.81°.
From T1 to T2, a lateral incisor migrated signi�cantly. At the
root surface, the helix axis changed and nearly paralleled to
the occlusal plane. �eir distal translation approximated 0.1
millimeters, and the rotation angle was 4.51°. �e helix axis
of the tooth migrated towards the disto-palatal axis with a
twist of 3.51 and an occlusal movement of 0.1 millimeters
from T2–T3. T3–T4 saw a similar shift in the helical axis of
T1–T2. �e distal translation approximated 0.1 millimeters,
and the angle of rotation became 2.31°. Its lateral incisor �rst
inclined palatal, later labially by the intrusion, twistedmesio-
labially, and ultimately slanted labially with invasion with
these data. �e helical axis of maxillary right canine was
nearly parallel towards an occlusal plane during T0–T4,
while direction of rotation and translation altered after T1
(Figure 6(c)). �ese actions included jiggling of labio-
lingual.

5. Discussion

In this work, we used a screw axis, also known as a helical
axis, to measure the three-dimensional motion of a solid

body to investigate the arrangement of speci�c teeth com-
pared to standard teeth [35, 36]. Woltring cross-validation
method [37] illustrated that the angle of rotation and
translation has become relatively well-focused. Still, the
direction and position of the helix axis has been greatly
sensitive to calculations errors of landmarks, particularly for
the little rotations, the long distances towards the center of
gravity mean of the monuments, and also small monument
sizes of distribution. In the current work, we studied dental
cast repeatability, the measurement precision of three-di-
mensional system of surface scanning, and a maximum
superimposition error employing least-squares technique,
and all errors would be within 0.05 millimeter range.

�e number of orthodontic tooth arrangements di�ers
across patients and therefore is determined by the force
direction, moment–force ratio, force magnitude, and peri-
odontal tissue quality [31]. �e horizontal arrangement of a
buccal cusp points of the maxillary premolars under a
constant force of 0.5N was calculated towards being 1.7mm
(ranging 0.5–3.4mm) and 4.3mm (range 2.7–7.1mm),
correspondingly, after 4 and 7 weeks. After four weeks, the
tooth arrangement varied from 0.2 to 2.2mm when a
pressure of 1 to 1.5N had been implemented towards the
maxillary canine [38]. As a result, the current method’s
accuracy is enough to examine the orthodontic tooth ar-
rangement. As shown in (Figure 7), when the feature points
of camera photos are matched, the dental prototypes are
appropriately articulated.

Translation (movement of the body), rotation (tipping
motion), or a mixture of the two is caused by orthodontic
force. �e model of tooth arrangement is established by how
the force’s route of action correlates to the teeth’s center of
reluctance [27]. Traditionally, 1 or 2 two locations in the
teeth were selected as points of reference [39], and the center
of rotation position de�ned the �nal tooth arrangement [40].
When a horizontal force is given to the lingual surface, it
induces simple rotation (tipping) along the root’s bottom
half. �e present research clearly shows that the arrange-
ment of orthodontic tooth is complex and varies greatly
from past study data, speci�cally in severe crowding. �e
original tooth position and force applied to the teeth, and the

Feature points
making 

Figure 7: Proper articulation of dental prototypes.
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contact conditions and movement behavior of surrounding
teeth all in�uence orthodontic tooth arrangement. Sur-
prisingly, the rotational axis position changed signi�cantly
throughout treatment stages, even though this was assumed
that the rotational axis location would change gradually and
consistently during tooth arrangement. Nevertheless, part of
the axis variability might be attributable to measurement
mistakes. A complete investigation of the accuracy of the
axis parameters utilizing a new setup of the experiment
would be required.�e four stages of tooth arrangement and
sequences are shown in Figure 8.

In this work, we created a new way to analyze ortho-
dontic tooth arrangement that may provide orthodontists
with accurate visual data on the tooth arrangement and may
be a helpful strategy for developing an orthodontic tech-
nique. Moreover, three-dimensional data on teeth ar-
rangement during therapy would enable orthodontic tooth-
arrangement modeling, which might be included in treat-
ment planning. �e better architecture and the cheap
treatment of orthodontic tooth arrangement would be an
area of interest in future.
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�e relationship between urban public art and regional environment based on wireless network technology is studied. Combining
domestic speci�c cases and referring to sociology, art, and design thinking, combing about the relationship between the city’s
public art and the regional environment, and further integration of its relationship components, at the same time, the planning
study of Changning district, Shanghai, and the actual operation of the Shanghai Pudong International Airport, which incorporates
the regional mesolevel background, are examples for case analysis. In reference cases and practical cases, they are deduced in
sequence, starting from the environmental context of urban areas to the evolutionmodel of public art. Moreover, the speci�c event
background also constitutes a special opportunity period for the sudden growth of public art.

1. Introduction

�ere are two phases to the development of public art in
contemporary China. �e �rst is Hong Kong and Taiwan’s
earlier experience of absorbing the development of foreign
public art and establishing independent institutions to promote
the development of urban public art [1]. Furthermore, in recent
years, major cities on the Mainland, such as Shenzhen, Beijing,
and Shanghai, have actively conducted public art theoretical
research and preliminary practical projects. Taiwan began
researching and promoting public art such as �re and tea in the
early 1990s, and in 1992, the “Regulations on Cultural and Arts
Awards” were passed, de�ning the percentage of public art
policies in Taiwan [2]. Every year since 1998, the competent
authorities in charge of Taiwan’s public art policy and
implementation have compiled a “Yearbook of Public Art.”
Simultaneously, he paid close attention to public art cultural
studies, actively organized social resources, and published a
large number of related works during Taiwan’s development of
public art. Hong Kong’s public art has followed Taiwan’s lead,
and it has grown rapidly in the �rst decade of this century. �e
Hong Kong Arts Centre serves as the implementing agency for
Hong Kong’s “Public Art,” which was established in 2005 to
promote the interaction of the arts, space, and the public. Its

goal is to transform Hong Kong into a culturally vibrant
metropolis. Interiorly, modern public art was enlightened in
the late 1990s and has accelerated development in the last �ve
years [3]. On the one hand, the advancement of public arts is
linked to the advancement of the social environment, and on
the other hand, it develops rapidly in the context of major
historical events such as the Olympics and theWorld Expo [4].

2. State of the Art

�e related topics of public art in China are based on the
practical process of combining art with architecture and
urban environment in the modernization after the reform
and opening up. Whether it is the construction of murals or
the development of urban sculptures, public art is involved
in contemporary urban construction in various ways. In the
face of vigorous development of practice, public art has
lagged far behind in theory, breadth, and depth of research.
Until the end of the 1980s, a group of well-known artists
have conducted in-depth re¤ection on issues encountered in
public art practice. �e study of public art theory was �rst
incorporated into the overall framework of contemporary
social and cultural development [5]. Despite the fact that
there are no monographs on regional environmental and
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public art relations studies in the publications related to
public art, they provide a wealth of argumentation basis and
can be roughly divided into four categories based on their
contents: textbooks, thematic series, works, and doctoral
student publications. Textbooks, whether they are mono-
graphs or other monographs, do not place a strong emphasis
on problem exploration [6]. Its research aims to guide
students in understanding the public consciousness in the
social crowd through the concept and characteristics of
public art and the design teaching of public art works so that
students master a complete theoretical system and design
method of public art design and then serve as a public art for
students and the foundation of design ability and continuous
research ability training [7]. As far as the research of this
topic is concerned, these contents are the basic theory and
case reference basis for the expansion of public art research.
At the same time, from the compilation of a large number of
public art related textbooks, it can be seen that public art is
becoming a focus of training in domestic universities [8].

3. Methodology

3.1. Performance Analysis Algorithm Based on Key Chain
Wireless Sensor NetworkManagement Solution. It is possible
that the above system will satisfy the security requirements of
group key management in sensor networks [9–11], such as
group key confidentiality, forward secrecy, and backward
secrecy. We select k objects from n data objects to serve as the
initial clustering centers and then group the other objects
together based on how similar (or how far they are from these
cluster centers) they are to these cluster centers (represented
by the cluster center). Following that, the new cluster center
value should be calculated (that is, the average of the objects in
each cluster). (is is repeated until the criteria function is no
longer divergent. K objects c1, c2, . . . , cK are randomly se-
lected from the set of n objects x1, x2, . . . , xn  as the center of
the initial K sets of clusters. Taking K objects c1, c2, . . . , cK as
the center, each object is divided into the most similar col-
lection. (e specific division principle is as follows: if
‖xi − cj‖< ‖xi − cm‖, m � 1, 2, . . . , K; i � 1, 2, . . . , n and
j≠m divide xi into the collectionCj. We calculate the average
of the objects in each newly-collected object collection:
xi � 1/nix∈Ci

x, i � 1, 2, . . . , K, where ni is the number of
objects in the collection Ci, so Ci � xi, i � 1, 2, . . . , K. Cal-
culation criterion function E is

E � 
k

i�1


x ∈ Ci

x − xi

����
����
2

. (1)

As a last resort, it is proceeded through step 2 until E does
not appear to be changing any more. Because it is simple and
rapid, the K-means algorithm [12] is a common solution for
tackling the clustering problem. As a result, the approach is
very scalable and efficient for processing big data sets, with a
complexity of (n.k.t), where n is the total number of objects
processed, k is the total number of clusters processed, and t is
the total number of iterations processed. In the vast majority of
circumstances, k+n and t+n are employed. (e K-means
method, on the other hand, has some shortcomings, including

the following: because of the initial cluster center selection, it is
possible that the K-means algorithm will converge to the local
optimal solution before it is ready. When dealing with “noise”
and outlier data, it is extremely sensitive, and even a small bit of
it can have a significant impact on the average. (e frequency
distribution is defined as the distribution of the number of
random events that occur in a certain number of trials (n trials
in total). Variance is defined as the arithmetic mean of the
square of dispersion. Specifically, the difference between each
data in a group of data and the average of the group squared,
summed, and divided by the number of data, represented by
σ2X. Its definition formula is

σ2X �
(X − X)

2

N
. (2)

Among them, X − X represents the dispersion (that is,
the difference between each data and the average),
 (X − X) represents the sum of deviations, and N repre-
sents the total frequency. (e standard deviation is the
square root of the dispersion and the average square root.
(e square root of the variance, represented by σX. Its
definition formula is

σX �

����������

(X − X)
2

N



. (3)

(e standard deviation and variance are two fundamental
markers of variation between two groups. It is important to
square and make the variance a positive number since the
dispersion of each data point and the average is positive and
negative, but the unit of data is also squared; therefore, the
variance must be made positive. It is necessary to reopen the
square in order to make the unit of difference quantity con-
sistent with the original data. (e skewness and kurtosis co-
efficients are statistics that are used to describe the
characteristics of a data distribution. (is has resulted in the
inability to recover the group session key that existed prior to its
inclusion. A steady-state distribution model of the Markov
chain [13] is first provided in order to examine the compu-
tational overhead of the sensor nodes in the scheme, as well as
the communication overhead between the key server and the
nodes. A wireless sensor network’s channel instability, which
occurs when a node gets the key distribution message, might
result in the loss of group key distribution message packets or
the failure of authentication. (ese two events are deemed to
have the same probability of occurring and can be treated as
separate random events in this scenario. Because of this, it is
simple to describe the key buffer status of each sensor node
using a one-dimensionalMarkov chain, as seen in Figure 1.(e
state of the node α � ( (X − X)3/N)/σ3X represents the key
buffer in the node, among other things.

When a key distribution message packet is lost or when a
key update message event is successfully received [14], the node
status is passed to the receiving node. If the frequency distri-
bution is not normal, then the skewness coefficient and the
kurtosis coefficient can be used to determine whether or not the
distribution is normal. (e following is the formula for de-
termining the skewness coefficient whenworkingwith raw data:
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α �
(X − X)

3/N
σ3X

. (4)

Among them, α denotes the skewness coefficient, X
denotes the original data, X denotes the average number, N
denotes the total frequency, and σX denotes the standard
deviation when α � 0, indicating that the frequency distri-
bution is in a symmetrical shape, which is in accordance with
the normal distribution. When α> 0, the frequency distri-
bution was positively skewed. When α< 0, it shows that the
frequency distribution is negatively skewed. When using the
raw data to calculate the kurtosis coefficient, the formula is

β �
(X − X)

4/N
σ4X

− 3. (5)

Among them, β represents the kurtosis coefficient, X
represents the original data, X represents the average
number, N represents the total frequency, σX represents
the standard deviation, and the distribution has a normal
peak. When β> 0, the distribution showed a high narrow
peak, at which time the average frequency around the ratio
was large. (e distribution pattern is highly narrow. (e
relationship between the urban public art and the regional
environment is first considered in its entirety, and it is
related to the development of the city. Different periods of
urban appeal and development have a great influence on
the degree of public art. (e specific integration into the
urban system, with the driving force as the reference
point, reflects the relationship between the urban public
art and the environment. (ere are mainly several modes:
the government-planned policy promotes the develop-
ment of the regional cultural image. (e method of
shaping public art as an image is concentrated in the
municipal squares, streets, and parks. Here, the public art
represents the regional environmental aesthetics business
card and the values of regional culture; the specific events
are temporary breakout points. At the emergence of
public art sprawl in specific areas, such core areas of public
art are mainly associated with specific space backgrounds
such as the Olympic Park and Expo landscape belt; there is
also a combination of specific cultural site backgrounds,
such as universities and monumental parks, with cultural
self-building and social communication as the driving
force, from the inside out public art divergent setting.

3.2. /e Constitutive Relationship between Public Art and
Regional Environment. John Ayer and Rigoberto Tols have
been creating public art in the South Bronx of New York for
13 years. (is community is the poorest area in New York
City. Violence, drug abuse, and home destruction are
commonplace here. Aahan and Tols used the method of
living to overturn and convert the most common residents
of the community into a single statue, and part of it was
permanently hung on the walls of the neighborhood. Res-
idents are honored to be able to reappear in the works of the
artist and have a new experience and understanding of their
own life. Maybe art does not change the living habits of these
people. However, they have changed the narrow and closed
concept of space here, which has transformed the residents
here towards openness. Obviously, what Ai Heng and Tols
pursued was not the “artistic” effect of the work but the
“social” effect; the problem they were trying to solve was not
the issue of beautifying the city and beautifying the envi-
ronment, but rather a social issue that was due to race. (e
artist advocated both the affirmation of cultural diversity and
the spirit of tolerance for different cultures through this
creative activity, as well as demonstrating profound hu-
manistic care for society’s bottom population. (e civil
society places a premium on the exercise of public rights. On
the people’s petition, the “oblique arc” sculpture on the
welfare square in front of the Manhattan Federal Office
Building mentioned in Chapter 2 was demolished. Designer
Serra, on the other hand, filed a lawsuit in court, claiming
that this was a violation. (e First Amendment Act guar-
antees the right to freedom of expression. (e Court of
Appeal, on the other hand, recognized Serra’s right to
freedom of expression in principle while also arguing that
Serra had already relinquished his right to freedom of ex-
pression when he turned the work over to the General
Services Administration. (e term “slope arc” refers to
property rather than expression. Some important issues in
public art are addressed in the “oblique arc” debate, such as
the artist’s right to express, public choice, and artistic ex-
pression under the constraints of property rights. (is kind
of property rights and public rights awareness not only drew
attention in the United States several decades ago, but it is
now increasingly influencing the realization of public art in
today’s domestic situation. Although most people were fa-
miliar with Shanghai Pudong International Airport’s “Day at
the Airport” series of scene sculptures, some passengers
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Figure 1: Diagram of sensor node state transitions.
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reported to the appropriate departments that one set of
sculptures placed in chairs was occupying passengers. (e
rest, space, although the sculpture was not removed under
the interpretation of coordination, it can be seen that the
public is more sensitive to their own awareness of social
rights, which also necessitates more careful consideration of
space in the design and implementation process of public
art. In China, the composition of human rights provides a
more respected artistic experience for the general public.
Citizens’ spiritual needs are met first and foremost by
contemporary urban public arts, which also promote the
interaction of artistic needs. (at is to say, artists use public
works that are full of artistic appeal and cultural thinking to
materialize social culture and public civilization in the form
of public art. (e public’s cultural cognition is enhanced by
people’s cultural understanding, resulting in a socialized
cultural artwork.

4. Result Analysis and Discussion

(e relationship between public works of art and the en-
vironment is concerned, because the nature of the envi-
ronment derived from the creation of public art is
important, but this environment linkage does not need to be
stereotyped as the inevitable requirements. (e key is
whether the installation of the work is to create a social
significance for the public for the purpose of the aesthetic
environment. As a result, this paper investigates and cal-
culates using Shanghai as an example. Changning District
has a permanent population of 690,600 people, 242,900
households, and an average household population of 2.49
people, according to the 2010 National Population Census
results; daily residents are 334,600 men. (ere were 356,000
females, 21,400 more than males.

In addition to displaying basic population density data,
these basic demographic data also provide some charac-
teristics of the population environment in Changning
District for the study of the project: the aging population
tends to show a growing trend; the education level of the
population is high; the population environment is diversi-
fied. (e population has increased, the population of ethnic
minorities has increased, and there is a relatively concen-
trated foreign population; the female population is high; the
family size is small (Table 1). (erefore, focusing on the
cultural life of the middle-aged and elderly people in the
community as a background is a focus of public art; the
protection of the local culture and the cultural context

display will constitute a useful bridge between nonwoodland
residents and communication; the scale of the family shows
that the residents’ attention to outdoor cultural life will be
higher. As the East Hongqiao Business District has grown
mature, its personnel education background should be
higher than this average plan, which means that Hongqiao
Business Centre as the energy of smart highlands will be
more abundant; therefore, the artistic construction of this
region also has a higher potential demand market. (e
promotion of public art as a means of promotion in high-
quality population activity areas is also a choice to increase
the satisfaction of residents in the area, and it is conducive to
the formation of a virtuous cycle of comprehensive inte-
gration of talents. As is shown in Figure 2, Changning
District is a comprehensive residential area with a wide
range of areas and nature. From Xinli Residence to Garden
House, from the grassroots community to the high-end villa
area, the residential category and the nature of the residents
are also distinct.

“Public art is the art of planning,” says the artist. One of
the ways in which it differs from conventional contemporary
art and contemporary art in general is that it incorporates
conscious methodological knowledge into the design pro-
cess. (is is the first topic to look at the interaction between
public art and the surrounding environment in depth. (e
fundamental conclusion is concerned with the logical chain
of this relationship, and the continuation is concerned with
the public art methodology that is employed in urban
planning. In this article, the program’s overall performance
is assessed and reviewed. When compared to existing
schemes, the key advantage of the suggested system is that
group members can choose their own personal secret in-
formation without the need for the group administrator to
communicate it through a secure channel. Each member of
the group is simply required to keep the identity of the
persons he or she chooses a secret from the others. When it
comes to storage overhead, communication overhead, and
security, the performance of this project compares favorably
to that of analogous solutions, as shown in Table 1; t is the
maximum number of collaborators that can be accommo-
dated by the system, m is the total number of sessions that
can be accommodated by the group life cycle, and q is a
prime number that matches the cryptographic key specifi-
cations.(e fundamental mechanism of the layer μUTESLA
protocol is depicted in Figure 3.

Our group members can choose their own personal
secret information, as seen in Figure 2, and as a result, each

Table 1: Population characteristics of Changning district.

Classification Population
Percentage of total

population
(%)

Compared to the
previous
census (%)

Ratio of the whole
city (%)

65 and older 9.75 million 14.12 1.38 4
0–14 years old 4.80 million 6.95 4.24 1
All ethnic minorities 0.99 million 1.43 0.57 0.2
University level (college or above)
population 25.73 million 37.26 18.04 1

Resident population 17.54 million 25.39 7.82 13
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group member only needs to keep a personal key of their
choice throughout the self-healing key distribution process
[15, 16]. It is necessary for scheme group members to
maintain individual secret polynomial values that have been
distributed by the group administrator, hence keeping the
scheme’s storage overhead to a minimum. After the pa-
rameter pL changing to a different value, the graph of E[NH]

as a function of the key buffer length l in Figure 4 can be seen
in more detail. (e average node update per key requires less
computing overhead even when the channel packet loss rate
is high (for example, pL � 0.5), as illustrated in the diagram.

5. Conclusion

(e results of public art reflected in different field backgrounds
also have a symmetrical relationship with the environmental
background. First of all, from the perspective of the city, the
image language of the regional culture conveyed by the public
art works depicts a certain aspect of the city image and is a label
for the positioning of the city art; furthermore, from the specific
regional environment, the public art often defines the vitality
center of the region, infecting the public’s sense of the envi-
ronment with cultural cohesion; secondly, the positive energy
that public art can transmit is also an important way of guiding
social values. (e exploration of the mode of public art also
drives the corresponding discipline construction; essentially,
the most important value of public art is the shaping of social
cultural characters and the positive power of citizens’ self-value
recognition.(e public experience is an important criterion for
judging the value of public art in the environment. Public
perception is a double-edged sword. On the one hand, public
experience reflects the social value of public art. On the other
hand, it is not enough for public perception. It may also hinder
the realization of public art. (erefore, in the practice of public
art and environment, we should pay attention to the value of
the people’s experience, but we should also do a good job of
active cultural guidance.
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*e cooperation between emerging enterprises and different enterprises can stimulate innovation enthusiasm and realize
synergistic value creation. At present, there is no regular pattern and rules for synergistic value creation among emerging
enterprises, which cannot achieve effective synergistic value creation. Based on the complex network relationship and dynamic
model of game evolution among multiple entities of value creation within emerging enterprises, the factors that affect the
efficiency of synergistic value creation in the aspect of input, benefit assignment, and interaction mechanism of synergistic value
creation are analyzed and then the path of the promotion of synergistic value creation among the entities of new enterprises is
studied. *e results show that the core enterprises play a leading role in the cooperation input among emerging enterprises, and if
the balance of interests among cooperative enterprises is guaranteed, the revenue effect is the best, and the network cooperation
density is the strongest. *e game evolution shows that, in order to improve the efficiency of synergistic value creation, it is
necessary to improve the expected coefficient and number of synergies between enterprises and establish a mechanism for
equitable distribution of synergies by strengthening information exchange among enterprises in emerging industries, so as to
build an atmosphere of synergies, the complementarity of assets and synergies.

1. Introduction

With the development of economy and society, the demand
of the people and the market for different industries are
constantly innovating, and different emerging industries are
derived. Effective allocation of innovation resources and
improvement of innovation efficiency can promote the
development of relevant industries [1]. In the process of
industrial development, the innovation ability of a single
enterprise is limited, and the emergence of synergistic value
creation effectively solves this problem. Synergistic value
creation in emerging industries is an innovation behavior
similar to an alliance, which is based on competition and
cooperation between enterprises and mainly includes re-
search and development cooperative innovation, product
innovation, and market innovation [2]. Synergistic value
creation of emerging industries has the advantage of saving
technology transfer and technology exchange costs [3].
When technology spills over between and within industries,

enterprises can form innovation alliances to tackle key
problems and monopolize the technology within the alli-
ances [4]. As a result, many emerging industries have a very
strong motivation on synergistic value creation, and the
main causes of competition between enterprises is nowmore
emphasised on the customer knowledge economy, flexi-
bility, rapid response, and the value chain of the internal-
ization and unstructured. However, limited resources will
inevitably lead to competition within and among synergistic
value creation systems. Different subjects adopt corre-
sponding strategies based on their own development in-
terests, so the strategies of other relevant innovation subjects
will also change accordingly [5].

*e innovation of emerging industries needs the co-
operation of various parties. *ere are important innovation
resources within the industry such as scientific research
institutions, governments, and universities. *e flow and
allocation of resources are the necessary conditions for
innovation. Since the process of establishing industrial
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competitiveness is a process of competing for resources in
essence, the innovation subjects must go through a process
of evolutionary game. Innovation resources are mainly
concentrated in enterprises, while heterogeneous resources
such as talents and latest scientific research achievements are
concentrated in universities and scientific research institu-
tions. *erefore, in order to fundamentally improve the
overall innovation capacity of the industry, effective flow and
allocation of resources must be realized first. *e emerging
industries of China are still in the embryonic stage, so a
series of help from the government and intermediary
agencies is needed to achieve faster development. Of course,
as the subject of innovation itself, strategic emerging in-
dustries should learn from each other and develop together.
*e innovations and contributions of this study are as
follows:

(1) Based on the complex network relationship and
dynamic model of game evolution among the
multiagents of value creation within emerging en-
terprises, the influencing factors and upgrading path
of synergistic value creation among the agents of
emerging enterprises are studied.

(2) According to the analysis of historical data, the
factors influencing the synergistic value creation of
different types of enterprises from the aspects of
initial investment, enterprise attributes, and profit
distribution are analyzed.

(3) *e trajectory of synergistic value creation among
different enterprises is studied by means of game
evolution and puts forward the path of synergistic
value creation according to the changes of different
variables, and it has certain practicality.

2. Related Work

In recent years, many experts have studied the theories and
measures of synergistic value creation and value enhance-
ment in enterprises. *e present situation of synergistic
value creation, synergistic method research, and complex
network application is studied.

2.1.CollaborativeValue Innovation of Enterprises. Frank and
Piller believe that synergistic value creation can be defined as
the active integration of different parties in the process of
value creation within an organization, aiming to bring
different parties together to create common valuable results
[6]. Schreier proposed that enterprises have unique tangible
and intangible resources, which can reduce the risk of failure
and the cost of innovation when combined with the re-
sources of service providers [7]. Stephan and Hankammer
introduced customer groups and believed that synergistic
value creation encourages customers (service consumers) to
actively participate in the design and delivery of innovative
customized services to meet customers’ performance goals,
thus greatly reducing the risk of service delivery failure [8].
Doren et al. studied Indian offshore service providers and
found that Indian organizations can improve customer

retention rate and attract new customers by promoting the
acquisition and utilization of network resources through
high-quality synergistic value creation with customers and
maintaining innovation through close cooperation with
customers [5].

2.2. Method and Framework of Enterprise Collaborative
Development. Schweizer proposes a framework that facili-
tates the execution of successful collaborations. Schweizer
proceeds to propose a ratio-driven approach and a value-
adjustment mechanism, enhancing the probability of suc-
cesses in pharmaceutical research collaborations [9].
Chesbrough considers open innovation requires collabo-
ration among distributed but interdependent actors who rely
on each other’s capabilities for value creation and capture.
Value in open innovation is driven not only by actors’ value
creation but also by their ability to capture value [10].

2.3.ComplexNetworkApplication. A complex network has a
strong application background in the cooperative devel-
opment of enterprises and government affairs. Arellano
proposes a new algorithm to select the relevant nodes that
maintain the cohesion of the network of the complex net-
work. *e result shows that the proposed approach out-
performs degree, PageRank, and betweenness in most of the
several real complex networks [11]. Meng proposes a
Spearman coefficient reconstruction network (SCRN)
method based on the Spearman correlation coefficient. In
the SCRN method, we select entities in the real world as the
nodes of the network and determine the connection weights
of the network edges by calculating the Spearman correla-
tion coefficients among nodes [12].

From the point of the current research status, different
countries and enterprise development patterns vary, experts
often seek emerging from the successful case enterprise
synergy creation combining site and advantage, and it is not
the professional model which combined with the actual
enterprise development present situation, and it leads the
study to one-sided. At the same time, synergistic value
creation among emerging enterprises is usually carried out
from enterprise types and product business, without ana-
lyzing the specific implementation process and influencing
factors, resulting in an unclear promotion path of synergistic
value creation and a lack of data analysis of evolutionary
nature.

3. Analysis on the Influencing Factors of
Synergistic Value Creation Efficiency of
Emerging Enterprises

3.1. Construction and Evolution of the Complex Network
Model. *ere are two types of emerging enterprises: one is
the core enterprise that plays a leading role and the other is
the general enterprise that has a certain research and de-
velopment capability [13]. *e connection mechanism of its
network architecture is the synergistic relationship between
enterprises. *e partial schematic diagram of synergistic
value creation network of emerging enterprises is shown in
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Figure 1. *e blue line represents the coordination and
cooperation between ordinary enterprises and core enter-
prises, while the red line represents the interaction and
cooperation between core enterprises.

*e evolution process of innovation network mainly
includes initial network construction, node entry, and
generation of edge and gradually evolves into the corre-
sponding complex system through the continuous growth of
network scale. *erefore, based on the initial network
formed randomly, this study constructs the synergistic value
creation network of emerging enterprises with three types of
nodes, namely, G(V, E). V is the set of all nodes in the
network, and E is the set of all edges in the network. *e
evolution rules are as follows.

Step 1. Build the initial network. An initial network with m0
nodes and edges is generated randomly.

Step 2. For each time step, a new node joins the network.
First, set the parameter q, and 0< q< 1, then randomly
generate the real numbers q′, and q′ ∈ (0, 1). When
q< q′ < 1, the probability of this new node connecting to
m1(m1 <m0) node in the global network G is as follows:


i

�
ki

j∈Gkj

, (1)

when 0< q< q′, randomly select M node from the current
global network to form the LAN. In addition, the probability
that the new node preferentially connects to m2(m2 <M)

nodes in the LAN L is as follows:


i

�
ki

j∈Lkj

, (2)

where ki is the degree of any node in the network.

Step 3. Repeat the second step, and do not allow repeated
edges and self-connection. Until the network node scale
reaches N, the evolution ends.

In this study, the evolutionary mechanism of synergistic
value creation of emerging enterprises is shown in Figure 2,
which mainly includes synergistic value creation input,
benefit assignment, and interaction mechanism.

In the synergistic value creation network of emerging
enterprises, the interaction modes between different types
of innovation subjects are diverse, which makes the in-
novation network present a nonlinear cooperative be-
havior evolution form. In fact, there are cooperative
relations and competitive relations between innovation
subjects in the network [14]. Cooperative relations are the
premise of collaborative innovation activities between
subjects, while competitive relations promote game be-
haviors between subjects. However, in the initial stage of
innovation activities, because of the limited rationality of
innovation individuals, their game decisions may not be
optimal, and they need to constantly adjust and optimize
their decisions by learning and imitating other individuals
who are better than them, thus forming a dynamic evo-
lutionary game process. From the individual point of
view, the game decisions adopted by each innovation
subject will affect the benefits obtained by other subjects,
which makes the innovation subject with preference
characteristics change their own strategies to maximize
their own interests. From the overall point of view, in-
novation subjects are based on a certain learning and
imitation mechanism, which makes excellent strategies
gradually spread in the innovation network, thus pro-
moting the evolution of the overall cooperative behavior
of the network.

3.2. Game Evolution Model of Complex Network Evolution.
*e evolution of complex networks is influenced by input
and benefit assignment. Production input is the basis of
cooperation and can analyze the importance of the enter-
prise. Profit distribution describes the results of synergistic
value creation, and the two factors describe the purpose and
results of cooperation, respectively. *erefore, the above two
factors are selected as evolutionary variables in this model.

3.2.1. Synergistic Value Creation Input Model Construction.
In this study, cost and early income jointly determine the
production input of game subjects in the cooperation
process, and the production input of enterprises in each
neighborhood is determined by the following formulas:

Industrial Cluster A Industrial Cluster B

Core Enterprise Ordinary Start-up

Figure 1: *e partial schematic diagram of synergistic value creation network of emerging enterprises.
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ax,y tn(  � 1 − w1( 
e
α·mx,y tn−1( )


kx

i�0 e
α·mx,y tn−1( )

+ w1
e
α·kx


kx

i�0 e
α·ki

, (3)



kx

y�0
ax,y tn(  � C, (4)

where the benefit index is eα·mx,y(tn−1)/
kx

i�0 eα·mx,y(tn−1), which
is the standardized ratio of the income of node x in the
neighborhood y to the total income in the neighborhood y;
the enterprise importance index is eα·kx /

kx

i�0 eα·ki , which is
the standardized ratio of the degree of the node x to the sum
of the degrees of all nodes in the neighborhood y, reflecting
the importance of the node x in the neighborhood. tn �

2, 3, . . . , T represents the number of rounds of the game.

3.2.2. Benefit Assignment Model Construction. *is study
uses the utilization allocation model created by Chen [16]. In

this study, the cost and innovation input jointly determine
the benefit assignment of the game subjects in the coop-
eration process, and in order to simplify the model, the
evaluation error of enterprise innovation input is ignored
here. After the end of the tnth round of game, the net income
of the node x in the neighborhood y is determined by the
following formula:

mx,y tn(  � w4
e
β·ax,y tn( )


kx

i�0 e
β·ax,y tn( )

+ w3
e
β·bx,y tn( )


kx

i�0 e
β·bx,y tn( )

+ w2
e
β·kx


kx

i�0 e
β·ki

⎡⎢⎣ ⎤⎥⎦πy tn(  − ax,y tn(  − bx,y tn( . (5)

According to formula (5), the income distributed by
node x in the neighborhood y is jointly determined by its
production input index, cooperation input index, and degree
index in the neighborhood. β is the regulation coefficient,
w2, w3, and w4 respectively represent the degree weight,
cooperation input weight, and production input weight of
the node x, and w2 + w3 + w4 � 1.

After the end of the tn round of game, the total income of
node x in each kx + 1 neighborhood is as follows:

Mx tn(  � 

kx

y�0
mx,y tn( . (6)

3.2.3. Innovation Model Construction. Innovation can re-
flect the vitality of new enterprises and the value of coop-
eration. *is study evaluates the effect of enterprise
cooperation by combining enterprise value cocreation with
innovation ability. At present, it is generally accepted at
home and abroad to judge the innovation ability of enter-
prises by measuring the international patent classification
number. According to the previous research results of some

scholars, innovation ability is often related to “the number of
technological innovation projects,” “product update speed,”
“the number of patents,” and “customer satisfaction.” In this
study, the number of patents obtained by enterprises in the
recent five years is selected as the standard to measure the
innovation capability of enterprises.

3.2.4. Design of Policy Update Rules. At the end of each
round of game, each node x randomly selects its neighbor
nodes y and compares its total income Mx(tn) with My(tn)

of its neighbor nodes. If Mx(tn)≤My(tn), the node will
adjust the game strategy and follow the strategy of the node x

in the neighborhood y according to a certain probability W.
In this study, Fermi updating rule is used to determine the
imitative probability.

*e variable description is listed in Table 1.

3.3. Evolutionary Simulation and Analysis of Complex Net-
work Evolutionary Game. *e MATLAB simulation plat-
form is used to simulate the evolutionary game model of

Table 1: *e variable description of the model.

Variable Description
eα·mx,y(tn−1)/

kx

i�0 eα·mx,y(tn−1) Benefit index
eα·kx /

kx

i�0 eα·ki Enterprise importance index
y Neighborhood
Mx(tn) Total income of x

α, β Regulation coefficient
tn Number of evolution

Cooperation 
Strategy and 

mode

Collaboration 
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distribution 
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Subject 

Update

Rules for Cooperation in Emerging Industries

Collaborative 
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Activities

Game 
Behavior 

Return
Game 

Strategy 
selection

Figure 2: Evolutionary and dynamic mechanisms of synergistic value creation of emerging enterprises.
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synergistic value creation network of emerging enterprises.
*e simulation algorithm and related parameters are set as
follows.

Step 4. Set the initial parameters of the synergistic value
creation network for emerging enterprises. r � 2,
α � β � 0.5, w1 � w2, w3 � w4, B � C � 1, noise factor
K � 0.1, and total number of rounds of game T � 400.

Step 5. Determine the initial game state of the synergistic
value creation network of emerging enterprises. In the be-
ginning, the total production input that can be paid by each
node is evenly distributed among its participating neigh-
borhoods, and the initial cooperation rate of each node is 0.5,
which is randomly distributed.

Step 6. *e game players in the synergistic value creation
network of emerging enterprises determine their innovation
input according to the established rules and determine the
benefits of all game players according to the benefit as-
signment rules.

Step 7. *e strategy updating process of game subjects in the
synergistic value creation network of emerging enterprises.
*e game subject updates the strategy according to the
established strategy updating rules.

Step 8. Repeat Steps 6 and 7, and the simulation will be
terminated when the set game iterations are reached. *e
simulation results of the innovation network achieving

dynamic equilibrium are the average values of the last 50
rounds under each group of parameters, and several
independent experiments are conducted respectively.

Two experimental scenarios are designed in this study,
which is the comparison of network density between two
cooperative enterprises with different input ratios and dif-
ferent income distribution ratios. *e experimental results
are shown in Figures 3 and 4.

*e test results show that if the two companies are the
same kind of enterprises, and the disparity of the property
and asset size is small, then the network density rises, and
as the disparity of enterprises gradually increases, the
network density is reduced. *e result suggests that
synergistic value creation of the same kind of enterprises
tends to be homogeneous. At the same time, if the two
enterprises are of different types, such as the core en-
terprise and the general enterprise, and the disparity of
enterprises is small, then the network density decreases,
and as the disparity of enterprises gradually increases, the
network density increases instead, and it shows that
synergy value creation of the same kind of companies
tends to be dependent.

By selecting the number of cooperative patents between
enterprises of different orders of magnitude as a parameter
variable, the network density of emerging enterprises is
counted. *e impact of innovation on network density is
listed in Table 2. It can be seen from the results that with the
increasing number of cooperative patents between enter-
prises, the degree of cooperation is closer and the easier it is
to produce industrial clusters.
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Figure 3: Influence of input on network density.
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It can be seen from Figure 4 that when emerging en-
terprises cooperate with each other, the profit effect is the
best and the network cooperation density is the strongest.
*e reason is that the high degree weight will make many
ordinary enterprises choose not to cooperate, which leads to
the serious loss of interests of core enterprises with high
degree, while the damage degree of backbone enterprises is
less than that of core enterprises. At the same time, with the
increase of and coefficient, the network cooperation density
between enterprises gradually increases.

3.4. Analysis on the Influencing Factors of Synergistic Value
CreationEfficiency. *rough the analysis of the evolutionary
dynamics of the cooperative behavior of the cooperative
value creation network of emerging enterprises, it can be
seen that the benefits gained by the innovation subjects can
be an important driving factor of whether they change the
game strategy through a learning mechanism. However, as
the innovation subject, benefits obtained through collabo-
rative innovation actually only play a certain guiding role in
the self-organization evolution of synergistic value creation
of emerging enterprises [14]. As for the factors that affect the
evolution of network cooperative behavior, it is necessary to
investigate the root, which can be analyzed from external
factors and internal factors, respectively.

According to the data analysis results, we build the
synergistic value creation network operation mechanism of

emerging enterprises and make the distribution of interests
between innovation subjects consider the innovation in-
vestment and important degree. However, the different types
of enterprises in the process of collaborative innovation
input will exist a certain difference of importance, which
makes the innovation main body produce an obvious in-
come gap, leading to cooperation between the players to
change. As for the equitable benefit assignment structure, it
can promote the stable development of innovation activities
in the collaborative innovation network, thus attracting a
large number of subjects to participate in the collaborative
innovation to share the benefits. However, the unfair profit
distribution structure will lead the innovation subject with
low income to produce negative cooperative behaviors and
transfer them to other innovation subjects in the network,
thus inhibiting the positive evolution of network cooperative
behaviors. Over time, more and more innovation subjects
will withdraw from cooperation. *erefore, whether the
benefit assignment structure is reasonable or not will directly
affect the development of synergistic relationship between
participants, and thus it has an impact on the evolution of
cooperative behavior of synergistic value creation network of
emerging enterprises.

4. Evolutionary Game and Promotion Path of
Synergistic Value Creation of
Emerging Enterprises

4.1. Model Construction of Game Equilibrium. To build the
model and simplify the calculation, the following game el-
ements are considered:

(1) Participants of the Game. It is assumed that the
proportion of the assets of the two enterprises X, Y
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Figure 4: *e effect of revenue distribution on network density.

Table 2: *e impact of innovation on network density.

Cooperative patents 0 5 10 15
Network density 0.12 0.19 0.23 0.31
Cooperative patents 20 30 40 50+
Network density 0.42 0.56 0.67 0.82+
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participating in innovation in the emerging in-
dustry in the total assets of the emerging industry is
X1, and the proportion W1 of the input in syner-
gistic value creation is directly proportional to the
total assets. *e total input (including the input of
human resources, material resources, financial re-
sources, technical resources, and other factors,
which can be converted into currency) is I, where
the share of enterprise X input is X � X1W1, the
proportion of enterprise input in the total assets is
W2, and the input share is Y � Y1W2.

(2) Behavior. If enterprises trust each other and adopt
synergistic value creation behaviors, then the en-
terprise synergistic income c is distributed according
to the proportion of input, and the enterprise income
is ac. *e size of revenue c is positively correlated
with the expected synergy coefficient η(η> 1) of the
two enterprises. If both enterprises A, B do not trust
each other and both parties betray each other, then it
is considered that there is no synergy and no income.
In this case, the payment of both parties is 0. If
company A cooperates with each other and B is
selfish, it can be considered that the input of
new industry companies is completely taken by
the company B, which leads to no further
cooperation.
Suppose that the probability of A cooperative be-
havior is p, the probability of selfish behavior is
1 − p, the probability of enterprise B taking collab-
orative behavior is q, the generalization of selfish
behavior is 1 − q, and suppose that the collaboration
between enterprises A, B is motivated by a positive
feedback, expressed by θ (θ> 0). *e more times of
collaboration can cause the more tacit collaboration
and make the rational increase. Synergy is cumu-
lative, and every success of synergy will receive a
positive incentive on the original basis.

(3) If the enterprises in the emerging industry trust each
other and cooperate before the synergistic value
creation for n times, each enterprise will continue to
adopt the strategy of cooperation. However, once
one enterprise in the emerging industry betrays in
the n th stage, the enterprises in the emerging in-
dustry will not cooperate in the future.

According to the above assumptions, the payment
matrix of the enterprises A and B in the nth synergistic value
creation can be constructed, as listed in Table 3.

4.2. Analysis of Synergistic Value Creation Conditions in
GameBalance. Whether an enterprise A chooses synergy or
betrayal, it depends on the difference ΔGA between its ex-
pected payment when it chooses synergy (p � 1) and be-
trayal (p � 0), because it has incomplete information for the
enterprise and can only consider the problem from its own
interests:

ΔGA � 
4

i�1
GiA(p � 1) − 

4

i�1
GiA(p � 0), (7)

ΔGA � qI aη(1 + θ)
n− 1

− 1 . (8)

*e condition for enterprise A to choose synergy is
ΔGA ≥ 0, and according to the above formula, there is
aη(1 + θ)n− 1 − 1≥ 0, as a≥ 0, so

a≥
1

η(1 + θ)
n− 1. (9)

Based on the above model construction results, the
following can be seen:

(1) When η and θ are certain, if the η value is relatively
large, then a can be relatively small, and if the η value
is small, then the requirement is relatively large.*at,
result of the first cooperation conditions show that
the synergistic effect of enterprises of innovation,
also willing to adopt cooperative behavior, and it
suggests the less resources and ability to make
synergistic value creation. *e synergistic effect of
innovation is small, and enterprises only adopt co-
operative behavior when they are dominant in the
process of innovation.

(2) When η is certain, if η and θ are relatively large, then
a can be relatively small, and if η and θ are small, then
the requirement is relatively large. *us, the second
cooperation condition is obtained:
When there are more times of collaboration and
trust relationship is established, enterprises are
willing to take cooperative innovation behavior even
though they have less dominance in the innovation
process. When there are fewer times of cooperation
and trust relationship is not established, enterprise A

is willing to take cooperative behavior only when
they are dominant in the innovation process.

As mentioned above, in theory, the game behavior of
enterprise B and the game behavior of enterprise A have the
same rational choice in the same strategic environment.
*erefore, it can be concluded that the conditions for en-
terprise B to choose synergy are as follows:

b≥
1

η(1 + θ)
n− 1. (10)

When a � b � 1/2, it means the two enterprises have equal
input, equal undertaking of innovation risks, and equal
separation of innovation benefits, and both parties have the

Table 3: *e payoff matrix.

Enterprise A Enterprise B
State (probability) Synergy (q) Betrayal (1 − q)

Synergy (q) G1A, G1B 0, G2B

Betrayal (1 − q) G3A,0 0,0

Computational Intelligence and Neuroscience 7
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greatest desire to carry out long-term or repeated cooper-
ative innovation.

4.3. Promotion Path and Experiment of Cooperative Com-
petition Game Analysis. According to the above game
analysis of collaborative competition, the essence of collab-
orative competition is incomplete information repeated
game, so enterprises in emerging industries need to pay at-
tention to balance. *e comparison results of models with
different η values, n values, and θ values are shown in Figure 5.
*e synergistic value creation of enterprises in emerging
industries needs to start from the following aspects:

(1) Improved η Value. *e higher the expected synergy
coefficient between enterprises, the more inclined

enterprises are to long-term synergy. *e value can
be improved by improving the way and structure of
collaboration and strengthening the communication
between enterprises in the process of collaboration.

(2) Improved n Value. In other words, the more times of
synergistic value creation, the more mutual under-
standing and trust between enterprises, so as to
establish a long-term stable synergistic value creation
relationship.

(3) Improved θ Value. We should strengthen the in-
formation exchange of enterprises in emerging in-
dustries, establish the mechanism of equitable
distribution of collaborative achievements, and de-
velop a good collaborative institutional environ-
ment, legal environment, and cultural environment.
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Figure 5: Comparison results of models with different η values, n values, and θ values.

Table 4: Results of network cooperation density under different ratios.

Ratios Network cooperation density Synergistic value creation goal probability
a � 0 · 1, b � 0 · 9 0.34 0.32
a � 0 · 2, b � 0 · 8 0.46 0.49
a � 0 · 3, b � 0 · 7 0.56 0.62
a � 0 · 4, b � 0 · 6 0.67 0.71
a � 0 · 5, b � 0 · 5 0.87 0.92
a � 0 · 6, b � 0 · 4 0.77 0.79
a � 0 · 7, b � 0 · 3 0.67 0.71
a � 0 · 8, b � 0 · 2 0.62 0.67
a � 0 · 9, b � 0 · 1 0.45 0.59
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(4) Improved q Value. In other words, it can effectively
promote the synergistic value creation of emerging
industries by improving the potential synergistic
benefits, asset complementarity, and synergistic at-
mosphere and increasing the punishment for
betrayal.

Meanwhile, under different ratios of a and b, the syn-
ergistic value creation has different effects. *e specific
simulation results are listed in Table 4.

*e empirical data selected in this study are the sample
data of new energy emerging enterprises, and the times of
synergistic value creation, degree of knowledge collabora-
tion, and innovation data are collected. Innovation is based
on patent data based on the Patsnap database. *e sample
data include a total of 200 enterprises from 2019 to 2020.
Results of network cooperation density under different ra-
tios based on empirical data are listed in Table 5.

Based on the constructed model and experimental re-
sults, it can be theoretically proved that when a � b � 1/2,
two enterprises are most likely to adopt synergistic value
creation behavior. In the same way, the case of individual
enterprises can be deduced. When a � b � c � . . . � 1/n, n,
enterprises are most likely to adopt synergistic value creation
behavior. *erefore, it is necessary to create synergy con-
ditions so that enterprises in emerging industries can make
an equal investment and equal separation of innovation
benefits and risks.

5. Conclusions

Based on the complex network relationship and dynamic
model of game evolution among multiple entities of value
creation within emerging enterprises, the factors that affect
the efficiency of synergistic value creation in the input,
benefit assignment, and interaction mechanism are ana-
lyzed, and then the path of the promotion of synergistic
value creation among the entities of new enterprises is
proposed. *e model test results show that the core en-
terprises play a leading role in the cooperation input among
emerging enterprises, and if the balance of interests among
cooperative enterprises is guaranteed, then the revenue effect
is the best, and the network cooperation density is the
strongest. To enhance synergistic value creation, it is nec-
essary to improve the expected coefficient and number of
synergies between enterprises and establish a mechanism for

equitable distribution of synergies by strengthening infor-
mation exchange among enterprises in emerging industries,
so as to build an atmosphere of synergies, the comple-
mentarity of assets and synergies.

Finally, based on the above research findings and
combined with the realistic situation, countermeasures and
suggestions are provided for synergistic value creation of
emerging enterprises in China, and reference basis is pro-
vided for the government to support the development of
synergistic value creation activities of emerging enterprises.
However, due to the lack of more data support and technical
support tools, the subsequent research will combine the
collaboration data of typical emerging enterprises for value
creation data analysis.
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Character relationships in literary works can be interpreted and analyzed from the perspective of social networks. Analysis of
intricate character relationships helps to better understand the internal logic of plot development and explore the signi�cance of a
literary work. �is paper attempts to extract social networks from Chinese literary works based on co-word analysis. In order to
analyze character relationships, both social network analysis and cluster analysis are carried out. Network analysis is performed by
calculating degree distribution, clustering coe�cient, shortest path length, centrality, etc. Cluster analysis is used for partitioning
characters into groups. In addition, an improved visualization method of hierarchical clustering is proposed, which can clearly
exhibit character relationships within clusters and the hierarchical structure of clusters. Finally, experimental results demonstrate
that the proposed method succeeds in establishing a comprehensive framework for extracting networks and analyzing character
relationships in Chinese literary works.

1. Introduction

Classic literary works are passed down to the present day
because imaginative virtual worlds created by the authors
can re�ect many characteristics of our society. Character
relationships in a novel indirectly re�ect the writer’s ex-
periences and feelings about social life, cultural beliefs, and
habits. Traditional analysis tries to discover the value of a
literary work and compares similarity between the social
structure in the work and real-world structure. However,
recent analysis paid more attention to social relationships of
characters. For example, the relationships of characters
portrayed by a novel often carry a large amount of social
information which is important for scholars when inter-
preting a literary work. Hence, extracting a social network
and analyzing intricate character relationships will help to
better understand the internal logic of plot development and
explore the signi�cance of a literary work. For instance, it
can ease the process of reading a novel with too many
characters, because readers are often confused about com-
plicated character relationships while reading a long novel.

�is paper attempts to extract networks of character
relationships for several Chinese literary works by per-
forming network analysis, cluster analysis, and data visu-
alization. By applying these technologies and re�ning shared
features in literary works, we succeeded in building a
framework for studying network extraction and character
relationship analysis of the Chinese literature. Initially, a
Chinese lexical analysis on the novel text is used to resolve
character names. Co-word network analysis is then
employed to extract a network of character relationships. By
analyzing the created network, we are able to grasp the basic
characteristics of important characters in the speci�ed
Chinese novel. Finally, a variety of data visualization
techniques are proposed to display character relationships in
the novel.

�is article is arranged as follows: Related researches are
discussed in Section 2. Section 3 elaborates the methodology
of character relationship extraction and analysis in Chinese
literary works. Datasets and experimental results are de-
scribed in detail in Section 4. �e conclusion is drawn in
Section 5.
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2. Related Work

Analyzing literary works quantitatively by using scientific
tools is one of the current research hotspots. )e research
approach is mainly divided into three categories: language
analysis, text analysis, and comprehensive analysis [1]. Ex-
perts in both literature and computer science have recently
focused on comprehensive analysis, which will be the main
direction for literary research in the future. Zhao et al. [2]
established a model of character graphs based on emotional
polarity and gave general procedures to comprehend the
Chinese literature. Huang et al. [3] developed a Chinese
person entity relation extraction technology utilizing distant
supervision, which can automatically identify and extract
semantic relationships. Li and Liu [4] divided the corpus of a
classical Chinese novel into training data and test data. Based
on an N-gram language model and a random forest algo-
rithm, they extracted features and performed a classification
experiment to identify the authorship of the novel.

Social networks have also been introduced to analyze
literary works. A growing number of scholars have begun to
research literary character relationships based on social
networks. Muhuri et al. [5] devised a means of annotation
and character categorization to extract social networks.)ey
applied it to two Bengali dramas and successfully found the
protagonist and antagonist in the literature. Chowdhury
et al. [6] investigated character relationships in a novel and
its adapted film based on social network. )ey exploited
many network features such as centrality metrics to analyze
the difference in the character categorization within two
expressions of art. Wang et al. [7] utilized co-word and social
network analyses to study old Chinese literature in the Qing
Dynasty. Fan et al. [8] examined character relationships in a
classical Chinese novel by combining social network and
cluster analysis.

A scheme for constructing a social network is using the
co-word analysis technique. It measures the strength of
relationships by counting the co-occurrence of words in a
text. In recent years, co-word analysis has been widely
employed in several fields. Chen et al. [9] conducted research
by collecting the scientific literature with the topic of medical
image processing. In order to explore research hotspots in
this field, keywords of papers were used for co-word and
cluster analysis. Huang et al. [10] chose industrial symbiosis
as their research topic, using co-word and social network
analysis to evaluate the current status and trends.)ey found
that this research direction showed an interdisciplinary
characteristic. Another research [11] built and visualized a
co-word network in the Night-Time Light remote sensing
field according to data from the Web of Science. Hu et al.
[12] adopted scientometrics and co-word analysis to study
bibliographic data in food safety from 1991 to 2018. )eir
work focused on food safety in agriculture and industry and
revealed global research trends in this field. Xie et al. [13]
predicted the evolution of academic research and hotspots in
bioacoustics and ecoacoustics based on bibliometric analysis
and network-based methods such as co-word network
analysis, co-author network analysis, and co-citation net-
work analysis.

3. Methodology

Manual analysis is a choice when the number of characters is
small in a literary work. Nevertheless, it is unacceptable to
manually process a novel with hundreds and thousands of
characters. )us, this paper focuses on automatically
extracting and analyzing character relationships with the
help of social networks and natural language processing
technologies. )e main framework of character relationship
analysis can be illustrated in Figure 1. At first, a corpus of the
Chinese literature and its corresponding character name list
are loaded. Chinese lexical analysis is then performed so that
character names can be correctly resolved. After building a
social network based on co-word analysis, we calculate the
number of network features and implement the visualization
of network data in many ways.

3.1. Preprocessing. Before preprocessing, a full-text collec-
tion of Chinese literary works has to be collected from open
datasets on the Internet. A selected literary work should
contain the standardized Chinese text with high quality.
Besides, a corresponding character name list downloaded
from the web has to be provided for co-word analysis. Data
cleansing is also done to correct some mistakes and remove
unclear data in a raw corpus.

A Chinese natural language processing tool, ICTCLAS
(https://ictclas.nlpir.org/), was used to perform lexical
analysis, including segmentation, part-of-speech (POS)
tagging, and named entity recognition (NER). Combining
the character name list and character names resolved by
NER, we succeeded in preparing the data for constructing a
character relationship network.

3.2. Network Extraction of Character Relationships.
Literary character relationships can be described as an
undirected network.)e character name is recognized as the
node, and co-appearance of two names in a sentence or a
paragraph is deemed as the link. )en, the weight of a link
can be calculated by counting the number of times that the
two names co-occur in the text. By performing co-word
analysis, we can extract a weighted network of character
relationships for the Chinese literature.

When dealing with Chinese character names, it is
necessary to identify a character with different types of
names: full name, nickname, and abbreviated name. A
powerful algorithm should handle it correctly and effec-
tively. We set a series of rules to convert names of different
forms into full names.

3.3. Network Analysis for Character Relationships.
Performing network analysis requires calculating multiple
network features. )e network features involve degree
distribution, density, clustering coefficient, average clus-
tering coefficient, shortest path length, average shortest path
length, diameter, and centrality.

)e degree of a node represents the number of its
neighbors in the network. Degree distribution [14] is defined
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as the distribution of node degree, showing how links are
distributed among nodes. Many researchers inspect whether
a character relationship network has the power-law distri-
bution, which is a common pattern discovered in numerous
real networks [15].

Network density assesses the relative denseness of a
network from the perspective of connected links. In a
network, density is the portion of potential links which
actually exist in the network [8]. It is often used in social
networks to measure the intensity of social relationships and
trends in evolution.

As a local feature of a network, the clustering coefficient
[16] reflects the degree of clustering from the perspective of
the nodes. It is the number of existing connections within a
node’s neighbors divided by the number of potential con-
nections [17]. If all neighbors of a node are connected to each
other, the clustering coefficient of this node will be 1. )e
average clustering coefficient, also known as the clustering
coefficient of a network, is an average of all nodes’ clustering
coefficients. )is value indicates the probability that friends
of a person are also friends in real social connections.

)e shortest path length [18] between two nodes refers to
the number of links that connects two nodes by the shortest
path. )us, the average shortest path length is defined by the
average number of links along the shortest paths. It measures
information transmission efficiency within a network. An-
other indicator related to the shortest path is the diameter of
a network, which is the maximum value of all shortest path
lengths.

Centrality [15] is a measurement of significance for each
node in the network.)ree centralities are often discussed in
network science involving degree centrality, betweenness
centrality [19], and closeness centrality [20]. )ey are cal-
culated based on the concept of degree, betweenness, and
degree of closeness.

3.4. Cluster Analysis for Character Relationships. )e weight
of a link between two nodes in a social network can be used
to represent the similarity of two characters. )e larger the
weight is, the more likely the two characters will be related to
each other. At the beginning, a co-occurrence matrix is
created by counting the weights of links, which are fre-
quencies of character names appearing together. Further-
more, Ochiai coefficients [21] are calculated to implement
the normalization of the co-occurrence matrix for the
purpose of eliminating the influence of frequency of a
character existing in a literary work. )e formula of the
Ochiai coefficient is described by

Och �
freq(X∩Y)

���������������
freq(X) × freq(Y)

 , (1)

where freq(X) is the frequency of character X and
freq(X∩Y) is the frequency that X and Y co-occur in the
literary work. In addition, a similarity matrix can be pro-
duced by applying the mathematical formula to the co-
occurrence matrix. )e elements of the similarity matrix
range from 0 to 1. A large value implies a high similarity
between the two characters, which means they incline to
gather together in cluster analysis.

After taking the similarity matrix of character rela-
tionships as input, we exploit a bottom-up agglomerative
hierarchical clustering method to organize characters into
groups. )e algorithm treats each character as a cluster at
first. Two most similar clusters are merged at each iteration
until only one cluster remains or it reaches the specified
threshold. Finally, a hierarchical tree structure of character
relationships is obtained through cluster analysis.

3.5. DataVisualization. Data visualization offers a graphical
representation of data, helping us better understand the
pattern within the data. Character relationships can be vi-
sualized in many different types. In this paper, clustering
results of characters are portrayed in the form of a den-
drogram. Since the output of hierarchical clustering is a
binary tree, a tree-like dendrogram is an effective structure
for visualizing character relationships.

Furthermore, the binary tree can be illustrated by a Venn
diagram [22] as shown in Figure 2. In Figure 2, a red leaf
node is also a node in the Venn diagram. )e red node
represents a character in the literary work, whereas a branch
node stands for a larger group involving characters or small
groups. Using the Venn diagram to display the result of
hierarchical clustering has the following advantages: for one
thing, nodes can be connected by links in the Venn diagram,
which cannot be done in a tree structure; for another, the
Venn diagram can clearly express a hierarchical structure.
According to Figure 2(b), cluster A contains cluster B and
character C, whereas characters D and E are included in
cluster B.

However, application of a simple Venn diagram has
some limitations. For instance, a novel with n characters
incorporates n− 1 clusters in the hierarchical clustering
result. When the number of characters is too large, there will
be a plethora of nodes and groups in the Venn diagram. It

Load the corpus and the name list

Start

Perform Chinese lexical analysis and
extract character name

Extract social network based on
the co-word analysis 

Perform network analysis

Carry out data visualization

End

Figure 1: Research framework for analyzing character relation-
ships in Chinese literature.
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leads to a poor visualization of clustering results. )ere is no
need to depict all clusters in the hierarchical structure,
because researchers only pay attention to several important
clusters. )is paper improves the representation of target
clusters by removing internal small clusters and retaining all
character nodes. As shown in Figure 3, inner cluster B will be
omitted if we are interested in cluster A, which results in a
simplified visualization. )e simplification of the Venn di-
agram is very useful when we visualize a multitude of
characters with a small number of clusters.

4. Experimental Results

4.1. Datasets of Chinese LiteraryWorks. Amyriad of e-books
of the Chinese literature can be downloaded from the In-
ternet. In this paper, four classical Chinese novels are chosen
as datasets to be analyzed. )e novels’ names and their
abbreviations are presented in Table 1. Original texts are
preprocessed to meet the experimental criteria. Cleaned data
are available from the authors upon request. As character
names are indispensable to extract social network from a
literary work, character name lists of novels are also collected
through the Internet. )e number of characters for each
novel is given in Table 1.

4.2. Results of NetworkExtraction andAnalysis. Based on the
character name list and co-word analysis, a social network of
character relationships is extracted for each Chinese novel.
Taking Demi-Gods and Semi-Devils (DGSD) as an illus-
tration, a network with 169 nodes and 1,559 links is
established in this paper. Figure 4 gives the visualization of
the DGSD network by showing the top-50 nodes in degree
distribution. It is a weighted undirected network where the
size of a node denotes the frequency of a character name
appearing in DGSD and the strength of a link represents the
co-occurrence of two names in different semantic contexts.

)e degree distribution of four networks and their log-
log plots are depicted in Figures 5 and 6, respectively.
According to the figures, only the degree distribution of the
RTK network follows a power-law distribution—a signifi-
cant property of the real-world network. In the log-log plot
of Figure 6, we can fit a linear equation to the data of RTK
well. However, other datasets of literary works fail to capture
power-law properties because their authors only write a

small number of core characters and neglect most low-
frequency characters.

)e average degree of a character relationship network
means how many neighbors does a character connect on
average. )e indices for the 4 Chinese novels are listed in
Table 2. )e DRM network has the largest average degree. It
means that characters in DRM are closely joined together in
comparison with other novels. On the contrary, the RTK
network has the smallest average degree because its author
describes a large number of characters who appear only once
or twice in the novel.

According to Table 2, densities of the four networks are
less than 0.3, so they are sparsely connected networks, es-
pecially the RTK network. )e average shortest path length
is more than 3 for the RTK network but less than 2 for the
DRM and LCH networks. Distribution of the shortest path
length between two nodes is displayed in Figure 7. As for
diameter which represents the distance of the largest-
shortest path, only the RTK network has a diameter of 9,
which is much larger than 4.)erefore, it has to afford a high
cost of reaching another node in the RTK network in
comparison with the other three networks.

)e clustering coefficient reflects the local characteristics
of a node. In a Chinese literary work, a character with the
largest clustering coefficient does not necessarily have the
most important role.)e average clustering coefficients for 4
novels are given in Table 2. Moreover, we compare the
character relationship network with a randomized version of
a network with the same number of nodes and links, ob-
tainable with a configuration model [23] that keeps the same
degree distributions. )is type of a random model is better
than a simple ER model [24, 25]. From the results obtained
in Table 3, the average shortest path length of each character
relationship network is smaller than that of a random

A

B C

ED

(a)

ED
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C
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(b)

Figure 2: Visualization of the outcome of hierarchical clustering. (a) A binary tree. (b) A Venn diagram.

ED

B

C

A

ED C

A

Figure 3: Removal of internal clusters in the Venn diagram.
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network except for the RTK network. )e exception may be
originated from an apparent three-group structure existing
in the RTK network. All character relationship networks
have larger average clustering coefficients. Hence, the social
network of character relationships in a literary work is often
a small-world network.

)ree centralities can be calculated to measure signifi-
cance of characters in a novel. Degree centrality is pro-
portional to the degree of a node, which highlights the
pivotal position of a node. Betweenness centrality reflects the
“communication” ability of a node in the network. A high-
betweenness node has a stronger ability to communicate

with others. Closeness centrality represents the degree of
accessibility from one node to other nodes in the network.
Taking the example of DGSD, the top ten characters in
centrality are shown in Table 4. Eight of the ten characters
appear in three rankings, incorporating Duan Yu, Xu Zhu,
Heshang, Murong Fu, Wang Yuyan, Qiao Feng, A Zhu, and
A Zi.

4.3. Results of Cluster Analysis and Visualization. In order to
discover clusters from data, the co-occurrence matrix should
be first created by counting the weights of links. An example

Table 1: Four Chinese novels selected as datasets.

Number Chinese novel name Abbreviation Number of characters
1 Dream of the Red Chamber DRM 265
2 Romance of the )ree Kingdoms RTK 1,133
3 Legend of the Condor Heroes LCH 90
4 Demi-Gods and Semi-Devils DGSD 169

Kang Guangling

Xue Muhua

Li Qiushui

Xuan NanSu Xinghe

Gongye Gan

Deng Baichuan Ding Chunqiu

Xuan Ci

You Tanzhi

Qiao Feng

Quan Guanqing

A Zi
A Zhu

Heshang

XuzhuBao ButongFeng Boe

Jiumozhi

Murong Bo
Murong Fu

Wang Yuyan

A Bi

Duan Yu

Zhu Danchen
Duan Yanqing

Ye Erniang

BA Tianshi
Mu WanqingDuan Zhengchun

Zhong Ling

Ruan Xingzhu

Fan Hua

Hua HegenZhong Wanchou

Yunzhonghe

Cui Baiquan

Huang Mei

Zuo Zimu

Chu Wanli

Qin Hongmian

Fu Sigui

Dao BaifengGan Baobao

Xuan Ji

Mei Jian

Ju Jian

Xu Zhanglao

Song Zhanglao

Ma Furen

Figure 4: A visualization of the DGSD network with the top-50 nodes in degree distribution.
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Figure 5: Degree distribution of the character relationship network. (a) DRM. (b) RTK. (c) LCH. (d) DGSD.
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Figure 6: Log-log plot of degree distribution. (a) DRM. (b) RTK. (c) LCH. (d) DGSD.
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of five characters in DGSD is presented in Table 5. )e
diagonal number is the frequency of a character’s name
appearing in the novel.

Normalization of the above co-occurrence matrix is
finished by computing the Ochiai coefficient. )en, the co-
occurrence matrix is converted into a similarity matrix as
shown in Table 6.

Similarity of any two characters can be used for cluster
analysis. In this research, a bottom-up hierarchical algo-
rithm employing the similarity matrix is implemented to

cluster character names in the literary work. As the result of
hierarchical clustering is a binary tree, a dendrogram is
drawn to describe character relationships in the novel.
Figure 8 depicts a dendrogram of the clustering result for 33
main characters in DRM. Four large clusters can be iden-
tified by the clustering algorithm, including the Jia family of
the Rongguo Mansion (H1), the Jia family of the Ningguo
Mansion (H2), the Xue family (H3), and a group of noble
people (H4). In our algorithm, H1 and H2 are clustered
together in the hierarchy, which is called the “Jia family.”

Table 2: Basic network features of character relationship networks.

Network features DRM network RTK network LCH network DGSD network
Number of nodes 265 1,133 90 169
Number of links 4,748 5,844 1,013 1,559
Density 0.1357 0.0091 0.2529 0.1098
Average degree 35.83 10.31 22.51 18.45
Average shortest path length 1.9512 3.1743 1.7958 2.0889
Average clustering coefficient 0.7209 0.5306 0.7262 0.5907
Diameter 4 9 4 4
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Figure 7: Distribution of the shortest path length. (a) DRM. (b) RTK. (c) LCH. (d) DGSD.

Table 3: Comparison with random networks generated by using configuration models.

Network Type Number of nodes Number of links Average shortest path length Average clustering coefficient

DRM Original 265 4,748 1.9512 0.7209
Random 2.0345 0.3349

RTK Original 1,133 5,844 3.1743 0.5306
Random 3.0212 0.0824

LCH Original 90 1,013 1.7958 0.7262
Random 1.9034 0.3308

DGSD Original 169 1,559 2.0889 0.5907
Random 2.1423 0.2690
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Table 4: Top ten characters of DGSD in centrality.

Ranking Degree centrality Betweenness centrality Closeness centrality
1 Duan Yu (0.5952) Duan Yu (0.1599) Duan Yu (0.6696)
2 Xu Zhu (0.4405) Xu Zhu (0.0833) Xu Zhu (0.5874)
3 Heshang (0.4048) Qiao Feng (0.0710) Wang Yuyan (0.5675)
4 Murong Fu (0.3988) Wang Yuyan (0.0508) Heshang (0.5675)
5 Wang Yuyan (0.3929) Heshang (0.0436) Murong Fu (0.5627)
6 Qiao Feng (0.3690) A Zi (0.0370) A Zhu (0.5534)
7 A Zhu (0.3690) Murong Fu (0.0332) Qiao Feng (0.5511)
8 Duan Zhengchun (0.3333) A Zhu (0.0323) Duan Zhengchun (0.5379)
9 Duan Yanqing (0.3095) Yelv Hongji (0.0244) A Zi (0.5315)
10 A Zi (0.3036) Bao Butong (0.0204) Duan Yanqing (0.5315)

Table 5: An example of the co-occurrence matrix for DGSD.

Co-occurrence Qiao Feng Xu Zhu Duan Yu Xu Zhanglao Xi Zhanglao Jiumozhi
Qiao Feng 104 2 41 50 8 3
Xu Zhu 2 162 116 1 0 43
Duan Yu 41 116 286 1 1 127
Xu Zhanglao 50 1 1 53 1 0
Xi Zhanglao 8 0 1 1 10 0
Jiumozhi 3 43 127 0 0 173

Table 6: An example of the similarity matrix for DGSD.

Co-occurrence Qiao Feng Xu Zhu Duan Yu Xu Zhanglao Xi Zhanglao Jiumozhi
Qiao Feng 1 0.015408 0.23773 0.673466 0.248069 0.022366
Xu Zhu 0.015408 1 0.538912 0.010792 0 0.256855
Duan Yu 0.23773 0.538912 1 0.008122 0.018699 0.570949
Xu Zhanglao 0.673466 0.010792 0.008122 1 0.043437 0
Xi Zhanglao 0.248069 0 0.018699 0.043437 1 0
Jiumozhi 0.022366 0.256855 0.570949 0 0 1
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Figure 8: Dendrogram of clustering result for the DRM network.
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Furthermore, the Jia family (H1 and H2) and the Xue family
(H3) are combined to form a bigger cluster due to marriage.
H4 is a group of noble people with titles that are closely
connected. Finally, all the clusters are aggregated into one
cluster.

Besides the dendrogram, an improved Venn diagram is
also proposed to depict the hierarchical clustering result.
Figure 9 gives an instance of LCH using an improved
method and reveals a visualization result by setting the
number of clustering as 5. In this figure, small groups within
5 clusters are eliminated so that clusters can be clearly
presented. Also, the hierarchical structure of 5 clusters is
exhibited by filling different clusters with different colors.
Moreover, we can control the number of clusters and merge
nodes with the same cluster label in hierarchical clustering.
)e proposed visualization method can not only draw
connections between nodes but also show the hierarchical
structure of clusters. For example, four groups on the left
side of Figure 9 are different gangs in mainland China. )ey
cluster together to form a large group with leading Chinese
characters. )e group on the right side of Figure 9 is
composed of Mongolian characters. Five groups are ag-
gregated to build a small world of LCH with a hierarchical
framework.

5. Conclusions

)is article focuses on network extraction and analysis of
character relationships in Chinese literary works. Four
classical Chinese novels are selected as datasets to be ana-
lyzed. Initially, semantic segmentation and POS tagging
were completed to process the raw corpus. A co-word
analysis was then used to extract social networks of character
relationships from Chinese literary works. Furthermore, a
network analysis was performed by calculating degree dis-
tributions, network density, average clustering coefficient,
centrality, and so forth. In order to implement cluster

analysis, a co-occurrence matrix and similarity matrix were
calculated to measure the similarity (or distance) between
two characters in the network. Besides, data visualization
was applied to explore character relationships. On the one
hand, a tree-like dendrogram was used to display the result
of hierarchical clustering. On the other hand, an improved
Venn diagram was proposed to simplify graphical visuali-
zation. Finally, a dendrogram for DRM and a Venn diagram
for LCH were visualized in our experiments.

In future, pronouns will be translated into character
names using the coreference resolution so as to improve the
extraction effect of character relationships. Introducing
other network features and visualization approaches is
another direction in the following research.
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Plaque deposits in the carotid artery are the major cause of stroke and atherosclerosis. Ultrasound imaging is used as an early
indicator of disease progression. Classi�cation of the images to identify plaque presence and intima-media thickness (IMT) by
machine learning algorithms requires features extracted from the images. A total of 361 images were used for feature extraction,
which will assist in further classi�cation of the carotid artery. �is study presents the extraction of 65 features, which constitute of
shape, texture, histogram, correlogram, and morphology features. Principal component analysis (PCA)-based feature selection is
performed, and the 22most signi�cant features, which will improve the classi�cation accuracy, are selected. Naive Bayes algorithm
and dynamic learning vector quantization (DLVQ)-based machine learning classi�cations are performed with the extracted and
selected features, and analysis is performed.

1. Introduction

Cardiovascular illnesses are the chief reason for death as per
the World Health Organization. Accurate measurement and
analysis of the carotid artery provide early identi�cation of
stroke and atherosclerosis diseases, which are caused by
plaque deposit. In clinical diagnosis, plaque morphology and
stenosis severity characterization may be diagnosed using
noninvasive ultrasound imaging [1]. Experienced radiolo-
gists outline the layer thicknesses and plaque deposition buy
may vary depending on the person. Automatic segmentation
and classi�cation of the carotid artery ultrasound images are
necessary for accurate and early assessment of the disease.

Biochemical risk factors and vital signs include high
C-reactive protein, glycohemoglobin, low-density lipopro-
tein cholesterol, serum creatinine, factor alpha, platelet-to-

lymphocyte ratio, and neutrophil-to-lymphocyte ratio.
Biomechanical risk factors include increased plaque area,
low stenosis grade, increase in IMT, presence of in-plane
curvature, abnormal shear stress, C-shaped ICA, low wall
shear stress, and reversal �ow. �e related diseases because
of plaque formation in the carotid artery are diabetes, hy-
pertension, plaque hemorrhage, head and neck radiother-
apy, chemotherapy, coronary artery diseases, peripheral
artery diseases, and low ankle-brachial index [2, 3].

Feature extraction reduces the data dimensionality by
removing the redundant features, hence improving the
training and inference speed. Nonredundant signi�cant
features from the ultrasound images of the carotid artery are
extracted and used by machine learning (ML) algorithms to
classify the image as abnormal or normal. Using additional
features might cause over�tting, and less count features may
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make the data underfit. A goodmachine learning model may
be built with relevant extracted and selected features from
the image. Blood flow features like end-diastolic height,
resistivity index (RI), maximum systolic height, pulsatility
index (PI), spectral broadening index, and height width
index help in plaque identification. Texture, grayscale me-
dian (GSM), entropy, coarseness, Hurst coefficient, etc. are
some of the useful features [4, 5]./e feature mapping to the
classes in a computer-assisted diagnostic (CAD) system is
called classification.

Loizou et al. proposed a texture feature variation in
carotid artery ultrasound video to recognize the biomarkers
of the plaque [6]. Followed by denoising and segmentation,
the systole and diastole features were extracted from the
video sequence. For the normal, symptomatic, and
asymptomatic groups, a higher grayscale median was ob-
served in systole and diastole cardiac cycles. Plaque texture
features and grayscale median (GSM) were considerably
diverse for the two classes. A multiresolution texture clas-
sification technique was proposed by Nikolaos et al. to
classify the B-mode carotid artery ultrasound image as with
or without plaque deposit [7]. Wavelet packet, stationary
wavelet, discrete wavelet, Gabor transform, and other basis
function decomposition schemes showed effectiveness in
identifying the disease. Appropriate features were selected
using deviation in values of the features and using a non-
linear correlation coefficient for thresholding. He proved
that biomechanical forces affected texture analysis, and they
showed horizontal directionality.

Prostate cancer inventions in transrectal ultrasound
images by an automatic segmentation approach were pro-
posed by Wang et al. [8]. /e low layers of the convolutional
neural network (CNN) are suppressed, and the prostate
features in the deep layers are increased to identify, select,
and influence the multilevel features from the various layers
so that each layer features are enhanced. Layer-wise atten-
tion is used for enhancing the features in individual layers.
/e steps are generating attentive maps in layers, concate-
nate single-layer feature map tomultilayer feature maps, and
kernel arrangement in the three convolutional layers. /e
kernels used in the first two convolutional layers are
3× 3× 3, and the last kernel has 1× 1× 1 layer. From the
learned samples in the folds, hyperparameters were iden-
tified by cross validation.

A feature-guided denoising CNN was proposed by Dong
et al. [9] for removing noise and improving the image quality
of portable ultrasound images. A feature masking layer was
proposed for hierarchical noise removal in layers. Feature
extraction was performed by an explainable artificial in-
telligence procedure. /e highest important features were
observed, and the other less important features were also
partially preserved by guided backpropagation to map the
neural network’s choice. /e feature images were combined
with the Laplacian pyramid fusionmethod. BI-RADS feature
extraction for characterizing the breast cancer lesion, which
is continuously varying during the ultrasound sequence, was
proposed by Sellami et al. [10]. /e analysis was performed
for the varying images with morphological and texture
features. /ey concluded that the feature extraction should

be performed in many slices of similar mass to get the
optimal segmentation results. Slice selection depends on the
radiologist, and another slice may have the necessary useful
information, which should not be missed for diagnosis.

Siavash et al. proposed a method to quantify morpho-
logical features, which helped in classifying tumor cells and
disease identification [11]. By conserving the bigger vessel
trunks, morphological parameters like tortuosity were
measured. /ey developed an approach to augment the
tumor microvessels with ultrafast ultrasound imaging.
Wang et al. used a pretrained deep convolutional neural
network (DCNN) and developed a multinetwork feature
extraction model, which also performed dimensionality
reduction and trained an ensemble support-vector machine
[12]. Followed by preprocessing of the histological data by
scale variation and color improvement, features in many
levels were extracted by four trained DCNN. Using dual-
network orthogonal low-rank learning, feature selection is
performed for overfitting modifications and performance
boosting of the method.

Zhou et al. proposed an involuntary measurement with
phase images for spine curvature using three-dimensional
ultrasound volume projection images [13]. Bony feature
extraction by twofold thresholding strategy with asymmetric
and symmetric measures information using phase congru-
ency was performed. When the signal Fourier components
are hugely in-phase, they can extract Mach bands, roof, line
edges, and step edges.

Li and Liu proposed a genetic algorithm using infor-
mation flow for the Naive Bayes classifier. From the view of
correlation and angle of causality, a new weight measure
criterion is produced by information flow. /e approach
provided improved classification accuracy compared with
other attribute-weighting approaches with Bayes classifiers.
/e first, third quartile, and median values were higher for
the proposed classifier [14]. Zhang et al. proposed a LVQ
with a modular reconfigurable pipelining architecture for
object recognition and image compression [15]. /e method
was verified in a 65 nm CMOS prototype chip. Reduced
computation time and integration density efficiency were
achieved by the approach.

Feature extraction and selection of the carotid artery
ultrasound images are performed to assist ML-based clas-
sification. /e best significant features are selected by a
divergence approach and principal component analysis
(PCA). /e images are classified as with or without plaque
deposit, for early identification of the presence of stroke./is
study’s layout is as follows. Section 2 gives the methodology
of feature extraction, selection, and classification, Section 3
explains the results and discussions, and Section 4 concludes
the study.

2. Methodology

/is segment describes the feature extraction of the carotid
artery ultrasound images. Appropriate features are selected
after extracting the image features. /e selected features are
classified using Naive Bayes and DLVQ machine learning
algorithms, and the classification performances are analyzed.
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2.1. Carotid Artery Ultrasound Images. Ultrasound imaging
is economically affordable, noninvasive, and continuously
improving in image quality that will provide early diagnosis
of arterial disease. Intima-media layer thickness, lumen
diameter, and texture characterization are necessary for the
assessment of cardiovascular illnesses. /e ultrasound im-
ages are affected by speckle noise and should be effectively
denoised, so that image quality is preserved and the useful
features are not lost. Curvelet decomposition-based
denoising is performed for noise removal.

/e carotid artery is an artery in the neck region, which
transports pure blood from the heart to the brain and the
front of the face. It contains the common carotid artery
(CCA), which splits into external carotid artery (ECA) and
internal carotid artery (ICA). Figure 1(a) presents the carotid
artery structure, where ICA provides blood to face and ECA
to the brain. /e bifurcation is a more plaque-prone area.

Figure 1 presents the sample carotid artery ultrasound
image with and without plaque deposit. /e deepest smooth
layer is intima, muscular middle layer media, and the outer
layer is adventitia. Lumen is the inner core of the artery.
Atherosclerosis is the narrowing of the artery lumen because
of fat and calcium deposit in the artery wall, which may lead
to thinning of blood flow as indicated. /e local thickening
in the artery because of fat deposition is called plaque
formation. /e intima-media thickness (IMT), lumen-in-
tima (LI) interface thickness, and media-adventitia (MA)
interface thickness influence the carotid plaque thickening.
IMT measurements for a healthy person are from 0.2 to
0.25mm.

Carotid artery disease identification includes plaque
characterization and layer thickness measurements on age,
gender, environmental conditions, and other habits of the
person. /e increased plaque thickness in the carotid is
considered as an early indicator of future cardiovascular
risks like stroke and atherosclerosis. /e artery is at distance
of 1 to 3 cm from the skin and so can be analyzed with
imaging techniques.

2.2. Database Creation. Ethical clearance is obtained from
SRM Medical College Hospital and Research Centre, Kat-
tankulathur, Tamil Nadu, India, to get carotid artery ul-
trasound images. Carotid artery ultrasound B-mode image
datasets are collected from SRM Medical College Hospital
and Research Centre, Kattankulathur, Chennai, and Bharat
Scans, Chennai.

/ree hundred and sixty-one carotid artery ultrasound
images were obtained, out of which 202 are normal images
without plaque deposit and 159 images are with plaque
deposit in the artery layers. About 75% (270) of data are used
for training and 25% (91) for testing the machine learning
algorithms.

2.3. Feature Extraction. Feature extraction and selection
prevent overfitting of the training data and poor general-
ization of the new samples as given in Figure 2. Effective
model construction for machine learning depends on the
suitable optimized features. For a given feature set

F � f1, f2, . . . , fn , the features to be selected should
maximize the learner algorithms’ ability to classify the carotid
image as symptomatic or asymptomatic. F should be a function
maximizing the scoring function. /e features are normalized
or translated in the range [0 1]. /us, the data are aligned with
similar distributions and help in model fit. Z score normali-
zation procedure is used, which is a standard score technique.
Population mean is deducted from the individual data and
uniformly divided by the population standard deviation.

Despite variations in class, a useful feature should re-
main unchanged. Feature extraction categories are based on
nontransformed and transformed structural characteristics,
and structural and graph descriptors. For high-dimensional
feature space, computational complexity increases [16]. A
kernel function is made to record the nonlinear data into a
higher dimensional space. Kernel is a dot product in high-
dimensional space. /us, all computations are made in the
low space dimension. /e kernel function is given by

K x, x′(  � ϑ(x)
Tϑ(x)′, (1)

K is the inner product of the vectors x and x′ in the low-
dimensional feature space for a function ϑ. At an instant y,
with slope w0, the input’s hyperplane is given by

y(x) � sign 
M

i�1
yiK x, x′(  + w0

⎡⎣ ⎤⎦. (2)

Feature selection is to identify the relevant properties of
the image for data reduction and reduction in feature set,
and to improve accuracy for performance improvement and
proper understanding of the data for image analysis. Fea-
tures may be subdivided based on their relevance.

/e extracted features may belong to any of the following
categories, which assist in deciding whether it is a significant
feature.

(i) A feature Xi is irrelevant for all the subsets be-
longing to Si.

P Xi, Y | S
− i

  � P Xi | S
− i

 P Y | S
− i

 . (3)

/ese are the features with very less or zero
probability calculated by Kullback-Leibler
divergence.

(ii) A feature Xi is nearly unrelated with approximation
value μ> 0, for subsets Si

EMI Xi, Y( ≤ μ. (4)

For μ� 0, the feature is surely irrelevant.
(iii) A feature Xi is separately inappropriate if the sig-

nificance threshold φ≥ 0.

MI Xi, Y( ≤ ϕ. (5)

(iv) A feature i is possibly nearly inappropriate based on
D index computed with n number of examples,
with approximation ϕ≥ 0 and risk δ ≥ 0.

P(C(i, m)>ϕ(δ, m))≤ δ. (6)
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(v) A subgroup V of features is certainly adequate if it
also belongs to the complementary of the subset.

i
v

P(Y | V) � P(Y | X). (7)

(vi) A subgroup V of features is roughly adequate with
approximation level ϕ≥ 0 when

DMI(V)≤ϕ. (8)

If ϕ� 0, the subset is surely sufficient.
(vii) A subset V of features is minimally approximately

sufficient with approximation level ϕ≥ 0, and other
smaller subsets of ϕ does not exist.

From the carotid artery dataset, more artery charac-
teristic-related features along with the standard features are
extracted to analyze the image and identify whether the
person has plaque deposit. /e dataset was enhanced and
labeled by radiologists for accuracy [17], and 63 shape,
texture, morphology, histogram, and correlogram-based

features are extracted and analyzed with the machine
learning techniques.

Along with the existing features, plaque morphology-
based features extracted are plaque power spectra for all the
three intensity variations (low, medium, and high), namely,
shape, connectivity, convexity, plaque size, lipid core,
presence of intraplaque hemorrhage, smooth lumen surface
indicating no risk, and rough lumen, which may lead to
stroke and plaque volume. Figure 3 gives the procedure
followed for feature extraction, selection, and classification
of the carotid artery ultrasound images.

2.4. Extracted Features. Features are extracted from the
carotid artery images in the database following preprocessing
followed by segmentation steps. /e image is noise-free and
contrast enhanced, assisting in the quantization of the image
features./e below sixty-three features are extracted from the
carotid artery ultrasound image database.

Table 1 gives the list of the extracted features. /irty-
three texture features, five shape features, ten histogram- and
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Figure 2: Block diagram of classification system.
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Figure 1: Sample carotid artery ultrasound image (a) with plaque and (b) without plaque.
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Figure 3: Feature extraction, selection, and classification of carotid artery ultrasound images.

Table 1: List of extracted features.

Sl.
no Feature type Features

1 Texture features (33)

Gray-level co-occurrence matrix (GLCM)—inertia, energy, correlation, contrast, entropy, and
homogeneity
Gabor wavelet

Statistical features—mean, median, kurtosis, and skewness
Local binary pattern (LBP)—textures spatial structure

Gray-level difference statistics (GLDS)—mean, entropy, contrast, angular second moment,
and homogeneity

Fractal dimension texture analysis (FDTA)
Radial and angular sum of discrete Fourier transform for Fourier power spectrum

Neighborhood gray-tone difference matrix (NGTDM), given by strength, complexity,
coarseness, and contrast

Absolute gradient—mean, variance

2 Shape features (5)

Sharpness
Complexity

Length irregularity
Aspect ratio and circularity

3 Histogram and correlogram
features (10)

Gray-level histogram of segmented ROI of the carotid image—for 32 samemeasurements, bins
were computed

Plaque histogram represents plaque characterization
Multiregion histogram—to check whether plaque outer region signifies disease progression
Grayscale median (GSM) derived from the histograms first-order statistics, and entropy

represents echogenicity
Histogram of oriented gradient (HOG)—gradient magnitude and orientation

Correlogram—statistics and spatial distribution of the features
Texture and shape features—normalized; histogram and correlogram features—used without

normalization

4 Morphology features (15)

Mean probability density functions (PDFs), mean cumulative distribution functions (CDFs)
Plaque power spectra for all the three intensity variations (low, medium, and high)

Shape, connectivity, and convexity
Plaque size, lipid core, and presence of intraplaque hemorrhage
Smooth lumen surface—no risk; rough lumen—leads to stroke

Plaque volume
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correlogram-based features are extracted. Fifteen plaque
morphology-based features were extracted from the carotid
artery ultrasound image database. A detailed explanation of
the extracted image features is given below.

2.4.1. Texture Features. Texture in the image is computed
from the gray-level co-occurrence matrix (GLCM), which
uses spatial difference among the pixels, which are in pairs
with a certain distance, relation, and direction [18, 19].
Inertia, energy, correlation, entropy, and homogeneity in-
formation are extracted from the matrix. It is proved that the
directions 0°, 45°, 90°, and 135° are less dominant for GLCM
in medical images, requiring less computation at these
angles. For image I(k, k), the co-occurrence matrix is given
by

CM � 
k

i�1


k

j�1

1, if I(i, j) � k, I j + Dx, j + Dy  � k,

0, otherwise,

⎧⎨

⎩ (9)

where Dx � D. cos(θ), and Dy � D. sin(θ), θ being the
offset definingmatrix direction from the central pixel, andD,
the distance from the central pixel. For the given angle θ, the
parameters computed are as follows:

contrast � 
L

a�1


L

b�1
(a − b)

2
CM,

correlation � 

L

a�1


L

b�1
CM

a − μa(  b − μb( 
������
σ2aσ

2
b 


⎡⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎦,

energy � 

L

a�1


L

b�1
C
2
M ,

homogenity � 
L

a�1


L

b�1

CM

1 +|a − b|
.

(10)

Gabor wavelet texture features are computed in precise
directions and frequencies. Statistical features like mean,
median, kurtosis, and skewness were computed. LBP gives
the characteristics of the texture’s spatial structure. GLCM
analyzes the pixel pair’s gray-level distribution and is known
as a second-order histogram. Gray-level difference statistics
(GLDS) extracts the texture features mean, entropy, angular
second moment, contrast, and homogeneity representing
the difference between the pairs of average gray levels. For
d� 1, the mean displacement values were computed.

/e following are the relation between texture and
statistical characteristics.

(i) For dis-similar pixel pair in coarse texture region,
contrast is high, representing considerable variation
in gray level.

(ii) A high-energy feature value represents the textural
uniformity of the image.

(iii) Uniform GLCM is represented by a large entropy
value, which represents nonhomogeneity or degree
of disorder.

(iv) Homogeneity of the pixel pair is small for different
gray-level pixel pairs.

(v) Pixel’s neighborhood influence represents the
correlation.

/e pixel statistical properties given by the statistical
feature matrix (SFM) are coarseness, roughness, periodicity,
and contrast. Pixel’s self-similarity is represented by fractals
in Euclidean space for a bounded set A for N overlapping
copies of itself. For a scaling ratio s, the fractal dimension is
given by

D �
log N(s)

log(1/s)
. (11)

A rough texture has less fractal dimension texture
analysis (FDTA) at image resolution 4. Radial and angular
sum of discrete Fourier transform for Fourier power
spectrum textural feature is computed [20]. /e texture’s
visual properties are projected in the neighborhood gray-
tone difference matrix (NGTDM), given by strength,
complexity, coarseness, and contrast. /e absolute gradient
value is more when the pixel intensity moves from black to
white, and it is less when it moves from dark gray to a lighter
shade. Dark to light shade movement is indicated by a
positive gradient, and light to dark shade is represented by a
negative gradient [21]. Mean and variance are computed
from the absolute gradient texture feature. It measures the
mean gray-level changes through the image and how far the
pixels are from the mean deviation. Pixels of the same gray
level in a certain route are given by the run-length matrix.

2.4.2. Shape Features. Shape-based similarity among the
pixels is extracted by shape features. It is a content de-
scription based on and performed by feature extraction and
likeness measurement among the extracted features. Region-
centered shape feature projects the contour characteristics in
the entire image region, and contour-based shape feature
gives the shape in the contour alone. Contour-based shape
features extracted are sharpness, complexity, length irreg-
ularity, aspect ratio, and circularity. Contour detection from
the edges is possible with these rotation, translation, and
scale-invariant shape features [22–24].

sharpness � 
max(0, 1 − (2|θ − π|/π)

2
 

n
,

complexity �
10− 3

n
,

length irregularity �
| Li − Li+1 |

K
.

(12)

For n> 3, K� 2P and for n� 3, K� P, which is the length
of the polygon segment and the next segment.
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aspect ratio �
p1 + p2

C
,

circularity �
4pA

P
2 ,

(13)

where the segment boundary enclosed polygon sides n,
discontinuity angle θ, the perimeter of the polygon bounded
by segment border P, and the most significant perpendicular
distances to the boundary p1 and p2. X and Y coordinates of
the picture frame, area of ROI, perimeter, and perimeter2/
area of ROI were computed to find whether the complexity
and size of the carotid image shape help in identifying plaque
deposit.

2.4.3. Histogram and Correlogram Features. For the con-
tinuous pixel data, the histogram is its frequency distribution
representation. Gray-level histogram of segmented ROI for
the carotid image for thirty-two same width bins was
computed. /e plaque histogram feature effectively repre-
sents the plaque characterization. /e multiregion histo-
gram is computed for equidistant ROI to check whether the
plaque outer region signifies disease progression. Grayscale
median (GSM) derived from the histograms first-order
statistics and entropy represents the echogenicity and ar-
terial wall ROI’s randomness. For the image array Y, T2
histogram is computed for a known mean scalar A. Image
data are obtained from the first-order histogram with nth
feature yn(i, j) in the local region M. Let us consider yn
constitute discrete values only. /e distance vector, which is
the gray-level difference between the two pixels, is given by

d � Δx,Δy , (14)

for integers Δx andΔy. At distance d, the gray-level differ-
ence is given by

Y(d) � | I(i, j) − I i + Δx, j + Δy  | . (15)

/e HOG feature derived from DCT gives the details
about corners and edges in the image. Gradient and ori-
entation information of the artery layer localized region is
extracted after separating the image into smaller regions./e
histogram of each region is separately computed from the
gradients and orientations of pixel values. For directions Gx
and Gy, the gradient magnitude is given by

gradientmagnitude �

�������

G
2
x + G

2
y



. (16)

/e orientation of each pixel is given by

tan ϕ �
Gy

Gx

. (17)

/e number of HOG features is dynamic based on the
size of each region. Based on the gradient and direction, the
weighted HOG is generated. To prevent aliasing problems, in
orientation and position centers, bilinear vote interpolation
is performed.

Statistics and spatial distribution of the features are
represented by a type of histogram called correlogram [25].
Pixel gray intensity from the center is computed to get the
correlogram of the image. /e distance of each pixel from
the center is identified from which equidistant pixels his-
tograms were computed. /e calculated distance to the
maximum distance difference is divided by the normaliza-
tion factor, which gives the correlogram comparison. /e
texture and shape features are normalized, whereas histo-
gram and correlogram features are used without
normalization.

2.4.4. Morphology Features. /e presence of structural el-
ements at different scales is identified by morphological
features. /e near-isotropic detection structural elements
are represented by + in the structural pattern of the plaque.
At the twomorphological sets, mean cumulative distribution
functions (CDFs) and the mean probability density func-
tions (PDFs) are computed. Plaque component-based
multilevel decomposition describes the morphology of the
image [26, 27]. /e normalized image is thresholded at low,
medium, and high intensities. /e unstable plaque is indi-
cated by low dark components, and the bright region in-
dicates stable plaque. /e plaque power spectra for all the
three intensity variations are used as a feature for plaque
classification. /e hypergeometric function used to capture
the morphology of the image by the nth-order Krawtchouk
classical polynomial k is given by

km(x; p, N) � 
N

k�0
ak,m,px

k
� aF1 − m, − x; − N;

1
P

 . (18)

For a given x, with m� 0 to N, N> 0, p ∈ (0, 1) if the
hyperbolic function F1. /is represents the geometrical
structure of the artery and the carotid plaque with details of
shape, connectivity, and convexity. Clinical diagnosis de-
pends on the artery wall morphology as a weighted map of
the weighted original image. If the segmentation results are
poor, the contour morphology may miss some details,
leading to improper diagnosis. /e morphological stream of
feature extraction selects all the morphological features
required for learning and classification like plaque size, lipid
core, and presence of intraplaque hemorrhage [28]. Plaque
destabilization leads to plaque rupture, and the disrupted
plaque constitutes a thrombus in the distal artery layers. /e
volume of plaque in the carotid artery is not a clear indicator
of the degree of stenosis. Ischemic symptoms can be
identified by the plaque morphological features. In spite of
any stenosis degree, the features may cause stroke risk. /us,
the morphological features and the degree of stenosis to-
gether give the plaque vulnerability characteristics. A
smooth lumen surface indicates no risk, and a rough lumen
is considered to lead to stroke.

Blood pressure and plaque rupture cause intraplaque
hemorrhage, and it is closely related to cerebrovascular
events. /e susceptible plaque has a thin fibrous cap, which
covers a lipid-rich necrotic core containing inflammatory
cells. /e artery attempts to maintain a uniform plaque
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diameter concerning the lumen. Positive remodeling tends
to increase the diameter, and adverse remodeling tends to
decrease the diameter, which is called stenosis [29, 30].
Plaque volume is proved to be a more significant feature to
identify the disease progression and vulnerability than the
degree of stenosis.

Echolucent plaque, which contains big white blobs, is
considered to be dangerous. Calcified and collagen-stuffed
plaque is stable and has very less chance of rupture with a
tiny high-intensity image. A lipid with scattered components
in the low-intensity image can be characterized as asymp-
tomatic. /us, unstable plaque is an effect of the thin fibrous
cap. From the morphological features extracted, it is un-
derstood that plaque instability may not lead to stenosis but
reduces blood flow in the artery.

2.5. Feature Selection. A robust subset of the extracted
features is selected to reduce computational complexity and
improve classification accuracy. Feature selection aims at
dimensionality reduction, retaining the discriminatory in-
formation from the images. /e maximum discriminant
features from the extracted features are carefully chosen
depending on the subsequent method.

/e distance among two classes for all the features are
generated as below for mean m1, m2 and standard deviation
σ1, σ2.

distance �
| m1 − m2 |

������

σ21 + σ22
 . (19)

Significant features are identified using the distance
measure, and increased distance means more the signifi-
cance. Sixty-five features are extracted, from which twenty-
two most relevant features are considered for the classifi-
cation process. Along with this method, the principal
component analysis (PCA) method for the selection of
features is performed. Eigenvalues are used for deriving the
principal components. Uncorrelated feature set and prin-
cipal components are achieved from the correlated ones,
orthogonal transformation.

/e steps in PCA feature reduction are as follows:

(1) /e mean value of the dataset D is computed.
(2) A new matrix S is formed by subtracting the mean

value from D.
(3) From S, covariance is estimated at C�AAT. For data

1 to l,

Sk ∈ R
N

, 
l

k�1
Sk � 0 covariance c �

1
l



l

i�1
SiS

T
i . (20)

(4) Eigenvalues derived from the covariance matrix are
[V1, V2, . . . , Vn].

(5) Eigenvectors are found from the covariance matrix.
(6) Vector D − D, a linear function of eigenvectors, is

given by

D − D � b1u1 + b2u2 + · · · bnun. (21)

/e symmetric covariance matrix is [V1, V2,

. . . , Vn].
(7) Large eigenvalues reduce the dataset to D − D �


l
i�0 biui, 1<N.

For a normally distributed dataset, the principal com-
ponents are independent. /e PCA depends on the indi-
vidual variable screening. /e PCA reduces the
dimensionality of the dataset and increases interpretability
with a reduction in loss of information. /e variances are
maximized one after the other by developing variables,
which are uncorrelated.

2.6. Classification. /e extracted features were given to
machine learning classification algorithms, namely, the
Naive Bayes algorithm and dynamic learning vector
quantization (DLVQ), for a more accurate classification of
the carotid artery ultrasound images.

2.6.1. Naive Bayes Algorithm. Bayes theorem considers an
event probability based on prior knowledge of the related
conditions with statistical interference. /e Naive Bayes
classification algorithm is a supervised approach, which
depends on the Bayes theorem and assumes that the oc-
currence of a feature is not dependent on other features in
the image. Frequency tables are generated from the dataset,
followed by probability-based likelihood table generation
and posterior probability calculation based on the Bayes
theorem that are performed. Since the dataset followed a
normal distribution, Gaussian-based Naive Bayes classifi-
cation is performed for the dataset images. Weighting the
features and structure extension is used to overcome the
drawback of the complete feature independence assumption.
A kernel function is used to estimate the data distribution
instead of following a normal distribution.

For the two-class problem C1, C2, samples are indicated
by n dimensional vectors.

Y
→

� Y1, Y2, . . . Ym  containing m attributes A1 to Am
projectingmmeasured values. Y

→
needs to be found with the

highest a posteriori probability. Y lies inside the classC based
on the following condition.

P Ci | Y
→

  �
P Y

→
| Ci P Ci( 

P( Y
→

)
. (22)

/e numerator value should be maximized to get a
higher probability, since the probability of getting the Y
vector is a constant. /e assumption that the classes are
conditional independent is performed [31, 32].

P Y
→

| Ci  ≈ 
m

s�1
P Ys | Ci( . (23)

/e Y1 and Y2 probabilities can be obtained from the
training set.
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Since Naive Bayes assumes that all the dimensions are
independent, the classification accuracy is minimum com-
pared to the LVG algorithm.

2.6.2. Dynamic Learning Vector Quantization (DLVQ).
/e LVQ is a winner take all Hebbian learning-based su-
pervised learning approach. /e algorithm classifies the
sample with the same label as the codebook prototype,
similar to the nearest neighbor classification. In the training
phase, LVQ iteratively goes through the training sample yj,
shifted to the nearest available prototype nm(j) nearer or
farther from yj. /is depends on if the nm(j) is in the same
class as yj.

nm(j) �
nm(j) + ρ yj − nm(j) , if nm(j)has label xj,

nm(j) − ρ yj − nm(j) , otherwise,

⎧⎪⎨

⎪⎩
(24)

ρ is between 0 and 1, and it is a step size, which is
monotonically reducing [33, 34]. An adaptive version of
LVQ is DLVQ, which can acclimate the neuron count to the
dataset. It is a computationally less cost approach that has
two layers of the fully connected network. /e output
parallels to one of the classes and matches to a reference
vector with weights assigned. /e output value is the con-
solidation of the outcomes of all the output neurons, which
signifies the distance between the input sample and the
reference vector. /e distance helps in weight updating
during the training phase and assigning the neuron to the
corresponding output during the classification [33]. /e
frequency-sensitive competitive learning approach is used
for training the network. DLVQ is used with global average
pooling so that the model parameter count is minimized,
thus reducing overfitting.

3. Results and Discussions

For the carotid artery ultrasound images, feature extraction,
selection, and classification are performed. /e results are
analyzed with the classification performance measures.

3.1. Feature Extraction and Selection. /e features extracted
from the carotid artery ultrasound images are normalized
and plotted for normal images without abnormalities and
abnormal images with plaque deposit. From the bar plot, if a
particular feature records significant variation for normal
and abnormal images, it is considered as a significant feature.
If a feature does not show variations for normal and ab-
normal images, it is considered not a significant feature and
is omitted.

Figure 4 shows sample discriminant features such as
skewness, kurtosis, histogram, HOG, and correlogram.
Features with more variance help in machine learning
classification since the values are far apart for normal and
abnormal cases. For sample features such as correlation,
contrast, entropy, and variance, the normalized feature
values are indiscriminate and are hence not useful for
machine learning classification. Table 2 gives the selected

features based on discriminant and PCA feature reduction
technique for the carotid artery ultrasound images.

/e statistical PCA model identifies the discrete pattern
in the data and thus selects only the required features. /e
input neurons of the classification algorithms are powered
by the potential features.

3.2. Classification Performance Measures. /e selection of
appropriate performance measures for evaluating the ma-
chine learning classification algorithms provides faith for its
real-time application. Since the data are imbalanced, ap-
plying more measures provides a clear insight into the al-
gorithm usage. Classification of the carotid artery ultrasound
images is a binary class problem, correct classification as
fitting to the class being true positive (TP), correct classi-
fication as not fit in the class as true negative (TN), wrongly
categorized to a class false positive (FP), and misclassified to
a class as false negative (FN). /e general efficiency of the
model is given by

accuracy �
TP + TN

TP + TN + FP + FN
. (25)

Agreement of the labels with positives is given by

precision �
TP

TP + FP
. (26)

Sensitivity and recall give the efficiency of identifying
positive labels. /e data out of the classifier and the
positive labeled ones’ relationships are measured by F
score. Negative label identification performance is
measured by specificity. Recall is given by TPR, and
probability is given by FPR. Area under the ROC curve
(AUC) gives false classification identification presenta-
tion of the model, where 1 depicts a n ideal model
[35, 36].

recall �
TP

TP + FN
,

precision �
TP

TP + FP
,

f score � 2 ×
precision × recall
precision + recall

,

specificity �
TN

TN + FP
,

AUC �
1
2

 
TP

TP + FN
+

TN
TN + FP

 ,

Accuracy �
TP + TN

TP + TN + FP + FN
.

(27)

/ese parameters denote the classification model per-
formance. /e classification models used ReLU activation
function. ReLU is a nonlinear activation function, which
does not activate all neurons at the same time. It is fast and
easy and converges faster compared to other activation
functions.
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3.3. Machine Learning. /e database comprised of 202
normal images without any plaque deposit and 159 images
with plaque deposit./e selected features are provided as the
input neurons of the ML approaches. Box-Cox plot trans-
forms the data so that it can be similar to a normal dis-
tribution. Considering the presence of normally distributed

errors, a hypothesis test can be performed. /e gain curve
gives the performance of the machine learning models with
randomly taken data. /e curve analyzes the percentage of
the target compared with a group with the highest proba-
bility. /e receiver operating characteristic (ROC) curve
provides the sensitivity vs. specificity relation for the
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Figure 4: Feature analysis.

Table 2: List of selected significant features.

Sl.
no Selected features Description

1 Texture Spatial arrangement of image intensity
2 Spatial structure Exploit location information
3 Skewness Extent to which a distribution differs from a normal distribution
4 Kurtosis Pixel intensity distribution
5 Histogram Pixel distribution as a function of tonal variation
6 Correlogram Spatial correlation of intensity changes with distance

7 HOG Count incidences of gradient alignment in localized regions of an
image

8 Gabor wavelet Frequency-wise intensity variation check in specific direction
9 Angular 2nd moment Textural uniformity in image
10 Shape Shape characteristics
11 Sharpness Degree of clarity in both coarse and fine image detail
12 Length irregularity Irregularities of the length of structures in an image

13 Mean probability density function Probability that the region brightness is less than or equal to a
specified brightness value

14 Grayscale median Median of grayscale intensities
15 Multiregion histogram Checks whether plaque outer region signifies disease progression
16 Arterial wall ROI’s randomness Randomness present in the artery wall
17 Absolute gradient Directional change in intensity

18 Angular and radial sum of discrete Fourier transform for
Fourier power spectrum Fourier power spectrum’s Fourier transform

19 Coarseness Type of texture feature
20 Convexity Convex curves present in an image
21 Connectivity Connectivity among pixels
22 Plaque volume Plaque volume measure
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probable cutoff values in all classification thresholds. /e
ordinal curve gives the contribution of the features and their
significance. It helps in the data to rely on one final side.

Figure 5 gives the ROC curve and gain chart of the Naive
Bayes classification. It has recorded an area under the curve
training of 61.46% and 47.50% for testing. /e gain chart
gives the whole positive rate percentage to the total count
percentage.

Figure 6 gives the Box-Cox plot for the plaque diameter,
which is a linearity plot giving the correlation between the
transformed StDev and the given lambda values. Figure 7
gives the pure ordinal curve for sample features meangl
(mean gray level), kurtosis, contrast, and skewness.

Table 3 provides the confusion matrix of the applied ML
techniques, namely, Naive Bayes and DLVQ, performed in
361 carotid artery ultrasound images.

Table 4 gives the comparison of the Naive Bayes and
dynamic learning vector quantization approaches using the
classification performance measures.

Table 5 separately gives the accuracy of the Naive Bayes
and DLVQ algorithms with the extracted sixty-three features
and the selected twenty-two features. Improved accuracy is
found in both the machine learning algorithms on using
only the selected features.

Classification of hard and soft plaques will aid in diag-
nosing dangerous plaque types and may be implemented as a
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future work. A patient-specific model with more measure-
ments from a single patient including boundary conditions,
pressure, geometry, 3D images, and thermal images may be
implemented to improve diagnostic performance.

4. Conclusions

Sixty-three features consisting of texture, shape, histogram,
correlogram, and morphology were extracted from the ca-
rotid artery ultrasound images. Principal component

analysis (PCA) and feature analysis by feature significance-
based feature reduction were performed to minimize overfit
and underfit problems. /e robust subset from the extracted
features reduces model complexity and computation and
improves the efficiency of the classification task. Classifi-
cation of Naive Bayes and DLVQ algorithms is performed
using the extracted and selected features. DLVQ with the
selected features recorded an accuracy of 91.68%, specificity
98.51%, sensitivity 83.01%, precision 97.77, F score 89.78%,
and AUC 98.14%. DLVQ has proven to give improved
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Table 4: Performance comparison of classification of carotid artery ultrasound images using ML approaches.

Algorithm Accuracy Specificity Sensitivity Precision F score AUC
Naive Bayes 82.82 88.11 76.1 83.44 79.60 85.77
DLVQ 91.68 98.51 83.01 97.77 89.78 98.14
DLVQ has recorded improved performance in terms of AUC, F score, precision, sensitivity, specificity, and accuracy compared with the Naive Bayes
algorithm.

Table 5: Comparison of DLVQ performance with all extracted and selected features.

Accuracy With all extracted features With selected features
Naive Bayes 80.91 82.82
DLVQ 88.72 91.68

Table 3: Confusion matrix of the ML algorithms.

Naive Bayes DLVQ
Actual positive (1) Actual negative (0) Actual positive (1) Actual negative (0)

Predicted positive (1) 121 24 132 3
Predicted negative (0) 38 178 27 199
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performance compared to the DLVQ classification ap-
proach, on using the selected extracted features.
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Chinese classical dance is cut into the inner verve from a grasp of external form in dance instruction, and the aesthetic fashion and
artistic norms of classical dance are established with historical depth.�e “professional speci�city” of characters and the “language
description” of plots are eliminated in Chinese classical dance creation, highlighting the contemporary spirit of classical dance
creation. Chinese classical dance was born during the early years of the People’s Republic of China. �e term “classical dance” did
not refer to all Chinese classical dances at the time; rather, it referred to a dance form that embodied China’s national spirit and
had a classical cultural heritage based on Chinese traditional dance. �e average frequency of step-over was 0.9, which was higher
than the average rate of basic turnover of 0.75 and step-by-step turnover of 0.5, according to the results of the SPSS19.0 analysis. As
a result, except for a few points with loud noise, it can be concluded that stepping over is an e�ective feature. �e recognition
model of the somersault posture of classical dance is studied in this paper, a database for real-time acquisition of three-di-
mensional data of human motion is established, and the Google model of human body characteristics is obtained based on feature
plane matching of human body posture, all using motion capture technology and few-shot learning. �e above data has good
reference and application value for improving teachers’ teaching level and arousing students’ learning enthusiasm in the dance
teaching process when applied to posture teaching and analysis. �e captured data can convert human motion in real three-
dimensional space into data in virtual three-dimensional space. Motion capture technology converts human motion information
into a technology that can be recognized by computers.

1. Introduction

Chinese classical dance is made up of traditional Chinese
opera, dance, martial arts, and ancient art resources that are
mined, screened, and integrated. “Twist, tilt, circle, curve,
form, spirit, strength, and law” are the overall requirements
and prominent features of Chinese classical dance, and these
eight words evolve into posture and movement law through
waist movement [1]. Second, in dance creation, Chinese
classical dance should be cut from the understanding of
external form to the understanding of internal charm, and
the aesthetic fashion and artistic norms of classical dance
have been established with historical depth; third, in dance
teaching, Chinese classical dance should be cut from the
understanding of external form to the understanding of
internal charm, and the aesthetic fashion and artistic norms

of classical dance have been established with historical
depth; and fourth, in dance creation [2, 3], Chinese classical
dance should be cut from the “profession speci�city” of
character images and the “ Opera,” which contains the living
fossil of dance inheritance, was studied and learned by the
founders of Chinese classical dance. �e development of
opera is perhaps a tributary in the great Chinese culture, but
it is the most clear and complete [4]. �e origins of Chinese
classical dance can be traced back to the early days of the
People’s Republic of China. At the time, the term “classical
dance” did not refer to all Chinese classical dances; rather, it
referred to a dance form that embodied China’s national
spirit and had a classical cultural heritage based on Chinese
traditional dance. When we consider that history, we cannot
help but think of Mr. Ouyang Yuqian. He actively advocated
for dancers learning the fundamental skills of Chinese opera,
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as well as studying and distinguishing Chinese classical
dance from basic opera dance, and this suggestion was taken
into consideration and implemented in the curriculum of
the first dance school in New China [5, 6].

Motion capture system can track, monitor, and record
human motion data. At present, it has been preliminarily
applied and developed in entertainment effectiveness, health
record, rehabilitation training, and other aspects [7, 8].
Motion capture is a process of acquiring the size mea-
surement, position, and direction information of moving
objects so as to realize further research. Since the 1970s,
motion capture has been an important method of photo-
graphic image analysis in biomechanics research, and since
then, this technology has beenmore andmore widely used in
animation, robot control, human-computer interactive
games, sports training, and other fields [9]. )e motion
capture system is mainly composed of sensors, signal ac-
quisition equipment, data transmission, and data processing,
including mechanical, electromagnetic, and optical. )e
adopted motion capture equipment is an optical motion
capture system with high precision and good stability, which
has achieved ideal results in the process of collecting Xin-
jiang Uygur dance data [10, 11]. )e dance data collected by
the motion capture system is input into the 3D animation
software and can be displayed perfectly through the virtual
display engine [12]. Motion capture technology is a rapidly
developed technology in the last 20 or 30 years. Many
domestic and foreign researchers have invested a lot of
scientific research efforts in this field and obtained advanced
scientific research results and rich theoretical support in
many aspects, including the way and application of motion
capture, the analysis of real-time motion data, and the
analysis of motion posture.

)is paper proposes to apply the motion capture tech-
nology to the tumbling posture recognition model of classical
dance, establish a database to obtain the three-dimensional
data of human motion in real time, and match the human
posture based on the feature plane to obtain the Google model
of human characteristics. Applying the above data to the
posture teaching and analysis in the process of dance teaching
is helpful to improve the teaching level of teachers, Mobilizing
students’ learning enthusiasm has good reference and ap-
plication value [13, 14]. Human motion posture analysis first
rose abroad. With the advent of the new century, Chinese
domestic research experts also began the research and analysis
of three-dimensional posture [15].

)is paper studies and innovates the above problems
from the following aspects:

(1) A writhing gesture recognition model of classical
dance based on motion capture technology is pro-
posed. )is paper studies the identification model
construction of the tumbling posture of classical
dance. )e combination of motion capture tech-
nology and the tumbling posture of classical dance
will make up for the deficiency of traditional dance
forms and has advantages that traditional dance does
not have in the acquisition and transmission of
movement skills. According to one’s own state, one

can study and demonstrate actions purposefully and
then compare the analysis results of 3D motion data
with the standardized action posture so as to correct
the standardization of actions in time, which greatly
improves students’ learning and teachers’ teaching
efficiency.

(2) Build the database of the identification model of the
tumbling posture of classical dance based on motion
capture technology. Based on the application of
motion capture technology to the identification of
the tumbling posture content of classical dance,
firstly, set the performer’s dance movements and
their range of motion; then, capture the three-di-
mensional data of the performer’s dance movements
and establish a three-dimensional dance teaching
model database. Finally, make the dance movement
database into a three-dimensional animation and
apply it to the identification model of the tumbling
posture of classical dance.

)e paper is divided into five parts, and the organiza-
tional structure is as follows:

)e first chapter introduces the research background
and present situation of the tumbling posture of classical
dance and puts forward and summarizes the main tasks of
this paper. )e second chapter introduces the domestic and
foreign related work of the somersault posture of classical
dance. )e third chapter introduces the principle and model
of motion capture technology. In chapter 4, the realization of
the recognition model of tumbling posture of classical dance
based on motion capture technology is introduced, and the
performance of the model is compared through experi-
ments. )e fifth chapter is the full text summary.

2. Related Work

2.1. Research Status at Home and Abroad. Gaglio et al.
proposed that the first trouble for Chinese classical dance to
recognize the posture from opera is the contradiction be-
tween “stylized dance and functional training,” which is the
basic contradiction in the construction of Chinese classical
dance teaching materials, which has not been completely
solved until today [16]. TNA B proposed that the formation
of “form” of Chinese classical dance was fundamentally
influenced by ancient traditional concepts, mainly the
concept of nature, and human natural activities affected the
formation of artistic aesthetics and aesthetic ideas [17]. Shiqi
et al. proposed that Mr. Mei Lanfang, an opera performing
artist, is known as a male actress. When limited by certain
clothing, props, and roles, how to shape the stage image of
women’s posture through a beautiful, “exquisite,” delicate,
and “language” orchid palm has become an art form inte-
grating the song, dance, and music of the previous gener-
ation [18]. Nai et al. proposed that classical dance comes
from the burst of emotion, and Oriental people have formed
a unique way of posture expression under the influence of
traditional ideas. Easterners are not used to expressing their
feelings directly like the West, but in a gentle and implicit
way, which stems from the naive, simple, and restrained
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emotional thinking of farmers in the bones of Easterners
[19]. )e authors proposed that Chinese classical dance is a
genuine domestic product and a new kind of dance com-
parable tomodern dance and ballet. Most of its soundtrack is
played with musical instruments with Chinese character-
istics, such as pipa, erhu, guzheng, and Xiao, and the
clothing usually has a smell of ancient fragrance [20]. Deng
et al. proposed that the historical and cultural spirit pre-
cipitated in opera and dance is in the same line with the spirit
of China’s 5000-year-old traditional culture. We absorbed
the orchid palm from it and drew lessons from and cited the
“nonphysical performance” in the drama dance perfor-
mance, which uses hand movements and human body
posture with eyes, body method, pace, and so on [21]. Pope
et al. put forward that the traditional poetry contains the
ancient people’s aesthetic thought activities in the aspects of
appreciation and creation, which has a certain influence on
the formation and development of Chinese classical dance
[22]. Maheu et al. proposed to stand on the vision of the
discipline construction of Chinese classical dance. )e
original intention of the course construction of body rhyme
is to deepen the national attributes of Chinese classical dance
styles, but it is still the historical mission of the discipline to
cultivate the actors’ body posture, and it is also an important
project for the discipline to continuously inherit and spread
the faculty with cultural heritage and professionalism [23].
Christopher et al. put forward that “the basic ability training
of Chinese classical dance refers to the basic ability training
and special quality training of all parts of body posture.” )e
basic skills training of Chinese classical dance mainly focuses
on three aspects: strengthening the training of softness,
training of quality and ability, and training of technical skills.
From the ground, the lever, and the middle three parts, the
soft opening strength of students and their technical skills
can be solved [24]. Xuan et al. put forward that the body
rhyme of Chinese classical dance should not only have the
style of Chinese traditional body culture, but also conform to
the scientific nature of human posture. )erefore, for the
study of body rhyme of Chinese classical dance, discussing
the principle of body rhyme capacity, the principle of style,
and its practical application can provide important reference
for the discipline to consolidate and deepen the theoretical
foundation [25].

2.2. Research Status of Tumbling Posture Recognition in
Classical Dance Based on Motion Capture Technology.
)is paper investigates the recognition of classical dance
tumbling postures using motion capture technology. )is
paper examines the origin and transmission mechanism of
the body rhyme movement power of Chinese classical dance
from the perspective of human movement, in conjunction
with traditional Chinese Dantian theory and the core of
modern human physiological anatomy.)is paper examines
the principles of body rhyme movement in Chinese classical
dance in terms of local form, overall movement law, and
philosophical category from the standpoint of style; it then
moves on to the application stage of action principle, which
includes the application of principle in classroom teaching

and the application of principle on stage. Human posture
recognition and capture technology is currently the most
widely used. )e method for implementing it is to place the
camera in a fixed position in space and then capture the
object’s real-time action and posture using light spots in this
area. Classical art charm meets the rhythmic essence of
traditional Chinese dance in China’s classical dance. We
must first determine the recognition target of human pos-
ture and the corresponding data acquisition scheme before
recognizing the tumbling posture of classical dance. )e
main principle of attitude recognition and capture tech-
nology is to attach inertial sensors to the joints, such as a
gyroscope and an accelerometer, to collect human attitude
and action data, and then use data analysis and calculation to
determine the amplitude and angle of human joint motion.
)e following are some of the advantages of this method: low
price; there are no issues with the environment, such as light
shielding, and the precision is excellent.)is paper examines
the significance of combining motion capture technology
and dance teaching and verifies through experiments that
using capture technology in teaching can improve students’
subject status, as well as bring enlightenment and innovation
to contemporary teaching research.

3. Principle and Model of Motion
Capture Technology

)emotion capture system records themovement process of
moving targets using tracking devices with special marks
placed at key positions. After that, computer processing is
used to obtain three-dimensional space parameters, and
finally, the matching of skeleton models used in animation is
completed. )e motion capture sensor’s human behavior
recognition technology is a multidisciplinary system that
combines sensor technology, human dynamics, computer
graphics, pattern recognition, and other disciplines. Front-
end hardware and back-end software make up the tech-
nology. )e front-end hardware’s main functions and
contents include gathering human motion data using mo-
tion capture sensors and transmitting that data to the
computer. )e back-end software’s main purpose and
content is to use the computer to efficiently process the
collected exercise data so that the computer can automat-
ically identify the action category of the captured object,
allowing for action reproduction and human-computer
interaction. First and foremost, the dancers’ dance move-
ments and range of motion should be established.)e dance
pose flowchart of the action capture technology of in-
structional design is shown in Figure 1.

While watching the animation, they draw posture
movements in their mind. )e actions that they do not
understand or do not know can be demonstrated repeatedly
from multiple angles. Secondly, students conduct practical
demonstration, capture their own actions with high-preci-
sion three-dimensional camera, and compare them with
teachers’ standard actions. By comparing the dance move-
ments with the teacher’s standard movements in sections
through the motion capture system, the shortcomings can be
quickly found out, which is convenient for local correction.
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Motion capture technology is used to assist the teaching and
research of dance.)e early motion capture was proposed by
American Polish Fisher in 1915. His “rotoscope” technology
is considered to be the pioneer of motion capture tech-
nology. )e main principle of this technology is to initially
take the action video image taken in reality as the bottom
sample of animation depiction, and then the animators
depict the required actions frame by frame on this basis. )e
virtual display platform collects all kinds of dance materials,
performs by actors, collects data through motion capture
devices, and converts them into data recognizable by 3D
animation software, and finally displays the dance content
perfectly through the virtual display engine. )e motion
capture technology is applied to the data acquisition in the
tumbling posture process of classical dance, the skeleton
motion route of human body is extracted, and then the
posture discrimination is obtained by using the feature
vector matching method so as to establish the tumbling
posture model of classical dance. It is easy to know that the
depth of the whole bone tree is 3. )e human body can be
roughly divided into 11 bone trees, as shown in Figure 2.

)e matrix algorithm is proved to be a feasible BVH
analytical algorithm, as shown in formula (1), on how to
convert the correct position and dynamic of bones into
animation.

v′ � Mv. (1)

Type v indicates said transformation point; v indicates
the original point; and M indicates the transformation
matrix.

)is formula is especially important when the matrix
multiplication is three independent Euler angles, which
are not exchangeable to construct the rotation matrix.
Rotation matrix R is based on the rotation parameters of
each axis of the individual rotation matrix, Rx, Ry, Rz, as
shown in formula (2), where the composition order is
“XYZ.”

R � RxRyRz, (2)

where R is rotation matrix; Rx yisy-axis rotation parameter;
Ry zisz-axis rotation parameter; and Rz xisx-axis rotation
parameter.

)e movement of a single bone consists of translation,
rotation, and proportional components, which can be
combined together and transformed by using homogeneous
coordinates. Unless otherwise stated, the order of combi-
nation of these different transformations is stated in the form
that sufficient transformations will always follow, such as the
following formula.

Get dance
motion capture

data
Start shooting
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the 3D data 

3D motion data
editing 
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Figure 1: Dance posture flowchart of motion capture technology.
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Figure 2: Basic skeleton structure of human body.
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M � TRS. (3)

Type S is said bone size and T is translation matrix.
In most motion capture file formats, the data is derived in a

hierarchical way and formula, and formula (3) only gives the
local transformation of a certain bone. )e local transforma-
tion of the skeleton describes its direction in the local coor-
dinate system, which in turn is influenced by the direction of its
parent skeleton. Formula (4) lists this combination sequence, in
which n − 1 is the current bone, its mother bone is n � 0, and
EE represents the root bone of the bone hierarchy.

M
n
global � 

n

i�0
M

i
local. (4)

Using formula (4) and the derivation of local transfor-
mation, we can calculate the global position of the origin of
each bone and obtain the position of the bone of the origin
from the offset information of the hierarchy.

)e function interval changes proportionally with the
change of w, b, while the physical interval is fixed. When
‖w‖ � 1, the function interval is equal to the physical in-
terval.)e final optimization we need to complete is to select
the classification plane that can maximize the minimum
physical interval, as shown in

argmax
r,w,b

y
∧

w
,

s.t.yn w
T
xn + b ≥y

∧
.

(5)

In the formula, s.t. is abbreviated as constraint condi-
tion, where n � 1, . . . , N.

)e direct operation here will be very complex. We set
the function interval of the sample closest to the classifi-
cation interface to 1 by using the characteristic that the
function interval changes in proportion to the change of w, b

without affecting the physical interval. )en, we transform
the original problem into a quadratic programming problem
that is easier to solve:

argmin
w,b

1
2

w
2
,

s.t.yn w
T
xn + b ≥ 1,

(6)

where n � 1, . . . N.
To solve such problems, we usually combine the con-

straints and optimization problems into one formula
through Lagrange factor. )e Lagrange equation obtained is
as follows:

L(w, b, a) �
1
2

w
2

− 
N

n�1
an yn w

T
xn + b  − 1 . (7)

Pay attention to the order of solution here, which is still
to get the minimum physical interval according to w, b first,
and finally to maximize the minimum physical interval.
First, we find the partial derivative of Lagrange equation to
w, b and make it equal to 0. Get the following two equations:

w � 
N

n�1
anynxn,



N

n�1
anyn � 0.

(8)

After the above two equations are introduced, we get the
duality problem of maximizing the physical interval. )is
dual problem only contains a, and after solving a, we can get
w∗, b∗ by bringing it into the formula. )e optimal interface
is w∗Tx + b∗ � 0.

L
∧
(a) � L(w, b, a),

� 
N

n�1
an −

1
2



N

n�1


N

m�1
anamynymx

T
n xm,

s.t.an ≥ 0,



N

n�1
anyn � 0.

(9)

Type middle n � 1, . . . N.
Finally, the 3D data acquired by using motion capture

technology needs to be presented on the computer in a
concrete model, and animation is generated for teaching and
playing. Students can compare the learned dance move-
ments with the teacher’s standard movements by segments
through the motion capture system, which can quickly find
out the shortcomings and facilitate local correction.

4. Design of Recognition Model of Tumbling
Posture in Classical Dance

4.1. Tumbling Posture Recognition of Classical Dance Based on
Motion Capture Technology. )e data acquisition in the
tumbling posture process of classical dance is done using
motion capture technology, and the skeleton motion route
of the human body is extracted, followed by posture dis-
crimination using the feature vector matching method to
create the tumbling posture model of classical dance. )e
different postures of the human body are divided into two
categories: static posture and dynamic posture; the rec-
ognition process of static action and dynamic action is
carried out in the second level, respectively. )e disad-
vantage of this structure is that it has a problem with error
transmission, which means that misclassification samples
from the first level will flow into the second level, resulting
in a second-level classification error. )e key to solving this
problem is whether the system’s design fully considers the
inherent differences between static and dynamic posture, as
well as the relative ease with which they can be distin-
guished. It is possible to interpret and classify multiple
sensors at the same time. )e results show that the first-
grade classification error can be largely ignored, effectively
suppressing the error propagation problem. Install 20 data
identification points on each part of the dance trainer’s
body; then start the high-speed 3D data dynamic capture
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system while remaining well within the preset space range.
)e controller recognizes that the trainer has completed all
of the preprogrammed basic movements. )e dynamic
capture system will track the dance movements and match
them to the model in this process. )e real-time acquisition
of human action is completed when the computer suc-
cessfully identifies and enters 20 data acquisition points
into the system.

Based on the application of motion capture technology
to the identification of the tumbling posture content of
classical dance, various postures of human body are di-
vided into two categories: one is static posture, and the
other is dynamic posture. In the second level, the rec-
ognition process of static action and dynamic action is
carried out respectively. )e writhing gesture recognition
form of classical dance based on motion capture tech-
nology is the intersection of computer science, educa-
tional technology, and educational psychology. By
absorbing and learning from new theories, technologies
and methods in other fields, the disadvantages of tradi-
tional recognition mode can be solved. )e virtual display
platform collects all kinds of dance materials, performs by
actors, collects data through motion capture devices, and
converts them into data recognizable by 3D animation
software, and finally displays the dance content perfectly
through the virtual display engine. After the motion
capture system is successfully matched, the data of human
motion posture is recorded, and the natural character-
istics of human motion from different perspectives can be
analyzed by the system software. In this paper, the motion
model database uses key joint points to mark the
movement changes of human body. At present, the
connection between key points is mainly rigid connection,
which can ensure the stability of dance posture. By
comparing the dance movements with the teacher’s
standard movements in sections through the motion
capture system, the shortcomings can be quickly found
out, which is convenient for local correction. Motion
capture technology is used to assist the teaching and
research of dance.

4.2. Experimental Results and Analysis. In this experiment,
taking the left arm movement of the dance trainer as an
example, taking the left arm characteristic plane p1 as the
basic calculation plane, three discriminant parameters
Sim(V1, Vstand),Corr(θ1),Corr(θ8)  can be obtained, re-
spectively, and the overall motion posture of the left arm can
be determined by the above three parameters. Experiments
show that the calculation error is effectively reduced, and the
results are shown in Table 1.

After completing all teaching hours, the learning
situation of the two groups of students is verified through
assessment. )e college dance teacher scores the range,
strength, consistency, and technical standardization of
aerobics actions of the two groups of students. )e results

are determined by SPSS19.0 analysis. )e test results are
shown in Table 2.

p represents the significance of the experimental effect,
and p< 0.04 is generally the most significant. According to
the experimental results, the students who learn by motion
capture have a better grasp of dance movements than those
who learn by routine.

)is experiment was completed on a PC with Core (TM)
i5-34703.2GHz CPU and 5GB memory, and MATLAB was
used as the development environment. )e created motion
database contains 20 sets of dance action segments, each of
which has about 1,300 frames. )e subjects are randomly
selected college students, and all subjects have dance
foundation.)ree experiments were carried out respectively,
and the difference of left arm movement posture was
compared. From Figures 3–5, the difference between the
movement to be measured and the standard movement was
clearly seen.

)rough the comparison and verification of the ex-
perimental results in Figures 3–5, using the feature plane
similarity matching method to analyze the motion posture
can clearly and efficiently detect the differences and
standards between moving objects and has high robust-
ness, which lays a foundation for the scientific training of
dance. Coordination is the basic quality of a dancer. )e
teaching of turning over covers the correct turning of the
waist, the orientation training of hand posture, and the
joint cooperation of crotch, leg, knee, foot, and step below
the waist. It is a great test and exercise for the cultivation
of coordination. If the body, especially turning over, is
difficult to complete without coordination; even if it is
completed, it will lack the corresponding beauty. )ere-
fore, the coordination of turnover movement training
dancers is a key point. Physical training can be divided
into three stages: initial stage, middle stage, and later
stage.

In this experiment, the peak frequency points in the
tumbling posture of classical dance, such as basic turning,
step-by-step turning, and step-by-step turning, were com-
pared in two experiments. )e experimental results are
shown in Figures 6 and 7.

From Figures 6 to 7, it can be seen that this feature shows
a high degree of discrimination in the three categories of
classical dance tumbling posture. At the 8th frame of the
sample, the average frequency of step turn is 0.9, which is
higher than the average rating of basic turn of 0.75 and that
of point turn of 0.5. )erefore, it can be concluded that
stepping over is an effective feature, except for some points
with loud noise, which is generally stable. In the environ-
ment of motion capture equipment, students may have some
adaptability problems, which are relatively restrained.
However, students can make greater progress by simulating
the posture of learning dance training and constantly re-
vising their own learning process, especially in the stan-
dardization of dance movements, and students can realize
their own shortcomings faster.
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5. Conclusions

)e motion capture system-based tumbling posture recogni-
tion of classical dance will not only play an important role in
the protection of national dance, but also in the long-term
development of national dance. )e display of dances from
various cultures can help with dance research, learning, de-
velopment, and application. )is paper examines human
motion posture using the real-time characteristics of motion
capture technology, proposes a tumbling posture recognition
model for classical dance based on motion capture technology,
examines the characteristics of human motion posture, ex-
amines the development prospects and research significance of

Table 2: Comparison of experimental results.

Group Movement range Strength of action Action coherence Action standardization
General group 83.3 ± 6.5 79.7 ± 7.3 81.3 ± 7.8 78.5 ± 6.4
Experimental group 81.4 ± 6.8 81.7 ± 5.2 83.2 ± 3.3 82.3 ± 4.3
Significant p 0.032 0.027 0.024 0.041
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Figure 3: Difference of left arm movement direction.
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Figure 4: Difference of included angle motion of left arm joint.
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Figure 5: Angle difference between left arm and trunk.
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Figure 7: Comparison chart of multisample peak frequency points.

Table 1: Relevant parameters of left arm action attitude.

Experimental object Sim(V1, Vstand) Corr(θ1) Corr(θ8)

Standard object 0.6847 0.9758 1.0124
Object to be tested 0.7125 0.8314 0.9847
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using motion capture technology in classical dance, and
provides an effective theoretical basis for scientific training.)e
range, strength, consistency, and technical standardization of
aerobics actions of the two groups of students were scored by
the dance teacher. )e average frequency of step somersault is
0.9, which is higher than 0.75 of the average evaluation rate of
basic somersault and 0.5 of point somersault, according to
SPSS19.0 analysis. In addition to the large noise, it can be
concluded that the overall turning point is effective. )e
motion capture technology proposed in this paper can rec-
ognize basic classical dance tumbling postures with high
precision. )e system’s ability to achieve higher-precision
recognition of more types of posture on this basis is critical.
Dance teaching and research benefit from the use of motion
capture technology. )e captured specific three-dimensional
motion data is transformed into digital abstract motion, the
three-dimensional human body motion posture database is
established, and the teaching animation video is generated,
which helps to optimize the traditional dance learning form,
according to the characteristics of real-time tracking, detection,
and recording of motion capture technology. )e importance
of improving educational quality cannot be overstated.

Data Availability

)e data used to support the findings of this study are
available from the corresponding author upon request.
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�emain strategic direction of promoting rural revitalization is to achieve high-quality rural development, maintain the dominant
position of farmers, and promote common prosperity of farmers. In recent years, the sustainable development of economy has
raised farmers’ awareness of starting their own businesses, and their entrepreneurial enthusiasm has been heating up. Based on the
empirical survey data of typical rural areas in the Zhejiang Province and structural equation model analysis technology, this paper
makes an empirical analysis of the relationship among network embeddedness, entrepreneurial resources, and entrepreneurial
ability. �e results show that knowledge resources have a signi�cant negative impact on farmers’ inclusive entrepreneurial
behavior. �e dual embedment of social network and industrial network has a signi�cant positive impact on migrant workers’
access to knowledge resources and operational resources needed for entrepreneurship, and the entrepreneurial ability of migrant
workers mainly depends on operational resources. Under the background of common prosperity, we should continue to im-
plement the policy of supporting farmers’ inclusive entrepreneurship and encouraging industrial and commercial capital to enter
rural areas, and at the same time, provide rural areas with agricultural knowledge, agricultural skills, and market guidance to
promote employment.

1. Introduction

In China’s “new normal” stage, entrepreneurship is one of
the most important ways to promote the stable operation of
the economic system and long-term economic development.
However, as there is a common threshold for capital entry to
participate in entrepreneurial innovation, the credit exclu-
sion of countries and regions has become a key factor af-
fecting the entrepreneurial activities of small- and medium-
sized enterprises and ordinary families. Inclusive develop-
ment combines economic development with the needs of
vulnerable groups, putting people �rst and achieving social
justice and fairness [1, 2]. Since then, “inclusive develop-
ment” has supplanted “inclusive growth” as the compass for
the new era’s detailed economic development [3]. Inclusive

innovation is de�ned as a type of innovation that promotes
inclusive development, “reduces poverty,” and it is “most
directly related to the needs of the poor.” �e will, moti-
vation, and vitality of rural entrepreneurship have been
boosted to unprecedented levels by the Common Prosperity
Strategy, and more rural entrepreneurs have emerged as the
protagonists of poverty alleviation, industrial integration,
social governance, and rural areas [4]. As a result, tapping
the rural social network and understanding the impact of
network embedding on the acquisition of entrepreneurial
resources and the improvement of farmers’ entrepreneurial
ability is critical for farmers’ employment and inclusive
entrepreneurship.

Farmers’ self-employment consciousness gradually
emerges as the economy continues to develop. �e
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development of this self-employment consciousness has a
more positive impact on farmers’ income and employment
prospects. Farmers’ needs for resources and employment
methods in the process of starting their own businesses are
also posing a challenge to China’s original urban-rural dual
system [5]. (e revitalization of farmers and rural areas is an
important part of common prosperity in the traditional
concept, as well as the focus and difficulty of common
prosperity [6]. According to Ma and others, China’s rural
governance should be focused on resolving interdependence
and cooperation among people, resolving contradictions
and conflicts, and improving people’s public services [7]. In
academic circles, most small-scale entrepreneurship re-
search focuses on regional differences in small-scale en-
trepreneurs, as well as the impact of training and
entrepreneurial intent on small-scale entrepreneurship. (e
government’s role is to make timely and effective institu-
tional arrangements to create and improve entrepreneurial
conditions, optimize the entrepreneurial environment of
microsubjects, and improve the overall quality of the en-
trepreneurial environment. Creating a strong entrepre-
neurial atmosphere and mature entrepreneurial conditions
is the goal of creating an entrepreneurial environment. (is
paper makes some recommendations to the government
based on the research on inclusive entrepreneurial paths to
improve the overall entrepreneurial environment, promote
the popularization of typical inclusive entrepreneurial paths,
and improve the quality of rural entrepreneurial activities.

Highly developed social wealth and social productivity
are the premise and foundation of common prosperity. It is
difficult to achieve common prosperity unless productivity is
highly developed. Despite the fact that farmers’ wages and
operating income have increased, the income structure still
needs to be optimized. Wages and operating income are
excessively high, and property income is also rising, how-
ever, it is rising only as a small percentage of total income.
Supporting the entrepreneurial environment, encouraging
farmers to start their own businesses, and focusing on
optimizing the rural entrepreneurial environment are the
keys to success. (is paper can help farmers learn from the
research results, obtain the most effective entrepreneurial
resources in limited circumstances, maximize their abilities,
and complete business creation with quality and policy
support factors by studying and analyzing the impact of
resource acquisition on farmers’ inclusive entrepreneurial
path.

(e innovations of this paper are as follows:

(1) Innovation from the perspective of research: the
evolution of entrepreneurial enterprises has its own
life cycle. (is paper examines a comprehensive
entrepreneurial path based on the life cycle of en-
trepreneurial enterprises, i.e., selecting existing re-
search from the perspective of enterprise life cycle
will gain more targeted characteristics of inclusive
entrepreneurial path.

(2) Innovation of research content: the existing research
literature on farmers’ entrepreneurship mainly fo-
cuses on the entrepreneurial environment, and the

research on farmers’ entrepreneurial access to re-
sources is insufficient. Based on the household
survey of typical farmers in the Zhejiang Province,
this paper collected the data needed for the research.
(e form of investigation solves the limitation of
time and space well. (e investigation can be con-
ducted in different places at the same time, and the
quantity and quality of samples can be guaranteed
using network tools.

(e research framework of this paper consists of five
parts, which are arranged as follows: the first chapter in-
troduces the research background and significance, and
then, it introduces the main work of this paper. (e second
chapter mainly introduces the related research status of
inclusive entrepreneurship. (e third chapter puts forward
the concrete method and implementation of this research.
(e fourth chapter verifies the superiority and feasibility of
this research model. (e fifth chapter is the summary and
prospect of the full text.

2. Related Work

2.1. Inclusive Entrepreneurship Research. Individuals who
are entrepreneurs start businesses in one of the two ways: as
new ventures or as derivatives of existing ventures. Early
academic circles believed that the success or failure of en-
trepreneurs was determined by their personal characteristics
and talents, however, later research has shown that it is the
position of individuals in the organization, not the char-
acteristics of entrepreneurs, that determines whether they
seek opportunities and engage in entrepreneurial activities
[8]. As a result, situational factors and mechanisms become
the main ideas to explain entrepreneurial activities in the
process of entrepreneurship, which is also the theoretical
framework on which this paper is built, i.e., it examines the
key features of the overall entrepreneurial process before
moving on to the background factors that may influence
entrepreneurial activities.

Yu and others believe that inclusive entrepreneurship is
actually a collective entrepreneurial activity carried out by
ordinary grassroots people in specific areas, and it is a self-
employed group [9]. Essougong and others believe that a key
feature of inclusive entrepreneurship is the realization of
equal opportunities. Inclusive entrepreneurial opportunities
are different from entrepreneurial opportunities in general
sense. Opportunities appear in specific areas and are strongly
influenced by background factors, such as regional cluster
environment and government [10]. Oladele et al. think that
natural conditions, history, accidental factors, economies of
scale and externalities, enterprise organizational structure,
competition, and innovation are the key factors for the
formation of industrial clusters [11]. Deller et al. established
the indicator system of inclusive development and found
that inclusive development had an indirect impact on urban-
rural income gap using the intergenerational overlap model
[12]. From the perspective of microfamily, Ab et al. estab-
lished a multivalue response model and analyzed inclusive
finance from the supply side and demand side [13].
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According to the empirical results, the optimal level of
inclusive finance is not necessarily the same as the level of
demand and supply and is also different from the macrolevel
and microlevel. Nie et al. conducted a study based on panel
data to further confirm the importance of entrepreneurship
and policy support to long-term economic growth [14].
(erefore, although work experience has a positive impact
on entrepreneurship, the influence of personal education
and the family background of public officials on entrepre-
neurship is uncertain. Empirical research shows that
households with high risk aversion are more inclined to
choose agricultural entrepreneurship, households with risk
preference are more inclined to start business in industry
and commerce, and the income of industrial and com-
mercial entrepreneurial enterprises shows a reciprocal
U-shaped relationship.

2.2. Farmers’ Entrepreneurship. In the process of farmers’
entrepreneurship, farmers rely on family organizations (or
informal organizations composed of relatives and friends) or
create new organizational forms to form large-scale pro-
duction and operation scale and pursue the growth and
development of wealth. Zhao et al. divided small-scale en-
trepreneurship into group entrepreneurship and individual
entrepreneurship and pointed out that the content of small-
scale entrepreneurship referred to the expansion of pro-
cessing agriculture, and so on [15]. Liu et al. regarded
farmers’ entrepreneurship as an unbalanced game process
that involved the transformation of various resources, and it
is also the decisive factor of policy and market in the game
[16]. In terms of the influence of farmers’ entrepreneurial
behavior on society and economy, Phiri et al. explained the
importance of farmers’ entrepreneurial behavior to rural
development [17]. Zhang and Han also made clear the
strategic significance of farmers’ entrepreneurial actions to
the harmonious development of new countryside [18].

More academics are looking at the growth of migrant
workers’ entrepreneurship through the lens of the entre-
preneurial network. (e importance of enterprise growth
includes scale expansion and capability improvement, and
entrepreneurship can be divided into social networks and
industrial networks. Shah et al. discovered that migrant
workers who engage in growth-oriented and value-oriented
entrepreneurship outperform migrant workers who engage
in survival-oriented entrepreneurship, implying that higher
value pursuit yields better results [19]. (e number of
families reduces the likelihood of migrant workers returning
home to start a business, and the accumulation of family
wealth (economic and social capital) has a positive impact on
entrepreneurial performance. Sher et al. believe that because
they have more knowledge and skills, better education and
training, stronger adaptability to the environment, higher
self-pursuit, and the new generation of farm tools, they are
more willing to return home and start their own businesses
[20]. Apart from the difficulty of policy factors, Blevins and
Ragozzino have shown that human capital and the

individual psychological state of entrepreneurs have a sig-
nificant impact on farmers’ entrepreneurial performance
[21]. According to Gans et al., if a company’s information
capability is low, it will lack the necessary market infor-
mation and information processing mechanisms [22].

3. Methodology

3.1. .eoretical Model. Entrepreneurship is a form of work
that necessitates the development of management, organi-
zational, and service skills, as well as the ability to think,
reason, and make decisions. Entrepreneurship is a branch of
business that studies how individuals create, discover, or
create opportunities to create new things, and how they use
those opportunities in various ways to produce different
outcomes. With the continued development of our economy
and society, an increasing number of people will join the
middle class. Many farmers will be present, particularly
those who are most likely to enter the middle class. To
achieve universal prosperity, we must not only make rural
residents the primary beneficiaries of common prosperity
but also assist them in achieving material and spiritual
prosperity.

Entrepreneurial motivation is the goal or vision that
entrepreneurs demonstrate when starting a business based
on their internal and external needs. It drives entrepre-
neurial behavior and influences entrepreneurial perfor-
mance during the startup process. Regardless of the
aforementioned influences on entrepreneurship, entrepre-
neurs decide whether to start a business based on their own
internal needs. Furthermore, outstanding employees from
successful peer companies frequently start their own busi-
nesses. (ey are well-versed in the industry’s operations and
are well-versed in the most critical aspects of the industry’s
operations. (ey can grasp the important points when
starting a business and achieve twice the result with half the
effort, lowering the cost of the enterprise’s startup period.
Entrepreneurs are well aware of the flaws and drawbacks of
running a business, and they can avoid the risks of starting
one as soon as possible.

However, unlike the inherent characteristics of other
entrepreneurial groups’ networks, migrant workers fall into
the predicament of leaving the social and industrial networks
in the process of entrepreneurship. As they are far away from
their hometown, they are hard to integrate into the city,
forming a social network, while migrant workers who return
home to start their own businesses are far away from the city.
Hence, it is difficult for them to obtain external economy in
terms of industrial division of labor and cooperation
through participation.(e purpose of this study is to explore
the influence path of dual networks embedded in farmers’
inclusive entrepreneurial ability on the acquisition of en-
trepreneurial resources. Based on this, this paper puts for-
ward the theoretical model as shown in Figure 1.

Entrepreneurship is the process of creating new products
or services and realizing their potential value in the absence
of resources. Except for the donation of entrepreneurial
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resources and entrepreneurial opportunities, entrepreneurs
often have nothing. (ere is a “resource gap” between the
huge number of resources needed for starting a business and
the limited resources actually controlled by new enterprises.
At the initial stage of entrepreneurship, the inherent re-
source holding of entrepreneurs in the entrepreneurial
environment is the basis of entrepreneurial behavior, and the
heterogeneity of resource holding composition determines
the randomness and diversity of entrepreneurial behavior at
the externalized microlevel. With the new creation of some
entrepreneurs, the performance of enterprises is obviously
better than that of other entrepreneurs. At this stage, en-
trepreneurs should have the following related skills: inte-
grate resources and start and operate enterprises.

3.2. Life Cycle Model of Enterprise. (e age of a company is
the basis of its life cycle, which is mainly reflected in the
relationship between two factors: adaptability and con-
trollability. Adaptability refers to the response speed and
controllability of enterprises to changes in internal and
external environment. Controllability refers to the ability of
a company to control its external and internal environ-
ment. (e “youth” of an enterprise refers to its adaptability,
which is relatively easy to change and adjust, however, its
control is relatively small, and its behavior is generally
unpredictable. (erefore, adaptability and controllability
are two main factors. (e growth of enterprises is the
common growth of quality and quantity. Any model that
only explains the growth of a company in terms of quality
or quantity is one-sided and incomplete. In the three-di-
mensional enterprise life cycle model, the company life
cycle is determined by the age and scale of the company.
(is model not only reflects the quality of enterprises but
also reflects the change of enterprise scale. Hence, it can
describe the growth trajectory of enterprises more
comprehensively.

A typical enterprise life cycle refers to the whole con-
tinuous process of an enterprise from birth to growth, aging,
and final decline, however, the enterprise is not an organism.
Hence, we cannot apply the biological point of view. (e-
oretically speaking, it is meaningful to study the growth

model of a company. Figure 2 shows the growth model of
enterprises in the two models.

For a successful small company, it generally adopts the
Ivy enterprise development model. A company canmaintain
adaptability and flexibility until its heyday.(e company can
maintain stable growth while extending its scale if it can
achieve controllable equilibrium and keep up with the
changing market (Figure 2(a)). (ere is also a meteor model.
When a company’s life develops to infancy or adolescence,
the scale of the company expands rapidly and then suddenly
dies, and the growth curve is like the trajectory of a meteorite
falling from the sky (Figure 2(b)).

Every stage of the life cycle is very important. Enterprises
have different strategic priorities at different stages, and
failure at any stage will destroy entrepreneurial enterprises.
During the growth of a new enterprise, there may be several
problems one after another. (erefore, we need the influx of
entrepreneurs, teams, resources, and other factors to con-
stantly overcome various difficulties in the growth process of
entrepreneurial enterprises. Entrepreneurs should con-
stantly adapt to the environment, adjust team members,
integrate accumulated resources, and improve the overall
quality.

3.3. Data Source. (e data of this paper comes from the
survey of farmers’ entrepreneurship and employment in the
Zhejiang Province. In terms of regional selection, the survey
samples are selected from farmer entrepreneurs in the
typical villages of the Zhejiang Province. (e questionnaire
is distributed in-person and is filled on the spot. A total of
300 questionnaires were distributed and 285 were returned,
with an effective rate of 95%. (e contents of the survey
mainly include personal and family information of farmers,
characteristics of farmers’ entrepreneurial environment,
characteristics of farmers’ entrepreneurial behavior, etc.
When studying the personal information and family in-
formation of farmers, the most important thing is whether
they will communicate with public officials and have good
relations with state-owned banks and other government
agencies to determine whether there are key factors for
obtaining resources from resource acquisition. (e main
gender and age of entrepreneurs are shown in Figure 3.

3.4. Mathematical Model Establishment and Variable
Selection. (is paper aims to investigate how migrant
workers’ inclusive entrepreneurial activities can acquire the
necessary knowledge and management resources for en-
trepreneurship via the dual embedding of social and in-
dustrial networks, as well as influence farmers’ inclusive
entrepreneurial ability. (e structural equation model
(SEM) is a multivariate statistical technique that combines
factor and path analysis. It can incorporate some difficult-to-
measure variables directly into the model for analysis, as well
as analyze the complex relationship between multiple ob-
served variables and latent variables all at once, which
traditional regression analysis cannot. (e structural
model’s formula is as follows:

Dual network
embedding 

Social
network 

Industrial
network 

Acquisition of
entrepreneurial

resources

Knowledge
resources 

Operational
resources 

Entrepreneurial
ability 

Opportunity
ability 

Operation
management

capability

Figure 1: (eoretical model of farmers’ inclusive entrepreneurial
ability.
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X � ΓXξ + σ, (1)

Y � ΓYτ + ε. (2)

Equations (1) and (2) are measurement models. Among
them, X, Y represent exogenous and endogenous observed
variables, respectively. ξ, τ, respectively, represent exogenous
latent variables (i.e., potential independent variables) and
endogenous latent variables (i.e., potential dependent var-
iables). ΓX is the relationship matrix between the exogenous
latent variable and its observed variable, which is composed
of a factor load of X on ξ. ΓY is the relationship matrix
between the endogenous latent variables and their observed
variables, which is composed of the factor load of Y on τ. σ, ε
is the error term of the measurement model.

τ � Aτ + Λξ + c. (3)

Formula (3) is a structural model in which A is the co-
efficient matrix of the endogenous latent variables, de-
scribing the relationship between endogenous latent
variables, Λ is the coefficient matrix of exogenous latent
variable, describing the influence of exogenous latent vari-
able ξ on endogenous latent variable τ, and c is the error
term of the structure.

Farmers’ entrepreneurial behavior has two possibilities:
starting a business and not starting a business. However, in
the existing regression model, the value range of dependent
variable is between negative infinity and positive infinity,
while the value range of the dependent variable affected by
entrepreneurial behavior is within [0, 1]. (e form of binary
dependent variable model is as follows:

y1 � xiβ + μi, (4)

where μi is the interference term.
Assuming that y1 is greater than the critical value of 0,

yi � 1. When y1 ≤ 0, yi � 0. (e relationship is as follows:

yi �
1 y1 > 0,

0 y1 ≤ 0.
 (5)

Here, the critical value is chosen as 0. In fact, as long as xi

contains a constant term, the critical value is irrelevant.
Hence, at this point,

P yi � 1|xi, β(  � P y1 > 0(  � P μi > − x, β(  � 1 − F(−x, β),

P yi � 0|xi, β(  � P y1 ≤ 0(  � P μi ≤ − x, β(  � F(−x, β),

(6)

where F is the distribution function of μi, which requires that
it is a continuous function and monotonically increasing.
Hence, the regression model can also be regarded as follows:

yi � 1 − F(−x, β) + μi. (7)

At this point, it becomes the mean regression model of
yi.

S
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N

(a)

S

C

N

(b)

Figure 2: Enterprise growth model based on the (a) Ivy growth model and the (b) Meteor pattern.
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112 data obtained from the questionnaire were used as
expert opinions. Establish fuzzy number A.

A � αi, βi, ci( ,

αi � min Bij ,

βi � 
n

k�1
Bij

⎛⎝ ⎞⎠

1/n

,

ci � max Bij .

(8)

In the above formula: i—Index number, i � 1, 2, · · · , n;
j—Expert number, i � 1, 2, · · · , n; αi—(e minimum value
of index i scored by experts; βi—Geometric mean value of
expert scoring index i; ci—(e maximum value of expert’s
score on index i; Bij—j expert’s scoring value of index i.

When using the fuzzy Delphi method to evaluate risk
indicators, we need to convert linguistic variables into fuzzy
numbers. Hence, we import expert scoring data into our
model and get triangular fuzzy numbers. (e fuzzy number
is obtained by inverse clearing triangular fuzzy number by
the arithmetic average method.

A �
αi + βi + ci

3
. (9)

In this study, to ensure the validity and reliability of the
measurement indicators, some items were modified and
supplemented according to the characteristics and actual
situation of farmers’ inclusive entrepreneurs using the
maturity scale used in existing domestic and foreign liter-
atures. (e questionnaire was designed by Likert’s 5-point
scoring method, and the description of the items was de-
scribed as “strongly agreed,” “comparatively agreed,”
“moderate,” “slightly disagreed,” and “very different,” as
shown in Figure 4.

3.4.1. Dual Network Embedding. As migrant workers start
their own businesses mainly in industries with low skill
content, it is difficult for new enterprises to have the power
to establish cooperative relations with universities and re-
search institutes. It represents a group of related partner-
ships among subsidiaries, financial institutions,
intermediaries, and government agencies, excluding uni-
versities and scientific research institutions.

3.4.2. Entrepreneurial Resources. (is paper investigates the
acquisition of knowledge resources by farmers’ inclusive
entrepreneurs from four aspects: new product or service
development, market development, production and man-
agement, and related policy system.

3.4.3. Operating Resources. (e existing research mainly
inspects business resources from the aspect of resource
availability, focusing on whether entrepreneurs can obtain
capital, human resources, technical resources, plant,
equipment, and other physical resources at low cost.

3.4.4. Entrepreneurial Ability. (is paper describes entre-
preneurs’ management ability from four dimensions: or-
ganizational ability, strategic ability, relationship ability, and
commitment ability. Farmers’ inclusive entrepreneurs
should have the same relationship and commitment skills as
other entrepreneurial groups, however, their newly started
enterprises are small in scale and simple in organization, and
their requirements for organizational and strategic capa-
bilities are slightly lower than those of other entrepreneurs.

4. Experiment and Results

(e estimated coefficients in the binary choice model cannot
be interpreted as the marginal effect of symbols on de-
pendent variables only. If the sign is evidence, the probability
that the dependent variable is 1 increases. If the sign is
negative, the probability that the dependent variable is 1
decreases. Considering that the dependent variable is the
implementation of farmers’ entrepreneurial behavior in
variable selection, i.e., the dependent variable can take the
values of “1” and “0” as “entrepreneurship” and “for en-
trepreneurship.” In this study, resource acquisition mainly
starts with policy resources, financial resources, and infor-
mation resources. Hence, the selection of variables is shown
in Table 1.

SPSS software is used to analyze the influence of resource
acquisition on farmers’ inclusive entrepreneurial behavior,
and the regression results are shown in Figure 5.

A4 has a significant positive correlation with farmers’
entrepreneurial behavior of acquiring information re-
sources, which is significant at the statistical level of 1%. (e
regression coefficient is 0.196 and Exp(B) is 1.21, which
means that the probability of farmers’ entrepreneurial be-
havior will increase by 0.196 for each additional unit in
contact with civil servants, other things being equal. At the
level of 5%, A1 has a significant impact on farmers’ entre-
preneurial behavior, with the coefficient of 0.569 and Exp(B)
of 1.806, which means that the probability of farmers’ en-
trepreneurial behavior will increase with each unit of A1.
(erefore, the probability of entrepreneurial behavior of
married farmers is higher than that of unmarried farmers.

A3 has a significant negative impact on farmers’ en-
trepreneurial behavior. It passed the 1% significance test,
and the coefficient was −0.215 and Exp(B) was 0.774. It
means that the higher the education level of farmers, the
lower the possibility of entrepreneurial action. Studies have
shown that industrial structure adjustment will affect re-
gional innovation activities [23].(e research shows that the
optimization and upgrading of industrial structure has a
positive effect on inclusive entrepreneurship [16]. Research
shows that the rapid change of industrial structure will affect
entrepreneurship in the short term, however, it will promote
local entrepreneurial innovation activities in the long-term
[20]. (erefore, this paper selects the proportion of the
tertiary industry in GDP to investigate to control the in-
dustrial structure of each region. Descriptive statistics of
each variable are shown in Figure 6.

(e scale design of this paper refers to the mature scale
used by scholars in the past, which ensures the validity of the
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content of this scale. Constructive validity, also known as
structural validity, is mainly used to indicate whether the
actual measurement result of a scale is consistent with the
research concept, which usually consists of convergence
validity and discrimination validity. Specifically, A1 and A2
can extract three factors, A3 and A4 can extract a single
factor, A5 can extract two factors, and A6 can extract four
factors. (ese extracted factors are measured by a scale, and
the variables are the same. At the same time, the factor
loading values of all measures after orthogonal rotation are
greater than the threshold value of 0.5, which indicates that
the convergence validity of the measure scale is ideal. (e
discriminant validity test results (see Table 2) show that the
square root of latent variables on the diagonal is larger than
the correlation coefficient between latent variables on off-

diagonal, which indicates that the scale has good discrim-
inant validity.

(e result of building structural equation model with
AMOS is shown in Figure 7. All the test indexes of the overall
goodness-of-fit of the model are higher than the threshold,
which indicates that the overall goodness-of-fit of the model
is good.

In this paper, SPSS20.0 statistical software is used to
analyze the impact of resource acquisition on farmers’
business performance. In the process of processing, firstly,
all variables are introduced into the regression equation.
(en, the significance test is carried out, and finally, the
regression method is refitted, and this principle is repeated
until the regression coefficient of each variable in the
equation is significant.

We introduce all the above independent variables into
the regression equation, as shown in Figure 8 below.

It can be seen in A2, A4 and A6, B1 that it is not obvious.
After removing the above variables, a two-step regression
analysis is introduced, which shows that insignificant var-
iables are equal to C1 and B10. So far, in the third step, we
used two variables A1 and B9 and brought all the remaining
variables into the regression analysis method to continue the
regression analysis. (e regression results of the third stage
model are shown in Figure 9.

It is significant with B3 at the level of 5% in the statistical
test, and the estimation coefficient is positive. When other
factors remain constant, contact with senior civil servants
improves the effectiveness of farmers’ entrepreneurial per-
formance. (e difficulty level of high government function,
relevant market system establishment, market policy guid-
ance, financing convenience, contact with bank staff, access
to information from other channels, overall access to

Variable

Social network
embedding A1

Relationship
strength B1

Network size
B2

Network
heterogeneity

B3

Industrial
network

embedding A2

Relationship
strength B4

Network size
B5

Network
heterogeneity

B6

Knowledge
resources A3 

Information and
knowledge C1

Operational
resources A4

Human and
technical

resources C2

Opportunity
ability A5

Opportunity
identification

B7

Opportunity
development

B8

Organizing
ability B9

Strategic
ability B10

Operational
management

ability A6

Relational
ability B11

Commitment
ability B12

Figure 4: Variable measurement item.

Table 1: Selection of variables influencing access to resources on
farmers’ inclusive entrepreneurial path.

First-order variable Secondary variable Mean value

A1
B1 3.36
B2 2.25
B3 3.04

A2
B4 2.21
B5 3.88
B6 2.96

A3 C1 2.36
A4 C2 3.32

A5

B7 3.01
B8 2.88
B9 3.63
B10 2.41

A6 B11 2.88
B12 3.71
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information resources, policy convenience, and no resources
is significant and failed the test.

Farmers’ entrepreneurs in China are clearly affected by
information restrictions in the process of starting a business
because of the limited information channels available to
them and the high cost of obtaining information. Business
operations and maintenance are no longer limited by in-
formation channels. (e educational level is statistically
significant at 10%. Information channels are becoming more
diversified and efficient.(e estimated coefficients of age and

educational background are positive among the three var-
iables, while the estimated coefficient of gender is negative.
Farmers’ entrepreneurial performance is significantly
influenced by their representative life experience and ac-
cumulation of experience. Although operational resources
serve a greater purpose than knowledge resources, both have
a negligible impact. (is result demonstrates that current
migrant worker entrepreneurship is still survival-oriented,
and the industry entry threshold is low. Inclusive entre-
preneurs are relatively simple, and they have not yet attained
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Figure 5: Influencing factors of various variables.
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Figure 6: Descriptive statistics of related variables of secondary variables.

Table 2: Test results of discrimination validity.

Variable A1 A2 A3 A4 A5 A6
A1 0.771
A2 0.413 0.762
A3 0.501 0.501 0.821
A4 0.263 0.336 0.461 0.743
A5 0.459 0.428 0.502 0.418 0.874
A6 0.337 0.367 0.424 0.442 0.426 0.769
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the level of knowledge acquisition resources and operational
resources required to improve a company’s ability to operate
and manage. At the moment, Chinese migrant workers are
still self-employed, and their new entrepreneurial man-
agement mode differs significantly from the modern en-
terprise management mode that reflects migrant workers’
entrepreneurial spirit.

5. Conclusions

Based on the empirical research data of typical villages in the
Zhejiang Province, this paper analyzes and summarizes the
process and mechanism of inclusive entrepreneurs’ devel-
opment path from the perspective of common prosperity.
We find that there is a significant positive correlation be-
tween business resources and farmers’ entrepreneurial be-
havior in obtaining information resources. At the statistical
level of 1%, knowledge resources have a significant negative
impact on farmers’ entrepreneurial behavior. (e dual
embedment of social network and industrial network has a
positive impact on migrant workers’ acquisition of knowl-
edge resources and business resources needed for starting a
business, however, the acquisition of knowledge resources is
mainly influenced by the embedded industrial network.
(erefore, under the vision of common prosperity, when
building various systems, the government fully considers the
needs of people of different classes and actively introduces
policies to encourage and guide farmers so that more
farmers can choose entrepreneurship, employment, and
settlement.
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Rare earth is one of the most important strategic minerals in the world today. �e wide application of new products and
technologies in the global market has made the world’s demand for rare earth resources grow rapidly. As an important basic
resource of high technology, rare earth plays a signi�cant role in national security and strategy. As rare earth mineral resources are
irreplaceable in civil, military, and nuclear industries, they have become national strategic resources of various countries in the
world. Although China’s rare earth industry has occupied a leading position in the world, with the continuous expansion of the
scale of the rare earth industry, the pollution problem of “three wastes” produced in the recovery of rare earth mineral resources is
becoming more and more serious. From the perspective of resource endowment, China is rich in rare earth resources, but the
declining trend of resource reserves is obvious, and the advantages and disadvantages of resources are more prominent. Based on
the goal planning and few-shot learning, this paper studies the economic signi�cance of rare earth resource development, aiming
at solving some problems in the development of rare earth mineral resources in China, and thus promoting the scienti�c and
healthy development of the rare earth industry.

1. Introduction

Rare earth elements have unique electronic structure, which
makes them have excellent magnetic, optical, and electrical
characteristics. �ey are widely used in metallurgical ma-
chinery, petrochemical industry, electronic information,
energy and transportation, national defense and military
industry, high-tech materials, and other industries [1]. As an
important high-tech basic resource, rare earth plays an
important role in national security and strategy. �e most
important feature of the raw material base developed so far
in the world is that its structure is conducive to large or even
super large deposits. China has basically formed a legal
system for the protection and management of mineral re-
sources guided by the Constitution and dominated by laws,
administrative regulations and departmental rules, which
provides a clear legal basis for the management of rare earth
resources according to law [2]. Many experts believe that
these deposits will be relocated according to the special
characteristics of rare earth mineral composition [3]. Due to

the progress of China’s rare earth metallurgy technology and
low cost, foreign rare earth smelting and separation en-
terprises have closed down one after another and the rel-
evant research is gradually reduced [4]. Although China’s
rare earth industry has occupied a leading position in the
world, with the continuous expansion of the scale of the rare
earth industry, the pollution problem caused by the recy-
cling of rare earth resources is becoming more and more
serious [5]. �is situation has a�ected the healthy, sus-
tainable, and stable development of China’s industrial sys-
tem. It is urgent to develop an e�cient and practical green
mining and smelting process to solve the problem of en-
vironmental pollution caused by three wastes.

Rare earth is an indispensable strategic resource for
countries all over the world to transform traditional in-
dustries and develop high-tech and cutting-edge national
defense technology. We need to re-examine China’s mineral
resources legal system, explore the root causes of the
problems from the theoretical basis and system design, and
make up for the insu�cient theoretical preparation and
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unreasonable system design [6]. �en, put forward the
feasible countermeasures to improve China’s legal system of
mineral resources and then study the management of rare
earth according to law [7]. China is not only a big country in
rare earth resources but also a big country in rare earth
production, export, and consumption in the world. Some
countries and regions have listed it as a key element for the
development of high-tech industries and a national strategic
element, which is called an indispensable “industrial vita-
min” [8]. From the perspective of resource endowment,
China is rich in rare earth resources, but the declining trend
of resource reserves is obvious, and the advantages and
disadvantages of resources are more prominent [9]. Starting
from the theoretical level, this paper abandons the theory
that administrative license is the direct allocation of re-
sources and insists that administrative license is only the
franchise quali�cation granted by the government to the
opposite party.

Heavy rare earth mineral raw materials mainly include
phosphorus manganese ore, brown yttrium ore, ion ad-
sorption rare earth ore, and uranium ore [10]. �e rare earth
industry is China’s advantageous industry. �e compre-
hensive management of the rare earth industry will greatly
promote the healthy development of China’s rare earth
industry and better serve China’s high-tech industry, new
energy, aerospace, and national defense [11]. In the part of
rare earth exploration license, closely follow the pace of
China’s geological exploration pattern reform, grasp the
latest reform trends, put forward suggestions to speed up the
establishment of mineral exploration �nancing market, and
promote the exploration of rare earth and other strategic
minerals [12]. As rare earth resources are irreplaceable in
civil, military, and nuclear industries, they have become
national strategic resources of countries all over the world
[13]. Although China has obvious advantages in rare earth
resources, due to lack of understanding, China’s rare earth
industry started late and the long-term development and
management of rare earth resources are extensive [14]. In
practice, the phenomenon of indiscriminate mining and
blind competition among enterprises has become increas-
ingly prominent, resulting in a large out¡ow of resources at
low prices [15]. Based on the goal planning, this paper
studies the economic signi�cance of the development of rare
earth resources, aiming to solve some problems in the de-
velopment of rare earth resources in China, coordinate the
development and utilization of rare earth resources with the
ecological environment, and promote the scienti�c and
healthy development of rare earth industry.

Section 2 analyzes the general situation of China’s rare
earth resources from two aspects: the characteristics of re-
source endowment and the characteristics of resource trade.
Section 3 discusses the economic signi�cance of rare earth
resources through the goal planning method. Section 4
summarizes the content of the full text.

2. Overview of Rare Earth Resources in China

2.1. Characteristics of Resource Endowment. From the per-
spective of resource trade, the export-oriented and primary

product-oriented trade structure has further weakened
China’s advantage of large quantity and variety of rare earth
resources and intensi�ed excessive competition in the rare
earth industry. Between the upstream and downstream of
the rare earth industry chain is a process of increasing value.
At present, the pro�ts of the rare earth industry are con-
centrated at the back end of its industry chain. Although
rare, rare earth elements have not been known and used for a
long time. It was not until the end of the 18th century that
people discovered the existence of rare earth elements.
�rough research, people gradually realized its value and
applied it to people’s production and life. While China’s rare
earth is overexploited and its reserves continue to decline,
foreign rare earth is being strategically protected and proven
reserves are also increasing, leading to the gradual loss of
China’s rare earth reserve advantage [16]. Rare earth min-
erals in our country are mainly distributed in remote areas.
A large number of small enterprises are engaged in rare earth
resources development. �e management mode is extensive
and destructive mining, resulting in a large amount of rare
earth resources loss and destruction [17]. Ultrahigh purity
rare earth metals are the material basis for studying the
intrinsic properties of rare earth and developing new rare
earth materials. �e purity of rare earth metals is also one of
the key factors a�ecting and restricting the properties of rare
earth functional materials.

With the increasing demand for rare earth resources in
China’s high-speed economic growth, the export volume of
rare earth is decreasing year by year, but the export volume
of rare earth and other dominant minerals in China still
occupies an important position in the world mineral trade.
�e rapid establishment, integration, recon�guration, and
dissolution of the Extension Manufacturing Capability Unit,
as well as the rapid di�usion, rapid remodeling, and rapid
transformation of manufacturing capability. �ere are four
kinds of ¡ows in the di�usion process of the Extension
Manufacturing Capability Unit.�e combined e�ect of these
four streams enables large engineering equipment
manufacturing systems to emerge rapidly expanding
manufacturing capabilities in a short time. Figure 1 is a
model of the Extension Manufacturing Capability Unit.

�e smuggling of rare earth resources in China is very
serious, disrupting the order of the rare earth market,
invalidating the national rare earth control policy, and
failing to achieve industrial integration goals. Although rare
earth resources are stored in large quantities in the world,
due to the di�culty in industrial smelting and puri�cation in
practical applications, rare earth resources are still extremely
rare. According to the geographical area, the geographical
distribution of rare earth resources is broad and there is no

Resource flow

Capacity flow

Knowledge flow

Quality flow

Figure 1: Extension Manufacturing Capability Unit model.
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monopoly of a certain region. Rare earth minerals are
nonrenewable resources. Although major developed coun-
tries have been striving to develop alternatives, the harvests
are minimal and some of the so-called alternatives are
di�cult to achieve the desired results in application.
�erefore, rare earth resources are more precious [18]. �e
vast geographical distribution of rare earth resources de-
termines that it is unrealistic to want to obtain a dominant
say in rare earth resources for a long time by tightening
supply ports. Compared with energy and basic metals, rare
earthconsumption is very small and under the current visible
application, the increment in various consumption �elds is
also limited.�e strategic reserve system of resources should
be implemented. Once the price of important mineral re-
sources ¡uctuates abnormally and there is an interruption or
shortage of supply, the strategic reserve resources can be put
into the market to adjust the relationship between supply
and demand in the market, thus greatly improving the right
to speak on the price of mineral resources. Generally
speaking, the price of rare earth resources has been low for a
long time and the economic bene�ts are limited. At the same
time, the environmental cost of rare earth resources de-
velopment is high, which makes the overall bene�ts of rare
earth resources export low. Figure 2 shows the changes in
export prices of rare earth products in China.

�ere are n indicators for evaluating the independent
innovation capability of rare earth enterprises. Based on this
part of the indicators, the independent innovation capability
of enterprises is quantitatively divided into T grades, which
are described as the following quantitative comprehensive
evaluation matter element models:

Q uij( ) �∑
n

i�1
Max
1≤j≤m

gij(T){ }. (1)

�e matter-element model formed by the comprehen-
sive evaluation of the independent innovation ability and the

allowable value range of each indicator is called the domain
matter element.

yf−nm � ∑
N

i�1,i≠ n
∑
M

l�1

��
pil
√ hTi,nmWi,il

sil. (2)

For the enterprise to be evaluated, the data or analysis
result obtained by the evaluation is represented by thematter
element P.

Pf−nm � ∑
N

i�1,i≠ n
∑
M

l�1
pil h

T
i,nm

Wi,il

�����
�����
2

2
. (3)

2.2. Characteristics of Resource Trade. A large number of
foreign-funded enterprises have evaded the export quota of
rare earth resources in China by investing in factories and
other ways and have carried out predatory mining. Only
simple processing can be exported, resulting in a large
amount of waste of rare earth resources. �e abundance of
rare earth elements in the earth’s crust is not barren, even
relatively rich, and the abundance of some elements is higher
than that of common metals such as copper and zinc. Rare
earth elements are widely distributed in the Earth’s crust and
there are many mineral occurrences. However, there are no
more than 30 large companies that control rare earth re-
sources in the world. If you master the trends of these 30
companies, you can directly understand the global supply
and demand of rare earth and the industrial chain [19]. �e
protection and management of rare earth resources in China
have been gradually implemented with the breakthrough of
rare earth application technology and the development of
the rare earth industry. We should strengthen macrocontrol
and give full play to the leading role of the government. �e
establishment of a rare earth industry enterprise alliance to
control the price and usage of concentrate and to control the
price and sales of primary products. Formulate relevant
policies to encourage rare earth enterprises to go abroad and
participate in or take control of the development of foreign
rare earth resources, so that China’s rare earth industry will
truly go international.

Although China prohibits the export of rare earth raw
ores, the economic bene�ts brought to China by the export
structure dominated by rare earth separation products are
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relatively low, and rare earth smelting separation will cause
serious pollution. From the beginning, two mechanisms
with the nature of compensation and assistance were pro-
posed, i.e., compensation mechanism for resource devel-
opment and the assistance mechanism for declining
industries. Sustainable development is based on natural
assets and coordinated with environmental carrying ca-
pacity. Sustainable development aims at providing quality of
life and is compatible with social progress. Research in any
discipline or �eld should be supported by scienti�c methods
that meet the needs of its research objects and contents and
are determined by its research purposes. At the same time,
any scienti�c research method is not exclusive but universal.
Figure 3 is a schematic illustration of the general law of the
development of resource-based cities.

�e relevant data are substituted into the system to run,
and the original model is repeatedly corrected to obtain a
series of �tting indexes of the corrected model. When the
signi�cance level is low, the customer management ability
has a relatively large impact on the marketing performance.
However, the other two subindicators market learning
ability and marketing promotion ability have a signi�cant
impact on marketing performance but to a lesser extent. In
Table 1, the structural parameter estimation and signi�cance
test of performance indicators is shown.

Although the absolute amount of rare earth is large, the
content is low and the average abundance in the Earth’s crust
is only 200 ppm, and the distribution is very uneven. In the
matter element, A is an evaluation feature, that is, an in-
dicator. Some feature values can be calculated by the system,
and the feature values corresponding to each feature are
shown in Table 2. Figure 4 shows the relationship between
eigenvalues and matter elements in three sets of experi-
mental data.

China’s political system, economic system, and the de-
velopment of the rare earth industry determine the legal
system and policy measures for the management of rare
earth resources. At present, almost all oxidizing roasting-
hydrochloric acid leaching method is used in the industry.
�e rare earth ore is oxidized and calcined, and the bast-
nasite is decomposed to form rare earth oxide, rare earth
¡uoride, or rare earth oxy¡uoride which is soluble in
hydrochloric acid [20]. Rare earth elements are mostly in the
form of oxides or symbiotic forms of oxoacid minerals, and
the degree of enrichment is low.�ere are not many deposits
with mining value at the current technical level, so rare earth

resources have been proven in the world. �e amount of
exploitation is scarce. �e in situ leaching process does not
requires excavation of ore bodies, has little impact on the
ecological environment, and has high resource utilization
[21]. However, the in situ leaching process developed in the
early stage is only applicable to mines with intact ore bodies.
For mines with complex geological conditions, leaching
liquid leakage often occurs, resulting in a signi�cant re-
duction in rare earth recovery.

3. Economic Significance of Rare
Earth Resources

Whether the political and legal system of rare earth resources
protection and management can adapt to the development
requirements of the rare earth resources industry determines
the success or failure of China’s rare earth resources strategy.
Rare earth enterprises should develop new products to meet
the domestic demand for rare earth consumption. Rare
earth, as a special mineral resource, is greatly di�erent from
other mineral resources in terms of resource structure, re-
source use, and spatial distribution. In view of the problems
of high consumption of chemical materials, the low com-
prehensive utilization rate of resources and serious pollution

Table 1: Performance indicator structure parameter estimation and signi�cance test.

Path description t value Path coe�cient
Market learning ability⟶ in¡uence performance 3.46 1.57
Marketing ability⟶marketing performance 3.24 1.49
Customer management capabilities⟶marketing performance 4.37 1.45
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Figure 4: Relationship between eigenvalue and matter element.

Table 2: Characteristic values corresponding to each feature.

Features A1 A2 A3 A4 A5 A6 A7 A8 A9
Characteristic value 75.6 88.5 87.3 95.2 74.8 74.7 86.2 91.7 76.5
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of the three wastes in the rare earth smelting and separation
process, various research institutions, and enterprises have
developed a series of e�cient, clean, and environmentally
friendly smelting and separation processes. In order to re-
duce dependence on foreign rare earth resources and pre-
vent being controlled by others, some developed countries
have begun to develop substitutes for rare earth resources.
Judging from the current scienti�c and technological
achievements, although some scienti�c and technological
progress has been made, the results are not good. In order to
better protect rare earth resources, China’s established rare
earth strategic resource reserve system should be imple-
mented and perfected as soon as possible [22]. �e uni�ed
export of rare earth products has also better maintained the
reasonable price of rare earth, but there are also unrea-
sonable problems, such as neglecting the management and
protection of light rare earth and failing to adjust the re-
lationship between rare earth development and environ-
mental protection. Rare earth enterprises should seize the
market opportunity, follow closely the market demand, and
strive to develop the domestic market.

Under the current economic situation, small mining
companies should adhere to the principle of large and small,
superior and inferior, and follow the laws of the market
economy according to the natural occurrence of resources.
�e social network formed by resource-based urban clusters
is a complex and dynamic network. A social implementation
mechanism such as a cluster network can establish a cluster
trust mechanism to improve the resource environment. At
di�erent stages, the strength of urban cluster competitive-
ness and the speci�c performance of urban cluster com-
petitiveness at di�erent stages are shown in Figure 5.

�e market learning ability has no signi�cant in¡uence
on the accounting e�ect and brand assets. It actively pro-
motes the construction of modern characteristic resource-
based industries and the modernization of production
methods, production methods, and production concepts.
Speed up the transformation of industrial development
mode, save natural resources and production factors, op-
timize the economic structure of resource-based cities, and
realize sustainable development. Figure 6 is a schematic
structure for strategic adjustment and guidance of industrial
structure in resource-based cities.

�e mode of uni�ed purchase and sales of rare earth
products was severely impacted by the market economy and
withdrew from the historical stage. �erefore, the state’s
policy of controlling rare earth mainly focuses on mining
and export. �rough orderly mining, e�ective protection of
resources is realized, and at the same time, local regional
economic transformation and industrial upgrading are also
supported. China’s failure to enact a superior mineral
protection law in time to meet the requirements of the
development of the market economy has put the country’s
protection of rare earth resources into a dilemma. Most of
the rare earth minerals in the world contain only a few rare
earth elements, which are incomplete. �e rest of the rare
earth elements that do not exist still depend on imports [23].
China Nonferrous Engineering Design and Research In-
stitute and Rare Earth Material Factory have improved the

low-temperature roasting process to solve the problem of
wall formation. Continuous low-temperature dynamic
roasting can be realized by using low-temperature curing
technology. Although the abundance of rare earth elements
in the Earth’s crust is not poor or even higher than that of
some common metals, due to the technical conditions, some
rare earth ores have low mining value and high cost, which
are di�cult to meet the mining standards and cannot be
applied by human beings.

No resource can function independently as a factor of
production. Only when natural resources are combined with
social resources can they be transformed into productive
forces with use value and value. Rare earth enterprises
should base themselves on the domestic market and expand
domestic demand. Figure 7 shows the contribution of dif-
ferent resources at di�erent stages of economic
development.

After the establishment of the comprehensive evaluation
of the material-element model of independent innovation
capability, it is necessary to evaluate the index value of each
characteristic of the independent innovation capability of
the enterprise and the approximation degree of each level.
Applying the proximity of classical domain matter elements
in the following extension set:

cellps−1 � argmax
n

∑
M

m�1
Pf−nm

 . (4)

�e extension distance is

cellps−ns1 � argmin
i,i≠cellps−1 ,...,cellps−ns
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�����
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Calculate the degree of association of the company to be
evaluated with the weight coe�cient of each feature.

RCni � log2 1 +
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Figure 5: Trends in the competitiveness of resource-based clusters.
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�rough the deep processing of rare earth resources and
the extension of the industrial chain, the pace of develop-
ment of rare earth resources from upstream primary raw
materials to deep processed products, high-tech new ma-
terials, functional components, and end-use products will be
accelerated. After the various in¡uencing factors have been
uniformly measured to the four-point system, in order to
better study the impact of price competition on various
factors, the argumentation part adopts the idea of nor-
malization of price competition. �e price competition is
divided into �ve sections, each of which has a length of 20%.
�e speci�c division is shown in Table 3. �e relationship
between the normalized value and the price reduction range
is shown in Figure 8.

Sustainability is a measure of the sustainability criteria
for resource-based urban transformation systems and the
development of subsystems. Using the development rate of
each subsystem as a measure, the following can be obtained:

Q uij( ) �∑
n

i�1
Max
1≤j≤m

gij(T){ }. (7)

Using the fuzzy membership function method to obtain
the following:

yf−nm � ∑
N

i�1,i≠ n
∑
M

l�1

��
pil
√ hTi,nmWi,il

sil. (8)

Calculate the trend degree as follows:
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�����
�����
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In the impact on the other three indicators, although
there is a certain degree of positive impact, but the impact is
less than the customer management ability. But it is very
close, so its impact on brand equity can not be ignored. �e
impact of marketing capabilities on customer value and
product innovation is not signi�cant, and the positive im-
pacts on the other three indicators are signi�cant. Similarly,
the factor load of the corresponding indicators is also less
than the factor load associated with the customer. �e
structural parameter estimation and signi�cance test of the
impact of marketing subcategories on marketing perfor-
mance subindicators are shown in Table 4.

�e selection of resource-based city indicators should
cover the content of the evaluation as much as possible and
comprehensively re¡ect all aspects of the city’s sustainability

Table 3: Price competition degree division.

Degree of decrease (%) 0–20 20–40 40–60 60–80 80–100
Normalized value 0.2 0.4 0.6 0.8 1
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Figure 8: Relationship between normalized value and price
reduction.
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Figure 6: Strategic adjustment structure of the resource-based urban industrial structure.
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capacity. �e correlation value of each level indicator is
shown in Table 5.

To measure the degree of price competition between a
company’s homogeneous product and the market average
price, you can simply write the price competition between a
single company’s product pricing and the market average
price as follows:

c1(t) � c11 + c1T − c11( )
t

T
,

c2(t) � c21 + c2T − c21( )
t

T
.

(10)

Initialize, calculate the connection weight and threshold,
and assign any value.

Ii � ∑
p

j�1
ωmj y

m
ij

 
(1/m)

. (11)

Provide input samples and expected output to obtain the
following equation:

Iω€δ � Frd −Kω
_δ − Cωδ −K1eδ. (12)

Calculate the output of each unit in the hidden layer.

T �
M

R

�
iηeMe

r
.

(13)

Enterprises need to improve their independent inno-
vation ability and promote the upgrading of industrial
structures. Strengthen the research on the development
strategy of the rare earth industry and formulate policies and
measures to further promote the development of rare earth
technology and industry. Rare earth minerals are China’s
dominant mineral resources. In the early stage of reform and
development, it is historically inevitable to obtain consid-
erable economic income by supplying a large amount of rare
earth products to the international rare earth market.
Compared with the world’s large multinational enterprises,
China’s enterprises in related industries are not strong in
independent innovation, market competitiveness, and
ability to resist international market risks. Cultivating a
number of large enterprises with strong comprehensive

strength is an important goal. Heavy and light rare earth
products are sharply divided, and the proportion of heavy
rare earth products in the mines that have been put into
production is relatively low, so they cannot impact the
medium and heavy rare earth market. China will continue to
maintain its leading position in this �eld [24].

Rare earth resources are widely used in modern in-
dustrial development. Rare earth elements play a key role in
some aspects. In the overall sales analysis, it is necessary to
speci�cally analyze the customer unit price, year-on-year
month-on-month changes, and other links. A preview of the
transaction is shown in Figure 9.

China needs to ful�ll relevant international commit-
ments and obligations. �e supply of rare earth products
cannot be controlled by administrative means. Even through
the means of environmental protection, its supervision
system and law enforcement methods are not perfect and
lack of supporting measures.�e strategic value of rare earth
resources is outstanding, and its supply directly a�ects the
national defense industry, national competitiveness, and
even the economic security of the entire country. �e de-
velopment of the rare earth resource industry not only
provides a large number of jobs but also solves the problem
of insu�cient supply of mineral products in rapid economic
development. In order to balance the interests of the central,
local, and enterprise and properly handle the relationship
between di�erent regions and upstream and downstream
industries, it is recommended to recon�gure mining licenses
for state-led enterprises on the basis of the joint of national
large-scale rare earth enterprise groups and resource regions
[25]. We must �rst clearly understand the problems of
China’s rare earth resources in mining, processing, and
export trade and �nd out the reasons through careful
analysis and research, and then we can propose solutions to
the problems. In order to enable China’s rare earth industry
to develop healthily and sustainably, it is recommended to
increase investment in science and technology and

Table 4: Signi�cant test of the impact of marketing subcategories on marketing performance subindicators.

Value of customer Competitive result Brand equity Product innovation
Market promotion ability 0.76 0.59 0.64 0.69
Customer management ability 0.37 0.44 0.49 0.51
Market learning ability 0.39 0.32 0.47 0.45

Table 5: Value of the correlation function of the evaluation level.

Grade indicator 1 2 3 4
S1 0.386 0.556 0.742 0.457
S2 0.943 0.796 0.297 0.362
S3 0.348 0.653 1.569 0.794

12
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Figure 9: Preview of the transaction overview.
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environmental protection, strengthen research on efficient
and clean production processes, industrial development and
promotion, and strictly implement the “Rare Earth Indus-
trial Pollutant Emission Standards.” You can choose several
key links for key management to effectively manage the
valuable rare earth resources that protect the country.

4. Conclusions

Rare earth minerals are the strategic resources of the
country. +erefore, the distribution and use of rare earth
mining rights should not be allowed to be bought and sold
arbitrarily as ordinary metal mining rights, so as to realize
the effective control of rare earth strategic resources by the
country. At a time when the socialist market economy
system is gradually improving, the reimplementation of
comprehensive planning and control of rare earth and other
advantageous mineral resources no longer meets the fun-
damental requirements of the market economy era but also
violates the basic development trend of mining development
and operation mechanism and management system. While
rare earth development benefits mankind, the accompany-
ing problems of resources and environment are becoming
increasingly prominent. With the in-depth development of
economic globalization, China’s international exchanges
and cooperation in the field of rare earth resources are
increasing day by day. At the system level, different legal
procedures should be applied to the grant of rare earth
development and management rights and the assignment of
rare earth mining rights, respectively, to clarify the differ-
ences between the franchise rights and property rights.
Mining rights can be taken as state-owned capital and in-
cluded in the asset management scope of central enterprises.
+e exploration right should be granted to large enterprise
groups on a regional, limited, and limited basis to avoid the
loss of new rare earth resources. It is suggested that de-
partments of land and resources at all levels should clean up
and rectify their registration in the name of polymetallic
minerals, actually demarcate rare earth mineral resources,
and re-examine the exploration licenses and mining licenses
that have been issued in rare earth mineral resources areas.
In terms of process innovation management, China should
attach importance to the nonrenewable nature of rare earth
resources and increase the capital investment for rare earth
deep processing and process innovation as soon as possible.
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A master’s degree program in “new liberal arts” is a great opportunity to strengthen cooperation between art colleges and
universities, to promote the construction of product design and digital molding majors, and to promote teaching and research on
the “integration” of the theoretical foundations of engineering intelligent manufacturing. To take advantage of cooperative
universities’ advantageous disciplines and professional platforms, we should construct new art and emerging interdisciplinary
majors, as well as promote the construction and exploration of joint training of doctors and masters in relevant disciplines in the
interdisciplinary direction of art and engineering. �e foregoing approaches are intended to create a new “art and engineering”
model for the establishment of a product design speciality at our university. In order to meet the requirements of “Art &
Engineering” advocated by the national new engineering construction, art disciplines have their own inherent rules and
characteristics. We should actively create disciplinary and professional characteristics, help universities cooperate with each other
in high-quality development, and share and win together, in order to continuously achieve new academic results.

1. Introduction

China’s “Six Excellences and One Top” Plan 2.0 was
launched in Tianjin on April 29, 2019, with the goal of
boosting universities’ capacity to serve economic and social
development by promoting the construction of new engi-
neering, newmedicine, new agriculture, and new liberal arts.
When it comes to the growth of higher education, “new
liberal arts” has become a subject that needs to be taken
seriously [1].

It is necessary to grasp the new requirements for the
development of philosophy and social sciences in order to
strengthen the construction of new liberal arts. It is also
necessary to cultivate new cultures with Chinese charac-
teristics, such as Chinese style and Chinese style in the new
era, as well as philosophical and social scientists. It is also
necessary to establish a Chinese school of philosophy and
social sciences in order to strengthen the construction of
new liberal arts. �e construction of “new liberal arts” has as
its primary goal the adaptation to the new requirements of

the development of philosophy and social science in the new
era as well as the promotion of cross-fertilization between
philosophy and social science with the new round of sci-
enti�c and technological revolution and industrial change.
As a result, the “new liberal arts” have emerged as a topic that
must be properly studied and explored in the development
of higher education in the contemporary day. For the “new
liberal arts,” e�orts should be made to cross disciplines, form
and expand new �elds of knowledge at the boundaries
between disciplines, particularly in conjunction with science
and technology, and realize the intersection of arts and
science. �is, for the liberal arts, entails enhancing the
scienti�city of liberal arts and thus promoting the con-
struction of “new liberal arts.”

It was Bauhaus principal Walter Gropius who intro-
duced the educational concept of “Art & Engineering”
product design for the �rst time. Gropius insisted on the new
uni�cation of art and technology, which resulted in the
formation of a new educational system that combined art
education with handicraft. With its approach of merging
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“pure art“ with “useful technology” [2, 3], the Bauhaus
provided inspiration for the future “Art & Engineering”
teaching model.

(e term “engineering” in the “Art & Engineering”
mainly refers to engineering in science, which is a discipline
in which people study and apply theories and knowledge of
natural science, sociology, economics, logic, and other
disciplines to innovate or improve the design and use of
solutions in various fields [4]. It also includes the meaning of
“engineering technology,” in which people use engineering
technology to make practical objects or tools to extend or
compensate for human capabilities and change people’s way
of life, with the intention of being practical.

Product design is a kind of industry that is about inno-
vation, and without innovation, there is no vitality. (e ed-
ucational concept of product design should also include the
concept of innovation. Since the Bauhaus pioneered the in-
novative educational concept and mode of “Art & Engineer-
ing,” institutions across the world are following suit [5].
However, in this new era, if we adhere to this concept and
follow the trendwithout seeking innovation, the design talents
we cultivate will be out of step with the society. Based on the
diversified, informative, and intelligent conditionsof the times,
the educational concept of “Art & Engineering” in product
designmust keep pace with the times andmake the concept of
design education have new thinking characteristics.

Rather than just rehashing the old buzzwords of “in-
tersection of disciplines” or “intersection of arts and sci-
ences,” the concept of the new liberal arts should be
understood from the perspective of China’s intrinsic re-
quirements for postsecondary education [6]. (e investi-
gation and practice of “Art & Engineering” of product design
in the context of “New Liberal Arts” are still in the early
stages of its development and implementation.

Problems

(1) (e engineering technology category of product design
majors does not have sufficient teaching qualifications,
and it is difficult to connect the more artistic design
majors with themore technical engineering technology
at this time. Product design majors will concentrate on
the design of rail transportation class and intelligent
product class, which will be based on the application of
big data, cloud computing, and artificial intelligence
technology, allowing the design to be more scientific,
rational, and extensive in the context of the “New
Liberal Arts.” As a result of this rapidly changing
development environment, the knowledge structure,
cognitive ability, and thinking mode requirements of
designers will undergo significant shifts in the near
future. As a result, design education will need to adapt
quickly in order to meet the changing needs of society.

(2) (ere is a difference between the training for talents
and the education of design as well as the most recent
technology available on the market. (2) Product
design teachers must convert their art backgrounds
and engineering teaching concepts into product
design teaching concepts. (e talents cultivated by

design education will be unable to meet the needs of
social development and will eventually be eliminated
if design education does not adapt to the changing
times in order to adjust the goal of talent training and
does not use engineering technology to complement
the design practice. It will also be difficult to im-
plement the employment of design education stu-
dents. In order to better support product design
teaching, it is urgently necessary to investigate how
“Art & Engineering” can promote the reform of
product design education from a systematic and
holistic perspective as well as to clarify the ideas for
“Art & Engineering” to better support product de-
sign education and cultivate more professional
product design applied talents.

Solutions

(1) “Art & Engineering” should reflect the personali-
zation and diversity of interdisciplinary
To further strengthen the construction of product
design discipline, give full play to disciplinary
strengths, and concentrate disciplinary characteris-
tics; to strengthen interdisciplinary crossover and
integration with art colleges and engineering majors
and take the construction of a special master’s degree
in art as an opportunity to build the disciplinary
characteristics of “Art & Engineering”; to do a good
job of training product design talents with high
quality and establish an application-oriented edu-
cation training system that serves the needs of
economic and social development.

(2) “Art & Engineering” should pay attention to talent
training
To further boost the creation of product design
majors and the training of future product design
talent. Taking the construction of new engineering
and new liberal arts as a model, establish and im-
prove the dynamic adjustment mechanism of ma-
jors, optimize the structure and connotation of
majors, expand the enrollment scale of majors, and
establish new majors in art; concentrating on the
cross-fertilization of art and engineering to form the
cultivation characteristics of art and design talents,
promote the in-depth reform of project-based
teaching, and strengthening the internationalization
of art and design talents; focusing on the cross-
fertilization of it is necessary to continue to increase
the construction of teaching staff at the “Art and
Engineering” school. It is also important to develop a
high-level professional teaching and research team
with a worldwide perspective through training,
further training, and study visits, in addition to
expanding the channels for the entry of high-level
talents into the product design industry.

(3) Research on the new platform of discipline con-
struction in College of Arts and Design
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To adapt to the requirements of “Art & Engineering”
advocated by the national new engineering con-
struction, art disciplines have their own inherent
rules and characteristics, should actively create dis-
ciplinary and professional characteristics, and help
universities cooperate in high-quality development to
help each other and share and win together, in order
to continuously achieve new academic results.

At this stage of the school’s development ideas and goals,
the status of the School of Art and Design is increasingly
important, directly related to the comprehensive and co-
ordinated development of the school’s related disciplines,
the important indicators of the school’s name change, and
the core content of the school’s future sustainable devel-
opment. (erefore, the great development of art and design
disciplines should fully rely on the school’s traditional ad-
vantageous disciplines, build a new platform for discipline
construction of the College of Art and Design, and strive to
form a number of characteristic high-level research results
around the direction of discipline construction of the
College, with the common ideal of “building a first-class art
and design college of the same kind with domestic influence
and provincial status” [7, 8], form the mainstream value
orientation common to all the faculty and students, and
concentrate our efforts to create a college culture atmosphere
that emphasizes discipline and professional development,
academic research and artistic creation, harmonious con-
struction and quality improvement, and continuous deep-
ening, expansion, and ascension.

2. New Thinking and New Forms of Cultural
Confidence Research of “Art & Engineering”

According to the “new liberal arts” theory and practice, the
Jiangsu brand-product design major establishes a new
pattern of “Art & Engineering” in accordance with the in-
vestigation and practice of the development of national first-
class products. It will be developed in conjunction with the
master’s degree program at the College of Art and Design in
order to strengthen cooperation between art colleges and
universities, cooperation with engineering practice majors,
and practical teaching of intelligent design and will strive to
promote a close connection between knowledge transfer and
production practice. It will also be developed in conjunction
with the master’s degree program at the College of Art and
Design in order to promote “integration” of theory and
practice in the field of product design and digital molding. It
is necessary to establish a design research and development
platform with innovation as the goal, a practical platform
with engineering training as the means, and a social
crowdfunding or school-enterprise cooperation platform
with market demand as the guide in order to explore and
practice “Art & Engineering” in product design education,
resulting in the formation of a new way of thinking about
and practicing “Art & Engineering” in product design ed-
ucation. It is shown in Figure 1.

As part of this effort, the college will make better use of
the advantageous disciplinary and professional platforms of

the partner institutions to carry out the construction of new
art and emerging cross-disciplinary disciplines and pro-
fessions. It will also work to promote the construction and
exploration of joint training programs for PhDs, Master of
Arts, and Master of Engineering degrees in relevant disci-
plinary fields as well as joint training programs in engi-
neering-related cross-disciplinary directions. A number of
initiatives will be undertaken by the two sides to benefit from
their respective disciplines, such as the development of new
art and emerging interdisciplinary disciplines and majors,
the establishment and sharing of internship and practical
training teaching practice bases, the cultivation of PhDs and
Master of Art and Engineering-related interdisciplinary
directions within relevant disciplinary fields, as well as the
collaboration in the development of an innovative and
entrepreneurial education system. (e partnership will be
translated into practical measures to support the develop-
ment of the school in a timely manner, as well as to promote
the quick expansion of the school’s business, and work
toward the establishment of a new pattern of “Art &
Engineering.”

2.1. Research on the Construction of Cultural Confidence
Majors with “Art & Engineering”

(1) Research on new thinking and new forms of “Art &
Engineering” in the era of “New Liberal Arts”

(2) Research on teacher training for “Art & Engineering”
talents in the field of design in universities and re-
search on leading the cultivation of product design
talents

(3) Research on the construction of product design
talent training objectives and curriculum system
with “Art & Engineering”

2.2. Investigation into the “Art & Engineering” TeachingMode
and the Use of Abilities in Intelligent Design

(1) To investigate the current state of product design
higher education in both China and abroad, as well
as the characteristics and applications of intelligent
technology, in order to predict the future develop-
ment trend of intelligent product design education
and to establish a fundamental theoretical system for
intelligent product design education in China and
abroad

(2) To redefine the training objectives of product design
talents in the new liberal arts era, improve the talent
training program, and establish the core curriculum
system of “Art & Engineering”

(3) To study the changes in the teaching resource en-
vironment, teaching and learning methods, teaching
management and evaluation methods, personalized
teaching mode, and teacher training in the “Art &
Engineering,” to propose the reform direction of
product design education, and then to build the
education system of product design in the era of
“New Liberal Arts”
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2.3. Research on the Construction of a Teaching and Research
Platform for Product Design and Digital Molding of “Art &
Engineering”

(1) Research on courses that are closely linked to the
“Art & Engineering”: Human-Computer Interaction
Design Research at master’s level, Advanced
Manufacturing Technology and Artistic Design,
(ematic Studies in Electromechanical Product
Design, Product and Interaction Design Project
Practice, Design competitions and exhibitions.

(2) Research on computer-aided design series courses,
product design series core courses, model making,
thematic design series courses, CG production of
animation characters, cultural and creative design of
animation, model making of craft products, jewelry
design, environmentalmodelmaking, andmanyother
professional basic courses and professional courses in
the undergraduate stage of “Art & Engineering”.

(3) Researchers at home and abroad are investigating
intelligent educational platforms for “Art & Engi-
neering” in a variety of contexts, including the
platform characteristics and operation system of
educational robots and platforms, teaching software

and teaching tools, intelligent virtual assistants,
among other things; they are also investigating the
teaching and research platform of intelligent product
design and digital molding.

3. Diversification of “Art & Engineering”
Practice Research with Cultural Confidence

When placed in the context of the “new liberal arts,” product
design majors’ educational thinking must seek innovation
and keep up with the times; as a result, the educational mode
of “Art & Engineering” tends to be market-oriented,
internationalized, personalized, and manifesting the char-
acteristics of regionalization [9–11].

3.1. Enhancing Students’ Interest and Skills in “Art and En-
gineering” Intellectual Creation. Students’ real-world expe-
rience with a variety of material processing techniques and
skills is enhanced through the use of the basic molding
system, which increases the means of expression and the
ability of intelligent product design for art and design
students, which is conducive to activating students’ creative
thinking, encouraging students to carefully observe the
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Figure 1: New thinking and new forms of education in “Art & Engineering” cultural confidence theory research.
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surrounding living environment and the current social
situation, and combining objective natural laws and their
own unique thin-film technology. (e measures outlined
above can assist us in cultivating a diverse pool of high-
quality applied talents to satisfy the needs of economic and
social development.

3.2. Improving the Quality of Talent Cultivation of “Art &
Engineering” and Sharing Teaching Resources with Cultural
Confidence. Students can conduct experiments at any time
and from any location because of the development of this
project, which overcomes the limitations of time and space.
At the same time, the software has a variety of learning
functions that allow pupils to practice over and over again.
“Observation, recording, and combination-making exer-
cises” [12] of virtual experimental items in a variety of virtual
experimental contexts have helped students to improve their
design skills. When this initiative is put into practice, it
significantly improves the scientific approach to learning as
well as the professionalization of students’ practical skills.
Using the Internet, participants can easily access and use
large-scale class experiments, and the project is open to the
general public as well as educators. As of now, not only do
the virtual simulation teaching materials serve the staff and
students at this college but they also assist in the virtual
simulation experimental teaching of other related majors.

3.3. “Art & Engineering” Should Be Personalized and Diver-
sified Teaching. When it comes to improving students’ de-
sign ability, the design education process is critical because it
cultivates strong hands-on practical skills while also growing
high theoretical literacy and the capacity to make full use of
regional cultural resources to enrich their design concepts. In
addition, professional craftsmen who are engaged in design
and production work in the field of traditional crafts should
be hired to teach at the institution. At the same time, in order
to realize the purpose of assisting social production, the
school should develop an industry-university-research
platform in collaboration with businesses. A design that has
not been translated into a product and the value of that
design has not been realized are impossible if pupils do not
grasp themanufacturing process. Students from all directions
study professional basic courses together in the freshman
year, such as design aesthetics, design composition, design
expression techniques, the history of world arts and crafts,
the history of Chinese arts and crafts, and other basic courses
[13–15]; in the sophomore year, we implement discipline
subdivision and choose discipline direction, such as cur-
riculum of ceramics, wood carving, leather design, furniture
design, and other disciplines [16–18].

3.4. “Art & Engineering” Should Implement Industrialization.
(e industrial transformation of design works, as well as the
capacity to follow up in the process of product manufacture,
processing, and sales, is an important element of the product
design profession and one that can drive students to pursue a
degree in product design which includes: (1) establishing

craft design factories or studios on campus, as well as
crowdfunding platforms on various commercial websites to
publicize the works and raise funds for the processing and
production of design works; (2) establishing school-enter-
prise partnerships with enterprises, in which the school
commissions enterprises to process design works and
provide them with marketing, as depicted in Figure 2; and
(3) establishing school-enterprise partnerships with enter-
prises, as depicted in Figure 2.

3.5. “Art & Engineering” Should Be Internationalized.
Design, like art, has no geographical boundaries. It is also
necessary to integrate and cross borders in the “Art and
Engineering” approach to product design education in order
to better portray the spirit of product design education.
Internationalization of the “Art and Engineering” approach
to product design education is recommended in order to
establish a broader and more diverse sector of design ed-
ucation [16–18].(e process of “Art & Engineering” product
design education, such as the teaching of ceramics courses,
must combine ceramic engineering and art, and it is nec-
essary to cultivate advanced composite applied talents who
understand both ceramic engineering and have excellent
artistic design ability in order to meet the needs of China’s
ceramic industry development. Studying abroad, getting to
know oneself and one’s adversary, and learning the essence
are all essential for standing out in design education.

4. Innovation and Prospect of “Design+”
Multidisciplinary Cross-Fertilization with
Cultural Confidence

In the context of the “New Liberal Arts,” the educational
thinking of product design majors must be innovative and
keep up with the times so that the educational mode tends to
be industrialized, internationalized, and personalized in the
market, as well as manifesting the characteristics of re-
gionalization, as shown in the following diagram. It is
necessary to establish a design research and development
platform with innovation as the goal, a practical platform
with engineering training as the means, and a social
crowdfunding or school-enterprise cooperation platform
with market demand as the guide in order to explore and
practice “Art and Engineering” in product design education,
resulting in the formation of a newway of thinking about and
practicing “Art and Engineering” in product design educa-
tion. (e following are examples of specific innovations.

4.1. Research on the Innovative System of Cultivating Intel-
ligent Applied Talents in Product Design under the “Art &
Engineering”. (e product design major, which is a com-
bination of art and engineering in the context of “New
Liberal Arts,” should adhere to the principles of moral
education, establish cultural self-confidence, support the
high-quality development of the regional economy, and
cultivate innovative and applied product design profes-
sionals who can comprehensively develop “moral, intel-
lectual, physical, aesthetic, and labor” and grasp the elements
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of product function, form, material, structure, and color in
the context of “New Liberal Arts.”

(1) (e practice of “Art & Engineering” product design
and professional construction in the context of “New
Liberal Arts” is being explored and researched.
It is necessary to emphasize the core purpose of “Art
& Engineering” in design majors’ curriculum and
teaching system and introduce this learning concept
to students early in the teaching process [19] so that
students realize that they are product designers with
comprehensive professional qualities rather than
conceptual designers who can only draw concept
drawings. We use the case analysis method to ex-
amine the current situation of product design edu-
cation at home and abroad, as well as the nature,
connotation, and construction ideas of the “New
Liberal Arts.” We also investigate the development
trend of “Art & Engineering” in product design
education, and we establish the fundamental theo-
retical system of product design education under the
umbrella term of “New Liberal Arts.”

(2) “Art & Engineering” is a teaching style that focuses on
the application of intelligent design applied talents
When faced with the challenges of diversity, infor-
mation technology, and intelligence, the education
concept of “Art & Engineering” for product design

majors must evolve to keep up with the times so that
the design education concept possesses new thinking
characteristics as well. By adopting a new model of
product designers’ “Art & Engineering” skills, we can
reevaluate the training objectives of product design
talents, improve the training program, and establish
a core teaching model that meets the innovative
consciousness and creative ability of “Art & Engi-
neering” skills in the context of “New Liberal Arts.”

4.2.Constructionof Industry-Education-ResearchPlatformfor
Product Design under the “Art & Engineering”. As required
by the discipline’s talent cultivation goal, and in order to
satisfy the needs of modern design and manufacturing firms,
the College of Art and Design is collaborating with the
College of Design to declare a master’s degree in the field of
art and design. A new teaching and research platform for
product design and digital molding will be established in
order to promote the “integration” of theory and practice in
smart manufacturing.(is will help to improve the quality of
practical instruction while also promoting the close con-
nection between knowledge transfer and manufacturing
practice. (e development of digital molding technology has
altered the rigid standard of traditional manufacturing,
allowing for greater design flexibility as the technology
advances. In addition, the development of digital molding
technology has increased the design dimension while
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simultaneously enriching the design means and presentation
level. It encourages the development of teachers’ scientific
research abilities while also providing substantial techno-
logical and physical assistance for the collection of scientific
research results in the classroom.

Innovative research on the construction of a teaching and
research platform for product design and digital molding of
the “Art and Engineering”. An important feature of the
product design profession and an important aspect that can
motivate students to learn is the industrial transformation of
design works and the ability to follow up during the pro-
duction, processing, and sales of products. (is teaching and
research platform is composed of basic molding system,
digital molding system, and reverse design system and is
centered on three major master’s specialties: product and
interaction design, environment and landscape design, and
visual and information design, to purchase relevant research
instruments and equipment, create a research platform,
support relevant basic theory and key technology research,
promote the development of relevant disciplines in the
university, and help local industries transform and upgrade.

4.3. Establishing a Design Education System of “Vision
Sharing-Resource Sharing-Platform Building-Effectiveness
Co-creation” as a Linked Evolutionary Mechanism. As a
result of technological advancement, social transformation,
and international rivalry, new needs for the growth of design
education have been established. Specifically, we investigate
the objectives, processes, methods, and resources of pro-
fessional talent training for design graduate students. We
also examine the elements and their mutual relationships
among them; categorize the elements according to the
logical relationship between the domain layer, platform

layer, and subject layers [20, 21]; construct an interdisci-
plinary education system for design majors; follow the basic
ideas of interdisciplinary professional construction; form the
key tasks of profession; and make the interaction between
the many levels of the system and the talent, industry, and
innovation chains more comprehensible and understand-
able. A linking evolution mechanism of “vision sharing-
resource sharing-platform building-effectiveness co-crea-
tion” is proposed to carry out professional education reform
and practice, based on our findings. (e reform and practice
plan can be seen in Figure 3.

5. Conclusion

As our school’s development ideas and goals progress, the
status of our design majors has become increasingly im-
portant, as it is directly related to the comprehensive and
coordinated development of the school’s related disciplines,
to the important indicators of the school’s name change, and
to the heart of the school’s long-term sustainable growth.
(e great development of design interdisciplinary disci-
plines should, as a result, fully rely on the school’s traditional
advantageous disciplines, create a new platform for the
construction of interdisciplinary disciplines in the college,
and strive to form several characteristic high-level research
results centered on the college’s discipline construction
direction. (e common ideal of “constructing a first-class
college of art and design with domestic influence and
provincial status” should serve as a guide for all faculty and
students, and we should concentrate our efforts on devel-
oping a college culture that emphasizes discipline and
professional development, academic research and artistic
creation, harmonious construction and quality improve-
ment, and continuous deepening, expansion, and ascent. In
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addition, we will further explore how to combine the new
teaching mode system of artificial intelligence in the near
future.
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With the popularization of 3D printing in the consumer goods �eld, there is a speci�c type of hole named annular hole in the
narrow features, surface bumps, or folded parts of products.�e traditional triangular mesh repair method is not e�ective for such
holes. �e structural characteristics of the annular hole are analyzed in this research, and the de�nition and identi�cation method
for annular holes is presented through the shape and position relationship of two closed hole lines. To improve the repair e�ciency
and the applicability of the algorithm, the traditional hole repair method and process are ameliorated. A repair strategy of hole
boundary stitching and �lling, triangulation optimization, implicit surface construction based on Radial Basis Function, and
surface integral deformation is adopted to achieve a smooth joint of the repaired hole surface with the original triangular mesh
surface. �e method can ensure surface smoothness and accuracy. Finally, two experiments are carried out to verify the repair
quality and e�ciency of our method. Compared with Geomagic software, the proposed method can automatically identify and
repair annular holes with fewer defects and similar e�ciency. Compared with a traditional hole repair method, the evaluation
results demonstrate that the proposed method is much faster, and the repair quality is higher without the in�uences of human
operations. It is shown that our method can be applied to annular hole repair of 3D printing models without the participation
of technicians.

1. Introduction

3Dprinting isanemergingmanufacturingtechnologybasedon
digital models, which manufactures physical items by stacked
bondablematerials suchaspowderedmetalsorplastics.Having
madeaprofound impacton the traditional process, production
line, factory model, and industry chain combination, 3D
printing is a representative disruptive technology in manu-
facturing [1–3]. Currently, with the rapid development and
popularity of 3D printing, consumers have also turned to and
experienced 3Dprinting. For example, the platform created by
Shapeways in the United States, which integrates design,
customization, and sales, has more than 21,000 online stores,
having servedmore than1million consumers andprintedover
21 million products [4]; in China, Haier Group has built an
online open innovation and entrepreneurship platform,which
has more than 300,000 registered users and created successful
cases such as the Tianzun air conditioner [5].

As 3D printing is applied in the consumer goods �eld,
various types of holes often occur in constructing and ac-
quiring mesh models, which would seriously a�ect the
appearance and quality of 3D printedmodels. At present, the
identi�cation and repair of holes in triangular mesh models
are mostly carried out through user interaction, which has
low e�ciency and requires certain skills of operators.
However, most consumers do not have professional skills in
hole identi�cation and repair, which poses di�culties for the
development of 3D printing in the consumer goods �eld.
�e repair of holes like simple holes and island holes has
been focused on and researched, but the repair of speci�c
annular holes in the consumer goods �eld has not been
reasonably solved. To this end, it is necessary to research and
classify the characteristics of annular holes according to their
topology, and corresponding annular hole identi�cation and
repair methods could be provided with high repair quality
and less professional operation requirement.
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(e paper is organized as follows. After reviewing some
related work in Section 2, the main types and characteristics
of annular holes are studied and an intelligent identification
method for annular holes is proposed in Section 3. In Section
4, an improved implicit surface repair method for annular
holes based on Radial Basis Function (RBF) is presented. In
Section 5, compared with the results of internationally well-
known commercial software and a traditional hole repair
method, experimental results and discussion are given. Fi-
nally, our summary, evaluation, and direction for further
research are discussed in Section 6.

2. Related Work

Originating as early as the 1980s, 3D printing has boomed
again with the promotion of the Internet since 2010. Having
made positive progress on the market application in fields
including aerospace, automotive, and healthcare, it got
started in 3D printed cars, airplanes, and artificial liver
tissues. It can be seen that 3D printing is continuing to
promote and expand its application. In 2012, the British
Magazine the Economist evaluated 3D printing as “an im-
portant symbol of the third industrial revolution,” which
would become a new creative technology to change the
future world [6]. Since then, 3D printing has also gained the
attention of the average consumer. In October 2013, the
world’s first successful auction of a 3D printed artwork
named “ONO God” was held [7]. 3D printed shoes, jewelry,
dolls, and other products have also gradually entered the
vision of ordinary consumers, as shown in Figure 1.

Along with the wide application of 3D printing, many
scholars at home and abroad have researched the rapid
reconstruction and repair of 3D printed models. (e simple
and flexible structure, high stability, and topology of tri-
angular mesh models lead to the rapid and mature devel-
opment of the hole-filling technique based on triangular
mesh models [11]. A more typical repair method is the
surface-based hole-filling algorithm, which repairs holes on
the surface with the help of data near the holes by directly
detecting and identifying the hole information of the input
3Dmodel. It mainly includes themesh growthmethod based
on adding new sampling points and the method based on
implicit surface fitting [12–14].

(emesh growthmethod based on adding new sampling
points generates new sampling points from hole triangle
boundaries to hole area and constructs new triangular
patches by edge swapping and triangle refining until the
whole hole is covered. Pernot et al. [15] proposed the
curvature minimization principle to repair holes by adding
new triangles under the premise of minimizing the curvature
variation between the surrounding and inserted meshes,
which is applicable to holes with a simple shape. March-
andise et al. [16] used the hole boundary points as well as the
neighboring vertices as the basis for establishing surface
patches and sampling on the surface patches. (e method
had a relatively high hole-filling accuracy, but it was not
applicable to the case where the curvature variation of the
hole area was large. Wang et al. [17] first repaired the hole
with the advancing front method and then used the data

such as normals of the boundary vertices to determine
optimal vertices, so as to adjust the position of the pre-
repaired hole triangular surface patch. However, for com-
plex holes, especially for the hole boundary area with large
curvature variation, the geometric features of the original
model would be lost, and the repair result would be too flat.

(e hole-filling algorithm based on implicit surface
fitting repairs holes with an implicit surface established with
original model data. Lévy [18] parametrized the entire model
data to the plane for processing, and the algorithm is less
efficient when the area of the repaired holes is small. and the
number of triangles is large. Brunton et al. [19] first flattened
the hole boundaries without self-intersection onto the ref-
erence plane for filling and then used the minimum energy
method to embed the patched mesh back into the spatial
mesh. Fortes et al. [20] proposed a shape feature determi-
nation method on top of Brunton’s. Based on the mini-
mization of an energy function, the holes were filled by
inheriting the local information of the holes in the original
model. (e method required better local data quality of
holes. Du et al. [21–25] all used RBF to fit the implicit surface
of holes and then adjusted new vertices to the implicit
surface. (e method was suitable for repairing simple holes
and island holes. For island holes with large curvature
variation, a bridging method was proposed to connect the
island boundary and hole boundary. Zhao et al. [26] carried
out a preliminary repair with the advancing front method
and then finished the repair by solving Poisson equation to
adjust positions of added vertices. (is method was not
applicable to the repair of large holes.

(rough the above analysis on hole-filling techniques, it
is proved that the mesh growth-based repair method is a
simple idea, easy to implement, and more effective for
repairing holes in flat areas with simple structures and no
significant features. (e implicit surface fitting method
produces a smoother repair surface, inherits the original
mesh data information during the repair process, and has
little interference with the original mesh model and more
accurate repair results. However, it asks for a harsher sce-
nario and would always smooth sharp features. Both
methods can obtain ideal results for simple holes, but there
may be mapping failure or mapping error for complex holes,
resulting in poor hole-filling effects.

For the segmentation and repair of complex holes, Jun
[27] proposed an algorithm to split a complex hole into
simple holes and then fill each divided simple hole, which
helped in triangulating and repairing holes with self-inter-
secting boundaries in the projection process but was not
ideal in filling complex holes of other types, especially the
problem of self-intersecting boundaries in the nonprojection
process. Inspired by this method, Li et al. [28] presented an
algorithm based on the concept of edge expansion to split
complex holes into simple holes and then perform hole-
filling with due consideration of the neighboring mesh
morphology. Lai and Hsu [29] further considered the
treatment of island holes and proposed a hole-filling algo-
rithm based on B-sample surfaces to fit the vertices near the
holes to the B-sample surfaces, emphasizing the topological
accuracy and smoothness of the joint between the new mesh
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and the existing mesh. Feng et al. [30] introduced a fast
filling method for triangular meshes based on hole size,
which classified holes into small-sized, middle-sized, and
large-sized holes according to their size and used different
filling algorithms for different hole types. However, the
classification method, which only considered the hole size
and ignored the complex topological morphology, would
hardly achieve satisfactory results in filling complex holes.
Wen et al. [31] presented a surface-repairing method with
automatic identification of defective holes and maintenance
of detail features in the hole region, but the method was only
applicable to repair defective holes in simply connected
domains, ignoring the topology of complex missing regions.
By analyzing the hole boundaries and topology, Li [12]
classified holes into ordinary holes, interstitial voids, island
holes, and semiclosed holes and proposed a hole-filling
algorithm based on Poisson equation, which can repair
large-scale complex 3Dmodels containing a large number of
holes and a variety of hole types. (e method was applied to
the restoration of heritage models with slightly insufficient
repair efficiency. Centin et al. [32] proposed a Poisson-
driven approach, which allowed to close complex holes,
islands, gaps, and missing parts with a seamless integration
of the patching triangles along the mesh boundaries, with
guaranteed and homogeneous mesh quality. But its repair
quality was seriously influenced by the boundary curves user
selected. Based on the above analysis, the intelligent iden-
tification and repair method for annular holes is still a
challenge.

3. Annular Holes and Their Intelligent
Identification Method

3.1. Generation of Annular Holes. In the consumer goods
field, due to the complex and varied structures of most
products such as handicrafts, doll models, and bionic

products, there are many narrow features, surface bulges,
hollow-carved structures, or folds, as shown in Figure 2.
(ey can easily cause fracture, local loss, or separation of the
triangular mesh model during model construction, scan-
ning, and acquisition. So, a specific type of hole always
occurs, namely, an annular hole. Using the existing repair
methods, it is easy to cause the fillings of hollow-carved
structures or folds, and they lead to high differences from the
original structure. In addition, most users for consumer
goods are ordinary people lacking the ability to operate
specialist repair software, so the result of hole repair is not
satisfactory.

3.2. Annular Holes. (e annular hole is formed by two
boundary lines with similar shape and no common point,
whose positional relationship is approximate coplanar or
parallel, as shown in Figure 3. Annular holes are commonly
found in sections, cross-sections, or folds of models. Two
types of annular holes are summarized through analysis.

Coplanar annular hole: the positions of two annular
closed curves are approximately coplanar, and the normal
directions are similar, as shown in Figure 3(a). It is a
common type of annular holes occurred in the surface bulges
or hollow-carved structures.

Parallel annular hole: the positions of two annular closed
curves are approximately parallel, and the normal directions
are nearly contrary, as shown in Figure 3(b). It is an un-
common type of annular holes occurred in narrow features,
hole features, and folds.(ere are few repair methods to deal
with such holes.

(e annular hole has two annular closed curves. (e
application of simple hole filling methods to an annular hole
will repair all the interior of the two annular closed curves,
resulting in a large number of self-intersecting patches. As
for island hole repair methods, the number of internal
triangular surface patches of annular holes is too large, and

(a) (b) (c) (d)

(e) (f )

Figure 1: 3D printed consumer goods [8–10]. (a) 3D printed shoes STRVCT. (b) Nike 3D printed football shoes. (c) Faux Russian big
crown. (d) 3D printed table. (e) Custom doll. (f ) Flower lampstand.
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the hole normal directions of parallel annular holes are
nearly contrary. So, it is not appropriate to simply use the
surface deformation repair method of deleting island frag-
ments or selecting some islands as constraint points, which is
easy to affect the repair quality or destroy the original
structure of the model. For this reason, the repair of annular
holes needs to be treated separately.

3.3. Intelligent Identification Method for Annular Holes.
As the annular hole is made up of two boundaries that are
similarly located and shaped, the hole connects two dis-
continuous triangular mesh sections of the model. (e two
boundaries of the annular hole can be identified by detecting
the distance between the boundaries of different combina-
tions of triangular facets; that is, an annular hole is com-
posed of the free boundaries of two sets of triangular meshes.
(erefore, the following determination method for annular
holes is presented.

We set the hole boundary points as P1, P2, P3, . . ., Pn, and
O as the gravity center of hole boundary points, i.e.,

O(X, Y, Z) �
1
n



n

i�1
Pi， i � 1, 2, . . . , n. (1)

Using the coordinates of the hole boundary points and
the gravity center O, a 3× 3 covariance matrix C can be
defined as

C �

cov(X, X) cov(X, Y) cov(X, Z)

cov(Y, X) cov(Y, Y) cov(Y, Z)

cov(Z, X) cov(Z, Y) cov(Z, Z)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (2)

where

cov(X, Y) �


n
i�1 Xi − X(  Yi − Y( 

n − 1
. (3)

(e eigenvalues and eigenvectors of the matrix can
be calculated through Jacobi method. We set the three

Figure 2: (e example products prone to annular holes.

(a) (b)

Figure 3: Two types of annular holes. (a) Coplanar annular hole. (b) Parallel annular hole.
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eigenvalues as the first vector V1
�→

and the eigenvector cor-
responding to the smallest eigenvalue as the second vector
V2
�→

. (e eigenvalues and eigenvectors of the Jacobi matrix
represent the distribution direction of the points, and the
main feature that distinguishes an annular hole from an
island hole is the approximation of the distribution pattern
of the points between two boundaries. (erefore, the
characteristic distance between two boundaries of the an-
nular hole is defined as

Disab � Va1
��→

× Vb1
��→

+ Va2
��→

× Vb2
��→

. (4)

In this equation, a and b represent the two boundaries of
an annular hole. Disab is the characteristic distance between
boundaries a and b. Va1

��→
and Vb1

��→
are the first vectors of

boundaries a and b. Va2
��→

and Vb2
��→

are the second vectors of
boundaries a and b. (en, we screen a large number of
annular holes and island holes and calculate their charac-
teristic distances. An empirical value of the characteristic
distance is found to distinguish an annular hole from an
island hole. When Disab < 0.15, an annular hole is formed
between the two boundaries. At this point, the corre-
sponding repair method can be used to achieve optimal
results. Accordingly, an intelligent identification process for
annular holes is planned as in Figure 4.

Step 1. Model preprocessing. Segment all the complex holes
to single holes without common points.

Step 2. Calculate all the closed hole boundaries, and exclude
crack holes and dislocation holes. (e method in Steps 1 and
2 has been researched in another thesis [33].

Step 3. Judge whether the number of closed boundaries is
less than 2. If yes, this indicates that there is no annular hole,
and it ends; if no, proceed to next step.

Step 4. Calculate the nearest boundary of each boundary. It
is measured by the distance between the nearest points
between two boundaries.

Step 5. Judge whether they are mutually nearest boundaries,
and the boundary feature distance is less than 0.15. Mutual
nearest boundary means that the nearest boundary of
boundary a is b, and the nearest boundary of boundary b is a.
At the same time, in order to eliminate the case that two
simple holes are adjacent (as shown in Figure 5), it is also
necessary to meet the following conditions: on the fitting
plane of the boundary, the gravity center of boundary a is
within b, and the gravity center of boundary b is within a. If
the above conditions are met, it is an annular hole. Oth-
erwise, there is no annular hole.

Step 6. End.

4. Repair Method for Annular Holes

Traditional hole-filling methods generally require a process
of surface fitting, surface cutting, and surface stitching. (e

annular hole has two boundaries and two sets of corre-
sponding cutting and stitching boundaries, with narrow or
flat hole lines and massive boundary points. Using tradi-
tional hole-fillingmethods, it always has low repair efficiency
and a high failure rate. Besides, various consumer products
lead to a variety of annular holes, and the systematicness
and robustness of the above method are also insufficient.
(erefore, we propose a method that stitches and fills the
holes, optimizes the triangulation, constructs implicit sur-
face, and finally carries out surface integral deformation.(e

Start

Calculate all the closed hole
boundaries 

Judge whether 
the number of boundarIes is less 

than 2

End

Yes

Calculate the nearest boundary of
each boundary 

No

Annular hole

Whether they are 
mutually nearest boundaries, and 

Disab< 0.15? 

No annular hole

No

Yes

Model preprocessing

Figure 4: Intelligent identification process for annular holes.

Figure 5: Example of adjacent simple holes.
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method can solve the repair issue of diversified annular holes
and extend the application range in consumer products.

4.1.HoleBoundary Stitching andFilling. First of all, an initial
stitching surface patch is constructed as the basis for surface
fitting. In this paper, the method of connecting the nearest
points is used to stitch annular holes, as shown in Figure 6.
(e specific steps are described as follows.

Step 1. Reorient hole lines. As the two types of annular holes
have different hole line directions, the two hole lines of an
annular hole need to be adjusted to the same direction. (e
same direction refers to the fact that, on the best-fit plane of
the two hole lines, the polygons formed by the projection of
the hole lines are all clockwise or counterclockwise. Herein,
the counterclockwise direction is taken as positive.

Step 2. Connect initial triangles. Start from the starting
point P0 of the hole line L0 with fewer points, calculate the
nearest point Q0 of P0 on the other hole line L1, and connect
P0 and Q0. Find the next point Q1 of L1 and its nearest point
Q2 on L1, and connect P1 and Q2. Triangulate the area
composed of P0-P1-Q2-Q0 to obtain triangles P0Q1Q0,
P0P1Q1, and P1Q2Q1.

Step 3. Connect the remaining triangles. Repeat the above
steps for the points on L0 until all boundary points on L0 are
calculated.

4.2. Triangulation Optimization. Before the surface is fitted,
the stitched triangle patches need to be refined, so that it can
be smoothly connected to the original model. (e specific
optimization principle and method are as follows: (1) for a
triangular patch with an area larger than the specified area,
divide the patch into three triangular patches by taking a
point at the center of the triangle and connecting that point
to its three vertices. (2) If two triangles are connected by an
edge, and one triangle is inside the circumscribed circle of
the other triangle, the edge is called a long and narrow edge.
(e edge-swap method should be used for optimization.
Edge-swap is achieved by swapping the diagonals of the
convex quadrilateral formed by two adjacent triangles, so
that the narrow triangle converges to a positive triangle, as
shown in Figure 7.

4.3. Implicit Surface Construction. (e initial repair surface
has been created by stitch and refined triangulation of the
two hole lines of the annular hole, but it is not yet smoothly
integrated with the whole surface. For that, the RBF is used
to establish an implicit surface equation for annular holes, to
ensure as much continuity and smoothness as possible
between the repaired surface and the original surface.

Firstly, to ensure a smooth and continuous joint between
the hole boundary and its surrounding original triangular
surface, we use the vertex of the two boundaries of an
annular hole and the multiplet neighboring points of its
neighboring triangular patches (typically 3–5 multiplet

neighboring points, depending on the size of the hole) to
build a collection V � Pi, i � 1, 2, . . . , n  (n is the number of
hole boundary vertices and neighboring points) of inter-
polation constraint points. (e interpolation constraint
points on the surface satisfy

f Pi(  � 0, i � 1, 2, . . . , n. (5)

In order to avoid useless solutions of f ≡ 0, while
keeping the positions of the boundary points of stitched
patches unchanged, we calculate the normal information of
the refined mesh model boundaries and add additional
constraint points in the normal direction.(ey are located in
the inner or outer directions of the surface. (e additional
constraint points should satisfy

f Pi + hiNi(  � hi, (6)

where Ni is the normal vector of the surface located at the
vertex Pi, and hi is a normal constraint value with a small
positive value. It can be assumed that all additional con-
straint points are located at the same distance from the
surface, and they are on an equivalent surface to the hole
surface. (e value of the constraint does not affect the so-
lution of the implicit equation for the hole surface, so the
implicit equation for the hole surface can be taken to have a
value of hi � 1 at all additional constraint points.

From this, we combine all interpolated constraint points
and additional constraint points to create a set of constraint
points V � Pi, i � 1, 2, . . . , N  (N is the number of all the
hole constraint points) and form the following constraint:

f Pi(  � hi, i � 1, 2, . . . , N. (7)

From the constraint points, we can define the implicit
surface equation f(r) � 0. (e energy function [22, 34] for a
thin plate with its second-order differentiable function is

Q0 Q1 Q2 Q3 Q4
L1

L0
P3P2P1P0

Figure 6: Stitch annular hole boundaries.

A

B

C

D
A

B

C

D

Figure 7: Illustration of the edge-swap method.
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(is energy function reflects the smoothness of the
function f in three dimensions, and it has lower energy
values in regions of the surface where there are no sharp
changes in curvature such as folds. (e interpolation
function is solved under the interpolation constraint of
f(Pi) � hi such that the value of the energy function is
minimized. At this point, the form of the interpolation
function f is obtained as the RBF form [13]:

f(r) � 

N

j�1
wjϕ r − Pj  + Q(r). (9)

In this equation, r denotes any point on the generated
surface, r � (x, y, z); Pj denotes the points defining the
equation, Pj � (Px

j , P
y

j , Pz
j); wj denotes the real weight

corresponding to each constraint point; Q(r) is a first order
polynomial. For any point r, the form of Q(r) is
Q(r) � q0 + q1x + q2y + q3z, where q0, q1, q2 and q3 are real
coefficients of the polynomial. ϕ(r − Pj) is the RBF. In three-
dimensional space, as functions with three variables need to
be fitted, the more effective form of RBF is a triharmonic
spline function ϕ(r) � r3.

In order to solve for the weights and polynomial coef-
ficients, each constraint point must satisfy both the inter-
polation constraint and the orthogonality conditions.

f Pi(  � 
N

j�1
wjϕ Pi − Pj  + Q Pi( ,



N

j�1
wj � 

N

j�1
wjP

x
j � 

N

j�1
wjP

y
j � 

N

j�1
wjP

z
j � 0.

(10)

Let ϕij � ϕ(Pi − Pj). From the above conditions, we
obtain the following set of linear equations:

ϕ11 ϕ12 · · · ϕ1n 1 p
x
1 p

y
1 p

z
1

ϕ21 ϕ22 · · · ϕ2n 1 p
x
2 p

y
2 p

z
2

⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋮

ϕN1 ϕN2 · · · ϕNN 1 p
x
N p

y

N p
z
N

1 1 · · · 1 0 0 · · · 0

p
x
1 p

x
2 · · · p

x
N 0 0 · · · 0

p
y
1 p

y
2 · · · p

y
N 0 0 · · · 0

p
z
1 p

z
2 · · · p

z
N 0 0 · · · 0
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.

(11)

For the annular hole repair surface, as the constraint
points taken are data points around the hole boundary, the
solution time is shorter with the Gauss elimination method,
and a unique set of solutions (w1, w2, . . . wN, q0, q1, q2, q3)

can be obtained directly. Bring the obtained results into the

interpolation function f(r), and the implicit surface
equation for the hole established by the RBF can be given as

f(x, y, z) � 
n

j�1
wj

���������������������������

x − Px
j 

2
+ y − P

y
j 

2
+ z − Pz

j 
2



 

3

+ q0 + q1x + q2y + q3z � 0. (12)

4.4. Surface Integral Deformation. Once the implicit equa-
tion for the annular hole surface has been established, the
vertices of triangular patches from the triangulation opti-
mization in 4.2 need to be adjusted to the fitted implicit
surface, that is, integral deformation of the surface. In this
paper, the classical gradient descent method is used to adjust
the vertices of triangular patches after triangulation, where
all the repaired vertices of triangular patches are gradually
approximated towards the implicit surface along the gra-
dient direction of the implicit equation f(x, y, z), until they
are adjusted to the fitted hole implicit surface within the
allowed error range.

Gradient descent is an iterative optimization-seeking
algorithm for some criterion function. Let f(r) be some
criterion function and r a vector, and then the negative
gradient direction of r is the direction, where f(r) decreases
fastest, along which the approximation point can be reached
fastest [35].(e gradient of the implicit functionf(x, y, z) is
denoted as ∇f � (zf/zx, zf/zy, zf/zz) [22]. From the
implicit surface equation for holes, we get
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2
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+q3.

(13)

Depending on the vertex of each triangulated patch, the
new position to which it is adjusted needs to be calculated.
Considering the iteration efficiency and the optimization
effect, we chose the following equation as the iteration
formula:

rk+1 � rk −
f rk( 

∇f rk( 
2

�����

�����
∇f rk( , (14)

where k denotes the number of iterations. Calculate the
difference rk+1 − rk between the new position of the vertex
and the position before stretching. If rk+1 − rk ≤ ε (ε is a given
limited error), it can be considered that the new position of
the vertex rk+1 is on the hole surface and the iteration ends.
Otherwise, rk+1 replaces rk and the iteration continues.

(e implicit surface equation of the hole describes the
surface formed by the hole boundaries and their multiplet
neighboring triangular patches, so the vertices of the
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adjusted triangles are located on the same surface as the
vertices of the triangular patches around the hole boundary.
It is ensured that the repaired hole surface is well stitched to
the original triangular mesh surface and maintains a con-
sistent surface form and continuity.

5. Experimental Results and Discussion

As few scholars have researched automatic identification
and repair methods for annular holes, it is difficult to find a
targeted algorithm for comparison. For this reason, this
paper selects and compares the repair results with the well-
known commercial software Geomagic and a traditional
hole repair method to determine the identification and
repair effect of the research method. All the developed al-
gorithms were implemented in C++ by using Visual Studio
2013 and tested on a PC equipped with an Intel®Core i7-
4790 processor and 8GB of RAM on Windows 10. In the
comparison process, three types of consumer-oriented
models are selected, such as shoe, bone, and tooth, because
these models are prone to the presence of annular holes.

Figure 8 compares the repair effect of shoe model be-
tween Geomagic and the proposed method. Figure 8(a)
shows that an annular hole exists at the folding location
of the shoe mouth, and the annular hole lines are indicated
by red lines. When using Geomagic to repair, the two hole
lines of the shoemodel are repaired, respectively, resulting in
the closure of the shoe mouth, and the repaired surface
differs greatly from that of the original model, shown in
Figures 8(b) and 8(c). With the proposed method, the an-
nular hole of the shoe model is accurately identified and
repaired between the hole boundaries, as shown in

Figure 8(d). (e repair details are displayed in Figure 8(e). It
can be seen that triangular meshes are evenly divided, and
the surface fitted between the two separated surfaces is
smooth.

Figure 9 shows the comparison of repair effect of bone
model. An annular hole exists at the fracture location of the
bone, as shown in Figure 9(a), and the annular hole lines are
also indicated by red lines. Geomagic repairs the broken
holes, respectively, resulting in the formation of two inde-
pendent parts, as Figures 9(b) and 9(c) depict. With the
proposed method, the annular hole of the bone model is
accurately identified and repaired, leading to regular tri-
angular meshes and smooth surfaces, as shown in
Figures 9(d) and 9(e).

When repairing the annular hole on the tooth surface,
the result is similar to the shoe and bone models, as shown in
Figure 10. (rough the above cases, we can draw the fol-
lowing conclusions. Geomagic cannot automatically identify
annular holes. Without human intervention, the software
fills the inside of two closed hole boundaries, leading to
discrepancies between the restoration and the actual re-
quirements, and even to the separation of the model.
Geomagic destroys the original structure of the model. With
the proposed method, annular holes in the model are all
accurately identified and repaired between the hole
boundaries. As can be observed through the detailed graphs,
the structures of the repaired model match the original
models, and the triangular mesh density, the continuity with
the edge meshes, and the smoothness are all ideal.

After repairing by the proposed method and Geomagic,
the three repaired models were checked by a grid doctor. In
terms of the six types of repair defects including nonmanifold

(a) (b) (c) (d)

(e)

Figure 8: Comparison of repair effect of shoe model. (a) Original annular hole model. (b) Repair result of Geomagic. (c) Repair details of
Geomagic. (d) Repair results of the proposed method in this paper. (e) Repair details of the proposed method in this paper.

8 Computational Intelligence and Neuroscience



edges, self-intersections, highly-creased edges, spikes, small
components, and small holes, Geomagic is found to have
more defects like spikes, highly creased edges, and self-in-
tersections, while the model repaired by the proposed

method has fewer defects and higher repair quality. (e
repair time of our method is equivalent to Geomagic, so the
repair efficiency is acceptable. Specific comparison infor-
mation is shown in Table 1.

(a) (b) (c) (d)

(e)

Figure 9: Comparison of repair effect of bone model. (a) Original annular hole model. (b) Repair result of Geomagic. (c) Repair details of
Geomagic. (d) Repair results of the proposed method in this paper. (e) Repair details of the proposed method in this paper.

(a) (b) (c) (d)

(e)

Figure 10: Comparison of repair effect of tooth model. (a) Original annular hole model. (b) Repair result of Geomagic. (c) Repair details of
Geomagic. (d) Repair results of the proposed method in this paper. (e) Repair details of the proposed method in this paper.
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(e existing repair methods, when applied to the repair of
annular holes, mostly require manual involvement. Taking
the algorithms proposed by Centin [32] as an example, the
user input for their method must be a set of boundary curves
without defects, and holes or gaps, which are not selected
should not be filled. So, the repair quality is seriously affected
by the input boundaries. For the bone model, we selected
boundaries with slight defects to repair. An obvious dent
defect appeared, as shown in Figure 11(a). With their re-
stricted Delaunay triangulation and tailoring routine, there is
a high quality mesh in the repair area, as shown in
Figure 11(b). But the repair time was significantly increased
to 1.278 s without considering time spent on the manual
selection of boundary lines, and our time was 0.062 s with the
automatic identification of boundary lines. (erefore, our
method has the advantage of high repair efficiency.

In summary, as repair algorithms or software like Geo-
magic cannot independently identify and process annular
holes, manual repair method is needed. (e use of manual
repair requires the selection of two closed hole boundary
curves, complex manual bridging, and splitting of annular

holes into ordinary holes. (e result and quality are affected
by the skills of technicians, and the efficiency is drastically
reduced, which also makes the operation difficult for average
consumer users. (erefore, the above comparison shows that
the proposed method can automatically determine whether
two closed hole boundary lines form an annular hole by their
shape and distance relationships and provide intelligent re-
pair methods of stitching and filling, triangulation optimi-
zation, and surface integral deformation. (e method can
meet the repair needs of various types of consumer-oriented
models, reduce the operational difficulties of nonspecialist
technicians, and improve repair efficiency.

6. Conclusion

In the field of consumer goods such as handicrafts and
bionic products, narrow features, surface bulges, and folds
can easily lead to annular holes in the triangular mesh model
during the process of construction, scanning, and acquisi-
tion. However, the traditional repair method for common
holes is unsuitable for annular holes, which would cause

Table 1: Comparison of repair results after inspection.

Objects Methods Nonmanifold
edges

Self-
intersections

Highly creased
edges Spikes Small

components
Small
holes

Repair time
(s)

Shoe
Geomagic 0 102 503 453 0 0 0.077

Method in this
paper 0 11 39 136 0 0 0.086

Bone
Geomagic 0 0 0 357 0 0 0.056

Method in this
paper 0 0 0 0 0 0 0.062

Tooth
Geomagic 0 90 62 1398 0 0 0.046

Method in this
paper 0 8 48 479 0 0 0.058

(a) (b)

Figure 11: Repair result of bone model with the method proposed by Centin. (a) (e overall repair result of bone model with the method
proposed by Centin. (b) Repair details of bone model with the method proposed by Centin.
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defects such as self-intersecting patches, or even alteration of
the original structure of the model.

To this end, we propose an intelligent identification and
repair algorithm for annular holes. From the structural
characteristics of the annular hole, we give the definition and
the automatic identification method for annular holes
through analysis of the shape and position relationships
between the two closed hole lines. Referring to the tradi-
tional implicit surface repair method of single hole, we
propose a new improved method. In order to optimize the
systematicness and robustness of the repair method, we first
stitch and fill the two annular hole lines, then optimize
triangulation, construct a variational implicit surface based
on RBF, and finally deform the surface integrally based on
gradient descent. (e proposed method achieves a smooth
joint of the repaired hole surface with the original triangular
mesh surface, and the repaired surface is smooth and ac-
curate. Finally, we verify the feasibility of the method by
examples, proving that it can replace the manual repair
methods and significantly improve the repair quality and
efficiency.

(ere are two important improvements in our method.
Firstly, it retains all the facet information in the annular hole
and stitches the facet between two closed hole lines, instead
of filling a single hole boundary in sequence or using the
artificial bridging repair method of technicians. (e repair
quality is also ensured. Secondly, the routine of stitching and
filling, triangulation optimization, and surface integral de-
formation has higher repair efficiency. Especially for parallel
annular holes, it avoids possible stitching errors caused by
the inconsistent normal vectors of holes. But the errors
always appear in other repair methods or software.

In the repair process, the implicit surface repair method
based on RBF can obtain smoother repair surfaces, but it also
smooths out sharp features. In the future, we will provide
corresponding repair methods for more special features. (e
narrow features, surface bulges, hollow-carved structures, or
folds occurring in consumer products will be identified and
repaired more accurately. When the method is applied to the
repair of 3D printed models in the consumer goods field, it
will not require the participation of technicians. (e easy
operation characteristics of the method will attract the at-
tention and attempt of a large number of consumers. It will
promote the widespread use of 3D printing technology.
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Few-shot learning is a method to acquire learning ability in a small amount of sample data scenarios. )is paper aims to study an
online and offline interaction model applied to international Chinese education and teaching based on the few-shot learning
method. It first expounds an overview of international Chinese education, including the connotation and characteristics of the
hybrid mode of online teaching and offline teaching in international Chinese education, then designs an online and offline
interactive model, and finally compares it with a baseline model and a traditional single teaching model. )e experimental data
shows that the accuracy and recall rate of the international Chinese education online and offline interaction model based on few-
shot learning both reach 70%, which verifies its effectiveness.

1. Introduction

Language is not only one of the important media for the
transmission of culture, but also an indispensable part of the
expression of human thoughts and ideas. With the diver-
sified development of world culture and the rapid increase of
China’s economic and technological strength, Chinese has
become another popular language after English. )e charm
and connotation of Chinese are more and more appreciated
and valued by many countries. According to research data
released by the Ministry of Education, more than 70
countries around the world have incorporated Chinese
language education into their educational systems and
structures. )e number of people studying Chinese overseas
has also exceeded 20 million, and the number of overseas
Chinese education institutions is also increasing every year,
as shown in Figure 1. International Chinese education has
entered a period of vigorous development. However, with
the outbreak of the new crown epidemic, traditional offline
education has been hit. International Chinese education has
transformed from offline to online development. However,

due to the particularity of Chinese teaching, and because
online education is still in the early stage of exploration,
there are still many limitations in the current international
Chinese education. For example, online classroom learning
is full of difficulties, low flexibility, and the interactive ex-
perience between students and teachers, which has brought
many negative effects [1].

)e Chinese interpretation of few-shot learning is small
sample learning. As the name implies, it is to master the
ability of learning and generalization in a small number of
samples. Learning in this way can enable humans to obtain
an initial target set for learning in a very small number of
individual categories. Humans can not only learn object
permanence through this target set, but also generalize and
apply it to other objects based on this target set. )is type of
method often plays its own role in task scenarios where data
or supervision information is difficult to obtain. It can not
only find suitable models for scarce sample tasks, but also
assist in data- and computing-intensive data collection, such
as image retrieval, object tracking and language modeling,
and one-shot architecture search.
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Many academics have studied the subject of more-shot
training in recent years. Shi Y proposed a self-determination
training-based multishot modeling algorithm. )e algo-
rithm has a large number of resources and a simple network
design. Finally, simulation results show that this algorithm
can improve model recognition by 5% to 10%. Chen M
proposed a novel diversity transfer network generation
framework to address the lack of diversity in few-shot
learning. He also confirmed that the generation framework
has state-of-the-art results in the few-shot learning method
based on feature generation [2] through experimental re-
sults. Lv Q proposes the new more-shot learning method in
conjunction with programming observation and replaces the
mean square error loss function with L1Loss and BCEloss.
)e test’s final results show that the method has an average
accuracy of 97.25 percent in the data set, indicating that it is
effective [3]. In manipulated microbot systems, Zhang D
proposed a data-driven approach to stability and depth
analysis. It also demonstrates the method’s generality by
adapting to microrobots of various shapes using a multishot
learning curve [4]. Aharchaou M gives an example of ma-
chine learning in action. )is example is based on recent
advancements in deep learning systems, as well as Siamese
networks’ few-shot learning capability, which has been
shown to generalize well to new datasets [5]. Deng S used
meta-learning and unsupervised language models to solve
the problem of negating common language features implicit
across tasks in few-shot tasks and confirmed that pretraining
is a promising solution in many few-shot tasks [6]. Few-shot
learning was proposed byWang Y to address the problem of
machine learning being hindered in applications with small
datasets. He also looks into the setting, technical, applied,
and theoretical aspects of the few-shot learning problem in
order to give researchers ideas for future research [7]. Silver
T proposes a powerful but general prior and a learning
algorithm that, when combined, can learn interesting

policies from few shots and shows that this method is a good
fit for tasks with sparse training data [8]. In the field of civil
aviation emergency management, Hong W proposed a few-
shot learning method. Finally, experiments show that the
method can solve the problem of automatic updating of
concepts and relationships in large-scale domain ontologies
while also providing good data support, and using few-shot
machine learning [9–11] to train general neural network
models in cell lines also has many advantages for high-
throughput screening of individual patients. To summarize,
many scholars have studied the few-shot learning method
and application in depth after several years of research.
However, there are few studies that integrate it with the
international Chinese education model of online and offline
interaction, and previous studies still have some flaws, as
shown in Table 1.

)erefore, this paper incorporates the few-shot learning
method to establish an online and offline interaction model
in order to further promote the long-term development of
international Chinese education. It also investigates the
current state of international education and teaching, as well
as problems and practical teaching strategies. It proposes a
novel educational interaction research direction that can
effectively improve the quality of Chinese education and
teaching, offer suggestions for improvement and improve-
ment for international Chinese communication, and gen-
erate new ideas for Chinese education and teaching research.

2. International Chinese Education Based on
Few-Shot Learning

2.1. Overview of International Chinese Education. On the
basis of the first Chinese international education, interna-
tional Chinese education is being developed. It is primarily
written in the form of a second language for foreigners and
foreign Canadians who do not speak English as their first
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teaching have an offline component, traditional offline ed-
ucation cannot be adapted in the face of the new epidemic.
Traditional education should keep up with the times, build
digital and networking, and develop online teaching and
learning, as shown in Figure 2, in order to promote the
healthy and sustainable development of international Chi-
nese education. Of course, this does not imply that inter-
national education and teaching in Canada will replace
traditional schooling, nor that offline education will become
the predominant teaching method. Modern technology and
techniques will not completely replace traditional face-to-
face instruction, but they are more likely to introduce a
variety of teaching positions in various combinations and
sizes. It is believed that it will be able to fully benefit from
Chinese online education and that online education can be
used as an aid and complement to offline education if the
level of international online education in Canada is raised
and the quality of education is improved.

2.1.1. ,e Connotation of the Mixed Mode of Online Teaching
and Offline Teaching. )e hybrid teaching mode that com-
bines online and offline is an organic combination of online
teaching and traditional face-to-face classroom teaching,
which integrates multiple elements (teacher, student, class-
room, environment, etc.). It is through the transformation of
modern information technology means and teaching
methods. On the basis of conforming to the laws of language
communication, the complementarity between online
learning and offline classroom teaching can be realized, so as
to achieve the best learning effect. Pure online teaching or
offline teaching can no longer fully meet the current Chinese
learning needs. Compared with traditional face-to-face
classroom teaching and fully online teaching, the online-
offline hybrid teaching mode has a deeper meaning. )is
teaching model neither unilaterally emphasizes the dominant
position of students and ignores the dominant position of
teachers, nor unilaterally emphasizes online teaching and
ignores the emotional communication between teachers and
students in traditional face-to-face classrooms. )e blended
teaching combining online and offline may become a nor-
malized teaching mode in the postepidemic era.

2.1.2. Characteristics of the Hybrid Mode of Online Teaching
and Offline Teaching

(1) Multichannel Teaching. At present, the online and offline
teaching modes of international Chinese education and
teaching are still not closely connected, and the two have not
been organically combined. )e hybrid teaching mode that
combines online and offline teaching cannot simply separate

the two, and online Chinese teaching can not only be used as
an auxiliary to offline teaching, but must be a necessary
teaching link. )e offline Chinese teaching in the blended
teaching should not just copy the teaching activities in the
traditional face-to-face classroom teaching, but should
further develop the teaching activities based on the previous
results of online Chinese teaching.

(2) Complete Teaching Links. )e first stage of the learner’s
learning process is mainly information transmission, and the
second stage is mainly the absorption and internalization of
the teaching content. )e blended teaching mode of Chinese
online teaching optimizes the classroom structure and
promotes the rationalization of teaching content distribu-
tion. )e flipped classroom teaching mode adopts the
teaching form of “learning knowledge before class-
—consolidation and practice in class”, and learners can
conduct autonomous learning of target knowledge by
watching videos online. Practical language practice is carried
out in the offline classroom, and the target knowledge is
applied in practice.

(3) Targeted Teaching. )e online Chinese teaching in the
online and offline hybrid teaching can make up for the lack
of offline classroom teaching time to a certain extent.
However, due to the lack of deep participation of teachers,
the effect of learners will be difficult to guarantee; teachers
should pay attention to the design of teaching content and
target language environment in offline Chinese classroom
teaching. By recording the learner’s Chinese learning situ-
ation, the teacher supervises the learner’s learning progress,
which is helpful for the teacher to better grasp the teaching
progress of the offline classroom and make the teaching
activities more targeted.

(4) Interactive Teaching. Training Canada online and offline
can not only affect the quality of teachers, but also reflect the
high position of students. Teachers teach relevant target
knowledge online and complete information transfer; offline
practice is a specific exercise of language points. By
strengthening the interaction between teachers and students
in the classroom, learners can complete the absorption and
internalization of knowledge, so that online teaching can
better serve offline teaching. At the same time, offline ed-
ucation can be better adapted to online education, in order
to achieve a positive attitude and improve the quality of
teaching and learning.

2.2. Design of Online and Offline Interactive Model Based on
Few-Shot Learning. Few-shot learning is used in this paper
to identify the features of intent classification and semantic

Table 1: Weaknesses of previous studies.

Sequence Insufficiency Influence
1 More qualitative discussions, less quantitative research Not objective enough
2 More micro research, less macro research Not comprehensive enough
3 More experience summaries, less theoretical discussions Not deep enough

Computational Intelligence and Neuroscience 3
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understanding in international Chinese education, and the
two models are combined with algorithms to create a
complete online and offline interaction model. )e sample
input model of the support set and query set must first be
encoded, and the data must then be converted into a sample
semantic vector that contains semantic information and is
more conducive to model learning for the task of intent
classification.)e class vector of each class in the support set
is then obtained by extracting some intentional category
features from the semantic vector of the support set sample.
Finally, they calculate the loss function and finish the
backpropagation by comparing the class vector with the
query set sample semantic vector. )e few-shot intent
recognition model is divided into three parts based on these
three basic steps, as shown in Figure 3: encoding module,
induction module, and relation module.

)e main task of the encoding module is to receive the
sample input of support set and query set and encode them
into sample semantic vectors. In this study, a bidirectional
long-term and short-term memory network with self-at-
tention mechanism was used to form the encoder. Given a
set of input text x � (x1, x2, . . . , xT) represented by a se-
quence of word embedding, use Bi − LSTM to process this
set of text:

ht

→
� LSTM

������→
xt, ht−1( ,

ht

←
� LSTM
←

xt, ht+1( .

(1)

Connect ht

→
and ht

←
to obtain a hidden state ht, and

record all T hidden states as H � (h1, h2, . . . , hT). )e length
of each text sample is different, and we need to encode it as a
fixed-size embedding, which can be achieved by choosing a
linear combination of T latent vectors LSTM in H [12].
Computing the linear combination requires a self-attention
mechanism that takes the entire hidden state H of LSTM as
input and outputs a weight to a:

a � softmax Wa2tanh Wa1H
T

  . (2)

)e definitions of all parameters in (2) are shown in
Table 2.

From this, the semantic vector e of an input sample is
finally expressed as the weighted sum of H for the self-at-
tention weight a:

e � 
T

t�1
at · ht. (3)

)e sample semantic vector of all samples in the support
set and query set can be obtained through the encoding
module. Among them, the sample semantic vector es of the
support set needs to be input into the induction module,
while the sample semantic vector eq of the query set is di-
rectly input to the relation module [13]. )e induction
module needs to summarize some essential characteristics of
the intent category according to the K samples of each class
in the support set, that is, according to the sample semantic
vector of the support set, abstract a class vector c of each
class, so this part is called the induction module:

e
s
ij ∈ R

2u
 

i�1,...,C, j�1, K
↔ Ci ∈ R

2u
 

i�1,...,C
. (4)

In previous studies, there have been some computational
methods, for example, directly adding the semantic vectors
of each sample, or taking the average value of the semantic
vectors of the samples as a class vector to obtain abstract
class vectors. But in few-shot learning, because the number
of samples is too small, it is not enough to cover a wider and
general situation. )is kind of simple algorithm will bring
great chance, and the noise brought by each sample is huge,
and the capsule network can solve this problem very well
[14]. )e capsule network adopts an idea of inverse ren-
dering, which can predict the overall features of the high-
level from the local features of the bottom layer, so that the
model has better generalization, as shown in Figure 4.

In the task of intent classification, the sample semantic
vector can be regarded as a local feature, while the class
vector that needs to be abstracted can be regarded as the
overall feature. )rough the dynamic routing algorithm, the
coupling coefficient between the sample vector and the same
kind of vector is increased, and the coupling coefficient with
other class vectors is reduced, so as to obtain a class vector
that can dynamically change according to the sample vector
and has better generalization. According to the dynamic
routing algorithm, it is first necessary to multiply the sample
vector by a transformation matrix to obtain the prediction
vector:

e
s
ij � Wse

s
ij. (5)

Figure 2: Online and offline teaching of international Chinese education.
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Here is a slight change to the original dynamic routing
algorithm: In order to be able to support sets of various
sizes (that is, C and K can take any value), let all sample
semantic vectors in the support set share a transformation
matrix Ws ∈ R2u×2u, instead of setting a Wij for each
sample. )is transformation matrix Ws can encode im-
portant spatial and other relations between low-level fea-
tures (sample semantics) and high-level features (intent
categories), and it is also learned to update through
backpropagation.

Next, the coupling coefficient d needs to be learned,
which is used to represent the probability that each sample
semantic vector is routed to each class. And the size of d will
be automatically corrected in multiple iterations of the
dynamic routing algorithm, and the sum of the coupling
coefficients for each class of sample vectors is guaranteed to
always be 1 by the softmax function:

di � softmax bi( , (6)

where bi is the logarithm of the coupling coefficient, ini-
tialized to 0 in the first iteration.

A weighted sum is performed on all the predicted vectors
obtained in each class, so that the predicted class vector is
obtained:

ci � 
j

dij · e
s
ij. (7)

)e modulus of ci represents the probability of the
existence of the class it represents, so the nonlinear function
squash is used in the capsule network to replace the acti-
vation function relu in the traditional neural network, as
shown in Figure 5.

It is ensured that short vectors can be compressed to
lengths close to 0 and long vectors to lengths close to 1, and
the direction of the vectors remains unchanged [15].

squash(x) �
||x||

2

1 +||x||
2

x

||x||
. (8)

Table 2: Definition of formula parameters.

Sequence Parameter Paraphrase
1 Wa1 ∈ Rda×2u Weight matrix
2 Wa2 ∈ Rda Weight matrix
3 da Hyperparameters
4 u )e size of the hidden state vector for each one-way LSTM

Query

Class 1

Class 3

Class 2

Coding
module

Inducti
on

module

Relatio
nship

module

Sample semantic
vector

Class vector Relevant Score

Figure 3: Few-shot intent recognition model structure.
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Figure 4: Capsule network structure diagram.
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Finally get the class vector ci:

ci � squash ci( . (9)

)e final step of each iteration of the dynamic routing
algorithm is to update the logarithm of the coupling coef-
ficient of b. If the dot product of ci and bij is large, there is a
top-down feedback, which increases the coupling coefficient
of this sample and decreases the coupling coefficient of other
samples. Each bij is updated by

bij � bij + e
s
ij · ci. (10)

To sum up, the entire algorithm process is shown in
Table 3, where r is a hyperparameter representing the
number of iterations of the algorithm. )e algorithm finally
outputs a class vector ci for each class.

)e relation module measures the correlation between
each sample semantic vector e

q
i in the query set and each

class vector cj output by the induction module, and it
outputs a scalar between 0 and 1 to represent this correlation
score. )e calculation formula of the scoring function is as
follows:

rij � sigmoid SIM e
q

i , cj  . (11)

Among them, SIM is a similarity function, which can
choose cosine similarity, dot product similarity, and so on.
Cosine similarity measures the similarity of two vectors by
calculating the cosine value of the angle between the two
vectors and pays more attention to the similarity in direc-
tion, while the dot product similarity directly calculates the
dot product of the two vectors, which can directly measure
the similarity of the length and direction of the two vectors.
)e higher the similarity of two vectors, the larger their dot
product. Moreover, compared with the calculation steps of

cosine similarity, dot product similarity is simpler to im-
plement, and it is the simplest similarity measurement
method, which can improve the efficiency of the model. For
the above two reasons, this paper uses the dot product
similarity to calculate the similarity of two vectors, namely:

SIM e
q
i , cj  � e

q
i , cj. (12)

In this paper, the mean square error (MSE) is used as the
loss function. For matching query set samples (xq, yq) and
intent categories, the closer the correlation score riq is to 1,
the better it will be, while for unmatched samples and
categories, the closer riq to 0, the better. In episode, for the
input support set Ssupport and query set Squiry, the loss
function of C classes is defined as

L Ssupport, Squiry  � 
C

j�1


n

i�1
rij − 1 · yi �� j(  

2
. (13)

)e loss function is derived and backpropagated, and all
parameters in the above three modules are updated until the
best parameters are learned.

)e few-shot semantic understanding joint model is
improved on the basis of the structure of the few-shot
intent recognition model. )e overall structure is also
divided into three parts: cocoding module, separate in-
duction module, and fusion scoring module. Figure 6 is the
basic structure of the joint model of few-shot semantic
understanding.

)e coencoding module is one of them, and it is used
to coencode the input model’s support and query set
samples not only to get the sample semantic vector, but
also to get the sample sequence vector for the semantic
slot filling task. )e class vectors for the intent and se-
mantic slots are inducted separately using a separate

0.5 3.02.52.01.51.0-0.5-3.0 -2.5 -2.0 -1.5 -1.0

0.5

1.5

1.0

-0.5

-1.0

-1.5

f ′ (x)f (x)

Figure 5: Activation function distribution map.
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induction module. )e fusion scoring module scores the
intent and semantic slot matching based on the similarity
between the sample vector and the class vector, but the
semantic slot scoring is not done separately, but rather
combines the results of the intent classification, so that the
sample intent category provides some support for se-
mantic slot annotation. Finally, the backpropagation loss
is reduced by combining the loss functions of the two
tasks. )e coencoding module’s primary function is to
receive support and query set sample input. For semantic
slot prediction and intent classification, they are encoded
to produce a sample sequence vector and a sample se-
mantic vector for each sample. )e sample semantic
vector is an attention-based vector obtained by weighting
and calculating the sample sequence vector, which can
better focus on the important information in the sample,
and the sample sequence vector incorporates the context
information of the entire sample during the encoding
process.

Given a set of input text x � (x1, x2, . . . , xT) represented
by a sequence of word embedding, first process this set of
text using Bi − LSTM:

ht

→
� LSTM

������→
xt, ht−1( ,

ht

←
� LSTM
←

xt, ht+1( .

(14)

Connect ht

→
and ht

←
to obtain a hidden state ht, and

record all T hidden states as H � (h1, h2, . . . , hT). Among
them, each hT is a word vector representation that obtains
the information before and after the current word, and H is
used as the sample sequence vector es of this input sample,
namely:

e
s

� H � h1, h2, . . . , hT( . (15)

)e attention calculation is performed on H, and the
calculation method is the same as that of the few-shot intent
recognition model, and the sample semantic vector eI of
each sample is obtained:

e
I

� 
T

t�1
at · ht. (16)

Finally, the sample sequence vector eSS and the sample
semantic vector eSI of each sample of the support set and the
sample sequence vector eQS and the sample semantic vector
eQI of each sample of the query set are output to the common
coding module.

Input eSI and eSS of the support set samples output by the
coencoding module into the induction module, which are
used to calculate the class prototype representation cI for
each intent category and the semantic slot label class vector
cS for each semantic slot label category:

Query
Common

coding
module

Induction
module

Fusion
Scoring
Module

sample sequence
vector

Support

sample semantic
vector

intent class
vector

Semantic slot class
vector

Figure 6: Few-shot semantically understands the basic structure of the federated model.

Table 3: Algorithmic process.

Dynamic routing algorithms in induction modules

Sequence of steps

1: For all samplesk j � 1, . . . , K, in class i:

2: bij � 0
3: es

ij � Wse
s
ij

4: for r: iterations do
5: di � softmax(bi)

6: ci � jdij · es
ij

7: ci � squash(ci)

8: For all samples j � 1, . . . , K, in class i:

9: bij � bij + es
ij · ci

10: return ci
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e
SI

i ∈ R
2u

 
i�1,...,s
⟶ c

I
j ∈ R

2u
 

j�1,...,CI

,

e
SS

i ∈ R
2u

 
i�1,...,s
⟶ c

S
j ∈ R

2u
 

j�1,...,CS

.
(17)

Among them, the class prototype vector is still obtained
by the dynamic routing algorithm, and the semantic slot
label class vector is obtained by TapNet.

3. Online and Offline Interactive Model Test

)is paper evaluates and tests the online and offline inter-
action model of international Chinese education based on
few-shot learning. )en it is used in teaching practice to
verify the validity of the model from the aspects of teaching
quality and learning effect, students’ experience, and
acceptance.

3.1.EvaluationTest. )e online and offline interactive model
evaluation test of international Chinese education based on
few-shot learning uses the FewJoint dataset as the experi-
mental dataset. )e parameters it uses in the process of
building the model and training the model are shown in
Table 4

)e performance evaluation index of the interactive
model adopts the internationally common PRF evaluation
index, namely, the precision rate (Precision, P), the recall
rate (Recall, R) and the F value. In order to verify the effect of
the model, this experiment uses the prototype network as the
baseline model and conducts training tests in the six fields of
idiomsDic, drama, timesTable, length, story, and constel-
lation of the dataset, and the test results are shown in
Figures 7 and 8.

Figure 7(a) shows the accuracy test results of the model
proposed in this paper.

Figure 7(b) shows the accuracy test results of the pro-
totype network model.

It can be seen from Figure 7 that the model proposed in
this paper has an overall training accuracy of 71.31% in the
six fields of the dataset: idiomsDic, drama, timesTable,
length, story, and constellation; the training accuracy of the
prototype network in the six fields of idiomsDic, drama,
timesTable, length, story, and constellation of the dataset is
60.03%.

Figure 8(a) shows the recall test results of the model
proposed in this paper.

Figure 8(b) shows the recall test results of the prototype
network model.

It can be seen from Figure 8 that the model proposed in
this paper has an overall training recall rate of 70.15% in the
six fields of idiomsDic, drama, timesTable, length, story, and
constellation of the dataset; the recall rate of the prototype
network training in the six domains of idiomsDic, drama,
timesTable, length, story, and constellation of the dataset is
57.99%.

3.2. Teaching Practice. )is experiment takes foreign stu-
dents majoring in international Chinese education in a
university as the experimental object, with a sample size of

50 people, who are divided into two classes. Class A adopts
the online and offline interactive teaching mode proposed in
this paper for Chinese learning, and class B adopts a single
online mode for Chinese learning. )e students of the two
classes have basically the same level of Chinese proficiency
and related theoretical knowledge and are at the same
starting point. )rough a semester of teaching practice, the
test data of the teaching quality and learning effect, students’
experience, and acceptance of the four key stages of teaching
were compared and analyzed. )e analysis results are shown
in Figures 9 and 10.

Figure 9(a) shows the test of teaching quality and
learning effect under the online and offline interactive
teaching mode.

Figure 9(b) shows the test of teaching quality and
learning effect under a single online teaching mode.

It can be seen from Figure 9 that, under the online and
offline interactive teaching mode, the overall average of the
teaching quality of the four key teaching stages reached 86.28
points, and the overall average of the learning effect reached
82.85 points; under the single online teaching mode, the
overall mean of teaching quality in the four key stages of
teaching is 78.65 points, and the overall mean of learning
effect is 73.68 points.

Figure 10(a) is the test of students’ experience and ac-
ceptance under the online and offline interactive teaching
mode.

Figure 10(b) is a test of students’ experience and ac-
ceptance under a single online teaching mode.

As can be seen from Figure 10, under the online and
offline interactive teachingmode, the overall average score of
students’ experience in the four key stages of teaching
reached 86.23 points, and the overall average score of stu-
dents’ acceptance reached 90.38 points; under the single
online teaching mode, the overall average score of students’
experience in the four key stages of teaching is 80.75 points,
and the overall average score of students’ acceptance is 76.70
points.

4. Discussion

)rough the evaluation test data of the online and offline
interaction model based on few-shot learning and the
prototype network baseline model, the following conclu-
sions can be drawn:

(1) In terms of the accuracy of the model, the overall
mean of the online and offline interactivemodel based
on few-shot learning in the training and testing of the
dataset is 11.28% higher than the overall mean of the
prototype network baseline model in the training and
testing of the dataset, which shows that the online-

Table 4: Experimental parameter settings.

Serial number Parameter name Parameter value
1 Batch size 4
2 Learning rate L e− 5
3 Balance parameters α 0.7
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offline interaction model based on few-shot learning
has superior accuracy.

(2) At the model recall level, the overall mean of the
online and offline interaction model based on few-
shot learning in the training and testing of the dataset
is 12.16% higher than the overall mean of the pro-
totype network baseline model in the training and
testing of the dataset, which shows that the online-

offline interactive model based on few-shot learning
is also superior in retrieval performance.

(i) )rough the teaching practice data of the online and
offline interactive teaching mode based on few-shot
learning and the traditional single online teaching
mode, the teaching quality and learning effect, stu-
dents’ experience, and acceptance, the following
conclusions can be drawn.
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Figure 8: Model recall evaluation test.
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Figure 9: Teaching quality and learning effectiveness test.
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Figure 7: Model accuracy evaluation test.
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(3) In terms of teaching quality and learning effect, the
overall mean of teaching quality under the online
and offline interactive model teaching mode based
on few-shot learning is 7.63 points higher than the
overall mean of teaching quality under the single
online teaching mode; the overall mean of the
learning effect is 9.17 points higher than the overall
mean of the learning effect under the single online
teaching mode.

(4) In terms of student experience and acceptance, the
overall mean of students’ experience under the
online and offline interactive model teaching mode
based on few-shot learning is 5.48 points higher than
the overall mean of students’ experience under the
single online teaching mode; the overall mean of
student acceptance is 13.68 points higher than the
overall mean of student acceptance under the single
online teaching mode; and the overall mean of
student acceptance is 13.68 points higher than the
overall mean of student acceptance under the single
online teaching mode.

)e entire comparative experimental data shows that
when all other experimental conditions are held constant,
the online and offline interactive model test data based on
few-shot learning performs better in terms of model accu-
racy and teaching practice results after model scoring and
teaching practice test. It demonstrates that the few-shot
learning-based online and offline interaction model can
improve the level and quality of international Chinese ed-
ucation and teaching, thereby promoting the development
of international Chinese education.

5. Conclusion

)e continuous updating and development of information
technology have promoted the modernization of interna-
tional Chinese education. A new round of Chinese teaching
has begun to change, and online and offline Chinese
teaching will become an important development direction
for international Chinese education. )e combination of
few-shot learning method and international Chinese

education and teaching is beneficial not only to its own
diversified development, but also to international Chinese
education to solve the teaching restrictions caused by the
epidemic and improve the level of intelligent teaching.

)ere are still many deficiencies in the research of this
paper. )e depth and breadth of the research in this paper
are not enough, without taking into account some inter-
fering factors involved in the teaching practice process, and
the evaluation of the teaching mode is also restricted by
many factors. And our academic level research is also
limited; the research on the online and offline interaction
model of few-shot is still in the preliminary stage. In the
future work, the model performance will be improved from
more angles based on the existing technology and level, and
the teaching methods of international Chinese education
will be continuously optimized.
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Scienti�c and accurate prediction of high-tech industries is of great practical signi�cance for government departments to grasp the
future economic operation and formulate development strategies. In this paper, aiming at some shortcomings of neural network
(NN) applied in economic forecasting, GANNwas introduced to construct the economic forecasting model of high-tech industry.
Genetic algorithm (GA) has simple calculation and strong robustness and can generally ensure convergence to the global
optimum, which e�ectively overcomes the shortcomings of NN using gradient descent method. In order to verify the feasibility of
the economic forecasting model in this paper, the comparative experiments of di�erent models are carried out in this paper.
Experimental results show that the proposed algorithm has faster convergence speed and greater generalization ability, and the
average error rate is reduced to about 1%. �e prediction accuracy of this model reached 95.14%, which was about 11.93% higher
than the previous model. Applying the economic forecasting model in this paper to the economic forecasting of high-tech
industries can provide the means and reference value for the government to formulate regional future economic development
plans, forecast, and control the economic growth and development direction.

1. Introduction

With the rapid development of information technology, the
pace of economic development is also accelerating [1]. �e
rise and growth of high-tech industry has become an im-
portant industry to promote economic growth in today’s
world, which has a great in�uence on the position and role of
a country or region in the world pattern in economic, po-
litical, military, and other aspects [2]. In the era of the
“knowledge economy,” high-tech industry is at the heart of
all industries, the most important motivator for a country or
region to gain a long-term competitive advantage, and the
engine of social economy development. �e advancement of
high-tech industry is not only an important tool for opti-
mizing and upgrading industrial structure but it is also a
critical factor in achieving economic multiplication [3]. As a
result, in countries and regions all over the world, the de-
velopment of high-tech industries has become a strategic
focus of economic and social development. One of the topics

that the Chinese government and economists are paying
increasing attention to is how to accurately and reasonably
predict the industrial economic situation based on relevant
industrial economic indicators [4]. Prediction is a study that
compares the results of things that will happen with reality,
and it is an estimate and speculation of things that have not
yet happened and are not clear at this time. Economic
forecasting, as an important branch of forecasting, has
gotten a lot of attention in the economic �eld [5]. For
government departments to grasp the future economic
operation and formulate development strategies, scienti�c
and accurate predictions of high-tech industries are critical.

�e economic forecast of high-tech industry plays a vital
guiding role in implementing e�ective economic macro-
control by national departments at all levels and making
speci�c production and delivery by various enterprises
under the market economy. Although traditional economic
forecasting and early warning methods have their own
advantages, with the complication of economicmanagement
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problems, these traditional methods are increasingly un-
suitable for scientific management and precise management.
+erefore, it is particularly important to find a more general
and accurate economic forecasting model. Neural network
(NN) [6–8] is an important Artificial intelligence (AI)
technology [9–11]. NN is also one of the fastest-growing
research achievements in AI field recently. It has been
successfully used in scientific calculation and automatic
control. In recent years, domestic and foreign scholars have
carried out a lot of applied research on NN in economic
fields such as economic prosperity analysis, economic time-
series prediction, portfolio optimization and stock predic-
tion, and achieved good application results. +e most widely
used NN in the economic field is BPNN (back-propagation
neural network). As it is essentially a gradient descent
method, and the objective function to be minimized is
complex, it has some shortcomings. For example: (1) +e
learning process converges slowly. (2) It is easy to fall into
local minima and the algorithm is incomplete. (3) Poor
robustness and poor network performance. +erefore, this
paper introduces genetic algorithm (GA). GA is a compu-
tational model developed in recent years, which opens up a
new way to solve complex problems. GA is an algorithm
model to simulate the evolution process or evolution process
in nature. It simulates the evolution process of species from
low level to high level, adopts the natural law of survival of
the fittest to select individuals, generates the next-generation
population through mating and mutation and evolves from
generation to generation until individuals who meet the
conditions are produced [12]. GA is based on strict theory. It
has strong adaptability and robustness and is especially
suitable for searching for optimal solutions in high-di-
mensional, multipole, nondifferentiable, continuous, or
discrete space. In this paper, based on genetic algorithm
neural network (GANN), the economic prediction model of
high-tech industry is constructed, and its innovations are as
follows:

(1) In this paper, GANN is introduced to overcome
some shortcomings of NN in economic forecasting.
Combining the two methods, GA, with its unique
characteristics, effectively overcomes the short-
comings brought by NN using gradient-descent
method. In this paper, GANN is applied to the
economic forecast of high-tech industries and good
results are obtained.

(2) In view of the large scale of modern industrial
economy and the uncertainties such as nonlinearity
and time-varying brought about by globalization,
this paper puts forward the research assumption of
intelligent modeling and prediction. Combining
structural self-organizing genetic optimization NN
with reinforcement learning theory and method, the
economic prediction model of high-tech industry is
studied. +e growth rate data and time-window
series data of economic indicators are introduced
into the constructed NN input layer unit, which
improves the generalization ability of the established
NN model.

+e research content and structure of this paper are
mainly divided into five chapters:

+e introduction is the first chapter. +is section in-
troduces the paper’s research background, significance,
contents, and methods. +e second chapter primarily
summarizes and examines related literature from both
within and outside the United States. Based on these doc-
uments, the second chapter introduces the innovation and
research methods in general. +e third chapter focuses on
related theoretical high-tech industry development research
and the development of a genetic optimization economic
forecasting model. Section 3.1, for example, examines the
concept connotation of high-tech industry and summarizes
the basic theories relating to its development. In addition,
the contents of artificial neural network (ANN) and GAwere
introduced. +e construction method and implementation
of the GANN model are discussed in Section 3.2. +e ex-
perimental analysis section is covered in the fourth chapter.
+e actual test is carried out in this section, and the test
results are obtained, based on the relevant data. +e model’s
performance is evaluated in comparison to the experimental
results of other models. +e fifth chapter concludes with a
prognosis. +is section primarily reviews the main contents
and findings of economic forecasting model research,
summarizes the findings, and suggests future research
directions.

2. Related Work

+e scope of China’s high-tech industries and their products
was determined by Zeng et al., who also analyzed the
characteristics of high-tech industries, as well as the con-
ditions and methods of developing high-tech industries and
outlined the basic theories related to high-tech industry
development [13]. Kuo et al. proposed a construction
scheme for a stock price forecasting system based on the
vector error correction model [14] based on previous re-
search in the field of economic forecasting and early
warning. Liu et al. proposed a rolling grey model economic
forecasting algorithm based on particle swarm optimization
[15] to address the uncertain subjective factors in economic
forecasting and control. To predict the industrial economy,
Yuan et al. developed a GA-based BPNN model and
compared it to a regression analysis model [16]. Claveria
et al. used special processing methods to create a general
economic forecasting model by combining the character-
istics of economic time series. And then use this model to
forecast economic data [17]. For the control and prediction
of regional macroeconomics, Rossi et al. developed a pre-
diction model based on the intelligent NN algorithm.
Modeling and predictive control methods are proposed to be
improved [18]. +e NN model is used for multivariate time-
series forecasting, according to Zhao et al., and its accuracy
and trend are better than traditional statistical methods. +e
experimental results show that the method is feasible and
that it has a higher prediction accuracy than one-shot
modeling [19]. +e use of NN for multivariate time-series
forecasting and multivalue forecasting was investigated by
Qiu et al., who discussed the modeling mechanism and
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multivalue forecasting of this method, as well as its appli-
cation in stock price forecasting [20]. Ince et al. discussed the
NN-based time-series prediction model’s establishment
mechanism, then proposed adaptive time-series modeling
and prediction based on a combination of the time difference
method and the BPNN method and experimented with the
foreign exchange rate problem as an example [21].
According to Fameliti et al., there is currently little sys-
tematic evidence that NN methods are better than tradi-
tional time-series forecasting methods in some areas. As a
result, before using NN for prediction, it must be rigorously
compared to traditional statistical methods to demonstrate
that NN is indeed superior and then it is a wise decision to
use it [22]. Shang et al. investigated the economic forecasting
method, classification, and forecasting accuracy evaluation
index, as well as developing a forecasting model for key
macroeconomic indicators [23]. Talaat et al. proposed a new
load-forecasting algorithm, the GANN optimization fore-
casting method [24], by combining GA and ANN. Using
corporate financial data, Ding et al. developed a new discrete
grey multivariate model to predict the output value of
China’s high-tech industries [25].

In this paper, some opinions and ideas are presented
based on the predecessors’ research on NN and economic
forecasting models, and a high-tech industry economic
forecasting model based on GANN is established. +e
structure and weights of GANN are used in this paper, and
the NN learning algorithm is used to iterate several steps,
with the network average error after iteration being used to
calculate individual fitness values. Near this point, the NN
learning algorithm is in charge of some quick local searches,
and GA is in charge of global searches. +e competition
mechanism is used to adjust the structure of NN auto-
matically. +e distribution and adjustment of weights are
further optimized while adjusting the structure, demon-
strating more intelligence and better self-organization, self-
adaptation, and self-learning ability. It not only eliminates
the large approximation error caused by the fixed network
model structure, but it also improves control and prediction.
In this paper, GA is used to combine NN models, which
overcomes the problem that NN models are prone to local
minima. +e simulation results show that this model’s
economic forecasting of the high-tech industry has a high
predictive effect.

3. Methodology

3.1. High-Tech Industry and GANN Algorithm. High-tech
industry refers to an industry with high knowledge and
technology density, rapid industrial development, high
added value and high benefit, and a certain market scale and
great influence on related industries. High-tech industry is
the core of all industries in the era of “knowledge economy”,
the most important motive force for a country or region to
gain long-term competitive advantage, and the driver of
sustainable development of social economy. High-tech in-
dustry is the crystallization of the highest scientific wisdom
and technology of mankind, reflecting the highest level of
human production activities and management [26]. At

present, the high-tech industry is developing well, and it has
become an important force for mode change, structure
adjustment, and steady growth. +ere are usually two ways
to develop high-tech industries: first, based on high-tech,
develop the high-tech products and form new high-tech
industries. +e second is to transform traditional industries
with high technology. At present, we should give full play to
the leading role of high-tech industries in stabilizing growth
and restructuring and promote the rapid and healthy de-
velopment of high-tech industries. +erefore, scientific and
accurate prediction of high-tech industries is of great
practical significance for government departments to grasp
the future economic operation and formulate development
strategies.

With the development of high-tech industries and the
constant changes of society, how to establish a scientific
economic forecasting system for high-tech industries, im-
prove forecasting efficiency and accurately predict the
possible development trend of industrial economy in the
future has become the main goal of current research [27]. As
a nonlinear calculation model, ANN expands the concept
and approach of “calculating” the possibility of nonlinear
systems. Its basic principle of simulating human brain and
its high dimension, distributed storage and processing of
neurons, self-organization, self-adaptation, and learning
ability are especially suitable for economic information
processing in complex modern social and economic systems
[28]. +e basic structural unit of ANN is neuron, which is
also called node. It simulates the structure and function of
biological neuron. According to the different connection
modes of neurons, NN with various structures can be
formed. ANN has four basic characteristics: (1) Parallel
distributed processing, (2) learn through training, (3)
nonlinear mapping, and (4) adaptation and integration.

Economic forecasting is essentially the forecasting of
economic time series, which is a collection of unique data.
+e previous number will have an influence on the latter
number in this set of data, and this influence can be
expressed as a certain trend change or periodic change, for
example.+e influence relationship is usually nonlinear, and
establishing a quantitative and fixed mathematical rela-
tionship is difficult. ANN is a nonlinear science. It has
parallel processing, fault tolerance, and self-learning capa-
bilities, which distinguishes it from traditional statistical
methods and allows it to effectively solve such problems.
+is paper introduces GA as a solution to NN’s short-
comings. GA refers to a collection of random search heu-
ristic parallel algorithms [29]. +e GA algorithm selects
several search points at random and then conducts parallel
searches from each of these search points, with the goal of
obtaining points with higher-objective function values. Only
the fitness guides and executes the search process repeatedly.
+e search points have high fitness and are close to the
optimal solution after many times or generations of evo-
lution. In NN, feed-forward NN is a common hierarchical
structure. NN with various functional characteristics can be
formed using various neuron transfer functions, hidden
layers, and weight adjustment rules. An input layer, an
output layer, and a hidden layer between the input and
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output layers comprise the BPNN [30]. Only one hidden
layer exists in the most common NN. +e goal of applying
GA to BPNN is to improve learning accuracy and iteration
speed, as well as to better match biological systems. Figure 1
depicts the flow of the GANN algorithm.

By learning and training the samples, NN can constantly
change the connection weights and topology of the network,
ensuring that the network’s output is close to the expected
output. +e forward NN algorithm has good local searching
and climbing abilities, but it is easy to converge to the local
minimum, so it is necessary to improve global convergence.
To find a solution that can jump out of the local extremum
and converge to the global optimal solution, the GA
crossover operator and mutation operator are used. In this
paper, we combine GA and NN to create an algorithm that
converges quickly and finds the global optimal solution.
Encoding is the process of mapping the representation of a
search space solution to the representation of a genetic space
solution in GA; decoding is the process of mapping the
representation of a search space solution to the represen-
tation of a genetic space solution. Individuals or chromo-
somes are the solutions of genetic space, and multiple
individuals form a group. In GA, there are several key
parameters to consider, including population capacity, re-
placement ratio, and crossover operator. We must adjust the
parameter values for different problems because the optimal
values of these parameters vary from problem to problem
and cannot be obtained using fixed rules.

3.2. Construction of Economic Forecast Model of High-Tech
Industry. +e system applied in this paper is nonlinear, and
the selection of initial weights follows the following prin-
ciples: take random values and ensure that the weights are
relatively small, and the output value of each neuron after
initial weighting is close to zero, which can ensure that the
weights of each neuron can be adjusted where their S-shaped
activation function changes the most. +e system is time-
varying and time-delayed, so each data sample should have a
different weight. For economic forecasting, the data close to
the year to be forecasted should have a greater weight. In the
concrete implementation, GA is used to learn the weights
and offsets between layers of feed-forward network. Arrange
the weights and offset values in order and generate chro-
mosomes according to certain coding rules. In addition to
the change of the connection coefficient with other neurons,
the number of neurons in the middle layer can also be
randomly adjusted within a certain range according to the
specific situation. Once the prediction NN is preliminarily
determined, its input layer and output layer will not change.
GANN-based economic forecasting system and its subsys-
tems are shown in Figure 2.

+e learning rate adaptive gradient-descent method with
additional momentum term is used to train the network. For
each NN and its training data, there is a suitable learning
rate. However, different learning rates may be required in
different parts of the error surface for complex network
models. When there is a large prediction error and the
network needs to be corrected, the middle hidden layer is the

first thing to adjust and change. A sufficient data supply is
required for the establishment of multilayer forward NN.
+e data are primarily used to train the network and de-
termine weights, but it is also used to check and verify the
network’s correctness. As a result, the information provided
must be divided into two sections: training and experiment.
After the decoded weights and offset values of chromosomes
are substituted into the network, the fitness function is
defined as the difference between the actual output and the
expected output. +rough GA, a new generation of people
will be created on a regular basis, while those who are not fit
will be weeded out.+e inheritance is terminated if a specific
termination condition is met. +e weight and offset cor-
responding to the chromosome with the best fitness are
currently the network’s optimal solution.

Let the number of neurons in the input layer be n, the
output layer be m, and the hidden layer be p. +en the
output formula of the hidden layer is as follows:

x
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nonlinear excitation function.+e calculation formula of the
neuron output value of the output layer is as follows:
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In addition, the output layer neuron error function is as
follows:

E �
1
2


k

d
k

− y
k

 . (3)

Among them, dk is the target value. After calculating the
error value of each node by layer-by-layer back-propagation
error, the error is corrected. +e weighted correction for-
mula is as follows:

Δwm
ij � ηδm

j y
m−1
j . (4)

Among them, wm
ij is the weight coefficient; ym−1

j is the
output value of the neuron, η is the learning rate, and δm

j is
the error signal. Define the error function Ep as the sum of
squares of errors between the expected output dpi and the
actual output ypi:
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It is hoped that Ep can be reduced as much as possible, so
that the actual output value can be as close to the expected
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output value as possible. +is is actually the problem of
finding the minimum value of the error function, and the
steepest descent algorithm can be used to make the weight
coefficients change along the negative-gradient direction of
the error function. +e adjustment amount of the weight
coefficient W

(l)
ij can be calculated as follows:

ΔpW
(l)
ij � −a

zEp

zW
(l)
ij

, a> 0, (6)

In the formula, a is the learning stride, which changes with
the learning process. l � 1, 2, . . . , L; i � 1, 2, . . . , Nl+1; j � 1,

2, . . . , Nl+1.
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+e test data are used to determine the prediction error
of the established network, and the training data are used to
establish the network. +e middle layer should be adjusted if
the error exceeds the allowable range. When correcting the
network’s weight, the additional momentum method takes
into account not only the effect of error on the gradient but
also the influence of changing trend on the error surface.+e
network may fall into shallow local minima without addi-
tional momentum, but it is possible to slip through these
minima with additional momentum. At the same time,
making the middle layer dynamic is critical for accurate
economic time-series prediction. Unlike when using NN in
scientific calculations, the prediction point of NN prediction
is always outside the training data, making it difficult to
control the error. Furthermore, some economic fields, such
as stock market fluctuations, change at a rapid pace, ne-
cessitating dynamic models to keep up.

When calculating the fitness of genetic algorithm, the
reciprocal of neural network error is used to evaluate the
fitness of the network, namely,

fitness �
1

Sse

,

Sse �
1
2
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where d is the standard output, o is the actual output, k is the
number of input patterns contained in the training set, and n

is the number of neurons in the output layer.
Establish an initial group. +e number of individuals in

the population is between 45 and 65, and the length of
individuals is the product of the sum of weights and offsets of
NN and the number of digits occupied by a code, and the
genes of individuals are randomly selected within a pre-
defined range.+e information provided by an input neuron
is not enough to establish an accurate network model to
simulate complex nonlinear relationships. At the same time,
the input values should show the curve characteristics of
fluctuation. +erefore, in addition to expanding the one-
dimensional time series, the input data should be pre-
processed. On the contrary, the goal of prediction deter-
mines the single output characteristic of the network. If the
total input of neurons is too far from the threshold, the
modification of weights will be very small, which will not
only slow the learning speed, but also make it difficult for the
network to converge. At the same time, small numerical
information may be overwhelmed by large numerical in-
formation. +erefore, before NN prediction, in order to
avoid network paralysis caused by too large raw data, the raw
data should be normalized. For the predicted value, it is not
suitable to be directly used as the output of NN because of
the large change range. GA algorithm is used to optimize the
combination of weights and parameters of ANN model
repeatedly. +e goal is to set a small load error, with the
hybridization rate of 0.4 and the variation rate of 0.005.
According to the value range of the parameter set and the set
number of individuals, the initial population is randomly
generated, and the fitness value of each individual is

calculated. +rough systematic cluster analysis, the pop-
ulation is divided into several populations, and the average
fitness of each population is calculated, and some individuals
with the best fitness value are selected as the representatives
of the population to breed the next generation.

For the same forecast project, the size of the mean square
error can be used to measure the quality of different fore-
casting methods. For different forecast items, due to their
different actual values, only comparing the size of the mean
square error cannot explain the problem. At this time,
E(|e|/x) should be used as the comparison standard, which
is called the predicted mean absolute percent error (MAPE).
It is estimated by retrospective forecasting, and its estimator
is as follows:

MAPE �
1
n



n

i�1

ei




xi

. (8)

In the NN model, in order to prevent the situation that
the fitting of the learned data is good and the fitting of the
nonlearned data is not good, rolling learning and prediction
are adopted, and the minimum sum of the error of learning
and prediction is the evaluation mark of the success of the
model. Generally, the quality of prediction results is mea-
sured by MAPE. Table 1 gives the prediction accuracy range
of MAPE.

Select the individual with the best fitness value in each
population to continue the genetic operation until the fitness
of the solution is no longer significantly increased. At this
time, the decoded parameter combination is close to the best
combination that meets the application needs. On this basis,
the BP algorithm of ANN is used to further accurately
optimize the network parameters obtained above, until the
optimal network parameters are found, and then the precise
optimal parameter combination can be obtained. Owing to
the singularity in NN training, the results of each training
will be slightly different. +is also means that the prediction
result of NN will be a range value, so it is necessary to
evaluate the prediction result, and get the reliability and risk
degree of the prediction. As GA replaces the initial opti-
mization of NN, the network only optimizes the parameters
on the basis of approaching the optimal solution, thus ef-
fectively improving the optimization speed and accuracy of
the network. GA-based NNmodel is used in prediction.+at
is, the model prediction result is used as input and the actual
value is used as output, and a mapping relationship is
established between the model prediction result and the
actual value. After continuous learning and testing, the
network is applied to the economic forecast of high-tech
industry to get the final forecast result.

4. Result Analysis and Discussion

+rough theoretical analysis, the economic factors related to
the GDP of high-tech industries are: labor input and capital
input. Based on the GDP data of high-tech industries in a
province from 2010 to 2020, this paper establishes a pre-
diction model. MATLAB software has powerful functions of
numerical calculation, data visualization, graphic drawing,
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and so on, which brings great convenience to users. In this
paper, the NN toolbox based on MATLAB is implemented
in full software. +e network training involves the gener-
alization ability of the network. +e so-called generalization
ability refers to the ability of NN to correctly reflect the new
sample data other than the training samples. In this paper,
the available samples of the training set are randomly di-
vided into two parts: one part as the training set and the
other part as the test set. Taking eight samples from 2010 to
2017 as training samples and three samples from 2017 to
2020 as test samples, the established prediction model is
tested.

+e fitness function is used to evaluate the superiority
and inferiority of individual solutions, so as to breed or select
individuals. +e fitness function is not bound by continu-
ously differentiable condition, and the domain of the
function can be any set. +e only requirement for the fitness
function is that the input can be compared with the output.
For time-series prediction, the number of input nodes can be
obtained by the following methods: changing the number of
input nodes from small to large, and training and testing its
accuracy. When the error does not decrease further with the
increase of the number of input nodes, the critical value of
the change of the number of input nodes is the numerical
value to be adopted. We use various forecasting methods,
such as Arima model, Stepar model, and Winters model, to
forecast the economy, respectively. +ese prediction
methods are compared with this GANN prediction method,
and the results are shown in Table 2.

Draw representative MAPE results into line charts, as
shown in Figure 3.

As a result, this algorithm outperforms the others.
Dynamic NNs are those that have feedback, whether local or
global. +e weights and thresholds of the network can be
changed, and the structure of the network, that is, the
number of nodes in the input layer, hidden layer, and output
layer, can be changed, so that the network is not only dy-
namic, but also the retained system information is more
complete. After the BPNN has been generated and initial-
ized, the network can be trained using the existing “input-
output” sample vector data.+e train function completes the
BP network training, and the network training parameters
are properly set prior to training. +e train function is used
to train the BP network after the training parameters have
been set. +e network training will alternate between
training and testing, with the mean square error of each
training recorded. +e network weight will then be left
unchanged, and the network simulation will be run forward
with the test data, with the test mean square error recorded
once. +e curves of two kinds of mean square errors with

training times can be drawn using the two types of data, as
shown in Figure 4.

From the error curve, it can be seen that before a certain
number of training times, with the increase of training times,
the two curves decrease simultaneously. When this number
of training times is exceeded, the training error continues to
decrease, while the test error begins to rise. +is training
number is the best training number.

Mutation operation refers to the change between 0 and 1
in some bits when an individual generates the next genera-
tion. It plays the role of local search in GA, which increases
the ability of GA to search the optimal solution. Appropriate
mutation strategy can improve the diversity of individuals in
the population, thus preventing GA from falling into local
solution and terminating evolution. +e preprocessing of
input data is the key step to effectively train NN, which di-
rectly affects the performance of the trained network. In this
paper, the mean and variance of the sample set data are
standardized so that the mean is zero and the variance is 1.
When there is new data input, we think it has the same
distribution as the training sample data, so we can convert it
according to the aforementioned formula. In this paper, some
measures are taken to improve NN from the learning rate
adaptive network learning with additional momentum term,
the principle of minimizing empirical risk and the principle of
minimizing structural risk, and so on, so as to make the NN
model closer to the actual economic operation. Figure 5
shows the comparison result of recall rate of the algorithm.

It can be seen from Figure 5 that the recall rate of the
algorithm in this paper is higher than that of the other two
algorithms, and the recall rate of the algorithm in this paper
is better. Research and analyze the factors that affect the
industrial technical and economic indicators, and determine
some important factors as the input elements of the network.
Analyze and determine some main technical and economic
indicators of the enterprise as the output elements of the
network, that is, the indicators that need to be predicted.
Taking the influencing factors of the industry to be predicted
as the input elements of the grid, input them into the model
for pattern matching inference, and finally output the ex-
pected predicted value of technical and economic indicators.
According to various typical rules for modifying network
weights and the network training process, various network
design and training subroutines are written in MATLAB
language. We can call the NN design and training in the
toolbox according to our own needs. Program, so that you
can free yourself from tedious programming and concen-
trate on thinking and solving problems, thereby improving
efficiency and the quality of problem solving. We compare
the economic forecast results using our model with the
actual values, and the results are shown in Figure 6.

In order to ensure the generalization ability of the
network, the error accuracy cannot be improved only by the
number of training, and the test of the test data error is
appropriately added in the training process, which can stop
the network training in advance and prevent over-training.
Although this method sometimes cannot achieve the preset
error accuracy, it ensures the good generalization ability of
the network, thus making the prediction more effective.

Table 1: Prediction evaluation based on MAPE.

Scope of MAPE Prediction and evaluation
MAPE ≤ 8% High precision prediction
8% ≤ MAPE ≤ 25% Good prediction
25% ≤ MAPE ≤ 55% Feasible prediction
MAPE ≥ 55% Misprediction
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Owing to the increasing trend of economic system index
data year by year, it is easy to fall into the blind spot of
prediction using historical data values to train network
models and applying the trained models for prediction.
+erefore, we introduce an economic indicator growth rate
input node in the network input unit to improve the gen-
eralization ability of the NN. As long as the input data of the
validation sample set is predicted, it can ensure that the
nerve does not fall into the training blind spot. +e multiple
regression method, BPNN method, and GANN method are
used to compare the economic forecasts of high-tech in-
dustries. +e results are shown in Figure 7.

+e comparative analysis of the prediction results shows
that the prediction accuracy of the multiple regression
method is low, and the highest is only 83.21%.+e prediction
accuracy of BPNN method is better, the highest is 89.17%.
+e GANN method proposed in this paper has the best
prediction accuracy, up to 95.14%.+is result further verifies
the feasibility and practicability of the method in this paper.
From the comparison of system modeling and prediction
results, it can be seen that after using GANN, expanding the
sample set, and introducing time-series data input units, the
NN model meets the requirements of economic system

Table 2: Comparison of different methods.

Method Square sum error Mean absolute
error

Mean square
deviation

Average percentage
error

Mean square percentage
error

Arima model 2216.8 4.59 0.54 3.11 0.53
Stepar model 2119.6 3.78 0.29 3.63 0.55
Winters
model 1987.2 3.96 0.37 2.26 0.42

GANN model 214.9 2.13 0.21 1.01 0.31
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modeling and prediction. +e generalization ability of the
GANN constructed in this paper has been greatly enhanced,
and the system time-varying delay problem has been solved.
+e experimental results show that the prediction accuracy
of the model in this paper reaches 95.14%, and a satisfactory
prediction effect is achieved.

5. Conclusion

At present, the development of high-tech industry has be-
come an important indicator to measure the comprehensive
national strength, economic strength, and scientific and
technological strength of a country or region. +erefore,
scientific and accurate prediction of high-tech industries is
of great practical significance for government departments
to grasp the future economic operation and formulate de-
velopment strategies. +is paper adopts NN modeling
method to study the establishment of economic forecasting
model of high-tech industry, introduces GA to optimize NN
and gives specific implementation steps. +e construction
scheme of this paper fully reflects the advantages of com-
bining GA and NN technology in economic forecasting and
has strong normative and operability. In order to verify the
performance of the model, through simulations, predictions
are made for the instances. +e results show that the al-
gorithm in this paper has faster convergence speed and
greater generalization ability, and the average error rate is
reduced to about 1%. +e algorithm improves the learning
and prediction accuracy of NN, and its accuracy reaches
95.14%. At the same time, the good flexibility makes it well
suited to many economic forecasting fields. +e research of
this paper provides a certain basis for the economic forecast
of the high-tech industry and the government’s regulation of
economic growth and has certain practical significance. +e
construction idea of this paper has certain reference value for
most enterprises to construct their own economic fore-
casting system. However, due to the limitation of knowledge
level, time and energy, there are still some problems in this
paper. For example, the entire economic forecasting system
is based on the authenticity of the data. If the original data
are not true, the final forecast result will not have a reference.

Value; since the network is dynamic, the number of neuron
nodes and the number of hidden layers are adjusted during
the training process, which also makes it difficult to prove
the stability of the network. +ese problems need to be
expanded and further researched to solve.
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Dealing with food safety issues in time through online public opinion incidents can reduce the impact of incidents and protect
human health effectively. ,erefore, by the smart technology of extracting the entity relationship of public opinion events in the
food field, the knowledge graph of the food safety field is constructed to discover the relationship between food safety issues. To
solve the problem of multi-entity relationships in food safety incident sentences for few-shot learning, this paper adopts the
pipeline-type extraction method. Entity relationship is extracted from Bidirectional Encoder Representation from Transformers
(BERTs) joined Bidirectional Long Short-TermMemory (BLSTM), namely, the BERT-BLSTM networkmodel. Based on the entity
relationship types extracted from the BERT-BLSTM model and the introduction of Chinese character features, an entity pair
extraction model based on the BERT-BLSTM-conditional random field (CRF) is established. In this paper, several common deep
neural network models are compared with the BERT-BLSTM-CRFmodel with a food public opinion events dataset. Experimental
results show that the precision of the entity relationship extraction model based on BERT-BLSTM-CRF is 3.29%∼23.25% higher
than that of other models in the food public opinion events dataset, which verifies the validity and rationality of the model
proposed in this paper.

1. Introduction

Food is the paramount necessity of the people and the
material basis for human survival. Food safety is closely
related to human health and has always been a concern of the
society. With the development of the Internet and the wide
application of computers, the Internet has penetrated into
people’s daily life. People have been accustomed to
expressing their opinions on the Internet, so online public
opinion has become an important channel to reflect social
problems. Especially in recent years, food safety issues, such
as dyed steamed buns, expired meat, poisoned bean sprouts,
and other incidents have aroused high public concern. Some
food safety incidents were not noticed until they were

exposed on the Internet and finally solved. It can be seen that
online public opinion is particularly important for the
governance of food safety issues.

With the progress of society and the awakening of
people’s health consciousness, people’s demand for im-
proving medical technology and enhancing health is more
urgent. In the actual industrial development, China’s smart
healthcare is still in its infancy [1]. Smart healthmanagement
is the application of artificial intelligence technology to
specific scenarios of health management [2–6]. In terms of
risk identification, through the acquisition of information
and the use of artificial intelligence technology for analysis,
we identify the risk of disease occurrence and provide risk
reduction measures. In addition, virtual nurses can collect
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personal habit information about patients, such as eating
habits, exercise cycles, and medication habits, and use ar-
tificial intelligence technology to analyze data and evaluate
patients’ overall status to help plan their daily life.

,erefore, by constructing the knowledge graph of
public opinion events in the field of food safety, we can find
food safety problems, prompt public opinion problems and
give risk warnings, to make the connection between diseases
clearer, and patients can receive treatment before compli-
cations occur, thus improving the health of patients. Ex-
traction of public opinion events in the field of food safety is
one of the important basic tasks in the construction of a
knowledge graph in the field of food safety. Tao et al. [7]
proposed crowdsourcing and machine learning approaches
for extracting entities indicating potential food-borne out-
breaks from social media using the dual-task BERTweet
model. Mitra et al. [8] adopted a multiview deep neural
networkmodel for chemical-disease relation extraction from
imbalanced datasets.

However, due to the diversity and universality of diseases
caused by food safety incidents, there is a lack of a large
number of available corpus in the field of food safety.
,erefore, few-shot learning has become an effective method
for information extraction. Gao et al. [9] proposed a mul-
titask graph neural network based on few-shot learning for
disease similarity measurement. Lu et al. [10] built a few-shot
learning-based classifier by limiting training samples for
food recognition. Sainz et al. [11] proposed a method of label
verbalization and entailment for effective zero and few-shot
relation extraction.

Extraction of public opinion events in the field of food
safety is one of the important basic tasks in the construction
of a knowledge graph in the food safety domain.,e purpose
is to extract semantic relationships between entities marked
in sentences. Entity relationship extraction is mainly used to
transform text unstructured data into structured data. ,e
complexity of the entity relationship extraction task and the
small sample of corpus lead to the difficulty to complete the
task with few-shot learning. For the supervised deep learning
model, the model is prone to underfitting due to the small
sample corpus. On the other hand, the model is easy to fall
into the local optimal solution, resulting in the poor actual
effect of the model.

,is paper mainly studies an entity relationship ex-
traction method based on BERT-BLSTM-CRF for the food
safety domain. Based on few-shot learning, the whole model
adopts the pipeline-type extractionmethod, which is divided
into two tasks: entity relationship extraction and entity pair
extraction. In the entity relationship extraction network
model, the BLSTM network joined the BERTnetwork trains
on Chinese corpora, preprocessed to complete the entity
relationship extraction task. In the entity pair extraction
network model, to add feature information in the BLSTM
network, this model puts the entity relationship extracted
from the entity relationship extraction model to both ends of
the character vector to reinforce the semantic features and
obtain the radical feature to join the character vector. ,e
model can not only handle entity overlap well but also ef-
fectively use the information of Chinese characteristics.

,e rest of the article is organized as follows: Section 2
describes the related work. Section 3 introduces the algo-
rithm proposed in this paper. Section 4 describes the en-
vironment we used to validate the algorithm as well as the
experimental results and analysis. Finally, Section 5 sum-
marizes this paper.

2. Related Work

,e pipeline relationship extraction method [12–15] is
popular in entity relationship extraction methods based on
deep learning. In recent years, the problem of extracting
multi-entity relationships in sentences has attracted the
attention of researchers.

Bai et al. [16] proposed to extract local semantic features
through word embedding and designed a new fragment at-
tention mechanism based on CNN (convolutional neural
network). Compared with the CNN model, the RNN (re-
current neural network) model can deal with distant patterns,
so it is particularly suitable for learning relationships in longer
contexts. Socher et al. [17] applied the matrix-recursive neural
network model (MV⁃RNN) to natural language processing
for the first time, which effectively solved the problem that the
word vectormodel could not capture the constituent meaning
of long phrases or sentences.

,e long short-term memory (LSTM) network model
[18] has the same general framework as the RNN model,
which has both forward pathways to transmit information
and a self-feeding pathway to process information. However,
LSTM allows each neural unit to forget or retain informa-
tion. To some extent, the problem of vanishing or explosion
gradient of RNN is solved. Zhang et al. [19] proposed a
location-aware attention mechanism based on the LSTM
sequence, which is combined with a kind of entity location-
aware attention, to achieve better performance of rela-
tionship extraction. Huang et al. [20] proposed a new Chunk
Graph LSTM network to learn the representation of solid
blocks and infer the relationship between them. Chen and
Hu [21] transformed the BLSTM-CRF deep learning model
and improved sequence labeling rules.

In the latest research on natural language processing, the
BERTmodel is a kind of network model which performs well
in the present research stage. Instead of the traditional one-
way language model or themethod of shallow splicing of two
one-way language models for pretraining, the algorithm
adopts the new marked language model, which can generate
deep two-way language representation and fine-tune specific
downstream tasks [22]. At present, BERT has played an
essential role in the research field of natural language
processing, such as entity relationship extraction, text
emotion analysis, and text classification [23]. Gao et al. [24]
proposed a medical relationship extraction model based on
BERT, which combined the whole sentence information
obtained from the pretrained language model with the
corresponding information of two medical entities to
complete the relationship extraction task. Qiao et al. [25]
proposed an agricultural entity relationship extraction
model based on BERT-BLSTM-LSTM, which can effectively
extract the relationship between agricultural entities.

2 Computational Intelligence and Neuroscience
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In terms of the improvement of the model, Zhang et al.
[26] proposed a new multi-label relationship extraction
method based on a capsule network, which performed better
than existing convolutional networks or cyclic networks in
identifying highly overlapping relationships in a single
sentence. Hang et al. [27] proposed an end-to-end neural
network model for joint extraction of entity and overlap
relations. Li et al. [28] proposed a new lightweight neural
network framework to solve the problem of remote su-
pervised relationship extraction. Xu et al. [29] proposed a
new DocRE code-classifier-reconstruction model to extract
document-level relationships and give more attention on the
related entity pairs and path reconstruction. Sun and Wu
[30] studied joint entity relationship extraction under re-
mote supervision and developed a new adaptive algorithm
that could deliver high-quality but heterogeneous entity
relationship annotations robustly and consistently.

However, in the papers mentioned above, most studies
on entity relationship extraction are based on a large-scale
corpus, while in the field of food safety, there is a lack of a
large corpus. Moreover, in the literature given above, word
vectors are used to represent semantic features of sentences,
but unlike the foreign corpus, Chinese entities are usually
grouped together in the form of characters. Furthermore, the
radical feature of Chinese characters, which can reflect the
semantics to some extent, has not been well used.

3. Methods

In Section 3.1, how to carry out manual annotation is intro-
duced. Section 3.2 describes how to construct the radical
feature. In Section 3.3, the structure of the BERT-BLSTM-CRF
model is introduced and the operating mechanism of the
model is shown. In Section 3.4, this paper explains the detail of
the extraction process of relationships of Chinese food public
opinion event sentences. Section 3.5 introduces the entities
extraction model of food public opinion events sentences.

3.1.ManualAnnotation. Firstly, entity relationship triples in
sentences are extracted as shown in Figure 1, and then,
sentences are processed into sequence labels as shown in
Figure 2.

Sequence label in single relationship entity extraction
consists of three parts, namely, entity boundary, entity re-
lation, and entity role label. ,e entity boundary label is used
by BIO to represent the location information of the element
in the entity, where B indicates that the element is at the
beginning of the entity, I indicates that the element is in the
middle or end of the entity, and O indicates that the element
is not an entity. Entity relationship labels in the corpus are
shown in Table 1 in Section 4.1.,e entity role tag represents
the role of the entity in the triple, denoted by 1, 2, 1 for the
subject and 2 for the object, for example, (metronidazole in
edible duck egg exceeding bid, adverse reaction, nausea).

3.2. Construction of the Radical Feature. At first, Chinese
sentences are divided into character units and then con-
verted to radicals according to the correspondence defined

in “Specification for Identifying Indexing Components of
GB 13000.1 Chinese Characters Set,” as shown in Figure 3.
For the problem that the simplified radicals are not defined
in the word list of the pretrained model during the exper-
iment, some of the simplified radicals are converted into
normal Chinese characters by referring to the work of
“Specification for Identifying Indexing Components of GB
13000.1 Chinese Characters Set” and the study by Chen and
Hu [31].

Formally, each Chinese character f in the sentence is
added to Cr. And then, according to the rule of the radical
decomposition, the radicals of the input sentence are gen-
erated and the radical fiv of each character in the input
sentence is added to Crv.

Cr � f1, f2, f3, . . . , fn ,

Crv � f1v, f2v, f3v, . . . , fnv .
(1)

,en, the vector representation Gr corresponding to the
input Crv can be obtained through the one-hot method.
Finally, we get the radical feature Gr of the input sentence.

Gr � g
1
v, g

2
v, g

3
v, . . . , g

n
v 

� one − hot encoder Crv( .
(2)

3.3. Framework of the BERT-BLSTM-CRF Model.
Figure 4 shows the structure of the BERT-BLSTM-CRF
network model. ,e model is divided into left and right
parts. Among them, the left half part of the figure shows the
relationship extraction process of Chinese food public
opinion events sentences. ,e right half part of the figure
shows the extraction process of the entity pair of food public
opinion events sentences.

In the relationship extraction model, as shown in the left
half of Figure 4, after the sentence is put through the BERT,
the character vector is obtained. ,en, the BLSTM model
which receives the character vector as input outputs the
hidden layer vector, and finally, under the activation
function of the sigmoid, the multirelationships can be ob-
tained. ,e implementation details of the model are
explained in Section 3.4.

In the entity pair extraction model, as shown in the
right half of Figure 4, firstly, we obtain Chinese radicals in
the field of Chinese food public opinion events and then
get the Chinese radical feature representation by the one-
hot method. In the BLSTM model, the character vector
participates with the Chinese radical feature representa-
tion in the calculation of the intermediate hidden layer,
and the entity relationships extracted by the model in left

Metronidazoleinedible duck egg exceedingbid can cause nausea.Input sentence:

(Metronidazole in edible duck egg exceeding bid, adverse reaction, nausea)Extracting result:

Figure 1: Manual annotation instance.
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half part are added to the front and end of the hybrid
character vector. After the BLSTM model outputs the
hidden layer vector, the entity pairs are finally labeled

under the function of the CRF method. Section 3.5 will
explain the specific implementation process of the model
in detail.

The radicals indicate

Radicals: …… ……

Character: ę ęę ęTok1

Rad1 Rad2 Radi Radn

Tok2 Toki Tokn

Figure 3: ,e radical feature construction.
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Figure 4: Structure diagram of the BERT-BLSTM-CRF model.

Sequence annotation: B I BI IIII O OO

Metronidazole in edible duck egg exceeding bid can cause nausea.The input sentence:

Figure 2: Sequence annotation instance.

Table 1: Definition of relationships for the BBC dataset.

ID Relation name Abbreviations
1 Time TI
2 Scene SC
3 Name of food NF
4 Food contaminant FC
5 Adverse reaction AR
6 Manufacturer MF
7 Inspection body IB

4 Computational Intelligence and Neuroscience
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3.4. Structure of the Relationship Extraction Model. ,e in-
ternal structure of the relationship extraction model is
shown in Figure 5.

In order to strengthen the semantic features of Chinese,
this paper chooses the way of character annotation, that is,
the character is input as the basic unit.

BERT is a language model trained by using a large
number of unmarked texts in an unsupervised way. ,e
encoder part based on the transformer carries out bidi-
rectional coding. By constructing amarking languagemodel,
BERTcan randomly cover or replace any word in a sentence,
so that the model can predict the part that is randomly
covered by the context and get the distributed context
representation of the word. In addition, BERTperformed the
next sentence prediction task at the same time in the pre-
training stage to make the model understand the relation-
ship between the two sentences. ,erefore, in order to
enhance contextual semantic relevance, the BERT model is
adopted in this paper. In the model of relational extraction,
firstly, in the BERT, the characters loop through the Token
Embedding layer, the Segment Embedding layer, and the
Position Embedding layer. In the Token Embedding layer,
[CLS] is put at the beginning of the sentence as the mark to
be used for follow-on tasks to determine the kind of
relationship.

,e BLSTM receives the character vector generated by
the BERT as input. In the BLSTM network, the character
vector propagates forward and backward and the output
layer outputs the final hidden layer vector. Finally, the
sigmoid function is used to predict the multirelationship
types, as shown in (3). ,e threshold value is trained by the
neural network. When the value of the activation function is
greater than the threshold value, it is judged to have a
correlation and marked as 1; otherwise, it is judged to have
no correlation and marked as 0. Finally, we get the rela-
tionship types.

Sigmoid �
1

1 + e
x. (3)

In this paper, we labeled seven types of relationships. We
adopt seven bits to indicate whether there is a relevant
correlation, where 1 represents correlation and 0 represents
no correlation.

3.5. Structure of the Entity Extraction Model. ,e internal
structure of the entity pair extraction model is shown in
Figure 6.

To enhance the accuracy of entity recognition, entity se-
mantics in statements need to be enforced. Firstly, the iden-
tified relationships are added to the hybrid vector to highlight
the entities that need to be recognized. Secondly, Chinese
characters have their own characteristics and radical features
can represent a certain degree of Chinese meaning. ,erefore,
for the BLSTM model, the hybrid vector input is adopted.

At the input end of the BLSTM model, there are three
kinds of inputs. ,e first one is the character vector gen-
erated by the BERT, and the second one is the Chinese
radical feature representation. And then, one of the

relationships extracted from the relational extraction model
is constructed as the vector as long as the character vector
which joins the Chinese radical feature and is added to the
front and end of the hybrid character vector.

,e Chinese radical features of character have been ob-
tained according to formula (2) as in Section 3.2.,e character
vectors are generated when Chinese characters pass through
the BERT model, as shown in the following formula:

T � t
1
r , t

2
r , t

3
r , . . . , t

N
r 

� BERT encoder(Cr).
(4)

,en, the character vectors are spliced with the radical
features, as shown in the following formula:

R � Gr☉T . (5)

Next, we take one of the relations obtained in Section 3.4
and construct a relation vector H(i) as long as the splicing
vector R, as shown in formula (6). ,en, we divide the
relation vectors into t parts, which are the kinds of rela-
tionship types, and the length of each part can be obtained by
dividing the length of the splicing vectors by the kinds of
relationship types. At last, we get the vector of the ith re-
lationship: the vector of the ith segments are 1k

i , and the
vector of the other segments are 0k

i .

H(i) � 0k
1, 0k

2, . . . 1k
i , . . . , 0k

t . (6)

Finally, the hybrid vector K is constructed by integrating
Gr, T, and H(i), as shown in the following formula:

K � Gr☉T , H(i) . (7)

After the sentence passes through the BERTand BLSTM
models, only the relationship between the text sequence and
tags can be obtained and the relationship between tags
cannot be considered, so there will be many invalid pre-
dictive tags. ,rough the CRF layer, the obtained prediction
tags are constrained to reduce the number of invalid pre-
diction tags and obtain the global optimal tag sequence.

,ere are two types of scores in the CRF layer; one type is
the tag probability P obtained through the BLSTM layer and
the size of the matrix P is n∗m.N is the number of sentences,
m is the type of tags, and Pi,j is the probability of the label of
the word in the sentence. And, the other type is the transition
matrix T, and Ti,j represents the transition probability from
tag i to tag j. ,e sentence sequence x� {x1, x2,..., xn} cor-
responding to the tag sequence y� {y1, y2,..., yn} shown in the
following equation:

s(x, y) � 
n

i�1
Wyi−1,yi + Pi,yi . (8)

,e loss function of CRF consists of the real path score
and the total score of all possible paths, as shown in the
following equation:

loss function �
e

s(x,y)


y∈ Yx

e
s(x,y)

. (9)
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After the label probability and transfer probability in the
CRF layer are obtained, the Viterbi algorithm is used to find
the shortest path and the prediction label of each word in the
sentence is obtained. ,e final hidden layer vector as the
input passes through the conditional random field layer to
mark whether the character is a subject or an object.

,e outputs of the BERT-BLSTM-CRF network model
consist of four layers of output vectors. Two layers are the
output vectors of subject labels in entity annotation, and the
other two layers are the output vectors of object labels in
entity annotation. Vector labels have no order and depend
on input.

4. Results and Discussion

In Section 4, we introduce our experimental environment
and parameter settings and compare the experimental re-
sults of entity relationship extraction with different models.

4.1. Experimental Dataset. In this paper, a field dataset
(BBC) of food public opinion events in China is constructed
as an experimental dataset. ,e corpus of the experimental
dataset is from authoritative and professional websites in the
field of food safety (such as China Quality News Network
and Baidu Information about Food-Borne Diseases and
Food Safety Events). In addition, another open (OP) dataset
is used for comparison experiments to ensure the fairness of
the experimental results. Among them, the corpus contains
seven kinds of relationships. Table 1 lists the seven rela-
tionship types, as well as their names and abbreviations.

,e experimental dataset and open-source dataset are
divided into three parts: training set, validation set, and test
set. ,e data volume size of each subset is shown in Table 2,
and the details of the experimental dataset are given in
Figure 7

In addition, to evaluate the effectiveness of BERT-
BLSTM-CRF in different entity overlap scenarios, sentences

E[CLS] E1 EN EMĎE[SEP] E1'

C T1 TN T[SEP] T1' TMĎ

Relation Category

Sigmoid

BLSTM

ę

x0 x1 x2 xt

LSTM LSTM LSTM LSTM

h0 h1 h2 ht

LSTM LSTM LSTM LSTM…

…

xi

LSTM

hi

LSTM

0001100

Character ę ęę ęTok1 Tokn Tok1' TokmĎCLS

Figure 5: ,e framework of the relationship extraction model.
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in the BBC dataset are divided into normal (normal), entity
pair overlap (EPO), and single entity overlap (SEO)
according to different overlap types of relational triple, as
shown in Figure 8.,e normal class contains only one triple.
In the SEO scene, only a single entity is shared at both ends
of the relationship, such as the entity “excessive drug resi-
dues in turbot” in the sentence related to the entities

Entity Pair

BERT

CRF

0000000000000110000

0000000000000000110

00…
01…

100…
0

0001111111000000000

0001111111000000000

00…
001…

10…
0

Character
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Figure 6: Entity extraction model structure diagram.

Table 2: Experimental dataset.

Dataset Training Validation Test Label
BBC-DATA 1500 300 400 7
OP-DATA 180000 50000 50000 35

212 195
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Figure 7: Details of the BBC experimental dataset.
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Shanghai and Beijing. In the EPO scenario, the entities at
both ends of the relationship are consistent, such as the
entities in the triple< the crucian carps with enrofloxacin
exceeding standard, Li Gang general store> overlapping.
Table 3 describes BBC experimental dataset division for
different entity overlap scenarios.

4.2. Evaluation Standard Setting. In this paper, three ex-
perimental results of precision, recall rate, and F1 value are
used as performance measurement standards. ,e calcula-
tion formulas are shown as follows:

Pi �
TPi

TPi + FPi

. (10)

In precision calculation formula (10), the precision as
shown previously is referred to as P. TPi represents the
number of positive classes predicted by the model correctly
and FPi represents the number of positive classes predicted
by the model from negative classes.

Ri �
TPi

TPi + FNi

. (11)

In recall calculation formula (11), the recall as shown
previously is referred to as R. TPi is as the same as the above-
mentioned formula and FNi represents the number of
negative classes predicted by the model from positive classes.

F1 �
P∗R∗ 2

P + R
. (12)

,e dataset of BBC-DATA constructed in this paper is a
balanced dataset. Since precision and recall are a pair of
contradictory indicators, to evaluate the performance of the

classifier better, the harmonic mean F1 score of precision
and recall rate is adopted as the evaluation standard to
evaluate the comprehensive performance of the model.

4.3. Experimental Parameter Settings. In terms of experi-
mental parameter setting, the main parameter information
of the model in this experiment is determined by training the
model and adjusting the parameters constantly. Among
them, the BERT model’s hidden layer has 12 layers, the
vector has 768 dimensions, and the BLSTM model’s hidden
layer has 256 dimensions. An open-source deep learning
framework based on PyTorch (https://pytorch.org/) is used
to construct a deep learning model for experimental plat-
form development. ,e main parameter information of the
model proposed in the experiment is shown in Table 4 ,e
hyperparameters in the experiment are determined by ex-
periment and corpus, in which the dimension of character
embedding is based on the experiment, the pad size is based
on the maximum length of the sentence, and the learning
rate is adjusted by the experiment.

4.4. Experimental Results and Analysis. In this paper, the
proposed BERT-BLSTM-CRF model is experimentally
compared with several other classical neural networkmodels

N
or

m
al

In [May 2013], it was found in Guangdong that [cadmium exceeded the limit in rice]
produced by three rice factories in You County of Hunan Province. 

(cadmium exceeded the limit in rice, time, May 2013)
SE

O

In October 2006, [Shanghai], [Beijing]and other places occurred
successively with [excessive drug residues in turbot]. 

(excessive drug residues in turbot, scene, Shanghai)

(excessive drug residues in turbot, scene, Beijing)

EP
O

Time

cadmium exceeded
the limit in rice 
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Shanghai

Beijing
excessive drug

residues in turbot

The crucian carpswith enrofloxacin exceeding standard were sold by Li Gang general store.

The crucian carpswith
enrofloxacin exceeding standard

Li Gang general store

(The crucian carpswith enrofloxacin exceeding standard,
scene, Li Gang general store)

(The crucian carpswith enrofloxacin exceeding standard,
manufacturer, Li Gang general store)

Scene

Scene

Scene

Manufactures

Figure 8: Different overlap types of relational triple.

Table 3: BBC experimental dataset division for different entity
overlap scenarios.

Dataset Training Validation Test
Normal 573 96 143
EPO 281 35 79
SEO 646 169 178
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and models with an added attention mechanism. As shown
in Table 5, the BERT-BLSTM-ATT model was proposed in
[15]. In this experiment, seven annotated relationships are
selected to conduct comparative experiments on indepen-
dently constructed datasets and open datasets. ,e experi-
mental results of each model relationship identification,
including precision, recall rate, and F1 score, are shown in
Table 5.

,e experimental results in Table 5 show that in the
food public opinion events corpus and the open-source
dataset, the precision of the BLSTM-ATTmodel is better
than that of the CNN-ATTmodel, but CNN-ATT is better
than BLSTM-ATT in recall rate and the overall effect of
BLSTM-ATT is better. It can be seen from experiments 1,
2, 3, and 4 that the extraction precision of the neural
network model is greatly improved after the attention
mechanism is added. In the latest research on relation
extraction, BERT learned a better text feature through the
deep learning model, which further improved the overall
performance of the model. In experiment 4, the BERT
model is introduced into the BLSTM-ATTmodel and its
accuracy is significantly higher than in the original
model, which further verifies this point. ,e BERT-
BLSTM-CRF model with no attention mechanism pro-
posed in this paper adopts the BLSTM network model
and the BERT network model. It is shown that the re-
lational extraction precision and recall rate of the BERT-
BLSTM-CRF model adopted in this paper have been
greatly improved in the small sample dataset of the food
public opinion events corpus and open-source dataset of
large-scale corpus. Furthermore, its F1 value is the best.

After extracting the relationship, to test the effectiveness
of entity pair extraction of the model proposed in this paper
in the field of entity recognition of food public opinion
events in China, this paper uses the same neural network
model mentioned above for comparative experiments. ,e
specific experimental results are shown in Table 6.

After extracting multiple relationships, the BLSTM
model is only used to extract entity pairs. Experiments
showed that the BERT-BLSTM-CRF model performs
better with datasets. BERT-BLSTM-CRF offers significant
improvements in precision and recall rate, and F1 also
offers the best performance. For entity recognition, the
BERT-BLSTM-CRF network model makes use of
extracted relationships and Chinese radical features to
reinforce the semantics of entities in sentences and

enhance the entity recognition ability of the whole net-
work. It is worth noting that the BERT-BLSTM-CRF
network model constructed in this paper has good per-
formance in both precision and recall rate, because not
only BLSTM in the model can deal with the long-distance
dependency problem in time series modelling but also
BERT can introduce a deep learning model to learn a
better text feature.

,is paper also verifies the BERT-BLSTM-CRF model’s
ability to extract relational triples from sentences with
different numbers of triples. ,e sentences in the dataset are
divided into five categories according to the number of
different triples in the sentence, and the number of triples in
the sentences is denoted by N. Figure 9 shows the results of
each model with different numbers of triples. It is obvious
that the performance of the baseline model, including
precision, recall rate, and F1 score, decreases with the in-
crease of the number of triples included in sentences. Here,
precision, recall rate, and F1 score are calculated according
to the number of correctly extracted triples. Although the
BERT-BLSTM-CRF model also showed a downward trend,
it achieved excellent performance in all five classes. Com-
pared with the baseline models, the model in this paper is
least affected by the increasing complexity of input sen-
tences, which also proves that the BERT-BLSTM-CRFmodel
has achieved considerable improvement. At the same time,
the biggest improvement of the BERT-BLSTM-CRF model
in the BBC dataset comes from the most difficult cases
(N≥ 5), which also indicates that the model in this paper is
more suitable for complex scenarios than the baseline model.

To further investigate the ability of the BERT-
BLSTM-CRF model to extract overlapping triples, ex-
periments are carried out on different types of sentences
and the performance is compared with that of the
baseline model. Figure 10 shows the detailed experi-
mental results of three different sentence types. It can be
seen that the performance of all models in normal, EPO,
and SEO sentence classification shows a decreasing trend,
which also reflects that with the increase in sentence
complexity, the difficulty of extracting relational triples
from these three overlapping patterns is increasing. In
other words, among the three overlapping cases, the
normal class is the easiest sentence form to extract, while
the EPO class and SEO class are relatively difficult cases to
extract. In contrast, the BERT-BLSTM-CRF model ach-
ieves better performance in the extraction of three

Table 4: Experimental parameter setting.

Model Parameters Value

BERT

Layer 12
Dimensions 768
Learning rate 5e− 5

Pad size 128
Function Tanh

BLSTM

Layer 2-Layer
Dimensions 256
Learning rate 1e− 3

Pad size 128
Function ReLu Tanh
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sentence types. It is worth noting that the experimental
effect of the EPO scenario is better than the effect of the
SEO scenario on the BERT-BLSTM-CRF model. ,e
reason is that the model adopts the pipeline-type ex-
traction method, which extracts the relationship first and
then the entity. ,erefore, the improvement of the

relationship extraction can improve the extraction effect
of the entity to a certain extent and thus improve the
extraction effect of the triplet.

,e decreasing trend of the loss function of the BERT-
BLSTM-CRF model proposed in this paper is shown in
Figure 11. At the beginning of model training, many
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BERT-BLSTM-CRF

Figure 9: Precision, recall rate, and F1 scores for different number of triples.

Table 5: Experimental results of relationship extraction.

Model
BBC-DATA OP-DATA

P% R% F1% P% R% F1%
CNN 68.77 69.22 68.99 66.37 67.65 67.00
CNN-ATT 72.37 73.33 72.39 71.65 73.25 72.44
BLSTM-ATT 77.37 71.33 74.23 75.25 70.37 72.72
BERT-BLSTM-ATT 86.65 86.25 87.44 84.22 83.37 83.79
BERT-BLSTM-CRF 95.48 95.12 95.30 96.15 95.82 95.98

Table 6: Experimental results of entity extraction.

Model
BBC-DATA OP-DATA

P% R% F1% P% R% F1%
CNN 69.23 69.72 69.47 66.37 67.65 67.00
CNN-ATT 72.89 73.88 73.38 71.65 73.25 72.44
BLSTM-ATT 77.85 71.87 74.74 75.25 70.37 72.72
BERT-BLSTM-ATT 89.19 86.78 87.97 84.22 83.37 83.79
BERT-BLSTM-CRF 92.48 91.82 92.15 93.15 92.42 92.78
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parameters of BERT have just been initialized and have
not been adjusted for many iterations, so BERT does not
have a good effect and the loss function has a large value.
However, as the number of iterations of model training

increases and the parameters are adjusted to a better state,
the performance of the BERT-BLSTM-CRF network is
gradually improved and the value of the loss function is
gradually reduced.
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Figure 10: Precision, recall rate, and F1 scores of relational triples in different overlapping patterns.
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5. Conclusions

,is paper proposes a BERT-BLSTM-CRF relationship
entity extraction model based on the corpus of food public
opinion events in China. ,is model adopts the BLSTM
model, BERT model, and CRF algorithm and performs
training on a small sample corpus to complete the entity
relation extraction task of transforming unstructured data
into structured data. By constructing the BERT network
model and the BLSTM network model, we predict the
multirelationship in one sentence. ,en, the splicing char-
acter vector is constructed by the character vector generated
by the BERTjoining the Chinese radical feature in the field of
food safety events. One of the multirelationships is put on
the front and the end of the splicing character vector of the
sentence. Finally, CRF is used to mark the entity pair. ,e
comparison experiment results show that the model pro-
posed in this paper performs better than the previous deep
neural network model.

,e BERT-BLSTM-CRF model can solve the problem
of entity relationship in the field of food safety by few-shot
learning, which provides the basis for smart healthcare
and security guarantees for human health. ,e model in
this paper can not only have a good performance for
multirelationship and multi-entity extraction problems
but also handle entity overlap well. However, it has a limit
for the number of entity pairs. ,erefore, we will further
explore how to solve more entity problems in Chinese
entity relation extraction, such as the improvement of
annotation methods, and transfer the proposed method to
other application fields such as agricultural image rec-
ognition, greenhouse environmental time-series predic-
tion, food safety risk assessment, and image recognition
[32–40].
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Establishing resilient transport infrastructure is an e�ective way for cities to deal with external disturbances and uncertainties
during rapid urbanization. However, human society is presently facing a series of sustainable development obstacles, where the
energy shortage and environmental pollution are catching signi�cant concerns. Hence, it is imperative to investigate the carbon
emission of the growing number of resilient transportation infrastructure (RTI) projects. �rough extracting the carbon emission
factor (CEF), this study built the carbon emission measurement model (CEMM) to evaluate the carbon emission of 26 resilient
high-speed railway construction projects in China.�e results indicated that the carbon emissions of the entire high-speed railway
infrastructure projects in China show regional and social environmental di�erences. Meanwhile, there are potential correlations
and positive relationships between the resilience of the high-speed railway infrastructure projects and their carbon emission.
Suggestions and recommendations for governments and construction enterprises are put forward to further improve the resilient
and low-carbon development of transportation infrastructure in China.

1. Introduction

In the past decade, China is undergoing a rapid urbanization
process with a high increasing rate of 1.46%. Under this
background, a large number of people have poured into the
megacities and the capitals of the provinces of China, such as
Beijing, Shanghai, Guangzhou, and so on. To e�ectively
alleviate the pressures on the urban caused by the con-
centration of the large populations, these cities are pro-
moting and improving infrastructure construction.
However, the construction projects of urban transport in-
frastructure, which are served as the lifeline, are challenged
by a series of natural or man-made disasters, such as the
natural hazards of hurricanes, �res, earthquakes, public
security problems, and so on. �ese disasters act as the most
signi�cant uncertainties and disturbances that bring severe
damage to the infrastructure, which thus will result in huge
economic and social losses for the urban residents [1].

�e concept of “resilience,” which owns the unique ad-
vantages of the traditional disastermanagement framework, is

one of the e�orts made to overcome the challenges [2]. A
resilient transport infrastructure with the characteristic of
absorption, adaptation, recovery, and upgrading can with-
stand the external uncertainties and disturbances and
maintain the basic function and performance, which �nally
guarantee the lives and property safety of the residents.

However, the urban transport infrastructure that re-
quired huge investments is of both high energy and resource
consumption. Can the resilient transport infrastructuremeet
the current requirements for low-carbon emission? In 2018,
global carbon emissions reached the historic high record of
33 billion tons, an increase of 1.7% over the last year [3]. At
the same time, China’s carbon emissions reached 9.5 billion
tons, an increase of 2.5%, accounting for about 28% of the
world [4]. China became the country with the largest carbon
dioxide emissions in the world, and it is the key area for
carbon emission reduction and low-carbon development.
�ereafter, China has implemented a series of national
strategies to actively respond to climate change achieve low-
carbon and sustainable development and promote carbon
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emission reduction in infrastructure construction [5]. At the
end of 2019, China’s carbon emissions have been reduced by
about 48.1% compared with 2015, reversing the rapid growth
of carbon dioxide emissions. In 2021, China aims to “strive
to achieve carbon peaks by 2030 and carbon neutrality by
2060.” 'e “14th Five-Year Plan” has also made compre-
hensive arrangements for achieving carbon peaking, carbon
neutrality, and addressing climate change [6, 7].

On these bases, the resilient transport infrastructure and
the low carbon emission share the crucial strategic goals that
both are expected to enhance the performance of the city,
maintain the steady of the city system, reduce losses bring
benefits, and improve the life quality of the residents. Hence,
when the transport infrastructure is designed to be resilient,
it must also be planned to meet the needs of low carbon
emissions.

However, scarce prior studies have investigated the
connections between resilient transport infrastructure and
low carbon emission. 'e existed literature focused on
making an independent discussion of the resilient transport
infrastructure and the low carbon emission separately.
Hence, this study aims to investigate the relationship be-
tween resilient transport infrastructure and low carbon
emissions from this perspective.'e tasks of this study are as
follows.

2. Literature Review

2.1. Transport Infrastructure Resilience. 'e infrastructure is
acknowledged as the most critical lifeline of the cities [8–10]
which is of great significance for the flow of commerce, city
residents, goods and information, and even the daily ac-
tivities of society [11]. Infrastructure can be considered to
include everything from the physical infrastructure of roads,
bridges, airports, rail, water supply, telecommunications,
and energy services to the social infrastructure of health care,
education, banking, and financial services, emergency ser-
vices, and the justice system [12–15].

'e main responsibility of the department of traffic
management is to give priority to ensuring that the physical
engineering of the transportation infrastructure is intact and
that the social services provided by the transportation in-
frastructure can operate continuously, stably, and safely
[16–19]. Compared with traditional risk defensive measures,
this demand for the transportation infrastructure system
level will attract special attention from the decision-
makers and the researchers [20, 21]. 'erefore, the
resilience proposal helps define, measure, and improve
the traditional paradigm in the entire transportation
system [22, 23].

From the perspective of the function of the trans-
portation infrastructure construction project, the social
and urban producing activities depend on the availability
of the transportation network [24–27]. When the trans-
portation infrastructure project operates under uncertain
conditions and disturbances and the ability to quickly
restore an acceptable level of service after a disruptive
event occurs, it is the basis for the survival of the whole
city [28, 29].

2.2. Carbon Emission

2.2.1. Greenhouse Gas and Environmental Problems.
With the progress of human civilization, production ac-
tivities have become increasingly frequent. Large-scale in-
dustrialization activities require the consumption of a large
number of fossil fuels, resulting in a large number of cu-
mulative emissions of carbon dioxide [30]. 'e global ac-
cumulation of large amounts of carbon dioxide emissions
will cause the concentration of greenhouse gases in the
Earth’s atmosphere to increase rapidly and significantly,
eventually causing a series of environmental problems such
as global warming and rising sea levels [31, 32].

'ese environmental problems will have a significant
negative impact on the global natural ecosystem. In addition
to global temperature rise and sea-level rise, extreme climate
events are also typical climate disaster events, posing a huge
threat to human survival and development [33].

'e generally accepted view in theoretical circles is that
carbon dioxide (CO2) is the main greenhouse gas (GHG). If
carbon dioxide emissions cannot be controlled and active
and effective actions are taken, a series of environmental
problems caused by the global climate will bring huge losses
to the global economy (about 5% of global GDP each year).
'erefore, achieving carbon emission reduction should be
the consensus and top priority of everyone.

2.2.2. Carbon Emissions. Carbon emissions refer to the
average greenhouse gas emissions produced by byproducts
during the life cycle of production, transportation, use, and
recycling [34, 35]. In actual research, the total amount of
carbon emissions in a certain area can be measured in a
certain period. Carbon footprint is usually used to measure
the total amount of greenhouse gases released by an orga-
nization or product each year. Carbon efficiency is used to
quantify carbon footprint efficiency. It is the ratio of carbon
dioxide emissions to the company’s annual revenue [36, 37].

2.2.3. Carbon Emissions Factor. Carbon emission factor
(CEF) refers to the number of carbon emissions produced
per unit of energy during combustion or use. 'e IPCC
believes that the carbon emission factor of a certain energy
source is fixed. But, every year, the Chinese government
announces the carbon emission factors for the six major
regions of China.

2.2.4. Carbon Emission Intensity. Carbon emission intensity
(CEI) aims to reveal the internal relationship between the
level of economic development and carbon emissions in
different countries and regions. Its calculation formula is the
ratio of carbon emissions to GDP, that is, carbon emission
intensity is inversely proportional to GDP. High carbon
emission intensity indicates carbon emissions in the region.
High energy consumption or low GDP value and low carbon
emission intensity indicate that the region’s energy use ef-
ficiency is high. Per capita, carbon emission is the ratio of the
total carbon emissions of a country or region to the
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population of the region. Per capita, carbon emission can
generally measure the level of development of a country or
region.

2.2.5. Carbon Emission Measurement Method. Based on
applicable objects and measurement scales, carbon emission
measurement methods can be divided into four types: field
measurement method, carbon emission coefficient method,
input-output method, and material balance algorithm [38].

'e site measurement method is the most accurate
carbon emission measurement method, and its measure-
ment objects are specific and specific carbon emission units
[39]. 'e site measurement method requires the use of
specific professional equipment to monitor the emission
flow rate and speed of the research gas and then calculate the
output carbon emissions. 'e site measurement method is
generally applied to the carbon emissionmeasurement of the
ecosystem, and the industrial carbon emission measurement
is less used.

'e carbon emission coefficient method, also known as
the IPCC inventory method, was first proposed by the IPCC
(United Nations Intergovernmental Panel on Climate
Change). It refers to the establishment of a carbon emission
factor database containing all emission units, combing the
carbon emission inventory, and obtaining the carbon
emission units of activities or products [40]. Multiply the
carbon emission unit data on the carbon emission inventory
with the corresponding carbon emission factor to obtain the
carbon emission of the emission unit and sum them up to
obtain the total carbon emission of the research object. 'is
method is similar to the domestic railway engineering
quantity inventory pricing method, and the key to its use is
to accurately calibrate the carbon emission factor. Many
experts and scholars worldwide have calculated and ana-
lyzed the carbon emission coefficients of various energy and
materials and constructed a rich database of carbon emission
factors. Due to the simple calculation logic, strong opera-
bility, and relatively easy acquisition of carbon emission
data, the carbon emission coefficient method has become the
most widely used carbon emission measurement method
[41].

'e material balance algorithm, also known as the
material balance method or the mass balance method, is a
method of measuring the material consumption of the re-
search object according to the law of conservation of mass
[42]. Material balance refers to the principle of conservation
of quality or “four-pillar inventory” in the system per unit
time, that is, the original amount of material + the amount of
new material� the amount of material consumption + the
remaining amount of material. In the actual industrial
production process, the use of this method requires first
determining the process flow, to obtain the internal con-
nection between the raw materials and the product [43, 44].
'e products include the final product, the semi-finished
product that has not been processed, and the byproducts
produced together with the main product. It is necessary to
comprehensively control the material consumption, physical
and chemical reactions, and the impact of the environment

on the production of products in each production stage and
finally analyze and calculate carbon emissions. Because this
method needs to master the physical and chemical reactions
and energy consumption in each production stage, the
calculation logic is complicated and involves a lot of content,
and the measurement workload is relatively large.

'e input-output method is different from the first three
measurement methods. It uses the macro input-output table
data to build a model; analyzes the internal connections
between different industries, different economic sectors, and
macroeconomic data; and combines them to reflect the
characteristics of the industry [45]. 'e environmental
impact data of the company estimate the environmental
impact of a product. 'e input-output method has low
requirements on the data accuracy and data range of the
research object. Using the input-output method does not
need to spend a lot of time and energy sorting out the carbon
emission inventory. As long as the macro input-output table
data are used, the environmental impact of a product can be
determined for quick evaluation [46]. In summary, the
input-output method is a macroevaluation method that
analyzes the overall environmental impact of a certain in-
dustry or department and cannot accurately measure the
carbon emissions of specific products or objects [47].

2.2.6. Carbon Emission Factor Calibration Method. 'e key
to using the carbon emission coefficient method is to ac-
curately calibrate the carbon emission factor. 'ere are
currently the following three mainstream carbon emission
factor calibration methods:

(1) 'e carbon emission factor is calibrated based on the
equivalent carbon dioxide value produced per unit of
energy. 'is law applies to the calibration of energy
carbon emission factors. For example, the carbon
emission factors of fossil energy and electricity can
be calibrated with the amount of fossil energy
consumed per unit mass (volume) and the carbon
dioxide emissions produced by consuming 1 kWh of
electricity;

(2) 'e carbon emission factor is calibrated based on the
equivalent carbon dioxide value produced by the
production unit product. 'is method is applicable
to the calibration of carbon emission factors of
materials and construction machinery. According to
the production process, the carbon dioxide emis-
sions produced by the production unit materials and
equipment are measured to achieve the purpose of
carbon emission factor calibration;

(3) 'e carbon emission factor is calibrated based on the
equivalent carbon dioxide value produced by the
direct carbon source consumed. 'is method is
suitable for direct carbon source carbon emission
factor calibration. For example, coal can be used to
measure the amount of carbon dioxide, nitrogen
oxide, and other gases produced after full combus-
tion based on the element composition to achieve
carbon emission factor calibration.
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'is study uses the first two methods to calibrate the
carbon emission factor.

3. Methodology

As mentioned above, there are many carbon emission
measurement methods, and multiple methods are used for
accurate measurement in many studies. Since the carbon
emission coefficient method has obvious advantages in
carbon emission measurement in the fields of construc-
tion and engineering, this study chooses the carbon
emission coefficient method as the carbon emission
measurement method. 'e carbon emission coefficient
method is adapted in this study as the carbon emission
measurement method.

3.1. Defining the Boundary of Carbon EmissionMeasurement.
'e determination of the carbon emission measurement
boundary is the first step in the construction of the carbon
emission measurement model. 'e definition of the mea-
surement boundary is subjective, and its breadth and depth
directly determine the accuracy and difficulty of carbon
emission measurement.

Railway engineering can generally be divided into eight
subsystems of bridges and culverts, tunnels, subgrades,
tracks, traction power supply, electricity, signal, and com-
munication (the latter four systems are generally collectively
referred to as the four-electric system). 'is paper takes all
subsystems into the carbon emission measurement.
Meanwhile, we select the “bid section Y of railway X” as the
studied cases. However, due to the large amount of railway
construction projects and many majors involved, it is dif-
ficult to consider all aspects. 'erefore, this article only
measures the carbon emissions of major energy sources,
materials, machinery, and equipment. 'e carbon emissions
of energy, materials, andmachinery that do not account for a
large proportion are no longer considered. 'e specific
selection criteria are as follows:

(1) Quality standards: Classify all building materials
consumed in railway construction and sort all types
of materials from large to small according to their
quality. Materials whose cumulative mass exceeds
80% of the total mass of the materials are included in
the measurement range.

(2) Cost standard: Classify all materials consumed in
railway construction and sort all kinds of materials
according to cost from largest to smallest. Building
materials whose cumulative cost exceeds 80% of the
total material cost are included in the measurement
range.

(3) Carbon emission standards: Classify all machinery
and equipment used in railway construction and sort
all types of machinery according to carbon emissions
from largest to smallest. Machinery and equipment
with cumulative carbon emissions exceeding 80% of
the total carbon emissions are included in the
measurement scope.

3.2. Source of Data. 'e railway construction process in-
volves a large amount of energy consumption, the use of
materials and construction equipment, and a large amount
of relevant data is generated, which causes the railway
construction carbon emission measurement to rely heavily
on data, and the accuracy of the data directly affects the
accuracy of the carbon emission measurement results. 'is
study divides the carbon emission measurement data into
two major categories: railway engineering quantity data and
carbon emission factor data, and explains their data sources
and selection methods.

3.2.1. Railway Engineering Volume. Railway engineering
volume data is the basis of railway construction carbon
emission measurement. Railway engineering volume data
mainly includes two parts.

(1) Railway construction materials and construction
equipment data
Railway construction materials and construction
equipment data include the types and consumption
of construction materials, the types of construction
equipment and the number of mechanical shifts, and
the energy consumption per mechanical shift. As a
large amount of data is involved in the process of
railway construction, data accuracy and data avail-
ability are considered comprehensively when
selecting.
'e data sources of materials and construction
equipment include railway project budget docu-
ments, cost software such as Glodon, and engi-
neering drawings. Budget documents generally refer
to construction quotas or budget quotas; the built-in
quota data in the cost software depend on the
productivity levels of different regions, and there
may be differences in consumption of the same
equipment or process.

(2) Railway construction material transportation data
'e carbon emission generated by the energy con-
sumption during the transportation of a large
number of building materials is an important part of
the carbon emission of railway construction. 'e
transportation objects in the transportation stage
include the building materials, prefabricated com-
ponents that constitute the railway engineering en-
tity, and turnover materials used in amortization
during the construction stage. In the construction
material transportation stage, carbon emission
measurement should collect data such as the
transportation distance, transportation weight, and
transportation method of the building materials.
It is generally believed that the transportation pro-
cess includes three parts: one is the raw material
mining place to the raw material processing place.
'e carbon emission factor for building materials
calibrated in this paper considers the transportation
process of rawmaterials from the mining place to the
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processing place, so it is no longer considered in the
transportation data. 'e second is the construction
material production site (raw material processing
site) to the construction site. 'is transportation
process includes the transportation of turnover
materials and prefabricated components used in
railway construction. 'e third is the waste from the
construction site to the landfill. 'e railway con-
struction phase involves the transportation of a large
number of wastes such as tunnel slag and abandoned
formwork.

In summary, the transportation data in this study need to
consider the transportation process of building materials
production site (raw material processing site) to a con-
struction site and waste from the construction site to the
landfill.

3.2.2. Identification of the Carbon Emission Factor.
Carbon emission factor calibration is the core part of carbon
emissionmeasurement using the carbon emission coefficient
method. Accurate carbon emission factors are the key to
achieving accurate carbon emission measurement. 'e
carbon emission factors are identified from the literature
(Table 1).

3.3. Calibration of the Carbon Emission Factor. Carbon
emission factor calibration is the core part of carbon
emissionmeasurement using the carbon emission coefficient
method. Accurate carbon emission factors are the key to
achieving accurate carbon emission measurement. 'is
research sorts out the carbon emission factors of energy,
transportation, building materials, and construction ma-
chinery and establishes a reliable carbon emission factor
database.

3.3.1. Energy CEF. In the railway construction stage, direct
consumption of energy or indirect consumption of energy
through machinery produces a large number of carbon
emissions. Energy carbon emission factors are the basis for
the calculation of carbon emission factors for building
materials and machinery, so it needs to be clarified first. 'is
article divides energy into fossil energy, electricity, and
water.

(1) Fossil energy CEF
Regarding the hot issue of carbon emissions, many
institutions actively participate in the research and
calculate and publish carbon emission factor data.
Among them, the IPCC (United Nations Inter-
governmental Panel on Climate Change), as a cli-
mate change assessment agency with international
influence, published assessment reports five times
in 1990, 1995, 2001, 2007, and 2013 and issued
research systems, computing science, and com-
prehensive energy carbon emission factor data.
However, since the IPCC’s latest assessment report
was released in 2013 (IPCC WGI Fifth Assessment

Report), the timeliness is poor, and the energy
carbon emission factor in the IPCC assessment
report is determined based on international data,
which is different from China’s carbon emission
data. 'erefore, this cultural stone energy carbon
emission factor data does not directly quote the
relevant data in the IPCC assessment report but
draws on the calculation method of the IPCC en-
ergy carbon emission factor and calculates it by
China’s national conditions. Since the carbon
emissions of fossil energy mainly come from the use
(consumption) stage and the carbon emissions in
the production and transportation stage are difficult
to measure, this article only measures the carbon
emissions generated during the use (consumption)
stage.
According to the benchmark method published in
the energy section of the 2006 IPCC National
Greenhouse Gas Inventory Guidelines 2019 Revised
Edition, the calculation formula for the carbon
emission factor of this cultural stone energy
(combustion) is

Fossil energy CEF � default net calorific value×

default carbon content × default carbon oxide factor

× molar conversion coefficient of carbon and carbon dioxide.
(1)

In the formula, the default net calorific value is
derived from the “China Energy Statistical Year-
book 2018”; the default carbon content is quoted
from the “2006 IPCC National Greenhouse Gas
Inventory Guidelines 2019 Revised Edition”; the
default carbon oxidation factor is 100% (the degree
of carbon oxide combustion does not affect its
carbon content); the molar conversion coefficient
of carbon and carbon dioxide is 44/12. 'e cal-
culation results of fossil energy carbon emission
factors are shown in Table 2.

(2) Electricity CEF
As clean energy, electricity does not directly produce
carbon emissions during its use but consumes energy
to produce carbon emissions during its production
process. 'erefore, the carbon emission factor of
electricity is affected by the energy structure of power
generation. 'e Climate Change Department of the
National Development and Reform Commission has
clarified two types of marginal emission factors, OM
(marginal emission factor for electricity) and BM
(marginal emission factor for capacity) in the “2019
China Regional Grid Baseline Emission Factors,”
and unifies the grid boundaries. It is divided into
regional power grids in North China, Northeast
China, Northwest China, East China, Central
China, and South China, excluding Tibet Autono-
mous Region, Taiwan Province, Hong Kong, and
Macau Special Administrative Regions. 'e carbon
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emission factors of power in each region are shown
in Table 3.

(3) Water CEF
Water does not contain carbon elements, so water is
not a direct carbon emission unit but indirectly
produces carbon emissions during its production
and transportation. 'erefore, its carbon emission
factor refers to the energy consumption per unit
volume (mass) of water production and trans-
portation. Carbon emissions are generated. 'is
study quotes the value of 0.91 kg CO2/m3 in the
literature. Since the density of water is 1,000 kg/m3,

the water carbon emission factor can be converted to
0.00091 kg CO2/kg.

3.3.2. Materials CEF

(1) Silicon-Containing Materials. Sand and gravel are in-
dispensable building materials for railway construction, but
there are relatively few studies on carbon emissions during
sand and gravel mining and processing. As the carbon
emission measurement process for production and mining
without sand and gravel in the reference, assuming that the
measurement range is the same as this article, it can be

Table 1: Carbon emission factor from the literature.

Factor Unit CEF

Production processes
Fossil
energy
mining

Rawmaterial
acquisition

Raw material
transportation

Processed
into lumber

Building
materials

transportation

Regeneration
treatment

Source
of data

Sand m3 72.5 ✓ ✓ ✓ [48]
Stone m3 31.2 ✓ ✓ ✓ [49]
Fly ash kg 0.0015 ✓ ✓ ✓ [50]
Bentonite kg 0.041 ✓ ✓ ✓ [51]
Mineral powder kg 0.05692 ✓ ✓ ✓ [52]
32.5#cement t 677.68 ✓ ✓ ✓ ✓ [52]
42.5# cement t 920.03 ✓ ✓ ✓ ✓ [53]
52.5# cement t 1,041.56 ✓ ✓ ✓ ✓ [54]
C20 concrete m3 239.19 ✓ ✓ ✓ ✓ [55]
C25 concrete m3 289.44 ✓ ✓ ✓ ✓ [56]
C30 concrete m3 346.95 ✓ ✓ ✓ ✓ [57]
C35 concrete m3 382.11 ✓ ✓ ✓ ✓ [58]
C40 concrete m3 432.29 ✓ ✓ ✓ ✓ [59]
C50 concrete m3 563.89 ✓ ✓ ✓ ✓ [60]
C60 concrete m3 644.85 ✓ ✓ ✓ ✓ [61]
1:1 cement
mortar m3 730.20 ✓ ✓ ✓ [62]

1:2 cement
mortar m3 531.52 ✓ ✓ ✓ [63]

1:2.5 cement
mortar m3 469.41 ✓ ✓ ✓ [64]

1:3 cement
mortar m3 393.65 ✓ ✓ ✓ [65]

Large steel kg 1.72 ✓ ✓ ✓ ✓ [66]
Small and
medium steel kg 1.38 ✓ ✓ ✓ ✓ [67]

Hot rolled steel
bar kg 2.21 ✓ ✓ ✓ ✓ [68]

Cold rolled steel
bar kg 2.76 ✓ ✓ ✓ ✓ [69]

Iron product kg 1.53 ✓ ✓ ✓ ✓ [70]
Wood m3 144.5 ✓ ✓ ✓ [71]

Waterproof
coating kg

1.21 ✓ ✓ ✓ ✓ ✓ [72]
1.01 ✓ ✓ ✓ ✓ [73]
0.89 ✓ ✓ ✓ [74]

Modified
asphalt
waterproof
materials

m2

4.28 ✓ ✓ ✓ ✓ ✓ [75]

4.01 ✓ ✓ ✓ ✓ [76]

PVC waterproof
board kg 8.69 ✓ ✓ ✓ [77]

Rubber
waterstop kg 0.5 ✓ ✓ ✓ [78]
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directly quoted. 'e specific numerical calculations are
shown in Table 4.

(2) Blended Materials. Since there is no carbon emission
measurement process for bentonite, mineral powder, and fly
ash in the references, assuming that the measurement range
is the same as this article, it can be directly quoted, then the
carbon of bentonite, mineral powder, and fly ash. 'e
emission factors are 0.041 kg CO2/kg, 0.05692 kg CO2/kg,
and 0.0015 kg CO2/kg.

(3) Cement Materials. 'e total carbon emission factor of
cement can be obtained by summing the carbon emission
factors of the raw material production stage, raw material
transportation stage, and cement production and process-
ing, as shown in Tables 3–8, that is, the cement carbon
emission factors of PS32.5, PO42.5, and PI52.5 are, re-
spectively, 802.259 kg CO2/t, 1,103.707 kg CO2/t, and
1,254.874 kg CO2/t.

(4) Concrete Materials. 'e production amount and pro-
cessing energy consumption of different strength concrete
raw materials are used to calculate the CEF in this study,
namely C20, C25, C30, C35, C40, C50, and C60.

In the rawmaterial production stage, five strength grades
of concrete (C20, C25, C30, C35, and C40) use 42.5# cement,
and two strength grades (C50 and C60) use 52.5# cement.
'e consumption of rawmaterials for concrete production is
shown in Table 6.

'e carbon emission factors of raw materials consumed
in concrete production are shown in Table 7.

'e carbon emission factors of the raw material pro-
duction stage, the raw material transportation stage, and the
concrete processing production stage are added together to
obtain the concrete carbon emission factor, as shown in
Table 8, that is, the carbon emission factors of the seven
strength grades of concrete (C20–C60) are 306.192 kg CO2.
/m3, 336.680 kg CO2/m3, 371.654 kg CO2/m3, 389.568 kg
CO2/m3, 419.599 kg CO2/m3, 502.819 kg CO2/m3, and
549.342 kg CO2/m3.

(5) Mortar Materials. 'e carbon emission factor of cement
mortar is obtained by adding the carbon emission factors of
the raw material production phase, the raw material trans-
portation phase, and the cement mortar processing pro-
duction phase. As shown in Table 9, the carbon emission
factors of the four different ratios of cement mortar are
829.388 kg CO2/m3, 636.038 kg CO2/m3, 581.347 kg CO2/m3,
and 532.518 kg CO2/m3.

(5) Steel Materials. A large amount of steel is used in the
railway construction stage, and the steel production stage
consumes a lot of resources and energy to generate carbon
emissions. Steel materials can be classified according to
processes and uses, and there are large differences in the
carbon emission factors of steel products of different uses
and processes. Steel materials can be divided into screw steel,
angle steel, section steel, round steel, and so on according to

Table 2: Fossil energy CEF.

Fossil energy Net calorific value Carbon content Carbon dioxide factor (%) Unit CEF
Raw coal 20,908 25.8 100 kg 1.978
Washed coal 26,344 25.8 100 kg 2.492
Coke 28,435 29.2 100 kg 3.044
Crude 41,816 20.0 100 kg 3.067
Kerosene 43,070 19.5 100 kg 3.080
Gasoline 43,070 18.9 100 kg 2.985
Diesel fuel 42,652 20.2 100 kg 3.159
Liquefied petroleum gas 50,179 17.2 100 kg 3.165
Natural gas 38,931 15.3 100 m3 1.996
Coke oven gas 16,726 12.1 100 m3 0.770

Table 3: Fossil energy CEF.

Region OM electricity CEF BM electricity CEF
North China power grid 0.9419 0.4819
Northeast power grid 1.0826 0.2399
Northwest power grid 0.8922 0.4407
East China power grid 0.7921 0.3870
Central China power grid 0.8587 0.2854
China southern power grid 0.8042 0.2135

Table 4: Silicon-containing materials CEF.

Silicon-containing materials Bulk density (kg/m3) CEF (kg CO2/m3) CEF (kg CO2/kg)
Stone 1,560 31.2 0.02
Sand 1,450 72.5 0.05
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the purpose. As is presented in Table 10, the classification of
steel in this study is that the four types of steel are large steel,
medium and small steel, hot-rolled steel, and cold-rolled
steel.

(6) Wood Materials. Timber is a commonly used turnover
material for railway construction, such as wooden form-
work, wooden support, and so on. 'is article believes that
turnover wood is difficult to regenerate, that is, the turnover
rate of turnover wood is 0. According to the above formula
of turnover material carbon emission factor calculation
formula, the turnover wood carbon emission factor can be
obtained as 120.924 kg CO2/m3. Turnover timber amorti-
zation frequency is taken as 10 times, and its amortization
uses CEF� 120.924/10�12.092 kg CO2/m3. Table 11 pre-
sented the CEF of wood material.

'e construction materials CEF of railway engineering
are shown in Table 12.

3.3.3. Facility CEF. 'e CEF of commonly used construc-
tion equipment for railway construction is shown in
Table 13.

3.4. Measuring Model of the Carbon Emission. 'e carbon
emissions from railway construction should include three
aspects: carbon emissions from the transportation of
building materials, carbon emissions from the use of
building materials, and carbon emissions from construction.
However, the use of construction machinery to assemble
building materials does not directly generate carbon emis-
sions. Carbon emissions related to building materials occur
in the process of production, that is, carbon emissions from
railway construction are “transferable.”

In this study, the production of building materials is
listed separately before the construction phase, that is, it is
divided into the building material production phase, the
building material transportation phase, and the construction
and construction phase. Based on the carbon emission
measurement boundary, this research clarifies the content of
carbon emission measurement at each stage and combs the
carbon emission calculation formula.

(1) 'e calculation model of CEs during the production
stage of building materials is shown in the following
formula:

Csc � 
n

i�1
mi × 1 + Ui(  × Ci, (2)

whereCsc represents the carbon emissions during the
production phase of buildingmaterials,mi represents
the consumption of building materials, Ui denotes
the building material loss rate, ci represents the CEF
of the building material production stage, and n
represents the types of the building materials.

(2) 'e calculation model of CEs during the building
materials transportation stage is shown in the fol-
lowing formula:.

Cys � 
n

i�1


k

j�1
mij × 1 + Ui(  × dij × Ci, (3)

where Cys represents the carbon emissions during
the building materials transportation stage, dij

denotes the average transportation distance of type j
for construction materials (waste) i,mi represents
the consumption of building materials (amount of
waste engineering), Ui denotes the building mate-
rial loss rate, and ci represents the CEF of the
building material production stage.

(3) 'e calculation model of CEs during the con-
struction stage is shown in formula (4).
During the construction phase, carbon emissions
are composed of two parts: the operation of con-
struction machinery consumes energy (gasoline,
diesel, electricity, etc.) to produce carbon emissions,
the amortization of revolving materials produces
carbon emissions, and the direct consumption of
energy produces carbon emissions.

Cjs � Cjs1 + Cjs2, (4)

where Cjs represents the carbon emissions during
the construction phase, Cjs1 denotes the construc-
tion machinery carbon emissions, Cjs2 represents
the energy carbon emissions, Ui denotes the
building material loss rate, and ci represents the
CEF of the building material production stage.

'e Cjs1 and Cjs2 can be obtained through the following
equations:

Cis1 � 
a

l�1
hl × cl � 

b

m�1
rm × cm, (5)

Cis2 � 

f

t�1
rt × ct. (6)

Table 5: Cement materials CEF.

CEF Raw material production stage Raw material transportation stage Cement production and processing stage Total
P.S.32.5 517.100 40.498 244.661 802.259
P.O.42.5 729.200 44.211 330.296 1,103.707
P.I.52.5 835.550 46.092 373.232 1,254.874
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4. Determining the Samples Implementing
the MCDM

We collected 188 high-speed railway infrastructure con-
struction projects in China using the average sampling
method to complete the empirical research. 'ese samples
are China’s important high-speed railway infrastructure
construction projects. 'e Delphi method was used to de-
termine whether these samples are resilient. MCDM se-
lection techniques were used to determine the suitable
MCDM methodology tailored to the decision process
[79, 80]. 'e techniques adapted totally 9 alternatives for
determining the required abilities from a set of 78 MCDM
databases where the specific descriptors for the properties of
the decision process are presented. For instance, qualitative,
quantitative, and relative are regarded as the general stan-
dards for the alternative type of weights [81–83]. Finally, 26
samples are identified as resilient high-speed railway in-
frastructure construction projects.

'e proposed measuring model was implemented to
calculate the carbon emissions of the selected 26 projects.

5. Results and Discussions

We separately calculated the carbon emissions of these 26
resilient high-speed rail projects. Taking section A of the
Huaihua-Hengyang (HH) high-speed railway project in
China as an example, the measurement for the sample is
adapted as follows.

'e length of section A of the HH high-speed railway
project is 66.95 km, including 44.36 km of tunnels, 9.65 km
of bridges, and 12.94 km of roadbeds and stations; the
proportion of bridges and tunnels is 80.7%; and the contract
period is 60 months. 'e main project quantities are shown
in Table 14.

(1) 'e value of carbon emissions
'e total carbon emission is calculated from the two
dimensions of the construction stage and carbon
emission source. 'e total carbon emission of ma-
terials is 1,253,677.42 t, of which the carbon emission
in the production stage is 1,124,700.91 t and the
carbon emission in the transportation stage is

128,976.52 t. 'e total carbon emission of con-
struction equipment is 158,279.70 t. 'e total energy
carbon emission is 7,167.56 t.

(2) Comprehensive assessment of the carbon emissions
'e results presented that the material production
stage is the largest source of carbon emissions in the
case of railway construction, accounting for 79%; the
construction stage carbon emissions account for
12%; and the construction stage carbon emissions
are the least, accounting for 9%. Moreover, the
carbon emission contribution of materials is 88%;
the carbon emission contribution of construction
equipment is 11%; and the carbon emission of direct
energy use only accounts for 1%. A comprehensive
analysis of the data showed that reducing carbon
emissions during material production is of great
significance for controlling carbon emissions in
high-speed railway construction.

'e carbon emissions of cement and stone materials are
higher than those of other building materials in the material
production stage and material transportation stage. 'e
high-speed railway construction in this study uses ready-
mixed concrete. Cement, as the main building material for
concrete production, consumes a huge amount of carbon,
accounting for 54.38% and 25.83% of carbon emissions in
production and transportation, respectively. As an impor-
tant building material for concrete production, sand and
gravel account for 16.80% of carbon emissions, second only
to cement carbon emissions. 'e consumption of stone is
smaller than that of cement, so the proportion of carbon
emissions in the production process is lower than that of
cement. However, due to the high density, a large amount of
carbon emissions is generated in the transportation process.
In summary, reducing carbon emissions from cement and
sand production and transportation is the key to controlling
carbon emissions from building materials.

Among the construction equipment, the top four con-
tributors to carbon emissions are power machinery; trans-
portation machinery; earth-rock machinery; foundation and
pump machinery, with carbon emissions accounting for
37%, 26%, 17%, and 9%, respectively; hoisting machinery;
and paving machinery. 'e carbon emissions from

Table 6: Consumption of raw materials for concrete production.

Materials C20 C25 C30 C35 C40 C50 C60
Cement 135 170 210 235 270 320 370
Fly ash 70 70 70 75 80 80 80
Mineral powder 80 80 80 80 80 80 90
Sand 843 825 805 755 732 723 682
Stone 1,020 1,020 1,020 1,020 1,020 1,025 1,000
Water 185 185 180 180 180 165 170
Admixture 1.18 1.38 3.64 4.1 4.9 7 8.3

Table 7: Concrete raw material CEF.

Raw materials 42.5# cement 52.5# cement Admixture Stone Sand Water Mineral powder Fly ash
CEF 1.104 1.255 0.02849 0.02 0.05 0.00091 0.05692 0.0015
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machinery, processing, and other machinery are relatively
small. From this, it can be seen that the carbon emission
reduction of construction equipment such as power ma-
chinery and transportation machinery with a large carbon
emission contribution is the focus of carbon emission
control of construction equipment.

Among the direct energy carbon emissions, electricity
carbon emissions account for up to 73%, and water carbon
emissions account for 26%. Direct consumption of fossil
energy produces the least carbon emissions, accounting for
only about 1%. 'erefore, the energy and carbon emission
reduction of construction sites can start by saving electricity
and water resources.

After obtaining the carbon emissions of 26 resilient high-
speed rail projects, we investigated the relationship between
the resilience of the high-speed railway projects and the low-
carbon emission. 'e results of the statistical analysis
revealed that the resilience of the high-speed railway projects
has a significant positive influence on low-carbon emissions.

6. Suggestions and Recommendations

6.1. Carbon Emission Control Strategy for the Government.
Some scholars have called the climate change caused by
excess carbon emissions, “the most serious and wide-
ranging market failure in history,” and pointed out that only
the coordinated efforts of the government and enterprises
can avoid the irreversible consequences of excess carbon
emissions. According to externality theory, effective gov-
ernment regulation can compensate for market failures. As a
typical market failure, carbon emission requires effective
government control to achieve its externality internalization.
Based on literature research and domestic and foreign
practice, it is concluded that carbon emission control
strategies widely recognized at home and abroad mainly
include carbon auditing, carbon tax collection, and carbon
emission trading.

Railway construction carbon auditing refers to tracking
and measuring the carbon emissions generated in the
process of railway construction, reviewing the management
of carbon emissions in the process of railway construction,
and achieving the purpose of external intervention in carbon
emissions. Carbon audit not only can realize the supervision
of carbon emission reduction activities and promote the
rational allocation of resources but also can contribute to the
coordinated development of the economy and environment.

'e participants in the carbon audit process of railway
construction include the audit client, the carbon audit
subject, and the carbon audit object. Among them, the
principal-agent relationship between the audit client and the
carbon audit object is the fundamental reason for carbon

audit activities, and the audit content is the carbon emissions
generated in the process of railway construction. 'e main
body of carbon audit plays an important role in audit ac-
tivities and can be divided into three categories: government
audit subject, social audit subject, and internal audit. In the
early stage of the development of carbon auditing in railway
construction, China lacked relevant practical experience in
carbon auditing in railway construction, and the audit risk
was relatively high. Government auditing mainly assumed
the main role of carbon auditing. Moreover, the government
audit is highly authoritative, which is conducive to pro-
moting the carbon audit of railway construction on the right
track.With the gradual improvement of the carbon emission
trading market, the participation of social audit subjects has
gradually increased, which can play an important role in the
carbon audit of railway construction. When the carbon
emission trading market is relatively complete, the carbon
emission audit of railway construction will become a routine
audit business. At this time, the main body of internal audit
was derived, and the role of carbon emission management in
the process of railway construction was brought into full
play.

Since it is currently impossible to implement mandatory
carbon audits for all railway construction processes, this
paper proposes the implementation framework of railway
construction carbon audits concerning the “Kyoto Proto-
col.” Railway projects can be divided into three categories
according to the priority of railway construction. 'e first
category is the railway projects with mandatory carbon
audit. 'e second category is the railway projects that are
ready to implement carbon audit, and the third category is
all the remaining railway projects. 'en carbon audits are
carried out for these three types of railway projects in three
steps. Under the condition of gradual improvement, the
implementation of carbon audits for the second type of
railway projects has been promoted, and the construction of
related systems such as carbon tax has been promoted.
Furthermore, the carbon audit system is promoted in the
construction process of all railway projects to achieve energy
saving and emission reduction in the process of railway
construction.

Based on the relevant economic theories, the negative
external effects of carbon emissions originate from the
coupling effect of government failure and market failure. To
solve this problem, we must make full use of market in-
struments, which leads to carbon emission trading, a carbon
emission response measure widely recognized and used by
all countries in the world. 'e carbon audit of railway
projects and the carbon emissions trading system promote
and complement each other and can work together to help
reduce carbon emissions.'e attestation role of carbon audit

Table 8: Concrete material CEF.

CEF C20 C25 C30 C35 C40 C50 C60
Raw material production 184.051 213.396 247.016 266.137 295.257 375.593 422.704
Raw material transportation stage 119.431 120.574 121.928 120.721 121.632 124.516 123.928
Concrete production and processing stage 2.710154 2.710154 2.710154 2.710154 2.710154 2.710154 2.710154
Total 306.192 336.680 371.654 389.568 419.599 502.819 549.342
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can regulate market transactions and provide a basis of trust
for both parties to the transaction. At the same time, carbon
emission trading will also promote the development of
carbon auditing, and the economic benefits brought by
carbon emission trading will attract more carbon emission
entities to participate. Finally, the market means to guide the
construction unit’s carbon audit activities.

To ensure the sustainable, long-term, and healthy de-
velopment of the carbon audit system for railway projects,
we should also build a friendly audit environment for carbon
audit of railway projects from the perspectives of politics,
economy, law, and social environment.

'e economic principle of carbon emission trading
involves three classic theories of resource scarcity, exter-
nality, and property rights. 'e theory of resource scarcity
reveals the deep root of carbon emissions trading. 'e
negative externality of carbon emissions is the direct cause of
emissions trading, and the definition and trading of carbon
emissions provide solutions for the internalization of neg-
ative externalities of carbon emissions. According to eco-
nomic theory, carbon emission behaviors enter the market
without clear property rights, resulting in significant neg-
ative external effects. Economists believe that based on the
initial allocation of carbon emissions within the quota,
carbon emission rights can be regarded as a tradable
commodity and allowed to circulate freely, to achieve the
purpose of controlling carbon emissions and achieving
economic benefits. In the exploration of carbon emission
rights trading in the past 10 years, China has laid a solid
foundation for the construction of a unified national carbon
emission rights trading market and has also contributed to
the early establishment of a carbon emission rights trading
system. 'is study explores key regimes for rail carbon
emissions trading.

Government regulation can be divided into two stages:
carbon emission reduction regulation and carbon emissions
trading regulation, which are implemented through the
following mechanisms. 'e first is the quota allocation
supervision mechanism. Whether the allocation of carbon
emission allowances is fair and effective is directly related to
the normal operation of the carbon emission trading market.
'e competent department of carbon emission allowance

allocation should set up a reasonable and effective super-
vision system and take measures such as introducing a
notary public for supervision and implementing allowance
allocation through an online carbon emission allowance
allocation system to ensure fair distribution. 'e second is
the regulatory mechanism for trading market behavior. 'e
government should supervise the carbon emission trading
process strongly to ensure the trading order. On the one
hand, qualification checks can be set up. 'e carbon
emission rights exchange should conduct qualification ex-
aminations on carbon emission rights trading entities and
set membership criteria. Only those who meet the standards
can join the membership. On the other hand, transaction
monitoring is possible. Exchanges can establish a transaction
monitoring platform to monitor transaction information in
real time. 'e third is the performance offset supervision
mechanism. Carbon emission compliance and write-off
directly affect the emission reduction results of railway
projects, so they must be taken seriously. 'e carbon
emission rights trading authority should formulate a time
scale for compliance and urge emission reduction units to
submit carbon emission quotas promptly. Competent au-
thorities should also focus on carbon emissions trading
volumes in carbon emissions trading and conduct data
verification. After the implementation of the contract, the
competent department should cancel the quota that has been
implemented in time to lay the foundation for the next
round of carbon emission reduction implementation.

In addition to supervision, the carbon emission rights
trading of railway projects should also set up a penalty
mechanism to achieve constraints on emission reduction
units. 'e punishment mechanism should not only punish
those who fail tomeet the emission reduction targets but also
cannot affect the enthusiasm of carbon emission entities to
participate in carbon emission trading. In practice, a
combination of various punishment methods can be
considered.

'e first is to set up a mechanism for the disclosure of
energy efficiency of railway projects. 'e key to carbon
emission trading of railway projects is the lack of accurate
energy consumption and carbon emission data. At present,
the energy consumption data of railway projects are not

Table 9: Concrete material CEF.

CEF 1:1 cement mortar 1:2 cement mortar 1:2.5 cement mortar 1:3 cement mortar
Raw material production 712.694 514.127 457.936 409.636
Raw material transportation stage 115.086 120.303 121.803 121.274
Mortar production and processing stage 1.608 1.608 1.608 1.608
Total 829.388 636.038 581.347 532.518

Table 10: Steel material CEF.

Steel type CEF Categories
Large steel 3,612.011 Section steel, I-beam
Small and medium steel 2,895.229 Channel steel, angle steel, steel plate, steel support, steel formwork, steel support
Hot rolled steel bar 3,041.139 Rebar, round steel
Cold rolled steel bar 3,786.384 Cold drawn steel wire
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public, which is not conducive to the promotion of carbon
emission reduction of railway projects. China can learn from
the practical experience of developed countries, set up a
special carbon emission information disclosure agency, and
require enterprises to include emission reduction infor-
mation in their annual reports to facilitate supervision by the
competent authorities. 'e second is to set up an overquota
price increase mechanism. For small projects, when the
carbon emission exceeds the allocated carbon emission
quota, the overquota price increase system can be adopted
concerning the electricity price. 'is kind of pricing utilizes
a progressive price lever, which is conducive to guiding
emission reduction entities to conduct spontaneous emis-
sion reductions. In the specific implementation process,
relevant departments need to coordinate and cooperate to
jointly determine the data such as the price increase rate.

'e incentive system is the opposite of the penalty
system, and positive incentives are used to promote the
development of the carbon emissions trading market. In the
early stage of the establishment of the market, the relevant
system is not perfect, and the participants are limited. 'e
role of the incentive system should be brought into full play
to encourage carbon emission entities to actively participate
in carbon emission trading so that the role of the carbon
emission trading market can be brought into full play.

On the one hand, it can make full use of market ad-
justment funds. In the early stage of the establishment of the
carbon emission rights market, a unified national normative
system has not yet been established, and the participation of
carbon emission entities is less, resulting in a shortage of
demand. 'e government should play a role at this time to
stimulate the demand for carbon emissions trading, allocate
funds to set up special funds, and stimulate market vitality.
When the market develops gradually, the government can
buy or sell the carbon emission allowances it holds according
to the actual market conditions, to achieve the purpose of
market regulation. After the market matures, it is no longer
necessary for the government to fully invest in the estab-
lishment of special funds, which can be composed of various
sources such as fines for violations and social donations, to
achieve the sustainability of funds. On the other hand,
support should be provided for railway energy-saving
technologies. 'e carbon emission of railways is relatively
large, and the realization of carbon emission reduction
requires long-term continuous promotion, and the key to
realizing carbon emission reduction is the research and
development and promotion of energy-saving technologies.
'e government should fully support the technical needs of
emission reduction entities, carry out research on energy
conservation and emission reduction in relevant national or

local research centers, increase financial support, and vig-
orously promote low-carbon railway technology research
and railway low-carbon equipment upgrades.

6.2. Carbon Emission Control Strategies of Construction
Enterprises. 'e carbon emission control strategies of
construction enterprises focus on low-carbon materials,
environmental protection construction techniques, and
clean energy. 'e carbon emission information integrated
management platform and various information tools can
effectively help reduce carbon emissions. As an important
participant in railway engineering construction and the
main promoter of carbon emission reduction in railway
construction, the construction unit should implement the
concept of low-carbon construction and optimize on-site
management; it can also make full use of information tools

Table 11: Wood material CEF.

Production process Log harvesting Log transportation Timber processing
Energy Gasoline Diesel fuel Electricity
Number 16.487 (kg/m3) 4.844 (kg/m3) 70.142 (kWh/m3)
CEF (kg/CO2) 2.985 3.159 0.8042
CEF (m3/CO2) 49.214 15.302 56.408

Table 12: Construction materials CEF of the high-speed railway
project.

Types Materials Unit CEF

Nonturnover material

Stone m3 31.2
Sand m3 72.5

Bentonite kg 0.041
Mineral powder kg 0.05692

Fly ash kg 0.0015
32.5#cement t 802.259
42.5# cement t 1,103.707
52.5# cement t 1,254.874
C20 concrete m3 306.192
C25 concrete m3 336.680
C30 concrete m3 371.654
C35 concrete m3 389.568
C40 concrete m3 419.599
C50 concrete m3 502.819
C60 concrete m3 549.342

1:1 cement mortar m3 829.388
1:2 cement mortar m3 636.038
1:2.5 cement mortar m3 581.347
1:3 cement mortar m3 532.518

Large steel t 3,612.011
Small and medium steel t 2,895.229
Hot rolled steel bar t 3,041.139
Cold rolled steel bar t 3,786.384

Iron product t 2,084.565
Wood m3 120.924

Waterproof coating kg 0.89
Modified asphalt m2 3.53

Waterproof materials m2 19.553
PVC waterproof board m 4.608

Reusable materials Rubber water stop t 1,331.805
Turnover steel m3 12.092
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Table 13: Facility CEF of the high-speed railway project.

Types Construction equipment
Energy consumption

CEFGasoline
(kg)

Diesel fuel
(kg)

Electricity
(kWh)

Earthwork machinery

Crawler hydraulic single bucket excavator ≤0.4m3 — 35.48 — 112.08
Crawler hydraulic single bucket excavator ≤0.6m3 — 44.08 — 139.25
Crawler hydraulic single bucket excavator ≤1m3 — 62.90 — 198.70

Crawler bulldozer ≤75 kW — 49.73 — 157.10
Crawler bulldozer ≤300 kW — 197.57 — 624.12

Self-propelled vibratory roller ≤12 t — 75.00 — 236.93
Frog ram ≤700Nm — — 20.40 16.41
Wheel loader ≤2m3 — 56.45 — 178.33

Lifting machinery

Truck crane ≤8 t — 35.28 — 111.45
Truck crane ≤16 t — 57.15 — 180.54

Gantry crane ≤10 t–22m — — 61.44 49.41
Gantry crane ≤20 t–22m — — 109.44 88.01
Gantry crane ≤50 t–40m — — 176.64 142.05

Crawler crane ≤10 t — 31.75 — 100.30
Crawler crane ≤15 t — 38.81 — 122.60
Crawler crane ≤40 t — 47.63 — 150.46
Crawler crane ≤250 t — 352.80 — 1,114.50

Single drum slow speed winch ≤30 kN — — 38.40 30.88
Single drum slow speed winch ≤50 kN — — 56.32 45.29

Transportation machinery

Dump truck ≤4 t — 34.27 — 108.26
Dump truck ≤8 t — 47.58 — 150.31
Dump truck ≤12 t — 61.29 — 193.62

Truck ≤4 t 26.61 — — 79.43
Truck ≤6 t 34.56 — — 103.16

Sprinkler ≤5,000 L 34.56 — — 103.16
Small transport vehicle ≤1 t — 7.26 — 22.93

Belt conveyor ≤10m — — 15.36 12.35
Concrete mixing truck ≤6m3 — 88.70 — 280.20
Concrete mixing truck ≤8m3 — 100.80 — 318.43
Concrete mixing truck ≤10m3 — 106.85 — 337.54

Concrete and mortar
machinery

Concrete mixer ≤250 L — — 15.68 12.61
Concrete mixer ≤400 L — — 21.56 17.34
Concrete mixer ≤800 L — — 86.24 69.35

Concrete mixing station ≤60m3/h — — 636.16 511.60
Concrete mixing station ≤100m3/h — — 913.92 734.97
Concrete mixing station ≤120m3/h — — 1,008.00 810.63

Concrete plug-in vibrator — — 5.38 4.33
Concrete attached vibrator — — 6.72 5.40

Suspended pulp lifting and leveling machine — — 105.28 84.67
Concrete wet spraying machine ≤5m3/h — — 24.64 19.82
Hydraulic grouting pump ≤50 L/min — — 30.80 24.77

Concrete pump ≤60m3/h — — 492.80 396.31
Concrete pump truck ≤90m3/h — 61.74 — 195.04
Concrete placing machine ≤21m — — 21.84 17.56

Mortar mixer ≤200 L — — 13.44 10.81
Mortar mixer ≤400 L — — 20.16 16.21

Prestressed steel bar hydraulic tensioning
equipment ≤1,200 kN — — 38.40 30.88
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Table 13: Continued.

Types Construction equipment
Energy consumption

CEFGasoline
(kg)

Diesel fuel
(kg)

Electricity
(kWh)

Foundation and pump
machinery

Hydraulic vibration pile driver ≤320 t — 650.92 — 2,056.26
Hydraulic static pile driver ≤1,200 kN — — 138.60 111.46
Hydraulic static pile driver ≤1,600 kN — — 189.00 151.99
Impact hole forming machine d≤ 1.5m — — 177.60 142.83

Crawler hydraulic grab grooving machine ≤1.2m — 194.04 — 612.97
Dynamic compaction machinery ≤1,200 kNm — 56.70 — 179.12
Dynamic compaction machinery ≤2,000 kNm — 69.30 — 218.92
Single-stage centrifugal clean water pump

≤12.5m3/h–20m — — 8.98 7.22

Single-stage centrifugal clean water pump ≤50m3/
h–38m — — 44.88 36.09

Multi-stage centrifugal clean water pump ≤85m3/
h–180m — — 224.40 180.46

Multi-stage centrifugal clean water pump
≤155m3/h–185m — — 538.56 433.11

Sewage pump ≤90m3/h–26m — — 89.76 72.18
Centrifugal mud pump ≤108m3/h–21m — — 89.76 72.18

Mud water treatment centrifuge ≤100m3/h — — 326.40 262.49
Mud water separation equipment ≤1,500m3/h — — 1,836.00 1,476.51
Mud production cycle equipment ≤500m3/h — — 136.00 109.37

Welding machinery
AC arc welding machine ≤42 kVA — — 144.00 115.80
DC arc welding machine ≤32 kW — — 102.40 82.35
Butt welding machine ≤100 kVA — — 288.00 231.61

Pavement machinery

Track laying machine 25m — 193.64 — 611.71
Long rail laying unit for ballastless track 500m — 94.25 — 297.74

Turnout tamping car — 298.17 — 941.92
Long rail line laying and rolling mill — 182.50 — 576.52

Bridge erecting machine ≤900 t — 642.03 — 2,028.17
Box beam transport vehicle ≤900 t — 913.92 — 2,887.07

Wheel-rail beam moving machine ≤900 t — 188.50 — 595.47
Wheel rail type beam lifting machine ≤2× 450 t — 188.50 — 595.47
Rail slab reinforcement tensioning equipment — — 105.60 84.92
Type I double-block sleeper concrete pouring

production line — — 384.00 308.81

Processing and other
machinery

Steel bar straightening machine, d≤ 14 — — 18.70 15.04
Rebar cutting machine, d≤ 40 — — 33.32 26.80
Rebar bending machine, d≤ 40 — — 14.28 11.48

Woodworking circular saw machine, d≤ 500 — — 16.32 13.12
Jaw crusher, ≤250× 400 — — 81.60 65.62

Vertical drilling machine, d≤ 25 — — 8.98 7.22
Pipe cutting machine, d≤ 150 — — 13.60 10.94

Table 14: Categories of subprojects of section A of the HH project.

No. Categories Projects Numbers
1 Earthworks Subgrades 1.69 million m3

2 Stations 2.2 million m3

3

Bridges

Mega bridge 3,517m
4 Large bridge 5,580m
5 Middle bridge 557m
6 Small bridge 49m
7 Culverts 1,638m
8 Tunnels 44,057m
9 Buildings 14,404m2
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such as BIM to achieve integrated management of railway
carbon emissions information.

Due to the huge volume of railway projects, carbon
emission measurement needs to call a large amount of
engineering data. Manually exporting engineering quantities
and then performing carbon emission measurement is time-
consuming and inefficient, and carbon emission measure-
ment cannot be correlated with information such as con-
struction progress and cost. BIM technology can meet the
above requirements at the same time. 'erefore, a BIM
model of railway engineering construction should be con-
structed to integrate various information such as railway
construction project quantity, progress, cost, and carbon
emissions to provide information technology support for
railway carbon emissions management.

'e integrated management of carbon emission infor-
mation in railway engineering construction refers to the
combination of low-carbon information in the railway en-
gineering construction stage and the BIM model to build a
low-carbon information database in the railway engineering
construction stage and at the same time integrate con-
struction data (construction progress, railway cost, etc.) with
low-carbon information, realize the real-time measurement
of carbon emissions in the construction phase of railway
projects, and analyze the influencing factors of carbon
emissions accordingly. Its essence is to add progress in-
formation, cost information, and carbon emission infor-
mation based on the 3D BIM model to build a 6D BIM
model. 'e carbon emission information integrated man-
agement model can realize the carbon emission man-
agement in the construction process. By monitoring the
progress, cost, carbon emission, and other data displayed
in the model in real-time, the influencing factors of
carbon emission in the construction process can be
analyzed, which can provide a reference for the selection
of schemes and promote railway construction carbon
emission management.

'e implementation steps of the railway carbon emission
integrated management model are as follows: first, collect
carbon emission data. Carbon emission data are the pre-
requisites for the integratedmanagement of carbon emission
information in the construction phase of railway projects,
including railway engineering volume data and carbon
emission factor data. 'e railway engineering quantity data
can be obtained directly from the railway BIM model, and
the carbon emission factor can be queried in the authori-
tative carbon emission factor database. Second, integrate
schedule data, cost data, and carbon emissions data in the
BIMmodel. 'e construction progress plan is imported into
the BIM model as construction progress information, and
the on-site construction progress of the railway construction
stage is controlled in real-time; the price information of
different regions has been included in the BIM software, and
the bill of quantities can be coded to summarize the railway
construction cost data. 'e carbon emission data of the BIM
model is added to the BIM model as a resource, and the
carbon emission generation process is regarded as the re-
source consumption process, and the resource consumption
curve diagram of the construction schedule is obtained.

7. Conclusion

We collected 188 high-speed railway infrastructure con-
struction projects in China using the average sampling
method to complete the empirical research. 'ese samples
are China’s important high-speed railway infrastructure
construction projects. 'e Delphi method was used to de-
termine whether these samples are resilient. Finally, 26
samples are identified as resilient high-speed railway in-
frastructure construction projects.

'e proposed measuring model was implemented to
calculate the carbon emissions of the selected 26 projects.
Achieving a resilient transport infrastructure is imperative to
building a modern society. At the same time, the resilient
transport infrastructure requires a combination and in-
vestment of multiple resources that have caused concern
about the carbon emissions of resilient transportation in-
frastructure. 'erefore, from this perspective, this study
developed a carbon emission measurement framework for
evaluating the carbon emission of several selected resilient
transport infrastructure projects. Twenty-six samples are
finally identified as resilient high-speed railway infrastruc-
ture construction projects. 'e results revealed a relatively
high carbon emission in these resilient high-speed railway
infrastructure construction projects. Resilient transport
infrastructure with lower carbon emissions is located in
remote cities.

'e findings could help investigate the carbon
emission of resilient transport infrastructure projects.
'e correlation between resilience and carbon emission
is useful for policy-makers to conduct an effective plan
for the cities.
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[69] J. Röder, D. Beier, B. Meyer, J. Nettelstroth, T. Stührmann,
and E. Zondervan, “Design of renewable and system-bene-
ficial district heating systems using a dynamic emission factor
for grid-sourced electricity,” Energies, vol. 13, no. 3, p. 619,
2020.

[70] M. M. Haque, J. C. Biswas, N. Salahin et al., “Tillage systems
influence on greenhouse gas emission factor and global
warming potential under rice-mustard-rice cropping system,”
Archives of Agronomy and Soil Science, vol. 43, pp. 1–16, 2022.

[71] X. Zeqiong and H. Junfei, “Decomposition and sector ag-
gregation analysis of indirect household carbon emission
indicators: a case study of Guangdong Province in China,”
Environment, Development and Sustainability, vol. 20, pp. 1–
22, 2021.

[72] W. Sun and C. Huang, “Predictions of carbon emission in-
tensity based on factor analysis and an improved extreme
learning machine from the perspective of carbon emission
efficiency,” Journal of Cleaner Production, vol. 338, Article ID
130414, 2022.

[73] P. Yang, L. Luo, K. W. Tang et al., “Environmental drivers of
nitrous oxide emission factor for a coastal reservoir and its
catchment areas in southeastern China,” Environmental
Pollution, vol. 294, Article ID 118568, 2022.

[74] Y. Zhang, Z. Yuan, M.Margni et al., “Intensive carbon dioxide
emission of coal chemical industry in China,” Applied Energy,
vol. 236, pp. 540–550, 2019.

[75] X. Chen, C. Shuai, Y. Wu, and Y. Zhang, “Analysis on the
carbon emission peaks of China’s industrial, building,
transport, and agricultural sectors,” 6e Science of the Total
Environment, vol. 709, Article ID 135768, 2020.

[76] X. Ma, C. Wang, B. Dong et al., “Carbon emissions from
energy consumption in China: its measurement and driving
factors,” 6e Science of the Total Environment, vol. 648,
pp. 1411–1420, 2019.

[77] H. Ye, X. Hu, Q. Ren et al., “Effect of urban micro-climatic
regulation ability on public building energy usage carbon
emission,” Energy and Buildings, vol. 154, pp. 553–559, 2017.

[78] B. J. Wang, J. L. Zhao, and Y. X. Wei, “Carbon emission quota
allocating on coal and electric power enterprises under carbon
trading pilot in China: mathematical formulation and

solution technique,” Journal of Cleaner Production, vol. 239,
Article ID 118104, 2019.

[79] Z. He, H. Chen, H. Yan, Y. Yin, Q. Qiu, and T. Wang,
“Scenario-based comprehensive assessment for community
resilience adapted to fire following an earthquake, imple-
menting the analytic network process and preference ranking
organization method for enriched evaluation II techniques,”
Buildings, vol. 11, no. 11, p. 523, 2021.
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�e idea of EAE (Ecological Aesthetic Education) is put forward on the basis of the mature development of ecological aesthetics
and AE theory. Starting with EAE, establishing people’s aesthetic attitude and improving people’s spiritual realm will help to
reverse people’s hostile attitude towards nature and rebuild the harmonious relationship between man and nature. �is paper
studies the application optimization of AE (aesthetic education) resources in universities based on ML (machine learning) from
the perspective of resource development. �e recommendation algorithm based onML is the main idea of the classi�cation of AE
resources, and the classi�cationmodel of AE resources is constructed.�rough deep learning, we can learn the e�ective features of
items from the content data in advance and then transform the learned features into CF (Collaborative Filtering) target learning
task. Optimize the voting mechanism of the algorithm, and compare the RF_VM (random forest with optimized voting
mechanism) algorithm with the traditional RF (random forest) algorithm. Experiments show that the algorithm proposed in this
paper can e�ectively classify texts and has high feasibility.

1. Introduction

�e core of basic education reform is curriculum reform,
and AE is an aspect that cannot be ignored in curriculum
reform. �e development and utilization of AE curriculum
resources is an important part of AE. �e essence of EAE
(Ecological Aesthetic Education) is AE with vivid eco-
logical beauty, which exerts a subtle in�uence on college
students, which is unmatched by other ecological education
and AE forms [1]. It should be emphasized that the
implementation of EAE is mainly realized through art
education. �at is to say, art education in our school must
also examine its own value and function from the per-
spective of EAE. �e e�ective implementation of EAE will
help young people enjoy the fun of life no matter what stage
they are in, and they will not give up easily no matter what
adversity they face in the future [2]. School living resources
are the foundation and premise of school EAE, and the
development and utilization level of school EAE resources
determines the e�ectiveness of school EAE.

�e smooth implementation of education requires a
well-designed school curriculum. Process is a means and
tool for achieving educational and teaching objectives, as
well as an important link in determining educational quality
[3]. AE (Aesthetic education) is frequently based on theo-
retical research or individuals in terms of a comprehensive
and systematic analysis of history, current situation, tasks,
and in these papers [4–7], but there is still a lack of research
on how to systematically and comprehensively apply AE
elements.�e content and quality inspection of the scienti�c
AE process is the key to the development of college AE
[8–10], while rationality is the issue that college AE does not
play its role. �is is a crucial reason, and more in-depth and
systematic research and discussion on the use of AE re-
sources in universities is required.

Generally speaking, the university AE started later than
other education, so we have some knowledge of university
AE, but there is still a big gap compared with other edu-
cation. Although some university leaders attach importance
to AE and care about building AE, not all university leaders
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attach importance to it and there is no general consensus.
EAE development aids in the cultivation of people’s eco-
logical awareness, the realization of harmonious coexistence
between man and nature, the improvement of people’s
spiritual world, and the realization of people’s poetic exis-
tence. 'e active development of EAE is a key component of
current AE. 'e goal of this study is to more objectively
analyze and evaluate the selection, organization, and
implementation of university AE resource support by
looking into the current status of AE resources in univer-
sities and identifying problems with the support. Recognize
the current state of AE resources in universities and propose
countermeasures and suggestions that are appropriate for
the goal.

Innovation:

(1) Taking resource development as a breakthrough, this
study makes theoretical thinking on the main topic
of youth education-school EAE. In the study of
school EAE, we should focus on resource develop-
ment, explore the elements of EAE resources, choose
an effective implementation path of school EAE, and
develop and construct AE resources ecologically.

(2) Personalized recommendation is very common on
commercial websites, but it is rarely used in uni-
versity AE resources. In this paper, the similarity of
course and user attributes is calculated, specific al-
gorithms are designed, and personalized recom-
mendations are made so as to put forward reasonable
suggestions for the application optimization of AE
resources in universities.

'e organizational structure of the paper is as follows:
'e first chapter introduces the research background

and significance before moving on to the paper’s main work.
'e second chapter focuses on the technologies associated
with university AE resource application optimization. 'e
research’s specific methods and implementation are pre-
sented in the third chapter. 'e fourth chapter verifies the
research model’s superiority and feasibility. 'e fifth chapter
is a synopsis and preview of the entire text.

2. Related Work

2.1. Present Situation of AE Research in Universities. 'e
fundamental goal of higher education is to promote the
high-level development of college students, and the ultimate
goal is the all-round development of morality, intelligence,
physique, beauty, and labor. Among them, AE is not only
one of the important goals of quality education, but also one
of the important contents of school education. With the
continuous promotion of quality education strategy in
China, more andmore scholars begin to pay attention to and
study the AE in universities.

Aesthetic course research must be grounded in AE
theory research. All students, regardless of their background
or talent, should have the resources and conditions to learn
art and exercise their right to art education, according to
Leanne and others [11]. According to AFBY and others,
professional art education in universities has advanced to

unprecedented levels in the new era, with universities
establishing art departments, offering art courses, organizing
art activities in schools, and promoting a positive artistic
environment in schools [12]. Many universities have not
included AE in their education plans, but AE still exists,
according to Jianlin et al. and this has had an impact on the
development of AE practice [13]. Because of its own
characteristics, Lvdn and others believe that AE, as one of the
methods for achieving quality education, has an inherent
and inevitable connection with moral education, intellectual
education, and physical education and pervades all educa-
tion, games, and people’s spiritual worlds, and plays a sig-
nificant role in comprehensive influence. Freedom,
communication, experience, honesty, and extensiveness,
according to Krainer and others, are the operating principles
of modern AE. Yan and colleagues looked at teaching
aesthetics from three perspectives: language, posture, and
rhythm.

Although the research on the basic theory of AE has
achieved fruitful results, the existing research on AE in
universities has little penetration into the new achievements
of AE theory and lacks the support for college students’ AE
theory.

2.2. Research Status of ML. ML (machine learning) [14–17]
is the core of artificial intelligence and the fundamental way
to make computers intelligent. Using effective artificial in-
telligence technology to obtain abstract information from
big data and turn it into useful knowledge is one of the main
challenges facing big data analysis today [18]. In the era of
big data, how to effectively analyze complex data, reflect its
value, and make rational use of it is an urgent task to be
solved and considered.

Stein et al. conducted a study to eliminate heterogeneous
influence by removing sensitive attributes from the decision-
making process and adding fairness constraints to avoid
heterogeneous processing. Observe that the standard fair-
ness constraint is nonconvex; then use covariance to turn the
nonconvex problem into a convex problem. Finally, measure
the output results and sensitive attributes of parameters to
investigate the sensitive attributes of multiple classification
and analysis. Some scholars looked at the fairness metrics of
a variety of algorithms to see how they correlated with
different definitions and discovered that they were very
closely related. 'e transformed data retains most of the
characteristic signals of insensitive attributes, intersection-
sensitive attributes are proposed, and the effects of two
sensitive attributes do not overlap [19]. Nguyen et al.
modified each attribute so that the marginal distribution of a
given subset of sensitive attributes is the same, and this
change will not affect other variables, and the transformed
data retains most of the characteristic signals of insensitive
attributes and intersection-sensitive attributes are proposed,
and the effects of two sensitive attributes do. To control
identification, limit the degree of distortion of a single data
sample, and maintain utility, Nguyen et al. proposed a
convex optimization for learning data conversion [20].
Nguyen et al. improved the logistic regression and support
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vector machine algorithms without bias based on historical
data and provided a flexible balance between fairness and
accuracy according to various false alarm rates. When
sensitive attribute information is unavailable, this method
works well [21]. In social networks, Wang et al. proposed a
random walk push model. In the trust relationship, this
model uses the traditional CF (Collaborative Filtering)
method, which can define and measure the reliability of
recommendations [22]. Lang et al. experimented with a
number of online recommendation systems [23] and found
that when both online systems and friends recommended
them, users preferred the latter. 'e difference between
content-based and user-based recommendations demon-
strates that users prefer the latter. However, their model’s
goal is to predict users’ and items’ scores rather than per-
sonalized preference ranking, so the goal does not align with
the recommendation system’s ultimate goal, resulting in low
recommendation accuracy.

3. Methodology

3.1. Analysis of the Application of AE Resources in
Universities. Ecological problems are closely related to
people, and ecological imbalance is the deviation of people’s
ideas and consciousness. To solve ecological problems, we
must first solve the problem of people’s ideology, which is
actually a problem of people’s education. AE aims to es-
tablish people’s aesthetic attitude and create aesthetic living
conditions, as an education to improve people’s living
standards. Starting with AE, it is of great significance to
establish people’s aesthetic attitude for solving ecological
problems and improving people’s living conditions, and
EAE is still a new field of AE in China.

EAE’s mission is to educate and infect people through art
and various forms of EAE so that they can achieve true
enlightenment, good education, and emotional edification in
a pleasant spirit and gradually develop people’s ecological
aesthetic sensibility and consciousness. Realize the survival
of ecology and aesthetics and perform a one-of-a-kind and
irreplaceable role. On the one hand, we should focus on
infecting and educating people about the aesthetic method of
perceptual freedom so that they can consciously educate
beauty or “give freedom with freedom.” On the other hand,
understanding the natural laws of the ecosystem should be a
priority in the implementation of EAE so that people can
correctly apply the natural laws and realize the harmonious
unity betweenman and nature. EAE imbues educated people
with a sense of beauty and encourages them to pursue and
yearn for ecological beauty. Colorful ecological landscapes,
endless back and forth, and endless phenomenamake people
feel a new rhythm of life, ideal living conditions, and a
stirring sense of life, which makes them indulge and miss.
Ecological beauty education will have a positive impact if we
can make conscious use of these resources and educate
people about ecological beauty.

'e difference of EAE resources in schools is caused by
the imbalance of social economy, the difference of man-
agement system and supply mode, and the information
asymmetry of social demand for talents. 'e difference of

school EAE resources constitutes the difference of school
EAE process and effect. 'e diversity and complexity of
school EAE resources determine the instability of education
resources, among them are human factors, material factors,
policy orientation, development and changes of social and
economic conditions, and other factors. Its mobility is
mainly manifested in the flow of teachers’ resources and
students’ resources and funds.

'e aesthetic course of university is mainly realized
through aesthetic activities, so the appreciation and creation
of various kinds of beauty is an important part of the course
content. If you want to appreciate various forms of beauty,
you must know and understand the basic knowledge of
various forms of beauty. 'rough the study of various
meanings, features, forms, elements, and other knowledge of
beauty, we can accumulate certain theoretical knowledge
and become the basis of aesthetic practice. 'e forms of
beauty can be divided into natural beauty, social beauty, and
artistic beauty, and the aesthetic practice part of the ap-
plication of university AE resources is also selected from
these four parts. It can be concluded that the basic frame-
work of university AE resource application is shown in
Figure 1.

'e frame diagram only shows what the AE courses in
universities should have, which can be emphasized or
supplemented in the implementation of specific courses. For
example, in the part of aesthetic practice, you can appreciate
and create natural beauty, artistic beauty, and social beauty
at the same time, or you can choose one kind of beauty as the
main part of the course and another form. Even in the part of
basic theory, theoretical study can be appropriately in-
creased or decreased according to class time, students’
aesthetic quality, classroom content arrangement, and so on.

3.2. University AE Resources Application Optimization

3.2.1. Hybrid Recommendation System. Social ecological
beauty is the beauty reflected in the social ecosystem, which
widely exists in all fields of people’s production and life, is
reflected in the harmonious and orderly social life, and
embodies people’s ecological aesthetic ideal.'erefore, we can
cultivate people’s sensibility and ecological aesthetic con-
sciousness through various social and ecological aesthetic
forms. In the implementation of EAE in schools, the devel-
opment of material resources such as educational environ-
ment resources should reflect the spirit of the times, and the
architectural style should fully reflect the characteristics of
vitality and simplicity. At the same time, we should also pay
attention to the nationalized and localized material resources,
which contain our precious culture and fine traditions, and
embody the harmonious unity between man and nature,
tradition and modernity, and ideas and modernity.

'e world, including humans, is an interconnected life
ecosystem that appears as an organic whole. 'e concept of
ecological science highlights the inseparable relationship
between man and nature, breaking the existing concept of
separation and opposition between man and nature. Ev-
erything in this place is connected. Life and life, life and
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environment, life and environment, and life and environ-
ment, communicate and coordinate with one another, co-
operate with one another, displaying a beautiful form. 'e
use of a recommendation system [24] is one of the most
important and effective ways to reduce information over-
load, and it is crucial to the success of various Internet
application platforms. Most existing recommendation al-
gorithms are based on the CF algorithm, which analyzes
historical interactive information, such as scoring, browsing,
and collecting, to provide products that users are most likely
to be interested in.'e evaluation matrix, on the other hand,
is very sparse in the face of very sparse real-world data, and
the CF-based model frequently fails to provide reliable
recommendations. To reduce data sparseness, cold start, and
scale, the HHR_L (Learning-based Hash Hybrid Recom-
mendation) model constructs a loss function aimed at
predicting ranking and learns the effective hash codes of
users and projects by adding individual constraints to users
and projects.

'e HHR_L model is proposed to solve the data
sparseness, cold start, and scalability problems in recom-
mendation system. HHR_L constructs a recommendation
algorithm based on hash, which enables the recommenda-
tion system to handle large-scale data recommendation,
improves the recommendation efficiency, and provides an
effective method for scalable recommendation. 'e model
framework as an example of HHR_L is shown in Figure 2.

At first, we initialize the hidden layer feature repre-
sentation of the project by DAE (Denoising Autoencoder);
then we fine-tune the DAE network by combining the paired
sorting objective function based on CF, and finally get the
hash codes and items of users, and the top-k suggestions are
given by Hamming distance sorting.

'e basic idea of hashing algorithm is to compress input
data of arbitrary length and map it to data output of fixed
length. A key skill is dimension reduction. For test samples,
if the information from adjacent samples and related
markers is known, the maximum posterior criterion is used
to predict a group of markers in the test samples.

'en, through the maximum posterior probability cri-
terion, it can be shown that the ith mark of sample x is

yx(i) � argmax
b∈ 0,1{ }

P H
b
i |x , i ∈ Y. (1)

Among them, yx(i) represents the posterior probability
of the label corresponding to sample x. Because the posterior
probability is difficult to be directly calculated, it can be
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Figure 1: Basic framework of AE resource application in universities.
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converted into prior probability and conditional probability
according to Bayesian theorem. 'erefore, if the label of the
sample is unknown, the labeled sample can be expressed as

yx(i) � argmax
b∈ 0,1{ }

P H
b
i P x|H

b
i , (2)

P(Hb
i ) represents the prior probability of Hb

i , P(x | Hb
i )

represents the conditional probability that the tag belongs to
sample x when Hb

i is known, and P(Hb
i ) and P(x | Hb

i ) can
be obtained from a given data set.

And change the distribution of hashed points on the
machine by selecting a specific hash function. First, given the
parameter D> 0, the hash function Rk⟶ Z satisfies the
formula

G(v) �
α · v + β

D
 , (3)

α ∈ Rk represents a K-dimensional feature vector that obeys
N(0, 1) standard normal distribution, β ∈ R represents a
feature vector randomly selected from the range of [0, D],
and D represents the width of the bucket.

From the above steps, we can get the quantization result
from k groups s � s1, · · · , sk . For example, the ith group
will have a cluster center point μi. We distinguish data points
based on the median points of two neighboring groups, and
the median plane between them is hyperplane. 'e defini-
tion of the vertical plane is as follows:

x −
μi + μj

2
 

T

μi − μj  � 0. (4)

Given B, D, Y,Θ, when the intermediate variable X is
updated, the items unrelated to X in formula equation (4)
are eliminated, and the objective function becomes the
following subobjective about X:

max
X∈Rd×n

tr B
T

X ,

s.tX1n � 0, XX
T

� nId.

(5)

'e above model can be optimized by SVD (Singular
Value Decomposition). In particular, the update rules of X

are as follows:

X �
�
n

√
Ub, Ub  Vb, Vb 

T
. (6)

Ub, Vb is a stack of left singular vector and right singular
vector of matrix B : bui � bui − 1/n 

n
u�1 bui centered on row

mean, respectively. Ub is a matrix of zero singular vector
stack, and Vb represents Gram–Schmidt orthogonal com-
plement of Vb, which can be determined by [Vb, 1]T Vb � 0.

3.2.2. Text Classification. A collection of natural languages is
referred to as a document set. To classify and organize the
document set, all that is required is to extract elements from
the document set that can express the content of each
document. Because “word” is a fully expressible semantic
object in Chinese documents, it is frequently chosen as the
metadata of text features. 'e metadata of text features must

first be extracted before text mining can begin. Currently, all
types of text representation methods suffer from the same
issue. 'ere are many dimensions that can be used to
represent a document, and many documents that are not
useful for text clustering. As a result, text features must be
extracted twice. After the text feature vectors have been
dimension reduced, they can be clustered, and the clustering
results can be analyzed in light of the current situation.

“'esaurus,” or machine dictionary, has as many entries
as possible. Word segmentation based on 'esaurus is the
most commonly used, the simplest operation method and
the most effective method. Match the item to be processed
with 'esaurus, and if the match is successful, display the
item string as a word. If they appear more at the same time,
they are most likely to form a word. 'erefore, the confi-
dence of two adjacent words can usually be obtained by
calculating their co-occurrence frequency. 'e mutual in-
formation M is

M(X, Y) � log
P(X, Y)

P(X)P(Y)
, (7)

where P(X, Y) is the adjacent co-occurrence probability of
X, Y, and X, Y represent two Chinese characters.
P(X), P(Y) are the probability of X, Y appearing separately
in the text. 'is can indicate the tightness between Chinese
characters. When the value of M is greater than a certain
threshold, it can be considered that X, Y can form a word.

CI (Conceptual index) is a simple and effective di-
mension reduction method. For supervised learning, CI
constructs CI subspaces, takes the cyclic vector composed of
these CI subspaces as the base vector, and projects the text
cyclic vector onto this subspace.

Classified prototype vector: assuming that the prototype
vector of the ith classification is Centeri, its calculation
method is as follows:

Centeri �
1
N



Ni

j�1
Docij, (8)

where Ni is the number of texts in category Ci and Docij

represents the j prototype vector in category Ci.
PCA (principal component analysis) is a widely used

method of pattern recognition and signal processing, which
is especially effective for data compression and feature ex-
traction. In this paper, we apply PCA method to text
classification, hoping to obtain low-dimensional represen-
tation of text vectors.

Assuming that there are M categories in the training set
sample, the following is how to calculate the covariance
matrix of each internal document category separately:

Xi � E (x − μ)(x − μ)
T

 . (9)

Among them, Xi is the covariance matrix of the internal
document classification in the ith classification, x is the text
vector in the ith classification, and μi represents the pro-
totype vector in the ith classification.

'e essence of PCAmethod is that you can always get the
best linear mapping from M-dimensional space to
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D-dimensional space. 'is is because the sum of error
squares of the data obtained by the algorithm can always be
kept to a minimum. At the same time, the mutual infor-
mation between the original vector x and the mapping
vector y is the largest.

When dealing with multiclassifier combinations in
classification problems, the voting mechanism is fre-
quently used in machine learning. In the above rules, the
relative majority voting rule, which selects the class with
the highest output among all machine classification al-
gorithms, is a commonly used voting rule. 'e RF (ran-
dom forest) algorithm must aggregate the classification
results of each DT in the forest and vote on classification
categories when determining the classification results. 'e
DT (decision tree) model’s similarity can be calculated
from two perspectives: DT semantics and DT structure.
'e concrete implementation idea for improving the
voting mechanism is to combine the DT classification
effect with the weighted voting method of class probability
to improve the RF voting mechanism. 'e accuracy of
data classification outside the bag reflects the classification
effect of DT. 'e DT classification effect improves as
classification accuracy improves.

Before making the classification decision, it is necessary
to calculate the accuracy rate of each DT’s out-of-bag data. If
the total number of samples is X and the number of correctly
classified samples is Xcorrect, then the accuracy rate of DT’s
out-of-bag data is the ratio of the two. 'e accuracy of DT
data outside the bag is used to weight DT, and the weight of
DT in RF algorithm is

Wi �
X

correct
(i)

X
. (10)

Remember that the probability that DT outputs that the
sample belongs to each class is Pi, the probability that the
sample belongs to class y is Pi(y), the weight of DTiswi, and
the number of DTs in RF is k. 'e weighted value z(y) of the
sample belonging to class y is obtained by the formula

z(y) � 
k

i�1
wi ∗Pi(y). (11)

'e probability that the sample belongs to each class is
calculated by the abovemethod, and the class with the largest
weighted value is selected as the classification result.

'e RF_VM (Random Forest Classification Using Op-
timized Voting Mechanism) model can be divided into three
modules: learning module, weight calculation module, and
decision module. 'e algorithm flow is shown in Figure 3.

First, we implement a training module, which is almost
the same as the traditional RF algorithm. Next, the weight
calculation module calculates the weight of each DT
according to formula (10). Finally, the decision-making
module uses the DTset obtained by the learning module and
the DTweight obtained by the weight calculation module to
classify the samples and calculates the probability weight
that the samples belong to a specific category as formula (11).
Compare the probabilities of all classes, and get the classi-
fication results by weighted values.

4. Experiment and Results

4.1. Experimental Environment Setting. 'e computer used
in the experiment is running Microsoft Windows 10. In this
article, we choose Python as the development language of
our experiment. Try PyCharm software to make Python
language development more efficient.

As an excellent Python integrated development software,
PyCharm can provide intelligent Python support through
intelligent code completion, code inspection, and naviga-
tion. PyCharm supports project and file management and
various scientific packages, such as Anaconda, matplotlib,
and NumPy. Table 1 shows the main hardware configuration
of the computer used in this experiment.

In order to verify the effectiveness of the proposed al-
gorithm in cold start and sparse scenarios, we choose to
experiment on two public datasets (Amazon dataset and
Yelp 9th round dataset), and the sparsity is as high as 99.9%.
For content data, first, delete punctuation marks and
numbers. And words with stop words and length less than 2
usually have no clear meaning, so the remaining words are
processed by English word segmentation.

4.2. Result Analysis. In this paper, Accuracy and MRR
(Mean Reciprocal Rank) are used to evaluate the recom-
mendation performance of HHR_L in cold start environ-
ment. 'e experimental results are shown in Table 2 and
Figure 4.

It can be seen that the recommendation accuracy of
HHR_L is higher than that of comparison method. 'is is
because [18] and [20] are hash recommendation algorithms
based on CF, and no project content data is used for
modeling. However, in a highly sparse environment, the
recommendation accuracy of [18] and [20] will be reduced
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Figure 3: RF algorithm for optimizing voting mechanism.
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because the content data plays a key role in improving the
recommendation accuracy.

In addition, although the recommendation accuracy of
HHR_L increases steadily with the increase of data density,
the performance of [21] is unstable, because [21] is based on

score prediction rather than ranking. Because the prediction
goal is consistent with the ultimate goal of the recom-
mendation system, the recommendation performance is
more reliable.

Keep more commonly used words in text documents to
improve classification accuracy. CI_PCA and DF (Docu-
ment frequency) are compared in dimension reduction
effect, so KNN (K-Nearest Neighbors) algorithm is used for
classification, where K � 10 is shown in Figure 5.

In Figure 5, except for the 0 dimension, we can see that
the accuracy of CI_PCA proposed in this paper is much
higher than that of the conventional DF method. When the
last 110 dimensions are reached, the accuracy of the algo-
rithm is as high as 80%, and the accuracy of DF method is
only 70%. Increasing the dimension to 5 significantly im-
proves the accuracy of the text frequency method.

Another problem in this example is how to choose the
appropriate K value when using KNN algorithm for clas-
sification. 'e choice of K value has a great influence on the
classification effect. If the K value is too small, the similarity
vector may be ignored. If the K value is too large, a large
number of noise vectors will seriously affect the classification
result. 'e results are shown in Figure 6.

'e experimental results show that the small K value is
better than the large K value, and the accuracy rate can reach
81% when K � 10 is 110. 'at is to say, after the CI_PCA
process, we prove that similar documents are closer in
subspace, prototype vector can weaken the negative influ-
ence of synonyms and semantics, and projection of original
text vector can partially filter “document vector.”

In this paper, the existing RF classification algorithm and
RF_VM algorithm are used for the comparative experiment
of text classification. Different DT numbers are selected for
text classification. In the experiment, the number of DT trees
is selected as 20, 50, 60, 90, 150, 220, and 300, and other
hyperparameters are used as default values for comparative
experiments. 'e time for performing text classification is
shown in Figure 7.

It can be seen from Figure 7 that the number of DTs in
RF classification algorithm has a certain influence on the text
classification time of both algorithms. Most of the text
classifications using these two algorithms will increase ac-
cordingly. Although the RF_VM algorithm in this paper is
more complicated than the existing RF algorithm in voting,
each DT is given a constant weight according to the pre-
diction accuracy of the trained out-of-pocket data. However,
the probability that the output samples belong to each
category does not significantly increase in the required time
resources. Figure 8 shows the prediction accuracy of the
existing RF classification algorithm and the RF_VM algo-
rithm in this paper for text classification experiments.

It can be seen that the number of DTs in the algorithm
has a great influence on the accuracy of the algorithm.
Generally speaking, the higher the number of DTs, the
higher the prediction accuracy of the algorithm. For other
DT trees, the prediction accuracy of RF_VM algorithm in
this paper is improved compared with the existing RF al-
gorithm. 'e RF_VM algorithm in this paper improves the
prediction accuracy of text classification based on the

Table 2: Comparison of recommended accuracy at sparsity of 20%
and 30%, respectively.

Method
Amazon Yelp

20% 30% 20% 30%
Ref [18] 0.0123 0.0169 0.0196 0.0341
Ref [20] 0.0114 0.0102 0.0192 0.1162
Ref [21] 0.0463 0.0266 0.0154 0.0128
HHR_L 0.0452 0.0511 0.0288 0.0286

Table 1: Use the main hardware configuration of the experimental
computer.

Project Deploy
CPU Intel Core i5 2.5GHz
Internal storage capacity 8GB
Hard disc capacity 300GB
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characteristics of less increase of time resources and better
performance than existing RF algorithms. In addition, the
prediction accuracy of the two algorithms failed to reach a
high level, which was related to the use of default values
(excluding DT number) for the superparameters of the al-
gorithms, which also proved the importance of value
optimization.

5. Conclusions

EAE is extremely important for environmental protection
and improving human living conditions. 'e EAE educa-
tional method should focus on aesthetics, psychological
discipline, and infection, and its practical implementation
should be integrated with all aspects of school operations.
Teachers’ human resources are the main body, curriculum
resources are the foundation, and material resources are the
carrier in the development of school EAE resources, in order
to create a humanized environment, build an information
platform, and carry out various activities. When designing
an ML algorithm, try to avoid data sparsity and a cold start.
Data scarcity is not a big deal because of the curriculum
limitations, so we pay attention to the new curriculum. By
projecting the high-dimensional prototype text onto a low-
dimensional subspace and then reducing the dimension
according to the classification covariancematrix, the CI PCA
algorithm significantly reduces the classification cost. When
the proposed RF algorithm is combined with the optimized
voting mechanism, the algorithm’s classification ability can
be greatly improved.
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Shadow detection and removal play an important role in the �eld of computer vision and pattern recognition. Shadow will cause
some loss and interference to the information of moving objects, resulting in the performance degradation of subsequent
computer vision tasks such as moving object detection or image segmentation. In this paper, each image is regarded as a small
sample, and then a method based on material matching of intelligent computing between image regions is proposed to detect and
remove image shadows. In shadow detection, the proposedmethod can be directly used for detection without training and ensures
the consistency of similar regions to a certain extent. In shadow removal, the proposed method can minimize the in�uence of
shadow removal operation on other features in the shadow region. �e experiments on the benchmark dataset demonstrate that
the proposed approach achieves a promising performance, and its improvement is more than 6% in comparison with several
advanced shadow detection methods.

1. Introduction

Although the shadow in the image is a kind of image infor-
mation, it often interferes with object recognition, image
segmentation, and other image processing work.�erefore, the
detection and removal of shadow have been widely concerned.
�e di�culty of shadow detection lies in the complexity of
background and light in the image, as well as the interference of
dark objects in the image.�e di�culty of shadow removal is to
ensure that only the shadow is removed without changing
other image features in the shadow region.

Inspired by the relevant articles on shadow detection and
removal through region matching and other methods [1, 2],
this paper proposes a shadow detection and removal method
based on interarea material matching without training. �is
method can accurately detect the shadow region and min-
imize the impact of shadow removal on other features in the
shadow region.

�e contributions of this paper are as follows. (1) In
shadow detection, based on the mutual restriction between

image region features and matching region, this method can
detect directly without training. (2) In shadow removal, the
shadow region is restored according to the region matching.
�e calculation time is very short. Other features in the
shadow region can be kept unchanged to a great extent, and
only the shadow is restored.

�e remainder of this paper is organized as follows.
Section 2 introduces the related works of our proposed
approach. In Section 3, we present the processes of shadow
detection and removal. �e experiments and experimental
results’ analysis are described in Section 4, and �nally, this
paper is brie�y summarized in Section 5.

2. Related Works

At present, the commonly used shadow detection and re-
moval methods are divided into three directions: the method
based on a physical model, the method based on basic image
features, and the method based on machine learning. At the
same time, there are many ways to combine these directions.
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2.1. Shadow Detection

2.1.1. Shadow Feature. At present, shadow detection based
on image features is widely studied, mainly to extract some
changing and invariant features in shadow. Zhu et al. [3]
proposed a variety of features that change and remain
unchanged under the shadow in the gray image, including
the features of distinguishing dark objects from shadow
regions. Lalonde et al. [4] emphasized the local features of
the image and determined the shadow boundary quickly by
comparing the features of adjacent regions. Chung et al. [5]
proposed a single feature threshold method for directly
distinguishing shadow regions. Dong et al. [6] proposed the
characteristics of brightness and change rate. Some color-
related features were mentioned in [1, 7] to distinguish
shadow regions.

2.1.2. Machine Learning Method. Currently, a lot of works
combined the direct distinction of original features with
machine learning algorithms to train classifiers to distin-
guish shadow regions under the premise of data-driven
[1, 3, 4, 8]. At the same time, for the models that distinguish
each pixel separately, most of the works used CRF,MRF, and
other similar models to maintain regional consistency
[3, 9–11]. With the development of deep learning algorithms
in recent years, deep learning models have also been applied
to shadow detection [9, 10, 12]. Deep learning models make
the original feature engineering no longer necessary, but
these algorithms are often based on a large amount of data
and need a long time for model training.

2.2. Shadow Removal. User assistance shadow removal can
be completed under two conditions: automatic image
shadow detection and input of some image information
with user assistance. Different from the earlier user as-
sistance that requires users to clearly input various
complex information such as shadow contour [13–15], at
present, some user assistance methods only need to input
a small amount of information to obtain good results
[16–18].

2.2.1. Shadow Removal Algorithm. At present, many shadow
removal algorithms are based on shadow matting [1, 9], that
is, to decompose the image into the form of some pa-
rameters acting on the original unshaded image, and
then remove the shadow by calculating these parame-
ters. On the basis of shadow detection, shadow
boundary and image reorganization with shadow can be
used to remove shadow [19–21]. Vicente and Samaras
[2] proposed a method to restore the shadow by using
the adjacent region of the shadow region, but this
method required the shadow region to have the same
material as its adjacent region. At the same time, some
recent machine learning algorithms and deep learning
methods also have good performance in shadow re-
moval [9, 12, 22].

3. The Proposed Method

*e proposed method in this paper is based on image region
matching and image optical features. Firstly, the Meanshift
[23] algorithm is used to segment the image into a total of n
regions. Each region is recorded as Si, and the center is Ci.
*en, match the region with the closest material for each
region (see Section 3.1). Shadow detection (see Section 3.2)
and shadow removal (see Section 3.3) are realized according
to region matching. *e overall pipeline is shown in
Figure 1.

3.1. Region Matching Calculation. Since the color, satura-
tion, and other features will change in the shadow region and
the target is looking for the region with the most similar
materials, the features used in region matching are the two
shadow-invariant features mentioned in reference [3]:
gradient feature and texture feature.

3.1.1. Gradient Feature. *e gradient change of the image
region is hardly affected by shadow. *e gradient similarity
between regions with similar materials is stronger. In order
to extract this feature, a histogram is calculated using the
gradient value of each region in the image, and the similarity
between regions is measured through the Euclidean distance
of the histograms between two regions.

3.1.2. Texture Feature. Image surface texture features are
almost independent of shadows. Specifically, the method in
reference [24] is used to extract texture features. Similarly,
the similarity between regions is measured by calculating the
Euclidean distance of the histograms of two regions.

3.1.3. Distance between Regions. In order to ensure the local
consistency, the distance between the central points of the
two regions is added as the factor to judge the regional
similarity. *e calculation of similarity between regions is
shown in the following equation:

Di,j � Dgradienti,j + Dtexturei,j
+ Ddistancei,j

, (1)

where Dgradienti,j, Dtexturei,j
, and Ddistancei,j

, respectively, rep-
resent gradient feature similarity, texture feature similarity
between regions i, j, and distance between center points of
regions i, j.

3.2. Shadow Detection. In shadow detection, on the one
hand, the shadow is judged by the shadow features; on the
other hand, the shadow is judged by the mutual restriction
between regions.

3.2.1. Feature Selection. In color images, color tone is a
powerful descriptor that simplifies and dominates feature
identification and extraction in visual pattern recognition
applications. Shadow detection and removal require separate
chrominance and luminance information. Since the image
represented by the RGB color space is a mixture of

2 Computational Intelligence and Neuroscience



chrominance and luminance information into the three
components of R, G, and B, we need some other color
models to handle shadow. *ere are five invariant color
models, HSI model, HSV model, HCV model, YIQ model,
and YCbCr model. All of the models consist of independent
chromaticity and luminance. We select three common color
space models to detect and remove shadows.

(1) Y-channel information in YCbCr color space: con-
vert the original image from RGB color space to
YCbCr color space. According to the method
mentioned in reference [25], when the value of a
pixel on the Y-channel in YCbCr space is less than
60% of the average value of the Y-channel of the
whole image, it can be directly considered that the
pixel is in shadow. In the algorithm introduced in
Section 3.2.2, when the average value of the
Y-channel of a region is less than 60% of the average
value of the Y-channel of the whole image, this
region is considered in the shadow. Take the average
value from the region Si and record the feature as Yi.

(2) HSI color space information: convert the original
image from RGB space to HSI space and then
normalize the values on H and I channels to the [0, 1]
interval to obtain He and Ie. According to the
method in reference [5], the value in equation (2) is
extracted for each pixel as another feature of the
image. Take the average value from the region Si and
record the feature as Ri.

R(x, y) �
He(x, y) + 1
Ie(x, y) + 1

. (2)

R(x, y), He(x, y), and Ie(x, y) represent pixel at
position (x, y) in R, image He, and image Ie,
respectively.

(3) HSV color space information: convert the original
image from RGB space to HSV color space. We
utilize the chrominance channel H as the other

feature. Take the average value from the region Si and
record the feature as Hi.

3.2.2. 1e Proposed Algorithm. Figure 2 shows the flowchart
of the shadow detection approach.

*e specific implementation steps of the proposed
shadow detection method are as follows.

Variable Preparation.
(1) Segment image with Meanshift algorithm and then

obtain n regions; each region is remarked as Si. *e
center of each region is Ci.

(2) Compute the disparity between Si and Sj and get the
corresponding region with the highest similarity for
a given region which is denoted as Neari. At the same
time, record the information labeli of whether the
region i is in shadow and initialize labeli to 255. *e
similarity of regions i and j is computed as equation
(1).

(3) For all Ri, 1< i< n, use K-means algorithm to cal-
culate two centers Cshadow and Clit which, respec-
tively, represent whether it is the feature center of the
shadow region. Suppose R follows a normal distri-
bution; the standard deviations Stdshadow and Stdlit

are calculated, which correspond to Cshadow and Clit,
respectively. *en, for every Ri, Fshadow and Flit

corresponding to Cshadow and Clit are computed.
(4) For each region Si, Refusei represents whether Si is

forbidden to be a shadow region because of other
regions, and Refusei is initialized to 0.
Steps.

(1) Extract features Yi and Ri and prepare relevant
variables.

(2) If Yi < 60%∗mean(Yimage), labeli � shadow.
(3) Select the region Si with the greatest Fshadow and

Refusei � 0, and set labeli � shadow.

Input Image Segmentatiion Region Matching

Shadow Removal Shadow Detection

Figure 1: Pipeline of the proposed method.
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(4) Denote the nearest region Neari of Si as Sj. Check
whether Si and Sj are brightness opposite regions by
comparing Ri and Rj, and if so, then judge
Refusej � 1.

(5) Iteratively execute steps (3) and (4) until no update.
(6) For the region Si of labeli � shadow, if the brightness

of Si is similar to Sj and Refusej � 0 by comparing Yi,
Yj, Ri, Rj, set labelj � 0.

3.3. ShadowRemoval. Shadow removal is mainly carried out
in HSV color space. *e overall idea is to find the corre-
sponding region Sj for the shadow region Si to meet labelj �

1 and minimize Di,j. *erefore, Sj is the most similar non-
shaded region of Si. Consider using Sj to adjust the
brightness of Si, remove the shadow on the Si through the

histogram matching algorithm, and minimize the impact of
the operation on other features. *e flowchart of shadow
removal is shown in Figure 3.

3.3.1. Histogram Matching. Supposing the feature of region
Si as Featurei, given template histogram HistT, the purpose
of histogram matching is to ensure that the overall offset
conforms to the distribution of the template T under the
condition of ensuring the minimum change of mutual
distributions between Featurei. *e specific methods are as
follows.

(1) Calculate the histogram Histi of Featurei with the
number of bins equal to T.

(2) *e cumulative histograms Acci and AccT are cal-
culated for Histi and HistT, respectively.

Input image

Segment image
with mean-shift

Calculate
gradient feature

Gi

Calculate
texture feature

Ti

Calculate the
distances between

regions Di

Calculate HSV
feature Hi

Calculate
YCbCr feature

Yi

Initialize
labeli=255

Calculate HSI
feature Rj

Initialize
Refusei=0

Compute the
disparit between

two regions

Get the most
similar region

denoted sj 

Yi<60%*mean(Yimage)

labeli=0

Yes

Utilize k-means
to compute

Cshadow and Clit

Compute
Stdshadow and

Stdlit

Compute
Fshadow and Flit

Get region with the

greatest Fshadow,
Refusei=0, and let

labeli=0

No

Update

Formula (6) in
Section4.2

Yes

Refusej=1,
labelj=255

Yes
Formula (7) in Section 4.2

Refusej=0,
labelj=0

Yes

Output image

No

No

Figure 2: *e flowchart of the shadow detection.
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(3) For each stripe p in Acci, calculate the bin number q

with the smallest interpolation among Acci.
(4) Move each bin p to the position q.

3.3.2. 1e Proposed Algorithm. *e specific implementation
steps of the proposed shadow removal method are as follows.

(1) Calculate the shadow detection result label and
convert the image to HSV space at the same time.

(2) Repeat steps (3)–(5) for each shadow region Si.
(3) For region Si, find Sj with labelj � 1 and minimum

Di,j, and use Sj to relight Si.
(4) In the HSV color space, compute the histograms

HistH,j, HistS,j and HistV,j of Sj in the three channels
H, S, and V, respectively..

(5) Take HistH,j, HistS,j, HistV,j as the template of his-
togram matching and adjust the three features of Si,
so that the feature distribution is close to the
template.

(6) Convert the image to RGB space.
(7) Calculate the intersection boundary of all shadow

regions and non-shaded regions in the image and
then smooth all boundaries using a Gaussian filter.

4. Experiments

Experiments are conducted on the shadow dataset SBU
[26]. SBU dataset is a large shadow detection dataset,
which contains 4727 images, and each image has a
ground truth based on pixel markers. In order to
quantitatively evaluate the effectiveness of the proposed
method and comparative methods, the commonly used
indexes such as recall, specificity, and balanced error rate
(BER) are used as the evaluation indexes, which are
defined as follows:

recall �
TP

TP + FN
,

specificity �
TN

TN + FP
,

BER � 1 − 0.5∗ (recall + specificity),

(3)

where TP indicates that the real shadow is correctly clas-
sified, FN indicates that the real shadow is incorrectly
classified as non-shaded, TN indicates that the non-shaded
pixels are correctly classified, and FP indicates that the non-
shaded pixels are incorrectly classified as shadow pixels. *e
higher the recall is, the more the shadow pixels are found.
*e higher the specificity is, the more the non-shaded pixels
are recalled. Recall and specificity are considered a pair of
contradictions. *e comprehensive performance of the al-
gorithm is tested by BER.*e smaller the BER, the better the
shadow detection performance.

4.1.RegionMatching. Region matching is shown in Figure 4.
*e blue line in the figure connects the center of each pair of
matching regions. It can be seen that when the image
segmentation is more accurate, the nearest region matching
is also more accurate.

Input image

Convert RGB to HSV
color space

The labels and near
regions of the results
of shadow detection

For each region

shadow region Si

Yes

Find Sj with label lj =1 
and minimum Dij

Yes

Calculate the
histogram of Sj
three channels

Take the histogram of
Sj to adjust the
channels of Sj

No

No

Convert HSV to RGB
color space

Compute the boundary
between shadow and
non-shadow regions

Smooth boundaries
with Gaussian filter

Output image

Figure 3: *e flowchart of the shadow removal.
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4.2. Shadow Detection. *e parameter setting of shadow
detection is mainly in steps (4) and (6) of Section 3.2.2.

In step (4), when equation (4) is satisfied between Si and
Sj, it is considered that the label properties of Ri and Rj are
opposite, and set Refusej � 1.

Ri − Cshadow

Stdshadow
−

Rj − Cshadow

Stdshadow
> 3, (4)

where Ri and Rj are the features of shadow detection in the
region Si and Sj. *e value of Ri ado Rj can be computed by
equation (2). Cshadow is the feature center of the shadow
areas, and Stdshadow is the standard deviation corre-
sponding to the Cshadow. Step (3) of Section 3.2.2 describes
the details.

In step (6), when equation (5) is satisfied between Si and
Sj, it is considered that the label properties of Si and Sj are
the same, and set labelj � 0.

min Hi, Hj 

max Hi, Hj 
+
min Yi, Yj 

max Yi, Yj 
+
min Ri, Rj 

max Ri, Rj 
> 2.5, (5)

where Hi, Yi, Ri, Hj, Yj, and Rj are the shadow detection
features of regions Si and Sj, respectively.

3 and 2.5 are empirical constants. Tuning of the pa-
rameters is outside the scope of the current work.

*e performance of the proposed shadow detection
method is evaluated by comparing it with two commonly
used methods: Unary-Pairwise [27] and Stacked-CNN [26].

Figure 4: Most similar region matching.

Figure 5: Qualitative comparison of the proposed method with other methods. Rows from top to bottom: input images, ground truths,
results of the Unary-Pairwise method, results of the Stacked-CNN method, and results of the proposed method.

Table 1: Evaluation of shadow detection methods on SBU dataset.

Method Recall Specificity BER
Unary-Pairwise 0.5636 0.9357 0.2504
Stacked-CNN 0.8609 0.9059 0.1166
Our method 0.8460 0.9361 0.1090
*e bold entries indicate the best result in a given column.

Table 2: Time complexity of shadow detectionmethods on the SBU
dataset.

Method Testing
(hours)

Testing
(sec/image)

Training
(hours)

Unary-
Pairwise 9.13 51.56 ∼

Stacked-CNN 25.08 141.56 9.4
Our method 3.08 17.40 ∼
*e bold entries indicate the best result in a given column.
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*e Unary-Pairwise method is one of the best statistical
methods to detect shadows from a single image. *e
Stacked-CNN method is a shadow detection method based
on the deep learning framework using shadow prior map.

4.2.1. Qualitative Analysis. Figure 5 shows the shadow
detection results of some images in the SBU dataset.

It can be seen from the third line of Figure 5 that the
Unary-Pairwise method has good shadow detection results
in some images, but almost no shadow is detected in col-
umns 3 and 4. *e fourth line of Figure 5 shows the shadow
detection results of the Stacked-CNN method, which can
detect all correct shadows, but the visual effects of some
results are blurred.

As can be seen from the last line of Figure 5, the
proposed method has relatively small error in image
shadow detection, but the detection is basically correct.
*e consistency of shadow regions is ensured by region
matching. It should be noted that in the images in
column 1, the black base of the pole is detected as a
shadow, which is caused by the similar color features
between the black base and the shadow. Objects with

color features similar to shadow will reduce the precision
of shadow detection.

4.2.2. Quantitative Analysis. Table 1 shows the results of
quantitative analysis on the SBU dataset. *e proposed
method can improve the detection rate of shadow and non-
shaded regions. Obviously, recall and specificity are con-
sidered a pair of contradictions. Considering the perfor-
mance of shadow detection, the BER metric is used, and the
proposed method effectively reduces the BER.

*e Stacked-CNNmethod can detect most shadow pixels in
the dataset, but it also causes pixels in non-shaded areas to be
insufficiently recalled. Some non-shaded pixels are wrongly
classified as shadowpixels, resulting in blurred shadow detection
images, which is consistent with the results of qualitative
analysis. *e Unary-Pairwise method has the lowest recall of
shadow pixels on a large-scale shadow detection dataset. *is is
because of the false pairing between regions due to the loose
constraints. Although the recall of the proposedmethod is lower
than that of the Stacked-CNN method, the precision is higher.
On average with BER, the improvement made by the proposed
method is more than 6% which is impressive.

Figure 6: Qualitative analysis results of the proposed shadow removal method on the SBU dataset. Rows from top to bottom: input images,
shadow removal matching regions, and shadow removal images.

Figure 7: Failed images for shadow removal on the dataset.
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In Table 2, we show the execution time of testing phases
of the proposed approach. Our method does not need
training, and it works faster than the statistical method and
one order of magnitude faster than the deep learning
method.

4.3. Shadow Removal. *e parameters of shadow removal
are set in step (7) of Section 3.3.2, in which Gaussian blur is
applied to the points whose distance from the edge pixel is
less than or equal to 2, and the parameters of Gaussian blur
are set to hsize � 15, σ � 15.

*e second line of Figure 6 shows the shadow removal
process of some images in SBU dataset, in which the red lines
connect and match the corresponding shadow region Si and
non-shaded region Sj. Use Sj to relight Si through the al-
gorithm in Section 3.3.2.

*e third line of Figure 6 shows the shadow removal
results of the images. It can be seen that the regions after
removing shadow through region matching maintain the
original texture features, but the brightness changes. *e
image after removing shadow has an obvious boundary
around the original shadow region, but the edge effect is
significantly weakened after Gaussian smoothing.

*rough experiments, it is found that not all the shadows
of the image can be removed correctly. Two failed shadow
removal scenarios are shown in Figure 7. In the first image,
the shadow occupies most of the image, and the shadow is
evenly distributed in the image, which will lead to the
uniform distribution of image feature histogram, and the
non-shaded region is not enough to remove the shadow
region. In the second image, the shadows of multiple objects
are complex, and the fire hydrant is almost completely in
shadow, resulting in the wrong shadow removal matching,
so the shadows cannot be removed correctly.

In this work, the experiments are run on a PC with a
3.6GHz CPU and 8G RAM in the Matlab 2018b environ-
ment under Windows 10.

5. Conclusion

Experiments show that the shadow detection and removal
algorithm based on region matching is effective. In the
aspect of shadow detection, the consistency of images can be
guaranteed to a certain extent through the mutual restriction
of regions with the same material; in the aspect of shadow
removal, the method of brightening the shadow by the
region with similar material can minimize the impact of
shadow removal on the non-shaded features in the shadow
region.

*e limitation of the method proposed in this paper is
that it is difficult to ensure the accuracy of region matching
for complex images. *erefore, in shadow detection and
shadow removal, it will bring wrong constraints due to
wrong matching or restore the region to the wrong material.
At the same time, this algorithm is based onMeanshift image
segmentation technology, which is difficult to segment ac-
curately in complex images.

*e further improvement mainly lies in the calculation
of the material matching region. First, using more and more
datasets, the matching region is given by training classifiers
and other methods. Second, adding more shadow-invariant
features to improve the accuracy of region matching in
complex images will be taken into account.
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Wireless sensor network is an ad hoc network with sensing capability. Usually, a large number of sensor nodes are randomly
deployed in an unreachable environment or complex area for data collection and transmission, which can realize the perception
andmonitoring of the target area or specific objects and transmit the obtained data to the remote end of the system. Human health
activity recognition algorithm is a hot topic in the field of computer. Based on the small sample problem and the linear in-
divisibility of real samples encountered in metric learning, this paper proposes a human activity recognition algorithm for wireless
sensor networks. Human activity recognition algorithm for wireless sensor networks uses human activity recognition algorithm to
solve the singularity of intraclass divergence matrix, so as to reduce the impact of small sample problem. *e algorithm maps two
different feature spaces to the high-dimensional linearly separable kernel space through the corresponding kernel function,
calculates the distance between samples in the two projected feature subspaces to obtain two distance measurement functions, and
finally linearly combines them with weights to obtain the final distance measurement function.

1. Introduction

*e recognition of human health activities is a hot topic in
the computer field. Human activities, like language, play an
important role in human communication. With the rapid
development of mobile terminals, as well as the intelligent
development of mobile terminals, today’s mobile phones,
tablets, and other devices can accurately judge simple human
activities using gyroscopes and gravity sensors and send
them to opposite target terminals via the network [1]. A
wireless sensor network [2, 3] is a distributed network
system in which a series of microsensor nodes collect and
transmit data using wireless communication. Because of the
characteristics and viability of this technology, this paper
develops a set of human activity recognition algorithms for
mobile terminals and employs wireless sensor networks to
implement a series of complex commands for controlling
computer terminals from mobile terminals. A wireless
sensor network is a sensor-capable ad hoc network.

Typically, a large number of sensor nodes are randomly
deployed in environments or complex areas that are inac-
cessible to humans to collect and transmit data, realize
perception and monitoring of target areas or specific objects,
and transmit the acquired data to the system’s remote end
[4, 5]. For the elderly living alone, using the behavior rec-
ognition technology based on wireless sensor network to
build an intelligent monitoring system indoors can not only
send alarm signals in time to prevent accidents of the elderly,
but also make intelligent decision-making and behavior
recommendation by monitoring their daily activities [6]. For
example, we canmonitor the user’s behavior of boiling water
and then use the previous life records to find out from the
data that the user has the behavior of boiling water from 8 :
00 to 9 : 00 every morning. According to this rule, we can set
the electric water heater to work at 8 : 00 a.m. [7, 8].

Based on the small sample problem encountered in
metric learning and the linear indivisibility of real samples, a
human activity recognition algorithm for wireless sensor
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networks is proposed [9]. Human activity recognition al-
gorithm for wireless sensor networks uses human activity
recognition algorithm to solve the singularity of intraclass
divergencematrix, so as to reduce the impact of small sample
problem. *e human activity recognition algorithm maps
the samples from the linear nonseparable original feature
space to the linearly separable high-dimensional feature
space through the chi-square kernel function, then con-
structs the divergence matrix describing the proximity re-
lationship between samples in the high-dimensional space,
and finally obtains the projection matrix from high-di-
mensional to low-dimensional space by regularized linear
discriminant analysis, so that the samples can still maintain
the separability of high-dimensional space in low-dimen-
sional shadow space, so as to improve the classification
effect.*e purpose of themethod based onmetric learning is
to design a representation model of human activity recog-
nition algorithm with wireless sensor networks [10, 11]. *e
extracted features should be robust to changes such as il-
lumination and viewing angle and can distinguish different
human activities. *e most commonly used features in
human activity re-recognition are color features and texture
features [12, 13].

*e essence of human activity recognition algorithm in
wireless sensor networks based on metric learning is to learn
a distance metric function through training samples, which
can effectively classify samples, and make the distance be-
tween similar samples as small as possible and the distance
between different samples as large as possible. Considering
the difference of descriptive ability of different features, a
pedestrian re-recognition algorithm based on kernel regu-
larization linear discriminant analysis is proposed by using
the idea of multifeature subspace [14]. In this algorithm, two
different feature spaces are mapped to the high-dimensional
linearly separable kernel space through the corresponding
kernel functions, and then the projection matrices of the two
feature spaces are obtained by performing regularized linear
discriminant analysis in the kernel space, and the distances
between samples are calculated in the two projection feature
subspaces to obtain two distance measurement functions,
and finally the final distance measurement function is ob-
tained by linearly combining them with weights [15].
However, in actual research, the human activity recognition
algorithm is complicated and its accuracy is low, and the
effect will be even worse when processing a large amount of
data, so improving recognition accuracy has become the
most important task of human activity recognition at the
moment. *is paper focuses on a metric learning-based
algorithm for human activity recognition, with the goal of
learning the relationship between data using this method,
making the relationship more beneficial to the recognition
task, and thus improving the accuracy of human activity
recognition.

2. Related Work

Binary sensors and motion sensors, according to [16], are
used to identify ADL in the elderly. Human behavior rec-
ognition research can be divided into two categories: the first

is image vision recognition, which uses image equipment to
generate pictures or videos and monitor user behavior.
Reference [17] employs a convolutional neural network to
learn behavior data automatically using a big data analysis
method to select the best features. A feature fusionmethod is
proposed in light of the overfitting phenomenon of data
labels in the learning process, which strengthens the ability
of feature learning and improves the discrimination of
behavior features. Although this method solves the problem
of data label overfitting, it adds to the data complexity and
slows down the process. Taking the video data provided by
the image equipment as input, [18] proposes a moving
human body segmentation algorithm based on interframe
difference and an improved C-V model. *e algorithm can
solve the problem of recognizing moving human body
behavior in complex situations and provide real-time alarms
for security and monitoring systems. According to [19],
wireless sensor networks have a solid business foundation as
well as theoretical research significance, whether in as-
tronomy, basic people’s livelihood, or human activities.
Many applications requiring the location of nodes in
wireless sensor networks on a large scale, such as animal
survival ecology monitoring, activity range monitoring, and
so on, must solve the problem of obtaining the location of
nodes in the network. Literature [20] through the big data
analysis method and wireless sensor networks, with their ad
hoc characteristics, further expands human vision, enables
people to obtain information more safely and conveniently,
enables people to explore areas unsuitable for human ac-
tivities or inaccessible to human beings, and directly and
efficiently obtains the information needed by human beings.
*e research in [21] shows that the hidden Markov model is
used to segment the user’s daily behavior sequence.
According to the characteristics of continuity of actual ac-
tions and multisensor data fusion, a dynamic segmentation
method of continuous action sequence based on hidden
Markov model is proposed, and the result directly affects the
accuracy of action recognition. Finally, the average recog-
nition accuracy is 89%. *is method only carries out time
sequence segmentation for continuous actions and does not
take into account discontinuous action sequences. Literature
[22] suggests that the process of monitoring by sensors is
completely transparent to users and will not affect the daily
life and work of the monitored person. Sensor data is col-
lected through a computer network and stored in a database
for pattern recognition and prediction. Literature [23]
proposes a design framework for data transmission sched-
uling and a data aggregation scheduling strategy in the
network, with the goal of reducing energy consumption and
data transmission delay in wireless sensor networks using
big data analysis. According to [24], a wireless sensor net-
work can transmit relevant information from the battlefield
to a remote terminal without causing a network footprint
due to the loss or failure of some nodes in the network,
ensuring information acquisition continuity. *e method of
improving user behavior characteristics is presented in [25].
It proposes an algorithm for enhancing sensor data char-
acteristics and uses the feature enhancement coefficient to
express the feature recognition ability of behaviors,
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addressing issues such as behavior concurrency and peer
diversity. Time series features are added to behavior char-
acteristics to highlight features in the data, and the physical
meaning of behavior data is improved to make it easier to
understand. Although this method solves the behavior
concurrency problem, it ignores the behavior similarity
problem.

Based on metric learning, this paper studies the human
activity recognition algorithm in wireless sensor networks.
In this case, the divided time slice is used to represent the
activities that occupy most of the time. However, the result is
that the situation after the discretization is different from the
actual situation. In order to express the difference, the
discretization accuracy is introduced. When there is a re-
jection task, the difficulty of recognition will be increased,
because it limits a part of the samples, which will make the
training model unstable. Human activity recognition algo-
rithm module is the preprocessing module of this system,
which is mainly used to complete the function of human
activities. It can disassemble the relationship between spe-
cific points, lines, and surfaces of human activities according
to specific algorithms, and transmit these data to the cal-
culation module.

3. Human Activity Recognition Algorithm
Based on Metric Learning in Wireless
Sensor Networks

Measurement Learning: By training and learning the
wireless sensor network, we can get the appropriate Markov
matrix M, treat the characteristics of different emotional
contributions in the wireless sensor network data samples
differently, and then measure the similarity of the wireless
sensor network data samples more accurately, and finally
achieve the goal of improving the accuracy of emotional
recognition. *e discretization accuracy based on metric
learning indicates the percentage of correct labels in the
discretized data set, and the data after discretization is used
to calculate the performance metric of the model. In this
paper, 1 s discrete data is used as the comparison data to
evaluate the performance of the model. *e algorithm of
human activity recognition in wireless sensor networks
based on metric learning is based on the solution set of a
problem, which is called population, and there are indi-
viduals with certain gene coding properties in the solution
set, and the individuals can also be considered as chro-
mosomes. Individual chromosomes contain important in-
formation, which is expressed by a human activity
recognition algorithm through gene combination. Human
hair color features, for example, are determined by a gene
combination of this feature. If it is to be applied to real-world
problems, the first step must be coding, or expressing the
characteristics of things through gene coding. A global
optimization can be achieved using a human activity rec-
ognition algorithm. It differs from a general optimization
algorithm in that it starts with the problem’s solution set
rather than a single solution at the beginning of the search.
*e search range is initially broad, which can serve as a good

foundation for the subsequent steps and make finding the
best solution easier. Metric learning is a projective space-
friendly non-Euclidean metric. By finding a human activity
recognition algorithm in wireless sensor networks, metric
learning can reflect the fractional linear transformation of
spatial structure information or semantic information of
samples and model the potential relationship of training
samples; it can improve discrimination. *e structure of
human activity recognition algorithm is given as shown in
Figure 1.

*e metric learning algorithm of human activity rec-
ognition algorithm draws lessons from the idea of maxi-
mum interval of SVM and learns the Markov matrix with
the goal that the same sample points are as close as possible,
and the different sample points are away from andmaintain
a large interval. It optimizes the K target nearest neighbors
and intrusion samples of the target sample, so that the new
feature space and space obtained from the original sample
features are mapped. *e K samples closest to the target
sample belong to the same class, while they maintain a large
interval distance from heterogeneous samples. In the
process of evaluating individuals, human activity recog-
nition algorithm only needs to calculate the fitness function
value without other information. *e form of fitness
function can also be set for different problems, which
increases the application scope of human activity recog-
nition algorithm. In terms of recognition, clustering, and
retrieval performance, although the Mahalanobis metric
obtained by metric learning is better than Euclidean metric
or original Mahalanobis metric, the limitations of the
transformation of human activity recognition algorithm
make it unable to describe the potential nonlinear rela-
tionship of training samples, which limits its application in
practice. Because the expression form of the potential
Riemannian manifold of the training sample is not known
in advance, and the type of nonlinear transformation is also
unknown, the Riemannian metric can only be approxi-
mately calculated by Euclidean metric on the training data,
and the calculation efficiency is very low. In practical
applications, Riemannian metric learning is not always
better than Markov metric learning in recognition, clus-
tering, and retrieval. As far as we know, there is no im-
portant breakthrough research progress in Riemannian
metric learning. *e framework of human activity recog-
nition is shown in Figure 2.

*e pedestrian re-recognition method based on metric
learning mainly includes three stages: feature extraction,
distance metric learning, and re-recognition. *ese advan-
tages of human activity recognition algorithmmake it widely
used in parameter optimization. But its problems can not be
ignored, such as nonstandard population coding, premature
convergence, local optimum, and so on. In this paper, the
distance measurement learning stage is studied, and the
algorithm of human activity recognition is proposed. *e
kernel method is used to map the training samples to the
linearly separable feature space, in which the divergence
matrix describing the neighborhood relationship between
samples is constructed, and finally a projection matrix is
obtained. *e flowchart analysis of human activity
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recognition algorithm in wireless sensor networks based on
metric learning is shown in Figure 3.

*e process of human activity recognition can be divided
into two subprocesses: one is to extract human behavior
features and fully express human behavior through feature
data; the other is to construct recognition algorithm or
recognition model according to the obtained features. Al-
though the human activity recognition algorithms based on
metric learning proposed in this paper have high recognition
rate, in each data set with very little human activity
knowledge, the kernel regularized linear discriminant
analysis can not well reflect the intraclass and interclass
changes of samples due to the very small number of samples
in each human activity knowledge during training. *us, the
performance of the algorithm is greatly affected. Distance
measurement plays a very important role in many appli-
cation tasks in the field of wireless sensor network under-
standing and pattern recognition. *e most widely used is
Euclidean metric, which regards the input sample space as
isotropic, so instinct has been well used.

Given a reversible symmetric matrix Ψ ∈ R(n+1)×(n+1), its
bilinear form can be represented by ψ(x, y).
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On En and Bn, ρE(x, y) and ρH(x, y) forces both satisfy
the metric axiom, so they are metrics on En and Hn. (Rn, ρE)

is called elliptic geometry space, (Bn, ρH) is called hyperbolic
geometry space, k is a constant related to CC, 1/k is the
curvature of elliptic geometry space, and −1/k is the cur-
vature of hyperbolic geometry space. *ey are all special
Riemann geometry, collectively called Kelley Klein metric
geometry and can be unified into
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*e abovementioned Kelley Klein metric only depends
on the symmetric matrix Ψ; that is, given a symmetric
matrix, there can be a specific Kelley Klein metric.

Given a symmetric positive definite matrix G, its bilinear
form in Kelley Klein metric can be expressed as

σ xi, xj  � x
T
i , 1 G

xj

1
 �

Δσij. (5)

Ellipse Kelley Klein measures as follows:
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k

2i
log
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⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠(k> 0). (6)

*e V support vector machine method is used as a
reference in this chapter to make the Cayley-Klein metric
between data points of the same class smaller and the
Cayley-Klein metric between data points of different classes
larger, and the following Cayley-Klein metric learning op-
timization model is given:

min 
i,j⟶ i

dCK xi, xj  − vβ + μ
i

ζ ijl
⎛⎝ ⎞⎠,

s.t. (a)dCK xi, xl(  − dCK xi, xj ≥ β − ζ ijl,

(b)ζ ijl ≥ 0, β≥ 0,

(c)G> 0,

(7)

where the symbol j⟶ i represents Xj and Xi, which are
data points belonging to the same category. *e first term of
the objective function punishes the large distance between
the input sample and its samples of the same category, the V
in the second term controls the proportion of misclassified
sample points, the third term punishes the small distance
between heterogeneous samples, and μ is the equilibrium
constant.

With the mark Cij � (xT
i , 1)T (xT

j , 1), there is

σ xi, xj  � tr CijG  � tr Cij L
T
L  . (8)

In order to improve the iterative efficiency, this chapter
uses small batch random gradient descent algorithm to solve

the above optimization problems. Assume that the total
number of samples is that, at each iteration, only B samples
are selected to update the gradient value, where B is far less
than the total number of samples N. *e pedestrian re-
recognition method based on metric learning needs labeled
sample data in the training process to learn a metric model
with good discrimination and generalization ability. How-
ever, in practical application, the cost of labeling samples is
relatively high, which leads to the lack of enough training
samples in metric learning and the problem of small
samples.

4. Research on Human Activity Recognition
Algorithm in Wireless Sensor Networks

4.1.HumanActivityRecognitionAlgorithmforWirelessSensor
Networks Based on Metric Learning. Metric learning can be
traced back to some early research. Metric learning, on the
other hand, first appeared in Xing et al’s 2002 proposal for
the first Markov distance measurement method. It uses the
nonregularized convex formula to maximize the sum of
distances between points while keeping the distance between
similar examples as small as possible. Some existing studies
have introduced mobility into wireless sensor networks in
order to maximize the network life cycle and reduce the
delay in wireless sensor networks. Because rejection pro-
cessing is required after measurement learning, we must
manually select the rejection radius in order to achieve the
same accuracy in discrimination and rejection tasks. To
achieve the expected trade-off between identification and
rejection tasks, the rejection radius can be selected using the
cross validation method. Mobility in wireless sensor net-
works has a number of benefits, including improved con-
nectivity, lower deployment costs, higher reliability, and
lower energy consumption. However, using the human
activity recognition algorithm, the average recognition ac-
curacy of the human activity process is 97.42, which is 2.58
higher than the decision tree algorithm. Sensors and activity
tags both use the same discrete time length, so two or more
activities can happen at the same time. For example, one
activity could be stopped in the middle of the time period
while the other could begin right away.

Human activity recognition in wireless sensor networks
based on metric learning can be divided into visual activity
recognition and nonvisual activity recognition. Vision-based
human activity recognition focuses on the field of computer
vision, using imaging devices such as cameras and video
cameras to collect information, and tracking, identifying,
analyzing, and understanding activities through related
processing technologies of graphics and images. Non-vision-
based activity recognition mainly obtains human informa-
tion through sensors such as gyroscope, gravity accelerator,
and GPS. However, the feature extraction of the above
methods is mostly carried out in time domain, and it is not
robust compared with feature extraction in frequency do-
main. Another important point is that the above methods
are basically based on SVM to classify different group be-
haviors. Human health activity recognition in wireless
sensor networks can be divided into four aspects according
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to the complexity of the research object: posture, individual
behavior, interactive behavior, and group behavior, in which
interactive behavior is an action completed by two or more
people, and group behavior refers to an action completed by
a group of people. Measuring group behavior is influenced
by complex semantics and environment, and there are
relatively few studies, most of which focus on posture and
individual behavior. All nodes in this architecture are static,
and the receiver is mobile here. Once the receiver reaches a
given sensor node and the sensor detects the existence of the
receiver, data collection is completed. *is architecture is
beneficial to better connect to WSNs deployed in the area of
interest. *e process of learning human activity recognition
algorithm in wireless sensor networks can usually be sim-
plified to the classification of time-varying data; that is, the
test sequence is matched with the reference sequence of
typical behaviors calibrated in advance. At present, the al-
gorithms of human behavior recognition in wireless sensor
networks based on metric learning mainly include template
matching method and state space method. Frame-to-frame
matching method, fusion frame matching method, and key
frame matching method all belong to template matching
method.

4.2. Experimental Results and Analysis. *e following is the
experimental results of the measurement learning-based
wireless sensor network human activity recognition algo-
rithmmodel implemented inMATLAB language on the data
set. *is experiment adopts four algorithms, namely, deci-
sion tree algorithm, data mining algorithm, machine
learning algorithm, and human activity recognition algo-
rithm in this paper. *ree experiments are carried out, as
shown in Figures 4–6.

On three data sets, the recognition accuracy of the fast
nearest neighbor component analysis algorithm is clearly
improved when compared to the 1NN and NB algorithms,
according to the experimental results. On the Weizmann
data set, the average recognition accuracy of decision tree
and data mining algorithms is 92.86 and 94.61, respectively,
which is higher than decision tree algorithm. However, using
the human activity recognition algorithm, the average
recognition accuracy of the human activity process is 97.42,
which is 2.58 higher than the decision tree algorithm.
Sensors and activity tags both use the same discrete time
length, so two or more activities can happen at the same
time. For example, one activity could be stopped in the
middle of the time period while the other could begin right
away.*e divided time slice is used to represent the activities
that take up the majority of the time in this case. However, as
a result of the discretization, the situation afterward differs
from the actual situation. *e discretization accuracy is
introduced to express the difference.When a rejection task is
used, the difficulty of recognition is increased because a
portion of the samples is limited, making the training model
unstable. In this case, however, the average recognition
accuracy of the machine learning algorithm is 83.68, while
the average recognition accuracy of the human activity
recognition algorithm is 89.63, which is 5.45 higher than the

no rejection task. Individual behavior recognition research
results can be fully utilized in group behavior recognition
based on individual behavior recognition. However, feature
extraction in the above methods is primarily done in the
time domain, which is less robust than feature extraction in
the frequency domain. Another important point to note is
that the methods described above use SVM to classify
various group behaviors. Because SVM is difficult to apply to
large samples and sensitive to missing data, metric learning
is used to classify different group behaviors due to its
advantages.

In this experiment, in order to evaluate the advantages
and disadvantages of the human activity recognition algo-
rithm of wireless sensor networks based on metric learning
proposed in this chapter, two types of group behaviors are
mainly considered, each of which is completed by indi-
viduals. *e wireless sensor networks are selected, in which
six segments are used as training samples and two segments
are used as test samples, including frames of group target
images. *e group behavior corresponding to each frame is
manually calibrated as a reference value. *e recognition
rate obtained by this method is low. *e main reason is that
the background is complex and the interference to recog-
nition is large. On the other hand, only hog features are
relatively single and the ability to describe behavior is
limited. In general, the human activity recognition algorithm
based on metric learning in wireless sensor networks has a
high recognition accuracy. *is experiment adopts four
algorithms, namely, decision tree algorithm, data mining
algorithm, machine learning algorithm, and human activity
recognition algorithm in this paper. Four experiments are
carried out, as shown in Figures 7–10.

*e experimental results show that these methods are all
based on the feature extraction of human activity recogni-
tion in wireless sensor networks based on metric learning.
*ey need to be processed accurately in the early stage, and
complex models need to be built in the later stage, which
makes the whole algorithm less robust. In this paper, feature
extraction in complex frequency domain can effectively
suppress the influence of noise, and the whole model is
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Figure 4: Data results of different algorithms in wireless sensor
networks based on metric learning.
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simple and robust. In addition, on the sum video set, using
basic methods to identify group behaviors, the recognition
rates can reach 64.58% and 56.87%, respectively. Human
activity recognition method based on metric learning uses
linear method to classify human activity recognition sam-
ples. However, the real pedestrian sample data is often
nonlinear, so it is obviously inappropriate to use linear

method to solve nonlinear problems. Finally, most of the
human activity recognition algorithms based on distance
metric learning encounter the problem of small samples due
to the lack of enough training samples. However, in this case,
the average recognition accuracy of machine learning al-
gorithm is 83.68, and that of human activity recognition
algorithm is 89.63, which is 5.45 higher than that of no
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rejection task. Group behavior recognition based on indi-
vidual behavior recognition can make full use of the existing
research results of individual behavior recognition.

5. Conclusions

Measurement: Some existing research has introduced mo-
bility into wireless sensor networks in order to maximize the

network life cycle and reduce the delay. Because we must
deal with rejection after metric learning, we must manually
select the rejection radius to achieve the same accuracy in
task identification and rejection. Wireless sensor networks
have become increasingly popular in recent years because
they are nonintrusive, private, and simple to set up. Contact
switches, for example, are used to monitor how well doors
and cupboards open and close. Mercury contacts are for
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measuring the movement of objects or the switch state of
drawers. Passive infrared sensor is for detecting the
movement of specific areas. *e status of the flushing device
is measured by a floating sensor. *e human activity rec-
ognition algorithm of wireless sensor networks based on
metric learning, on the other hand, uses the chi-square
kernel function to map samples from the linearly indivisible
original feature space to the linearly separable high-di-
mensional feature space, then constructs the divergence
matrix describing the neighborhood relationship between
samples in the high-dimensional space, and finally obtains
the projection matrix from the high-dimensional space to
the low-dimensional space.
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Intracranial aneurysms are local dilations of the cerebral blood vessels; people with intracranial aneurysms have a high risk to
cause bleeding in the brain, which is related to high mortality and morbidity rates. Accurate detection and segmentation of
intracranial aneurysms from Magnetic Resonance Angiography (MRA) images are essential in the clinical routine. Manual
annotations used to assess the intracranial aneurysms on MRA images are substantial interobserver variability for both aneurysm
detection and assessment of aneurysm size and growth. Many prior automated segmentation works have focused their efforts on
tackling the problem, but there is still room for performance improvement due to the significant variability of lesions in the
location, size, structure, and morphological appearance. To address these challenges, we propose a novel One-Two-One Fully
Convolutional Networks (OTO-Net) for intracranial aneurysms automated segmentation inMRA images.3e OTO-Net uses full
convolution to achieve intracranial aneurysms automated segmentation through the combination of downsampling, upsampling,
and skip connection. In addition, loss ensemble is used as the objective function to steadily improve the backpropagation
efficiency of the network structure during the training process. We evaluated the proposed OTO-Net on one public benchmark
dataset and one private dataset. Our proposed model can achieve the automated segmentation accuracy with 98.37% and 97.86%,
average surface distances with 1.081 and 0.753, dice similarity coefficients with 0.9721 and 0.9813, and Hausdorff distance with
0.578 and 0.642 on these two datasets, respectively.

1. Introduction

Intracranial aneurysms are abnormal projections that occur
on the walls of cerebral arteries. Such hemorrhage is
common among relatively young people, with a higher
mortality and incidence rate and about 3% in healthy adults
[1]. 3e main threat comes from subarachnoid hemorrhage
(SAH) caused by the rupture of an intracranial aneurysm [2],
which accounts for more than 85% [3, 4]. According to the
survey, SAH is a catastrophic event, with a mortality rate as
high as 25%–60% after rupture [5]. 3erefore, accurate
measurement and evaluation of the shape of intracranial
aneurysms are crucial in daily clinical work so that we can

monitor and analyze the growth and rupture risks of an-
eurysms, making it easier to intervene or treat early [6, 7].

According to the current form of technological devel-
opment, combined with the actual clinical situation, we
found that the inspection methods for intracranial aneu-
rysms include invasive and noninvasive. Compared with
invasive Digital Subtraction Angiography (DSA), Computed
Tomography Angiography (CTA), magnetic resonance an-
giography (MRA), and Transcranial Doppler (TCD) have
been advocated as the best detection methods for intra-
cranial aneurysms [8]. MRA is a noninvasive angiographic
method that does not require radiation exposure. With the
introduction of new technologies such as 3D imaging,
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contrast enhancement, and 3Tmagnetic field, its sensitivity
can reach the detection of aneurysms less than 3mm [9].
3erefore, based on the simple operation and accurate
imaging characteristics of MRA technology, radiologists
usually use it to perform 3D visualization and quantitative
analysis of small intracranial aneurysms [10]. However, the
MRA image of a particular part usually contains part of
normal tissue, and it may have a relatively large proportion.
3erefore, currently in clinical practice, experts often use
manual segmentation to separate the tumor tissue regions.
In this context, the segmentation results are greatly affected
by the subjective experience of experts, and the repetition
rate is low and time-consuming. With the development of
emerging technologies such as deep learning, some auto-
mated segmentation algorithms have gradually emerged,
which have initially solved the problem of manual seg-
mentation. However, the accuracy of these algorithms is still
to be discussed.

Under the background of the current era of big data,
driven by artificial intelligence, it automatically recog-
nizes complex pattern features in image data and provides
quantitative data evaluation results [11]. In particular, the
application of Convolutional Neural Network (CNN) [12]
in deep learning has shown superior performance in a
series of image recognition tasks [13], including medical
image processing [14–17]. At present, the research on
intracranial aneurysms is not in-depth, but some re-
searchers have made courageous attempts. Park et al.
developed and applied a neural network segmentation
model called the HeadXNet model, which can generate
accurate voxel prediction of intracranial aneurysms on
head CTA images [18]. Wang et al. presented a multilevel
segmentation method based on the lattice Boltzmann
method (LBM) and level set with ellipse for accurate
segmentation of intracranial aneurysms, making it po-
tential for clinical assessment of the volume and aspect
ratio of the intracranial aneurysms [19]. However, these
studies focused on unruptured intracranial aneurysms
(UIAs) and did not include patients with Aneurysmal
subarachnoid hemorrhage (aSAH). Hence, it remains
unclear how deep learning model (DLM) algorithms
perform on patients with acutely ruptured intracranial
aneurysms (RIAs) and whether the extent of hemorrhage
impedes detection sensitivity. Moreover, there still has
room for performance improvement due to the significant
variability of lesions in the location, size, structure, and
morphological appearance.

Based on this, we propose a novel automated MRA
image segmentation network for intracranial aneurysms,
which can quickly locate intracranial aneurysms and ac-
curately segment its three 3D shapes to help radiologists
quantitatively evaluate MRA examinations. 3e contribu-
tions are as follows:

(1) A novel 3D image preprocessing scheme is designed
to correlate the structural information between data
blocks through overlap and partition operations. If
the Graphic Processing Unit (GPU) is large enough,
the kind of processing is not necessary;

(2) A new One-Two-One Fully Convolutional Network
(OTO-Net) for intracranial aneurysms automated
segmentation in MRA images is proposed, which is
based on the idea of fully convolutional networks
with three consecutive encoding and decoding
structures to detect and segment intracranial aneu-
rysms more efficiently and accurately;

(3) Aiming at the severe imbalance of categories caused
by small intracranial aneurysms, a loss ensembles
objective function is proposed, which improves the
segmentation accuracy and dramatically enhances
the stability of the backpropagation of the network
structure.

After reviewing the state-of-the-art in the field of tra-
ditional machine learning-based segmentation methods,
deep learning-based methods, and the current intracranial
aneurysms segmentationmethods in Section 2, we introduce
in detail the structure and method of our proposed model in
Section 3. 3en, we describe the details and results of the
experiment in Section 4. Finally, we present a discussion in
Section 5 and draw the conclusions in Section 6.

2. Related Work

2.1. Traditional Machine Learning-Based Segmentation
Methods. For a long time in the past, traditional machine
learning algorithms have occupied a significant position in
image segmentation. Traditional machine learning algo-
rithms include decision tree, random forest, extra tree, ridge
classifier, logistic regression, K-Nearest Neighbor [20],
Naive Bayes (Gaussian) [21], and Kernel Support Vector
Machine (polynomial, Gaussian) [22], and other algorithms.
Yang et al. used the random forest method to build a
predictive model of cardiovascular disease and achieved
significant results, referencing cardiovascular disease pre-
diction and treatment [23]. In addition, Bender used re-
gression models to analyze epidemiological statistics so that
an adjusted effect estimate can be obtained that takes into
account the impact of potential confounding factors [24].
On the other hand, as the advancement of high-throughput
technology had resulted in the generation of a large amount
of genomic and epigenome data, the classification features of
support vector machines were expanding their applications
in cancer genomics, leading to the development of new
biomarkers and new drug targets [25].

2.2. Deep Learning-Based Segmentation Methods. With the
application of image segmentation in biomedical image
processing, relevant characteristics of this field are also
exposed, such as small sample dataset, high segmentation
accuracy, and fast segmentation speed. In order to solve this
series of problems, new algorithms such as deep learning
were born. However, because CNN loses image details in
convolution and pooling, the size of the feature map
gradually decreases. It does not provide a good indication of
the precise contour of the target body. To solve this problem,
Shelhamer et al. proposed a Fully Convolutional Network
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(FCN) [26], which became the basic framework for semantic
segmentation tasks. Most of the subsequent networks are
improved on this basis. In 2015, Ronneberger et al. proposed
the U-Net structure [27], which has the advantages of
supporting a small number of data samples, classifying each
pixel and high image segmentation efficiency. In 2016, the
V-Net structure was introduced [28], a volume segmenta-
tion algorithm based on FCN. Due to its 3D convolution, the
introduction of Dice objective function, novel data expan-
sion method, and residual learning, this model showed
superior performance in the prostate MRI segmentation
task. Especially in recent years, image segmentation has been
widely used in medical image processing [29].

2.3. Intracranial Aneurysms Segmentation Methods. With
the development of modern medical imaging technology, it
is possible to understand further the structure, size, and other
characteristics of the diseased tissue in a noninvasive way to
diagnose the progress of the disease. In 1895, the German
physicist Wilhelm Konrad Rontgen discovered X-rays
[28, 30], which had opened the door to medical imaging.
Medical imaging methods commonly used in clinical practice
include X-ray imaging, X-ray computed tomography (CT),
emission computed tomography (ECT), magnetic resonance
imaging (MRI), etc., and various medical imaging equipment
are widely used in hospitals [31]. Based on literature reading
and clinical experience, MRA is a relatively good imaging
method for diagnosing intracranial aneurysms. We learned
that relevant scholars had explored the intracranial aneu-
rysms’ automatic segmentation and analysis. However, the
accuracy of its segmentation and other indicators cannot be
fully guaranteed. 3is means that aneurysm detection proves
to be challenging and time-consuming.

Shahzad et al. [32] developed and evaluated a Deep
Learning Model (DLM) to automatically detect and segment
aneurysms in patients with aneurysmal subarachnoid
hemorrhage (aSAH) on computed tomography angiogra-
phy. 3e results prove that this method is highly sensitive
and can potentially assist treating physicians in aSAH by
providing automated detection and segmentation of aneu-
rysms. Law et al. [33] proposed a novel intensity-based
algorithm to segment intracranial vessels and the attached
aneurysms, which can handle the low-contrast aneurysmal
regions affected by turbulent flows. It is grounded on
multirange filters and local variances to extract intensity-
based image features. Prior to this, the team also designed a
newmethod based onmultirange filters and local variance to
segment blood vessels and intracranial aneurysms on
PCMRA images that achieves an excellent segmentation
effect [34]. Even though there are related research results in
this field, there is still no systematic system to solve this
problem. 3is shows that in order to achieve the effect of
accurately and efficiently segmenting the tumor area, new
methods are being explored continuously.

2.4. Our Work. Facing the vast challenge of precise seg-
mentation, how to segment the intracranial aneurysm
structure from the complex brain tissue structure has

become an urgent problem that we need to overcome.
Aiming at the characteristics of the existing technology, we
proposed a novel model for intracranial aneurysms seg-
mentation in MRA images. We used datasets from the First
Affiliated Hospital of Gannan Medical University (GMU)
and Aneurysm Detection and segMentation Challenge 2020
(Adam2020, https://adam.isi.uu.nl/). 3e specific process of
our method is as follows: first, the original MRA images of
desensitized intracranial aneurysm patients were pretreated.
Next, an OTO-Net for intracranial aneurysms automated
segmentation in MRA images was proposed. 3en, the
OTO-Net model was trained on the preprocessed datasets.
Finally, the generalization ability of the OTO-Net model is
validated by model testing and evaluation indexes. 3e flow
chart of this experimental research is shown in Figure 1.

3. Methodology

3e purpose of this paper is to realize the accurate and
automated segmentation of intracranial aneurysms in MRA
images. 3erefore, we designed a novel OTO-Net model,
which was based on the idea of fully convolutional networks
with three consecutive encoding and decoding structures.
3e process of data preprocessing, OTO-Net network
structure, and loss function used were introduced in this
section.

3.1. Data Preprocessing. MRA image is a 3D data structure,
and the 2D network-based segmentation model needs to
slice it. 3e sliced data is 2D data, making the model unable
to learn the structural relationship between layers in the data,
leading to insufficient network model learning. 3erefore, to
preserve the spatial expression of intracranial aneurysms, we
decided to use 3D data as the model’s input. For radiologists’
observation and analysis of images, 3D data has significant
value in clinical diagnosis and treatment. Below we will
elaborate on the 3D image preprocessing method.

3.1.1. Overlapping Blocks. Due to the limitation of GPU
memory resources, MRA images cannot be input into the
original size network, so the 3D MRA images must be
processed in blocks. 3e paper introduces two chunking
methods, namely nonoverlapping block and overlapping
block, the structure of which is shown in Figure 2.

3e dimension size of the input data of the network
structure we designed is 128×128× 64. Here, anMRA image
with a size of 512× 512×128 in the dataset is taken as an
example. If the same nonoverlapping partitioning processes
the original image and the label image, then the step size of
each partitioning operation in theX and Y directions is equal
to 128. Furthermore, there is no overlap between the data
blocks, so theX and Y directions are divided into four blocks,
respectively. Similarly, if the Z step equals 64, it is split into
two pieces.

Although 3D data as input solves the structural rela-
tionship between the layers of the learning model, non-
overlapping block processing contains up to 64 layers of
image information, and the data blocks are still disconnected
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from each other, making the complete structure unable to be
learned. It is similar to the slice image input from the 2D
network model. 3erefore, we propose an overlapping di-
vision method to alleviate this problem.3e size of the block
remains the same.3e step size of the original image and the
label image that move simultaneously in the X, Y, and Z
directions is smaller than the block size. Although it in-
creases the number of blocks, the advantage is that there is
absolute information correlation between blocks.

3.1.2. Disequilibrium Culling. After the block processing, a
3D original image and label image are cut into many
128×128× 64 data blocks. Since the lesion area only oc-
cupies a small part of the brain, the block processing

partnership will contain the nonlesion blocks. If these data
blocks are used together as input data for the model, the class
imbalance will be caused, and the model’s learning process
will be troubled.

3erefore, to mitigate category imbalance in this study,
the label image data block is further screened after the
chunking process. If there is no data more significant than 0
in the data block, the lesion area is not included, the original
image and label image data block would be discarded.

3.2. Model Design. 3e OTO-Net is a model based on 3D
fully convolutional networks. Its main structure takes ad-
vantage of the encoder-decoder proposed by Hinton et al.
[35] in 2006. 3e most significant feature of the OTO-Net

MRA Images

OTO-Net Training Testing Output Results

Preprocessing
Input Data Non-overlapping

[Overlapping blocks]
[Disequilibrium culling]

[Dice + Cross Entropy]
[Dice + Boundary]

[Averaga Surface Distance]
[Dice Similarity Coefficient]

[Hausdorff Distance]

Figure 1: Procedures of our OTO-Net for intracranial aneurysms automated segmentation in MRA images.

Input Original
Images

Input Original
Images

Non-overlapping
Chunking

Overlapping
Chunking

Figure 2: Nonoverlapping chunking and overlapping chunking.
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structure is the continuous use of three complete encoding
and decoding structures to achieve the purpose of accurate
detection and segmentation of intracranial aneurysms. 3e
whole network still presents an entirely symmetrical design.
3e schematic diagram of OTO-Net is shown in Figure 3.

In the OTO-Net structure designed by us, the convo-
lution kernel uses 3× 3× 3 voxels, assigns ’SAME′ mode to
supplement data, and selects ReLU as the activation func-
tion. 3e three complete encoding and decoding structures
in OTO-Net are used in downsampling, upsampling, and
skip connection. First, the input data of 64×128×128×1
was received. And then, the convolution check with 3× 3× 3
voxels with the convolution step of [1] was performed for
two convolution operations. Finally, Layer 1 was obtained by
adding the first and second convolution layers.

After being downsampled with a convolution kernel step
size of [1, 2], the network structure of Layer1 changes from
16 channels to 32, and then, perform three successive
convolution operations and add the downsampled layer and
the third convolutional layer to get Layer2. Subsequently,
deconvolve Layer2. Moreover, the convolution kernel size
was still [1, 2], so the channels changed from 32 to 16. After
skip connection between the deconvolution layer and Layer1
stack operation, three consecutive convolution operations
and the deconvolution layer are added to obtain Layer3,
whose size is the same as Layer1. At this point, the first
complete encoding and decoding structure is completed.

Except for the second encoding and decoding structure
is different from the first structure, two consecutive
downsampling and then two successive upsampling are
used, while the third is the same as the first structure. When
the OTO-Net structure enters Layer 9, the layer’s size is the

same as that of Layer1 again. Finally, it passes through the
output layer’s convolution operation and uses the Sigmoid
activation function to map out the prediction result of the
size of 64×128×128×1. 3e theoretical calculation of
network parameters of the OTO-Net structure is shown in
Table 1.

3.3. Loss Ensembles. 3e loss function, also known as the
objective function, solves and evaluates the model by
minimizing it, so it is crucial for model construction.
Medical images usually have a characteristic that the target
area to be segmented is unbalanced with the background
area. To solve this problem, Milletari et al. proposed a new
objective function in the V-Net structure, which had an
immediate effect because the Dice coefficient was cited [36].
Since then, Dice loss has become one of the most critical
evaluation indexes of medical image segmentation.

Nevertheless, as Figure 4 shows, intracranial aneurysms
account for a tiny proportion of the entire brain, and the

16 Channels

32 Channels 32 Channels

32 Channels

Convoltion_Relu_Drop

Down_Sampling De-convolution

64 Channels

Add_Connet OTONet Crop and Conear

32 Channels

16 Channels 16 Channels 16 Channels

128 × 128 × 64
128 × 128 × 64

Figure 3: Overall architecture of our proposed OTO-Net.

Table 1: Parameter details of the proposed OTO-Net.

Layer Input size Kernel
OI-Stage1 128 3× 3× 3×16×16
OI-Stage2 64 3× 3× 3× 32× 32
T-Stage1 128 3× 3× 3×16×16
T-Stage2 64 3× 3× 3× 32× 32
T-Stage3 32 3× 3× 3× 64× 64
T-Stage4 64 3× 3× 3× 32× 32
T-Stage5 128 3× 3× 3×16×16
OII-Stage1 64 3× 3× 3× 32× 32
OII-Stage2 128 3× 3× 3×16×16
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foreground and the background are highly imbalanced.
3erefore, we propose an objective function optimization
for loss ensembles, including the comparative experiment
between Dice loss +Cross-Entropy loss and Dice
loss + Boundary loss. 3e principles of each are described in
detail in the following sections.

3.3.1. Dice Loss. Dice coefficient is a set similarity mea-
surement function, which is usually used to calculate the
similarity between two samples, and its value ranges between
[0, 1]. 3e formula is as follows:

s �
2|A∩B|

|A| +|B|
, (1)

where |A∩B| represents the intersection of set A and set B,
|A| and |B| represents the number of elements of set A and
set B, respectively. And the coefficient 2 in the numerator is
to eliminate the common component of double calculation
in the denominator. For semantic segmentation, p repre-
sents the predicted image and g represents the label image.
3us, Dice loss can be expressed as follows:

Ldice � 1 −
2

N
i�1 pigi  + w


N
i�1 p

2
i + 

N
i�1 g

2
i  + w

, (2)

where w is known as the smoothing coefficient, a minimal
number. And it is used to prevent the denominator from
being 0. Although Dice loss has a good performance in the

scenario where there is a severe imbalance between positive
and negative samples and focuses more on the mining of
foreground area in the training process, it also has disad-
vantages. Loss is prone to be unstable, especially in small
targets, which will lead to gradient saturation in extreme
cases. 3erefore, we propose a loss ensembles optimization
method to solve these problems.

3.3.2. Cross-Entropy Loss. Suppose two different probability
distributions, P(x) and Q(x), for the same random variable
X. In that case, we can use relative entropy (KL divergence)
[37] to measure the difference between these two probability
distributions. 3e formula is expressed as follows:

DKL(PQ) � 
N

i�1
P xi( log

P xi( 

Q xi( 
 , (3)

DKL(PQ) � −H(P(x)) + − 
N

i�1
P xi( log Q xi( ( ⎡⎣ ⎤⎦. (4)

KL divergence formula (4) can be obtained by further
deformation from (3), where the former represents infor-
mation entropy and the latter represents cross-entropy, that
is, KL divergence� cross-entropy− information entropy.

In the model training process, since the input data and
labels have been determined, and the true probability dis-
tribution P(x) has also been determined, the information
entropy is constant. In addition, since the value of KL

MRA Image1

MRA Image4

MRA Image2

MRA Image3

Figure 4: Morphology of intracranial aneurysm at high magnification.
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divergence represents the difference between the true
probability distribution P(x) and the predicted probability
distribution Q(x), the smaller the value, the better the
prediction result.3erefore, it is necessary tominimize the KL
divergence to obtain the best results. It is easier to calculate
using the cross-entropy loss function as the objective func-
tion. Replace P(x) with g(x) and Q(x) with Q(x). 3e
formula of cross-entropy loss can be expressed as follows:

Lce � − 
N

i�1
g xi( log p xi( ( , (5)

where the former represents the KL divergence, and the
latter is a constant.

3.3.3. Boundary Loss. Boundary loss is an objective function
proposed by Kervadec et al. to solve the difficulty of highly
unbalanced segmentation [38]. 3e core of the method is to
calculate the distance between the predicted image and the
boundary of the marked image through calculus. 3e cal-
culation formulas are as shown in (6) and (7), respectively:

Dist(zG , zS) � 
zG

yzS(p) − p
����

����
2dp, (6)

Dist(zG , zS) ≈ 2
Δs

DG(q)dp. (7)

Since the distance differential expression (6) cannot be
used as a loss function, the integral expression (7) is adopted.
3e crucial region△S is divided into S and G, and the binary
indicators function s(q) and g (q) about segmentation and
ground truth are introduced so that the integral region
extends from S and G to the entire image domain.

ΔS �
S

G
 ∪

G

S
 , (8)

1
2
Dist(zG , zS) � 

S
ϕG(q)dq − 

G
ϕG(q)dq

� 
Ω
ϕG(q)s(q)dq − 

Ω
ϕG(q)g(q)dq.

(9)

3en we replaced s(q) in formula (9) with S(q), which
established a connection with the softmax output of the
network. At this point, we can obtain the Boundary loss
function expression (11):

min
θ

Di st zG , zSθ(  ≈ 
Ω
ϕG(q)Sθ(q)dq − 

Ω
ϕG(q)g(q)dq,

(10)

LB(θ) � 
Ω
ϕG(q)Sθ(q)dq. (11)

4. Experiments

4.1. Datasets. In the study, we evaluated the proposed
OTO-Net on one public benchmark dataset and one
private dataset used to train, evaluate and objectively
compare the performance of standardized intracranial
aneurysm MRA data segmentation algorithms. First, we
use the Adam2020 dataset. A set of 255 representa-
tive intracranial aneurysm MRA data is shared on
the challenge website (https://adam.isi.uu.nl/) [2].
Adam2020 dataset includes 113 training data and 142
test data, and about 32 epochs are needed for training the
model. In addition, the second in-house private dataset
is provided by the First Affiliated Hospital of Gannan
Medical University (GMU dataset). In total, 65 clinical
intracranial aneurysm MRA data are provided with
manual segmentation labels to verify the model, in-
cluding 30 training data and 35 test data. It takes about
27 epochs to train the proposed OTO-Net with GMU
dataset.

4.2. Evaluation Metrics. In order to have a more systematic
evaluation of the effect of segmentation, we have stipulated
the following indicators as the evaluation metric. 3e Av-
erage Surface Distance (ASD) refers to the average surface
distance of all points in the 3D data block. It is a commonly
used evaluation index in medical image segmentation tasks,
and its mathematical definition can be expressed by the
following formula:

Table 2: Experimental design of image segmentation for intra-
cranial aneurysms.

Experiment Dataset Algorithm Loss function
Ex1 GMU V-Net Dice
Ex2 GMU V-Net Dice + cross-entropy
Ex3 GMU V-Net Dice + boundary
Ex4 GMU OTO-Net Dice
Ex5 GMU OTO-Net Dice + cross-entropy
Ex6 GMU OTO-Net Dice + boundary
Ex7 ADAM2020 V-Net Dice
Ex8 ADAM2020 V-Net Dice + cross-entropy
Ex9 ADAM2020 V-Net Dice + boundary
Ex10 ADAM2020 OTO-Net Dice
Ex11 ADAM2020 OTO-Net Dice + cross-entropy
Ex12 ADAM2020 OTO-Net Dice + boundary

Table 3: 3e hyperparameters of each experiment.

Experiment Inputable
data

Learning
rate Dropout Epoch Batch

size
Ex1 597 0.001 0.5 200 4
Ex2 597 0.001 0.5 200 4
Ex3 597 0.001 0.5 200 4
Ex4 597 0.001 0.5 200 2
Ex5 597 0.001 0.5 200 2
Ex6 597 0.001 0.5 200 2
Ex7 1613 0.001 0.5 150 4
Ex8 1613 0.001 0.5 150 4
Ex9 1613 0.001 0.5 150 4
Ex10 1613 0.001 0.5 150 2
Ex11 1613 0.001 0.5 150 2
Ex12 1613 0.001 0.5 150 2
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ASD �

a∈S(A) min
b∈S(B)

‖a − b‖ + b∈S(B) min
a∈S(A)

‖b − a‖

|S(A)| +|S(B)|
. (12)

Next, since Dice Similarity Coefficient (DSC) is equiv-
alent to equation (1), and the sum of Dice loss and DSC is 1.
Based on the above conditions, DSC can be expressed as
follows by the following formula:

DSC �
2

N
i�1 pigi


N
i�1 p

2
i + 

N
i�1 g

2
i

. (13)

If DSC is sensitive to internal filling, Hausdorff distance
(HD) focuses on calculating segmentation boundaries.
Hausdorff distance is a maximum function describing set A
to set B. And the general definition can be expressed by the
following formula:

HD(C, D) � max h(C, D), h(D, C){ }, (14)

where h(C, D) is called the directed Hausdorff distance and
given by h(C, D) � maxa∈Cminb∈D‖a − b‖, where ‖a − b‖ is
some norm. In all HD calculations, the maximum distance
quantile is set to 95%. 3e purpose is to eliminate the little
distance caused by some outliers to ensure the overall value’s
stability.

4.3. Experimental Details. We use the V-Net model and the
OTO-Net model for comparative experiments. As men-
tioned in the previous article, we used the comprehensive
objective function of Dice loss +Cross-entropy loss and Dice
loss + Boundary loss in the training process. 3e intracranial
aneurysm segmentation study provided two datasets, so we
designed Table 2 that shows the experimental protocol.

4.4. Training Process. As shown in Table 3, to meet the
experimental conditions of the control group without
limiting the optimal performance of the model, we rea-
sonably set the training parameters of each group of ex-
periments, such as learning rate, dropout, epoch, and batch
size.

In this study, we used the python-based PyCharm
framework to implement the preprocessing and our pro-
posed OTO-Net model, including the software packages

such as 1.19.2 NumPy, 3.1.1 Nibabel, 2.0.0 SimpleITK, 1.1.2
Pandas, 4.4.0 OpenCV, and the GPU version of 1.13.1
TensorFlow.3eworkstation is installed with theWindow10
system, equipped with two Intel(R) Xeon(R) Silver 4210
CPU @2.20GHz, one NVIDIA TITAN RTX 24GB GPUs,
and 128G running memory. All different modes were tested
under the same GPU and environment.

5. Results and Discussion

5.1. Results. After completing the model’s training process,
we tested its segmentation detection performance. Evalua-
tion indicators can be considered as the most intuitive
manifestation of results. As shown in Table 4, we used the
ASD, DSC, and HD three indicators introduced in the
previous article to compare and evaluate the effects of all
experimental groups. 3e last column of the
table—comprehensive ranking is the cumulative sum of the
scales of each group in the three indicators. It can be implied
by its definition that the smaller the value, the higher the
overall performance of the corresponding model.

By observing and comparing the experimental data, it
can be concluded that Ex3, Ex5, and Ex12 rank first in the
three indicators of ASD, HD, and DSC, respectively, and
Ex12 is the best in the overall ranking. Combined with the
experimental model design, they use all OTO-Net. 3ere-
fore, we have reason to believe that O’s segmentation effect
on V has been further improved. In addition, for another
experimental variable loss function, we found that the
overall rankings of Ex1, Ex4, Ex7, and Ex10 that only use the
dice objective function are relatively low, and the loss en-
sembles play a critical role in improving the segmentation
performance.

We comprehensively analyze and calculate the results of
6 sets of experiments and finally conclude that the accuracy
of the OTO-Net model on the GMU and Adam2020 datasets
is 98.37% and 97.86%, respectively. 3e accuracy is the ratio
of the correct prediction area to the target area. Ex5 ranked
first in the GMU dataset, with ASD reaching 1.989, DSC
reaching 0.9721, and HD reaching 0.578mm; Ex12 ranked
first on the Adam2020 dataset with ASD of 0.753, DSC of
0.9813, and HD of 0.642mm. We have noticed that this
model performs better on the Adam2020 dataset and believe

Table 4: Evaluation index and a comprehensive score of each experimental model.

Experiment Time (h) ASD DSC 95% HD Comprehensive ranking
Ex1 11.5 3.562± 0.77 0.9391± 0.023 7.332± 2.31 12/12 + 11/12 + 12/12� 2.91
Ex2 11.7 2.409± 0.26 0.9502± 0.032 3.053± 1.11 9/12 + 10/12 + 8/12� 2.25
Ex3 12.1 0.706± 0.05 0.9672± 0.020 2.751± 1.29 1/12 + 7/12 + 7/12�1.25
Ex4 10.4 2.014± 0.20 0.9701± 0.017 1.242± 2.68 7/12 + 5/12 + 6/12�1.50
Ex5 11.0 1.989± 0.62 0.9721± 0.005 0.578± 0.43 6/12 + 3/12 + 1/12� 0.83
Ex6 11.3 1.081± 0.27 0.9710± 0.013 0.942± 0.87 4/12 + 4/12 + 3/12� 0.91
Ex7 43.6 3.194± 0.31 0.9362± 0.020 7.116± 9.84 11/12 + 12/12 + 11/12� 2.83
Ex8 43.9 2.113± 0.09 0.9586± 0.031 5.583± 1.92 8/12 + 9/12 + 10/12� 2.25
Ex9 44.1 2.991± 0.31 0.9621± 0.017 1.131± 0.31 10/12 + 8/12 + 5/12�1.91
Ex10 39.8 1.953± 0.71 0.9699± 0.042 4.112± 0.94 5/12 + 6/12 + 9/12�1.66
Ex11 40.1 0.905± 0.11 0.9761± 0.007 1.041± 0.31 3/12 + 2/12 + 4/12� 0.75
Ex12 40.6 0.753± 0.03 0.9813± 0.008 0.642± 0.17 2/12+ 1/12+ 2/12� 0.33
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Figure 5: Prediction results comparison between the OTO-Net and V-Net: (a) GMU dataset, (b) Adam2020 dataset.
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that the reason is that the data contained in it is more
standardized.

For the clinician’s diagnosis, the most intuitive and
effective way of presentation is the visualization of the
segmentation results. Both OTO-Net and V-Net men-
tioned in this article have end-to-end characteristics, so the
output data size is still 128 ×128× 64. To preserve the
predicted results in the model training process, we con-
verted the 128 ×128× 64 3D data blocks into 64 128 ×128
2D images and then merged them into 8× 8 images. 3e
smaller the inference cycle of the model is, the faster the
inference speed is, and the stronger the model’s perfor-
mance is. When the reasoning cycles are the same, the
reasoning cycles’ size can be evaluated by comparing the
value of dice loss, and then the performance of the model
can be judged.

As shown in Figure 5(a), (a) is the comparison between
the prediction results of OTO-Net and V-Net on the GMU

dataset in the 5th, 50th, and 125th rounds of the inference
period and the standard; (b) is the comparison between the
prediction results of OTO-Net and V-Net on the Adam2020
dataset in the 10th, 500th, and 2500th rounds of the inference
period and the standard. By comparing the four groups of
data, it can be found that the dice loss values of Ex5 and Ex12
are significantly smaller, indicating that their predicted re-
sults are more similar to the standard. 3erefore, the model
structure of Ex5 and Ex12 is superior.

On this basis, to observe the loss values of each group of
experiments in the training process, Figures 6(a) and 6(b)
recorded and described the dynamic change curves of
training loss of 12 groups of experiments GMU and
Adam2020 datasets, respectively. 3e volatility of the loss
curve is one of the important indexes to measure the model’s
stability. As shown in Table 5, by calculating the residual sum
of squares (RSS) of each loss curve, the volatility of the loss’s
discrete value was characterized by a quantity that measured

MRA Data 128 × 128 × 64 8 × 8

Figure 7: Test set nonoverlapping block processing.

Table 5: RSS calculation results for each loss curve.

Ex1/Ex7 Ex2/Ex8 Ex3/Ex9 Ex4/Ex10 Ex5/Ex11 Ex6/Ex12

Residual sum of squares (RSS) 17.7597 17.0351 18.1124 15.9172 15.1319 17.0053
19.8024 19.0271 21.9512 16.3814 18.7011 16.1217
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Figure 6: Training loses per group of experiments on GMU dataset and Adam2020 dataset.
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the degree of model fit in the linear model. 3e smaller the
matter is, the smaller the fluctuation is, which means that the
model tends to be more stable. By comparing the data in the
table, it can be seen that the RSS values of Ex4∼6 and
Ex10∼12 are small, so the model structure is more stable.

To sum up, all the experimental data, respectively, reflect
the excellent effects of training stability, segmentation ac-
curacy, and generalization ability, which effectively verify the
advancement of the OTO-Net structure and loss ensembles
proposed by us.

Table 6: Evaluation indexes of six MRA image test sets.

Test Dataset ASD DSC 95% HD
TOF1 GMU 0.982 0.9604 0.812
TOF2 GMU 0.699 0.9711 0.640
TOF3 GMU 0.704 0.9622 0.506
TOF4 ADAM2020 1.105 0.9730 0.618
TOF5 ADAM2020 0.786 0.9803 0.574
TOF5 ADAM2020 1.032 0.9705 0.713

TO
F4

128 × 128 GT Pred

TO
F5

TO
F6

Figure 9: Visualization results of the intracranial aneurysms segmentation using the proposed OTO-Net on Adam2020 dataset.

TO
F1

128 × 128 GT Pred

TO
F2

TO
F3

Figure 8: Visualization results of the intracranial aneurysms segmentation using the proposed OTO-Net on GMU dataset.
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5.2. Discussion. After introducing the process and results of
this experiment, it can be seen that OTO-Net with loss
ensembles shows high overall accuracy and robustness in the
segmentation of highly unbalanced intracranial aneurysms.
As shown in Figure 7, the test samples divided in advance by
GMU and Adam2020 datasets were first processed by
nonoverlapping block processing, respectively, to obtain
multiple test datasets with the size of 128×128× 64, and
then input them into OTO-Net, respectively, for prediction.

Figures 8 and 9 respectively, show the three groups of
MRA image results predicted by the OTO-Net model on the
GMU dataset and the Adam2020 dataset. Because the in-
tracranial aneurysm was too small, we enlarged and clipped
the target region to have a precise observation of each result.
Observation of the predicted results shows that OTO-Net
can still achieve pixel-level segmentation requirements, but
for tiny intracranial aneurysms, it is difficult for OTO-Net to
achieve absolute precision segmentation in some marginal
areas. In order to quantitatively discuss the prediction re-
sults, three indicators of ASD, DSC, and HD of the six
groups of test data were counted, respectively. As shown in
Table 6, ASD of TOF2 reached 0.699 and HD of TOF3
reached 0.506mm, both of which were higher than the
maximum values of the training results.3emaximum value
of DSC is 0.9803, which is slightly inferior to the maximum
value of training.

In order to increase the persuasiveness of the results of
the article, we must effectively compare it with the results of
previous studies. However, by reading a large number of
documents, we can see that few studies overlap entirely with
the research field of this article, which fully proves that the
idea of the article is quite innovative.3emodel proposed by
Sichtermann et al. has a system with a maximum overall
accuracy of 90% for detecting intracranial aneurysms and an
accuracy of 96% for aneurysms with a diameter of 3–7mm,
which is lower than the segmentation result obtained by this
model [39].

3erefore, it can be seen from the whole that the current
research results show that OTO-Net has a high level of
segmentation accuracy for large, medium, and small regions
and multiregions. OTO-Net is fully competent to assist
radiologists in quantitative analysis and evaluation of MRA
examination in patients with intracranial aneurysms. Ac-
curacy is the most important index in the field of medical
image processing. 3ere is no upper limit to this index, so
our current research needs to be more in-depth and detailed.

6. Conclusion

3is study proposed the OTO-Net model for intracranial
aneurysms automated segmentation in MRA images and
performed experiments on the Adam2020 dataset and GMU
dataset, respectively. We designed a novel 3D image pre-
processing scheme to correlate the structural information
between data blocks through overlap and partition opera-
tions. At the same time, we proposed the OTO-Net for
intracranial aneurysms automated segmentation in MRA
images. 3e OTO-Net uses full convolution to achieve in-
tracranial aneurysms automated segmentation through the

combination of downsampling, upsampling, and skip
connection. In addition, loss ensemble is used as the ob-
jective function to steadily improve the backpropagation
efficiency of the network structure during the training
process. We evaluated the proposed OTO-Net on one public
benchmark dataset and one private dataset. Our proposed
model can achieve the automated segmentation accuracy
with 98.37% and 97.86%, average surface distances with
1.081 and 0.753, dice similarity coefficients with 0.9721 and
0.9813, andHausdorff distance with 0.578 and 0.642 on these
two datasets, respectively. 3erefore, our proposed OTO-
Net plays an essential role in radiologists’ assisted discovery
and diagnosis of intracranial aneurysms and brings sub-
stantial value to intelligent medicine’s advancement and
development. 3e next research direction is to better use the
transformer and 3D information to segment intracranial
aneurysms in MRA images.
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-is paper discusses the development of new hardware and software for protecting access to HMI/SCADA systems via Un-
protected Internet Networks (UPN), mainly when working remotely with confidential information. Based on the analysis carried
out, it is shown that the existing vulnerabilities can be exploited by cybercriminals to steal passwords and user authentication
logins. Modern protection technologies based on the OTP method have been investigated. Moreover, a new concept of in-
formation security for user authentication in UPNs when working with information remotely is proposed. -e structure of the
electronic key and the connection diagram based on the selected hardware modules have been developed. In addition, the two-
level user identification algorithms and the firmware program code for the ATmega32U4 microcontroller are considered. Finally,
to show the reliability and stability of the of the developed electronic user authentication key against any unexpected software
hacking, a number of experiments have been performed.

1. Introduction

Industry 4.0 is a new vision in production associated with the
introduction of modern digital technologies, such as In-
dustrial Internet of -ings (IIoT), Machine-to-Machine
(M2M), Operation 4.0 (Ops 4.0), Big Data (BD), Cloud
Computing (CC), and integration of Robotic Process Au-
tomation (RPA) with Artificial Intelligence (AI) [1]; these
technologies facilitate the achieving of implementing new
models for managing the production processes. One of the
current ideas about modern production has found its re-
flection in the concept of SmartManufacturing (SM). SM is a
production concept that implements computer integration,
and a high level of adaptability and a rapid change in
production levels, which depends on the demand and the

required tasks to solve [2]. Moreover, [2] showed that for the
usage of digital information techniques that can be imple-
mented for more flexible multiscale dynamic production
systems, a single end-to-end industrial network based on
IIoT is required. Indeed, the single end-to-end industrial
network provides the access to the global Internet network,
which supports the connection to all information control
actions, besides the interaction with all constituent elements
of the SM. However, implementing end-to-end systems may
worsen the vulnerability of the MS systems, as a result of the
information loss risk and distortion that carried out by the
cyberattacks from the Internet uncontrolled sources, which
could cause high economic losses and even man-made di-
sasters. -erefore, when applying the end-to-end systems,
protecting production information from the cyberattacks
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becomes a priority; as an example, the Stuxnet worm affected
the access to the information from industrial systems
Simatic WinCC SCADA [3]. Another example is the
Bushehr nuclear power plant in Iran, where a worm disabled
a large number of uranium enrichment centrifuges con-
trolled by the Variable-Frequency Drive (VFD). Similarly,
[4] presented the theft of IIoTproduction files from a Korean
nuclear power plant in 2014. Indeed, the examples in [3, 4]
show the urgent need to protect the access to the production
SCADA/HMI information from external unprotected IoT
networks during far-distance work of enterprise employees.

-e work of Ali Süzen indicates that a threat of
cyberattack is always present as long as there is available
digital data [5]; consequently, the need for high level of cyber
security is increasing. Moreover, [5] conducts valuable re-
search into the threat of the cyberattacks sources in the
Industry 4.0 ecosystem, which are listed below:

(i) Unsecured device connections in the control system
protocols.

(ii) -e lack of regular penetration tests.
(iii) -e lack of ability to effectively manage network

devices, mainly by untrained personnel, resulting in
the shortage of complete prevention of the cyber-
attacks in the Industry 4.0 ecosystem [5].

Pang et al. proposed a new two-stream structure of SM
includes specifications, organizational architecture, security,
user access, databases, and hardware and software re-
quirements [6]. However, [6] indicated that the standard
solutions are left for enterprise cyber security.

-e authors Efe and Isik in their publications classify the
types of vulnerabilities that need to be considered and re-
solved in an enterprise to counter cyberattacks and increase
cybersecurity [7]. However, the authors consider solutions
to SM cyber security issues, only on the basis of case studies,
which are not specific, but generalized in nature.

Mullet et al. evaluate methodologies and technical so-
lutions from classic countermeasures to cyberattacks to
innovative ones, for example, based on decoys and digital
twins [8]. As a result, the authors have given recommen-
dations on the cyber protection of SM, which are of a general
nature without a specific solution.

-e proposed new methodology for the semantic expan-
sion and improvement of cyber security models is presented in
the work of Laković et al. [9], which allows quantifying the level
of existing cyber security SM, through adaptedmethods. At the
same time, the authors do not consider security issues at the
SCADA/HMI, MES, and ERP levels.

In Ferencz et al.’s article, the authors conduct MS re-
search from a security perspective, focusing on the inte-
gration of IoTdevices, and propose a theoretical architecture
for the integration of SOC and IoT [10].

On the other hand, Sharma introduces the vulnerabilities
and defines a cyber-defense strategy for corporate and end
users, who are instructed to simultaneously implement
preventive protection measures [11].

Naanani and Humayun in their work carried out a
detailed review of possible cyberattacks targeting each level

of Industry 4.0, as well as the consequences of these attacks
and the corresponding countermeasures [12]. In addition, a
multilayered framework is presented that can provide end-
to-end protection against cyberattacks; however, this
structure has a minimum level of protection on the Ap-
plication Layer, against theft of usernames and passwords
using the Phishing and Social Engineering methods to
access the SCADA/HMI, MES, and ERP levels [13, 14],
besides the ability to cyberattack the PLC, SCADA/HMI
levels, which can lead to disruption of physical production
processes.

In the work of Gómez et al., the issues of PLC, SCADA/
HMI protection are considered by finding anomalies in
control networks [15].

Based on the analysis of [15], it can be seen that they are
aimed at tracking the possibility of a cyberattack within the
IIoT network, while not paying attention to the issue of
protecting the username and password from theft when
logging into the SCADA/HMI system. So if the username
and password are stolen, the system will consider that the
user is identified with certain access parameters, resulting in
making the system to be insecure and vulnerable to in-
dustrial espionage and cyberattacks.

Based on the above, in order to prevent the above
commented-on errors and take into account possible other
errors, the proposed work in this paper is directed to the
following guidelines:

(i) Analyzing modern methods and technologies for
user authentications; taking into account the positive
aspects and identifying flaws; and developing a new
concept of protecting user authentication informa-
tion using modern software and hardware.

(ii) Considering the possibility of minimizing the in-
fluence of the human factor on the loss and dis-
closure of the username and password content and
conducting researches to resist the hacking.

2. General Concept of Information Protection
Using Electronic Keys for
User Authentication

Cracking a password is one of the most common types of
attacks on any information system that uses password or
username-password pair authentication. -e essence of the
attack boils down to the seizure of the password of the user
who has the right to enter the system. In this case, the
following approaches can be used [16]:

(i) Direct search: Enumeration of all possible combi-
nations of characters allowed in the password.

(ii) Selection by dictionary: -e method is based on the
assumption that existing words of any language or
their combinations are used in the password.

(iii) Method of social engineering: Based on the as-
sumption that the user used personal information as
a password, such as the first or last name, date of
birth, and so on.
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-e attackers’ goal is to obtain the password to guarantee
granting all the rights that the original user holds. At the
same time, logging in under an existing account that does
not arouse suspicion among system administrators and
enterprise security systems.

-erefore, the reliability of the authentication using a
password or a “username-password” pair is determined by
the following criteria:

(i) Length (the number of characters that the password
contains).

(ii) Complexity (the usage of the combinations: letters,
symbols, and numbers).

(iii) Unpredictability (the usage of the publicly available
data, nicknames, dates, or any information available
on social networks).

-e most common cracking methods of an authenti-
cation password or username-password pair are presented in
Table 1.

-e presented methods of cracking an authentication
password or a “username-password” pair are implemented
in the following software tools; some of the most common
are presented in Table 2.

By analyzing the methods of cracking the password for
authentication or username/password pairs, it can be seen
that reusable passwords can be compromised. As a con-
sequence, for the safety of working with industrial infor-
mation via remote SCADA/HMI, it is necessary to consider
alternative security methods, which are presented in
Table 3.

Let’s analyze alternative authentication methods from
the point of view of their application for access to industrial
SCADA/HMI in unsecured networks:

(i) Biometrics Method: in 2017, it was proved that it is
possible to recreate a fingerprint pattern from
photographs taken with a digital camera from a
distance of three meters [36]. In 2014, the finger-
prints of the Minister of Defense of Germany were
shown, which recreated from official high-resolu-
tion photographs from open sources [37]. -us, the
use of biometrics methods to implement access to
industrial SCADA/HMI can be considered irrele-
vant and easily vulnerable.

(ii) -e Single Sign-On (SSO) method is based on
setting up a trust relationship between an applica-
tion known as a service provider and an access
control system. -e software snippet assumes local
installation. -is allows implementing a password
store, where a single username and a single pass-
word are allowed; however, they must be entered
every time to access a new application or a new site.
Such a system simply stores the credentials for other
applications and enters them when needed. Within
the framework of these studies, this method is not
suitable, since access to industrial data via SCADA/
HMI is carried out through a trust relationship, and

they are possible only within the industrial IIoT.
-erefore, this method is not suitable for the pro-
posed work in this paper.

(iii) -e OpenID Connect method allows Internet re-
sources to verify the identity of the user based on the
authentication performed by the authorization
server. For work, the RESTful API described in the
specification is used. Also, OpenID Connect defines
additional mechanisms for strong encryption and
digital signatures. But at the same time, some re-
searchers believe that the OpenID protocol is vul-
nerable to phishing attacks, when, instead of the
provider, attackers direct the end user to a site with a
similar design. If the user does not notice the
substitution, then he enters the authentication data
(login, password). As a result, attackers can present
themselves to Internet resources as a given user and
gain access to the information stored on these re-
sources. Phishing attacks are also possible when a
site that supports OpenID authorization is forged in
order to obtain information about the user from the
provider. Using the “hidden redirect” vulnerability,
attackers can create the illusion for the user that the
information is being requested by this site [38].

(iv) One-Time Password (OTP) is a one-time password
method valid for only one authentication session.
-e one-time password can also be limited to a
certain period of time. -e advantage of a one-time
password over a static password is that the password
cannot be reused [39]. However, in some cases, the
use of one-time passwords increases the risk of
compromising the data of the entire system, since
when an attacker accesses the OTP authentication
server all system components will trust this server.
However, this may increase the risk of transferring
one-time passwords to attackers if the token is lost.
It is worth mentioning here that often in the ap-
plication, in addition to a one-time password, a
reusable password should be entered, but it can also
be compromised in the same way as a regular
password. Finally, when OTP does not function
correctly, the security of the system becomes vul-
nerable, such as increasing the validity period of a
one-time password, which increases the possibility
to guess the password, which what happened at the
Banks of Sweden in 2005, and Citibank (USA) in
2006, where one-time passwords were obtained as a
result of phishing attack [40].

-e resynchronization of OTP tokens and authentica-
tion servers in time, as a result of which, at a certainmoment,
the server may have several “correct” one-time passwords.
Suppose, for example, that the approximate desync time is 5
minutes and the OTP changeover period is 30 seconds. In
such a situation, up to 10 “correct” passwords can exist
simultaneously, which increases the likelihood of unau-
thorized access.
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3. The Proposed Mythology and the Hardware

Based on the analysis of alternative authentication methods
presented in Table 3, this paper proposes to modify the OTP
method by using new concepts of protecting the access to the
production information through unprotected networks,
which are as follows:

(i) Implementing access in such a way that the user does
not know the password and identification login.

(ii) Complicating the password and not associating it
with specific dates or associative concepts of the
user (i.e., automatic generation of the username
and password).

(iii) Changing of the username and the password once a
week automatically or more often without notifying

the user. -e period of changing the username and
the password depends on the required protection
level of the information and the level of security of
the internal IIoT networks.

(iv) Providing information for automatic login without
using the keyboard, thus avoiding the use of key-
loggers and similar spyware.

(v) Automatically checking of the URL, which the user
visits for the protection against phishing attacks.

(vi) Implementing two-factor user authentication.
(vii) Providing connections to the HMI, HMI/SCADA

terminal via modern USB/Tape-C/OTG interfaces,
and so on, considering the protection against
malicious Trojan viruses transmitted via INF/
Autorun.

Table 1: Methods for cracking the authentication password or username-password pair.

Method Description
Dictionary attack
[17] -e method involves using a list of words to compare with user passwords.

Brute force attack
[18]

-e method uses algorithms that combine alphanumeric characters and symbols to come up with passwords for the
attack. For example, a password with the value “password” can also be used like the word p @ $$ using a brute force

attack.

Rainbow attack [19] -emethod uses precomputed hashes (md5), a ready-made database of hashes is generated or bought, and then it is
compared with the hashes to be cracked.

Guessing [20]
-e method assumes guessing the most common passwords (qwerty, password, and admin). Usually used or set as
default passwords. If they have not been changed or the user is careless when choosing passwords, then they can be

easily compromised.

Spidering [21]

-e method of social engineering. Most organizations use passwords that contain company information. -is
information can be found on company websites and social networks, such as Facebook, Twitter, and so on. Spidering
collects information from these sources to compile word lists. -e wordlist is then used to carry out dictionary and

brute force attacks.

Table 2: Software tools for cracking authentication passwords.

Name of the tool Description
John the Ripper
[22, 23]

Uses command line to crack passwords. -is makes it suitable for advanced users who are comfortable working
with teams. It uses a wordlist to crack passwords. -e program is free, but the wordlist is not.

Cain and Abel [24, 25] Used for password cracking methods: dictionary attack, brute force, and cryptanalysis. Unlike John the Ripper,
Cain and Abel uses a graphical user interface.

Ophcrack [25–27] Is a cross-platform,Windows password cracker that uses rainbow tables to crack passwords. It works onWindows,
Linux, and Mac OS. It also has a module for brute force attack attacks among other features.

Table 3: Alternative authentication methods.

Method Description

Biometrics [28, 29]
-ese are unique biological and physiological characteristics that make it possible to establish a person’s
identity. -ere are five most common types of biometrics: fingerprint, facial, voice, eye iris, and palm and

finger vein patterns.

Single sign-on (SSO) [30, 31] An authentication method that allows users to securely authenticate to multiple applications and sites at
once using a single set of credentials.

OpenID Connect (OIDC)
[32, 33]

Describes a metadata document RFC that contains most of the information needed for any application to
sign in.-is includes information such as the used URLs and the location of the service signing public keys.

One-time password (OTP)
[34, 35]

It is a password that is valid for only one authentication session.-e one-time password can also be limited
to a certain period of time. -e advantage of a one-time password over a static password is that the

password cannot be reused.-us, an attacker who intercepted data from a successful authentication session
cannot use the copied password to gain access to the protected information system.
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-e structural diagram and the components’ selection
for the implementation of the proposed electronic key to
improve the user authentication through unsecured Internet
networks is illustrated in Figure 1, which shows how to
implement the concept of information protection during
user authentications to access HMI and HMI/SCADA
systems via unprotected Internet networks.

During the development of the structural diagram, an
analysis was also carried out of modern interfaces that can be
used to connect to PCs, laptops, tablets, mobile phones, or
external and internal terminals, through which a physical
connection could be applied to ensure the authentication of
user access rights to the production HMI and HMI/SCADA
systems [41].

-e proposed work in this paper suggests implementing
the most common USB (Universal Serial Bus) 1.0–3.0 in-
terface and its compatible Type-C and OTG counterparts.
Serial interface for connecting peripherals is divided into
USB 1.x (average speed 12Mb/s); USB 2.x (average speed
25–480Mb/s); USB 3.x (average speed 2.5Gb/s); and Type-C
or USB 3.1. All listed serial interfaces are used on 98% of
industrial control systems and PCs, laptops, and modern
mobile phones (except for Apple corporation). To combine
these serial interfaces, adapters are used, which are free for
sale and which allow you to connect the developed electronic
dongle even to a hardware device of Apple corporation.

As a consequence, it is necessary to use a microcontroller
with built-in extended USB functions to provide universal
access to all kinds of devices, resulting in the developing of
the access key that consists of three main elements: a control
board, based on the ATmega32U4 microcontroller [42], was
chosen due to the peculiarities of its CPU architecture, inside
which, on a chip, a usb <> uart converter is implemented.
-anks to this, no drivers are required when connecting to a
PC. And the computer itself recognizes the Arduino Pro
Micro ATmega32U4 as a Human Interface Device (HID)
device, an LCD display for displaying the necessary infor-
mation [43], and a push-button control unit [44]. Analyzing
the modern element base and the characteristics to solve the
assigned tasks, the following hardware components of the
electronic key were selected, which are shown in Figure 2.

-e main characteristics of the selected hardware items
are taken from the Datasheet: Arduino Pro Micro (ATme-
ga32U4) where the Micro has built-in USB communication,
eliminating the need of a secondary processor, operating
voltage 5V microUSB, Flash ROM-4Kb with dimensions of
18× 33mm [42], and 0.91 OLED display module with I2C
connection interface; the viewing angle is more than 160°;
the operating voltage is 3.3-6V with dimensions of
12 ∗ 12 ∗ 38mm [43] and Clock button model A24 with
number of contacts 4, with dimensions of 12 ∗ 12 ∗ 7.3mm
[44].

Based on the selected hardware modules, the following
wiring diagram has been developed, which is shown in
Figure 3.

To connect the 0.91 OLED display module, the I2C
connection interface is used that requires connecting the
SCL c D3 and SDA c D2 connectors to the Arduino Pro
Micro. -is display module was chosen because of its

support for the I2C interface, which allows data transmission
over two connectors (SCL, SDA) and two power supplies
(5V, GND), as opposed to the Serial Peripheral Bus (SPI)
interface, which uses four connectors (MISO, SCK, SS, and
MOSI) for data transmission and two for power supply (5V,
GND). -e 5V power supply for the display can be taken
from the VCC and GND connectors on the Arduino Pro
Micro and connected to the corresponding connectors on
the display. Based on the proposed structural diagram, the
A24 clock model buttons is connected through a common
ground, to the digital connectors (D6, D7, and D8). Ac-
cordingly, the “<<” button for menu control is connected to
the D6 connector, the selection confirmation button “OK” to
the D7 connector, and the menu control button “>>” to the
D8 connector.

To assemble an experimental dummy of the electronic
authentication key, the size form factor of a USB flash drive
was chosen. -e placement of all hardware modules is done
on a breadboard with dimensions of 30× 40× 20mm
(WxDxH). When designing the topology of the printed
circuit board of the electronic key, the authentication was
carried out using modern CAD systems EDA Altium De-
signer, which reduces the overall dimensions. -e obtained
result of assembled prototype of the proposed electronic
authentication key is shown in Figure 4.

-e next step is to develop an algorithm for two-factor
authentication of access to SCADA/HMI. To simplify per-
ception, the proposed algorithm was divided to several
levels.

At the first level, user authentication is performed to
provide the access to the main menu of the electronic key,
where a 4-digit digital access pin must be entered.
Depending on the security requirements and the level of user
access to the production HMI or HMI/SCADA, the mini-
mum number of attempts in the Attempt counter, can be
equal to one attempt. If pin is entered incorrectly, the
electronic key is blocked for in the interval of 30 seconds
before the new firmware by the security administrator is
created. -e algorithm of the first level of the electronic key
user authentication is shown in Figure 5.

-e second level of user authentication is automatic,
where the electronic keymanagementmenu (MainMenu) of
the user offers the name of the domains needed to perform
the necessary actions. In this case, the name of the domains
can be any name that is convenient for the user’s association.
After choosing the HMI/SCADA domain name, the elec-
tronic key copies the address line in the Web browser for
verification and compares it with the domain name stored in
the memory of the electronic key; if they do not match, the
site is considered as “fake,” and hence the work stops, and
the user receives a warning about the danger. If the domain
addresses are the same, then the user puts italics on the login
field and clicks the “OK” button on the key. -is allows the
user of the electronic key not to remember the login and
password for accessing Cloud Storage of the enterprise. After
automatic filling of the authentication fields, the user per-
forms the standard action to enter in the form of clicking the
“Sign in” button. Further, the received data is transferred to
the enterprise’s Cloud Storage server, where the user’s level
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of the access to the information is checked on the server. If
the user is defined on the server, then in accordance with his
priorities and permissions, the access to information is given
that is displayed in the Web browser window.-e algorithm

of the second level of automatic user authentication is shown
in Figure 6.

-e next step in the development of the HMI/SCADA
user authentication electronic key is the development of
software for the ATmega32U4 microcontroller. To be able to
understand the required software, it is necessary to analyze
the existing software development environments for
microcontrollers of the whole family, which considers the
following development environments: AVRStudio [45],
MPLAB [46], and Arduino IDE [47]. All of the above de-
velopment environments, a C ++ language or a subset of it,
can be implemented. However, it is worth noting that for
software development in Atmel Studio, it is necessary to
additionally install the Atmel Toolchain [48]. At the same
time, there is no confusion when compiling software, due to
the fact that for different versions of Atmel Studio two types
of compiler Atmel Toolchain and WinAVR are used [49],
which complicates the perception of the compilation pro-
cess. -erefore, the Arduino IDE to develop the HMI/
SCADA user authentication electronic key software is
chosen. -e selection was based on the following factors:

Access Key

Internet PLC/SCADA/MES/ERP

Cloud Storage/Cloud Computing

HMI

PC, Laptop,
Tablet, Phone

URL

Microcontroller
ATmega32U4

Block for Storing
Usernames and

Passwords

Check Unit URL

USB/Type-
C/OTG

LCD Display

Control Button Block

<< OK >>

Figure 1: Block diagram of the electronic key for user authentication in HMI/SCADA.

(a) (b) (c)

Figure 2: Hardware components of the electronic key. (a) Arduino Pro Micro (ATmega32U4) [42]; (b) 0.91 OLED display module 128× 32
[43]; and (c) button clock model A24 [44].

Figure 3: Electrical connection diagram.

6 Computational Intelligence and Neuroscience



simplicity and ease of software development, ease of library
integration, support from official Arduino developers, and a
Freeware license. -e enlarged logic of the firmware for the
electronic key in the form of an algorithm is shown in
Figure 7.

At the first stage of program development, it is necessary
to connect the libraries necessary and sufficient to imple-
ment the specified functions and work with hardware
modules, such as 0.91 OLED display modules 128× 32 or
tact button model A24.

In the form of constants, the password of the first level of
authentication of the electronic key user to implement the
algorithm (Figure 5) is set, where a 4-digit numeric password
from 0 to 9 is required:

const int pas_1� 0;
const int pas_2� 0;
const int pas_3� 0;
const int pas_4� 0.

In later steps, flashing electronic access keys in secure
IIoT and hence generating a random new password for the
first level of electronic key automatically is required, and
automatically sent to the user’s phone or mail, with infor-
mation about the time of its validations in the system.

-e pins for connecting the clock buttons is inserted into
the navigation menu for controlling the electronic key of the
Arduino Pro Micro, in accordance with the connection
diagram (Figure 3):

const int pin_OK� 8;
const int pin_UP� 6;
const int pin_DOWN� 7.

A limit on the number of HMI/SCADA access accounts
used (the maximum can be 25) is created:

int max_account_number� 5;
A function that allows dividing the key’s array into
columns, in the record format: site-
—username—login—password, is created.
typedef struct {char∗ site; char∗ name; char∗ login;
char∗ password;} State;
An array in accordance with the division suggested
above is created.
-e flags “menu” and work with Electrically Erasable
Programmable Read-Only Memory EEPROM
(EEPROM) is set, where EEPROM is a type of memory
that allows writing and reading data from a program,
while it is not possible to clear it by rebooting the
electronic key. Accordingly, implementing the storage of
settings that changes “from the menu” of the device,
without flashing is required, as well as a counter of
attempts to maintain the first level of authentication and
a counter of the timer for blocking the electronic key:
int pas_ST_1� 0, pas_ST_2� 0, pas_ST_3� 0,
pas_ST_4� 0, flag_menu� 60, flag_RES_DISP� 0,
msecs� 300;

(a) (b)

Figure 4: Assembled prototype of the electronic authentication key. (a) Top view. (b) Bottom view.

USER
1 level of

authentication (enter
digital access pin)

Pin
Check

Yes

Main
menu

Key lock until next
update AC=0

No

Yes

Attempt counter
(AC=AC-1)

No

Figure 5: Algorithm of the first level of user authentication with an electronic key.
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int pin_OK_st� 0, pin_UP_st� 0, pin_DOWN_st� 0,
account_number� 0, flag_RES_ACC� 0, timer� 0;
int address_FLAG� 1, flag_EEPROM� 125,
seconds� 0;
int seconds1� 10, seconds2� 20;
To enter the 4-digit password of the first level of user
authentication of the electronic key on the OLED
display, the following function is implemented.
-e function of scanning tact buttons on an electronic
key is implemented by the following function:
void scan_buttons(){

pin_OK_st� digitalRead(pin_OK);
pin_UP_st� digitalRead(pin_UP);
pin_DOWN_st� digitalRead(pin_DOWN);

}
Using the void setup () function, the settings for the
electronic authentication key is described.
-e main program for the operation of the electronic
key using the void loop () cyclic function is
implemented.

To flash the layout of the electronic key for user au-
thentication in HMI/SCADA, configuration of the following
Arduino IDE settings is required to work with the ATme-
ga32U4 microcontroller (Arduino Pro Micro). In the Tools
menu, in the Board section, select “Arduino Micro” and
specify the Com port number, as shown in Figure 8.

After the configuration, the firmware with an ATme-
ga32U4 microcontroller (Arduino Pro Micro) is carried out.
When the electronic key is turned on for the first time, the
user of the electronic key must enter a 4-digit pin to enter the
main menu, as shown in Figure 9(a), and the imple-
mentation of the selection menu is shown in Figure 9(b).

-e developed prototype of the electronic key for user
authentication inHMI/SCADAhas the following characteristics:

(i) -e ability to memorize up to 25 pairs “username-
password,” while the user is not obliged to know the
“pair” username and does not know the “password,”
which avoids the leakage of the disclosure of access
data to HMI/SCADA, in contrast to software pro-
tection: Google Authenticator, SafeNet Trusted
Access (STA), Microsoft MFA, and GateKeeper
Enterprise, which displays the token number on the

Main menu

Name 1
HMI/SCADA

Name 2
HMI/SCADA

Name 3
HMI/SCADA

Domain
Address

Verification
Procedure

Match
?

Spoofed Domain
Warning

No

Yes Automatically
filling in

the login and
password

fields

PC, Laptop,
Tablet, Phone

Name 1
HMI/SCADA

Login

Password

Sign in

Domain Name 1 HMI/SCADA

PLC
SCADA

MES
ERP

Cloud
Storage

Internet
(IoT/IIoT)

Method GET

Server Response
(information, data)

Clicking

USER

Figure 6: Algorithm of the second level of automatic user authentication with an electronic key to access information in HMI/SCADA IV.
Development of the software for the functioning of the proposed electronic key.
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smartphone display, hardware protection: RSA to-
ken, SafeNet OTP from -ales, which displays the
token number on the key display, and the visual
access data, which is vulnerable.

(ii) -e implemented access concepts in the developed
electronic key for user authentication in HMI/
SCADA, in contrast to OTP technologies, avoid the
desynchronization of OTP tokens and authentication
servers in time; as a result of which at a certain
moment, there can be several “correct” one-time
passwords on the server. For example, suppose the

approximate desync time is 5 minutes and the OTP
changeover period is 30 seconds; in such a situation,
up to 10 “correct” passwords can exist simultaneously,
which increases the likelihood of unauthorized access.

(iii) Input of information about the “username-pass-
word” pair, on public devices, occurs without using
data input devices (keyboards), the data is filled in
automatically, and the user simply sends them for
verification to the server. -is solution avoids the
theft of information for a username-password pair
using keyloggers, which record the sequence of
typing data from the keyboard.

(iv) In case of loss and theft of the user electronic key
authentication in HMI/SCADA, a “rigid system” of
regulations has been developed according to the
following steps:

(1) -e action of the key and passwords is limited in
time, depending on the security requirements,
the change of the “username-password” pair
occurs automatically on the server without
human involvement, using random symbol
generators, which reduces the likelihood of
accidental disclosure to zero.

(2) If the notable four-code pin is entered incor-
rectly at the first level, the user authentication
level, the authentication key is blocked for the
set time by the administrator, during this time a
new “username-password” pair is automatically

Start Entering the
password

Password
matches?

Attempt counter -1

Pause or block

No

Main menu

Yes

Name
selection

HMI/SCAD
A Address

matches?

Checking the address
Yes

Entering a password or
pair (login and password)

Yes

Exit

No

No

Figure 7: Enlarged algorithm of the electronic key firmware operation.

Figure 8: Arduino IDE settings for flashing user authentication
electronic key in HMI/SCADA.
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generated on the server, as a result of which
information about access to the HMI/SCADA is
deprecated. -e selection of pin by the com-
binatorial method is 10,000 combinations; it is
not possible to perform it manually and this is
provided for by the key.

(v) A high degree of protection against “dumping”
information is conditionally possible only in the
case of the physical theft of an electronic key, and at
the same time, an attacker is not very likely to re-
ceive a firmware file in a hexadecimal format, which
must be disassembled.

4. Practical Experiments to Test the Burglary
Resistance of the Proposed Key Security

We will conduct a number of studies to check the stability of
the developed electronic key against theft of information in

HMI/SCADA user authentication. When introducing the
developed electronic key into mass use, it is possible to use a
three-level protection for reading the firmware by known
methods: protection against opening the case, hidden in-
ternal breakage of the leg used by the programmer for
reading, and hidden on-chip removal of the leg control logic
used for reading.-e first level is a refractory polymer that is
resistant to acids and solvents, which does not allow
reaching the crystal. -e second level makes it impossible to
read the programmer without special expensive tools. -e
third level performs a function similar to the second, but at
the same time on-chip restoration of the control logic on the
inner layers is practically impossible, or it requires very
expensive equipment. When introducing the developed
electronic key into operation, the authors recommend using
the unpackaged ATmega32U4microcontroller. In the course
of an attempt to hack the firmware of an electronic key, in
laboratory conditions, the authors of the article were unable
to remove the “firmware clone” through the AVRDUDE

(a) (b)

Figure 9: Checking the functionality of the electronic user authentication key in HMI/SCADA. (a)-e first level of user authentication. (b)
Main menu for electronic key control.

(a) (b)

Figure 10: An attempt to hack the firmware of the electronic key. (a) A fragment of the firmware in hex. (b) Disassembling the firmware
fragment.
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program [50], since the firmware is copy-protected.
-erefore, a situation when attackers managed to steal an
electronic key and copy a firmware file from it in ∗.hex
format will be simulated. A hex file is a hexadecimal file
containing source code, configuration information, setting
information, or other data. -e format is commonly used in
low-level programming when developing microcontrollers.
A fragment of the firmware file of the electronic key in hex
format is shown in Figure 10(a) and in Figure 10(b), in an
attempt to disassemble it.

As an example, an attempt to disassemble the resulting
fragment is presented in Figure 10(b), using the strcpy
functions (the standard library of the C programming
language, for copying a null-terminated string into a given
buffer) for the ARM architecture. A fragment of the resulting
assembly language code is shown in Figure 11.

-e presented fragment contains the command for
calculating registers and the processing, and then the cycle
can be observed; however, from the presented fragment, it is
impossible to understand the essence of the execution of
commands and the purpose, which does not allow to open
and understand the authentication passwords and the
purpose; as a result, this gives an opportunity to make sure
that the software hacking the electronic user authentication
key in HMI/SCADA is a difficult task, even if the attackers
have a source file in ∗hex format, the maximum that allowed
to be viewed is the firmware code.

We can also note the strengths and weaknesses of the
developed approach.-is is presented in Table 4, which gives
a comparative description of the developed approach and
existing approaches.

5. Conclusions

In this paper, the processes of developing authenticating user
access to industrial information through unsecured Internet

networks were introduced in detail. Moreover, a number of
vulnerabilities for cyberattacks were identified, such as
phishing and social engineering, which are based on the
human factor.

-e authors analyzed the proposed new method for
organizing user access to industrial SCADA/HMI. -e
analysis based on the concept of an unknown authentication
parameters. Consequently, an electronic key based on
ATmega32U4 microcontroller was developed as well. All the
necessary information to enter the industrial SCADA/HMI
is stored inside the firmware in accordance with the com-
pany’s internal cyber security regulations, which allows
generating a powerful automatic passwords and user logins
without involving the user’s information to remove the risk
of accidental transmission of the authentication parameters
to a third part. Accordingly, the authors developed a
structure, selected electronic components, developed a
connection diagram, and assembled an experimental model
of an electronic key for user authentication of industrial
HMI, HMI/SCADA. On the other hand, to protect the access
to the main menu of the electronic key, the authors have
developed an algorithm for the first level of user authenti-
cation and an algorithm for the second level of automatic
user authentication with an electronic key for accessing
information in HMI/SCADA. -e firmware for the
ATmega32U4 microcontroller has been developed as well,
which can store up to 25 logins and passwords. To testify the
proposed algorithm, a number of experiments were carried
out to simulate the hacking of an electronic key, which
showed high stability and reliability of the stored infor-
mation, compared to the same parameters without applying
the proposed development. -e future work is planned to be
directed to apply the proposed algorithm on more com-
plicated networks where the information is transmitted in
broadcast manor, such as the networks introduced in
[51–55].

Figure 11: Fragment of the electronic key firmware in assembly language.

Table 4: Comparative characteristics of the developed approach and existing approaches.

Hacking methods (software and
hardware)

Authentication methods

Biometrics Single sign-on
(SSO)

Open ID connect
(OIDC)

One-time password
(OTP) Developed approach

John the Ripper + − − − +
Spidering ± − − − +
Cain and Abel + − − + ±
Dictionary attack + − − − +
Brute force attack + − − − +
Ophcrack + − − + +
Create a clone − + + + +
+ not vulnerable, ± partially vulnerable, and − vulnerable.
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-e authors are confident that the method proposed in
the article will protect data with high reliability from hacking
by social engineering. But this requires the implementation
of all the recommendations in the proposed concept. -is is
based on the fact that the strength of the password is due to
the fact that the user does not know the access passwords,
which are automatically generated and remotely recorded on
the electronic key. Moreover, depending on security re-
quirements, access passwords can be changed each time the
dongle is connected to a secure device (PC, etc.) in the local
network without warning the user. -e authors are also
confident that if the developed key is stolen, the data will be
protected from hacking during the first 24 hours. -is is
based on the fact that during this time you can change access
passwords or block an account. At the same time, the au-
thors understand that there is a possibility of physical
hacking of the prototypemicrocontroller. But this method of
hacking requires expensive equipment. Moreover, this
hacking method leads to the destruction of the key.

Data Availability

-e data used to support the findings of this study are in-
cluded in the article.

Conflicts of Interest

-e authors declare that they have no conflicts of interest to
report regarding the publication of the present study.

References

[1] A. Martinelli, A. Mina, and M. Moggi, “-e enabling tech-
nologies of industry 4.0: examining the seeds of the fourth
industrial revolution,” Industrial and Corporate Change,
vol. 30, no. 1, pp. 161–188, 2021.
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Human activity recognition (HAR) using radar micro-Doppler has attracted the attention of researchers in the last decade. Using
radar for human activity recognition has been very practical because of its unique advantages. %ere are several classifiers for the
recognition of these activities, all of which require a rich database to produce fine output. Due to the limitations of providing and
building a large database, radar micro-Doppler databases are usually limited in number. In this paper, a new method for the
generation of radar micro-Doppler of the human body based on the deep convolutional generating adversarial network (DCGAN)
is proposed. To generate the database, the required input is also generated by converting the existing motion database to simulated
model-based radar data. %e simulation results show the success of this method, even on a small amount of data.

1. Introduction

Human activity recognition (HAR) has been a popular field
of study in the last decade [1–5]. %is field of research has
attracted the attention of data scientists since the 1980s.
HAR is a technology that tries to recognize the activities or
movements of the human body through a computer. %e
purpose of HAR is to recognize the activity of an individual
using a series of observations of human behaviors and
environmental conditions. In recent decades, various
methods have been used to recognize human activities. %e
methods used can be divided into two main categories: those
based on wearable sensors and those based on nonwearable
sensors. Wearable sensors require some markers to be at-
tached to a part of the human body for their functionality
[6–8]. In applications such as clinical care of the elderly and
disabled people, the sensor must be attached to the patient’s
body and cause inconvenience to them, which is their
disadvantage. In contrast, nonwearable sensors such as video

surveillance cameras, infrared sensors, and radars do not
encounter these problems.

Among the nonwearable sensors, radar has shown its
application as well. %e advantages of using radar for HAR
are as follows:

(1) Radar is resistant to light and weather conditions.
%erefore, it can be used in environments with
adverse conditions.

(2) %e radar sensor maintains the visual privacy of
people. Because instead of extracting the visual form
of the body, it uses target-modulated return signals
that contain valuable information about the range
and speed of the moving target.

(3) Radar can detect humans even through walls, which
makes it useful in more scenarios.

(4) Radar does not need to attach a marker to a human
target for its operation. %is makes it more user-
friendly.
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%e human body is a nonrigid target. In addition to the
translational motion of the whole body, the locomotion of
the body parts is also significant. %e instantaneous distance
of the body parts to the radar changes with micromotions,
and it induces the effects of micro-Doppler on the echo
signal [9]. %e radar micro-Doppler signature carries unique
and valuable information about moving targets, which has
received much attention in the classification, recognition,
and identification of human targets.

An issue that has always been a major concern in ma-
chine learning-based classification problems is how to
prepare a standard, large, and diverse enough database. In
camera-based classification methods, the camera sensor is
publicly available, many images and videos of people’s daily
lives and activities are recorded, and usually many databases
are available for these sensors [10, 11]. However, radar is not
a typical sensor and is accessible only to certain people. So,
the radar databases are very limited and sometimes not
available due to some security issues. Lack of sufficient
volunteer humans, costly radar data recording tests, long
preparation time of the test environment, and such issues
make providing radar database very difficult and rather
challenging. %erefore, the challenge we are dealing with is
the collection of diverse and appropriate data. Attempts have
been made to increase the data in a way other than direct
testing.

One of the methods used in various literature is the
computer simulation method. In this method, data are
generated statistically from scratch using human kinematic
models.%emost famous kinematic model of the body is the
Boulic gait model [12]. In this model, given a limited number
of body parameters such as height and thigh length, the
human gait model can be simulated. %is method has been
validated many times, including [13, 14]. It has been used as
a reference for walking simulation. Although this method
can generate an unlimited amount of data for deep network
training, it is limited to the walking model and can also be
used for running with little modification, but it is not ap-
plicable for other activities, such as crawling and sitting. In
[15], a method for simulating micro-Doppler signatures of
running and crawling in addition to walking activity has
been proposed using virtual reality animation. However, the
diversity of models is not significant.

%e most widely used method is using the Kinect sensor
for Microsoft’s Xbox game console [16, 17]. %is camera has
two optical sensors and an IR sensor. By integrating the data
from these three cameras, it has been able to measure the
depth and instantaneous location of the joints in the human
body with an accuracy of better than 1 cm. %us, a model
provides a simplified point of the human body at about 18 to
30 frames per second (depending on software and hardware
conditions) in 3D space.

%e locations of these body joints can be used to simulate
the radar echo signal [9, 18], which is a widely usedmethod that
is close to reality. In this method, a 17-point model equivalent
to the Boulic model is extracted from the joints of the test
object. Each limb is then assigned a simple geometric shape. All
body parts (except the head) are assigned an ellipse, and a
sphere is assigned to the head. By calculating the RCS of each

limb according to physical relations, the radar echo can be
simulated. After that, the echo in the time domain is trans-
formed to the time-frequency domain by a transform such as
the STFT. %is method has also proven its efficiency and
closeness to reality. %e use of the Kinect will be limited due to
the very short operational range (less than 2meters) and the
missed detection of some limbs, such as the legs [17].

Another method to solve the problem of data shortages is
using a method known as transfer learning. In this tech-
nique, a few network layers that have already been trained on
a large database are used in the designed network. %e initial
database should be somewhat close to our desired task.
Usually, the primary layers of the deep grid are responsible
for extracting general and basic features, and therefore, a
series of general features can be extracted regardless of the
input contents. In contrast to deeper layers, they extract
minor features. So, if we maintain the primary layers of a
deep network trained with a large database and retrain and
replace the deep layers with a database of related data, which
is called “fine-tuning,” then we will be able to achieve the
required accuracy with a small amount of data. References
[19–25] have used this method to improve classification with
a small amount of data. However, it is often difficult to find a
database close enough to the radar micro-Doppler problem.
Although using heterogeneous and irrelevant databases can
train the primary layers of the network, they can also take us
away from our destination. Radar micro-Doppler images are
composed of several lines and curves and using natural
pictures to train the transferred network will produce un-
promising results as they contain completely different
content.

A new method that has recently been discussed to
produce a realistic image [26–29] is the use of generating
adversarial networks, or GAN for short.%e faces in Figure 1
are simulated using the DCGAN network trained with the
CelebA database [30]. %is database contains more than
200,000 faces of Hollywood actors and singers around the
world.%e faces in Figure 1 do not exist in the real world, but
they look like real faces, and that shows the power of GAN.

Due to the weakness of the mentioned methods and the
novelty and power of GAN networks in making realistic
images, in this paper, we have proposed a new method for
generating human body radar micro-Doppler based on the
deep convolutional generative adversarial network
(DCGAN) using a simulated database. %e structure of the
paper is as follows: Section 2 describes how to generate our
database. Section 3 provides an overview of GANs. Section 4
introduces the proposed GAN network. Section 5 presents
the results of the simulations. Finally, Section 6 is devoted to
the discussion and conclusion.

2. Database Preparation

We used the MoCap motion capture database of CMU [31]
to simulate radar echo. In this relatively rich database,
various activities have been performed by volunteers, and
their body locomotions, have been recorded by very accurate
multi-modal motion sensors. %ey are a combination of
cameras and inertial sensors like gyroscopes and
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accelerometers. We have focused only on walking activities.
%e data recorded in the MoCap output related to the bodies
of walking people was first extracted in the point model. %e
number of points is up to 40, but we used only 17 points,
according to [9]. Figure 2 shows a frame of the 17-point body
model extracted from the CMU database and simulated by
the routine of [9].

According to this method, an ellipsoid is assigned to each
limb except for the head, which is spherical. %ese geometric
shapes move according to the instant locations of body
joints. %e temporal coordinates of the body parts are
extracted from data provided by [32] in the form of [x(t),
y(t), z(t)]T. By micromotion of these shapes, radar echo data
is simulated. %e signal at this stage is generated in the
range-time domain. Finally, the simulated echo signal is
transformed into the time-frequency domain. We used the
FSST transform introduced in [33], whose time-frequency
resolution is better than STFT. A synchro-squeezing process
is applied to the time-frequency domain to make it sharper
along the frequency axis. A comparison of FSSTand STFT is
performed in [34] and is depicted in Figure 3. As we can see,
the resolution of FSST is better than that of STFT.

After transforming into the T-F domain, the echo signal
of each trial is stored as an image like Figure 3(a). In this way,
the initial data were generated to enter the DCGAN.

3. Generative Adversarial Networks

%e GAN network, first introduced in [26], implements the
game theory method by training two different networks, one
as a generator and the other as a discriminator. %e gen-
erator network is represented by the G function and is
parameterized by θg and initialized with an input noise
vector z, which consists of samples of a normal distribution.
(Pnoise (z)) and its output is Î.

%e discriminator network is a convolutional neural
network (CNN) represented by the D function and is pa-
rameterized by θd. Its input is a real image I or a fake image Î,
and its output is a number between 0 and 1 that indicates the
probability that the input is real or fake. Training of the GAN
includes a minimax game [35] in which the generator tries to
fool the discriminator so that it cannot recognize fake images
from real ones. Meanwhile, the discriminator is trying to
identify them correctly.

D is trained to maximize the probability of assigning the
correct label to both training samples and generated samples
of G. At the same time, G is trained to minimize the
log(1−D(G(z)), in other words, D and G play the minimax
game with the value of the V(G, D) as given inthe following
equation:

min
G

max
D

V(D, G) � Ex∼pdata(x)[log D(x)] + Ez∼pz(z)[log(1 − D(G(z)))], (1)

Figure 1: Simulated faces with DCGAN [29].
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where Pg is the probability distribution of G on set x,
G(z, θg) is a differentiable function with parameters θg, and
D (x;θd) is a differentiable function with parameters θd.

After several training iterations, if G and D have enough
training capacity, they will reach a final point in which the
training error does not decrease further. At this point,
Pg � pdata and the discriminator does not have enough power
to discriminate between two distributions. Now network G is
ready to generate fake samples withmaximum similarity to real
samples andwith the same statistical distribution. A basic GAN
block diagram is depicted in Figure 4.

4. Proposed DCGAN Network

In [29], a kind of convolutional GAN network called
DCGAN is used to produce realistic images. Due to the
success of GAN networks in various studies, in this paper,
we have used a kind of DCGAN to generate the micro-
Doppler signal of the walking human in the T-F domain.
%e original DCGAN was trained on the LSUN database
[36], Imagenet-1k [37], and CelebA [30]. %e contents of
these databases are about natural scenes, which have many
details. Our proposed discriminator network structure
has only four convolutional layers. %e purposes for re-
ducing the convolutional layers are as follows:

(1) %e network is trained to generate the micro-
Doppler signal in the time-frequency domain, which
is composed of some periodic curves, and unlike
natural images, it does not have much detailed
information.

(2) Computational load could be reduced by the sim-
plification of network structure.

%e architecture of the generator network is shown in
Figure 5 and the discriminator network in Figure 6.

%e generator network is composed of five transposed
convolutional layers followed by a batch normalization
layer for the stability of training progress and an acti-
vation layer of type rectified linear unit (ReLU). Table 1
lists the parameters of the generator network.

%e parameters of discriminator network are listed in
Table 2.

%ese two networks are trained simultaneously on our
database using the Adam optimization method. %e
output images from the simulated database described in
Section 2 will enter into the discriminator network of
Figure 5. Simultaneously, noise with a length of 100
samples enters the generator network of Figure 6. As a
result of the training described previously, the statistics of
the data generated by the generator network gradually
approach the statistics of the samples within the database.

5. Simulation Results

In this section, we have reported the simulation results of
generating curves by the proposed DCGAN network.

5.1. Simulation Platform. Training of deep neural networks
usually encounters challenges. %e first challenge is the high
computational load, which forces us to use powerful pro-
cessing platforms. In the simulations presented in this paper,
due to the modifications that are performed on the network
structure and the small number of input trials in the da-
tabase, a CPU-based platform has been used.

5.2. Training Options. Hyperparameters of training are se-
lected as in Table 3.

According to Table 1, the number of trials in the sim-
ulated database is only 81. However, the output is very close
to reality and promising. In the simulation process, as the

Figure 2: 17-point simulated body.
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training epochs increase, the input noise gradually proceeds
to true form. Figures 7(a) to 7(c) show the network output at
different stages of training. As the training progresses, the

output gets closer to the expected shape. Figure 7(d) shows a
comparison of one of the real samples of the database, which
is very close to output 5c.

Input Noise TCONV 1 ReLU 1 TCONV 2 ReLU 2BN 2

TCONV 4

BN 1

ReLU 4BN 4 TCONV 5 TanhTCONV 3 ReLU 3BN 3

Figure 5: Generator network.

CONV 1 Leaky
ReLU 1 CONV 2 Leaky

ReLU 2 BN 2 CONV 3 Leaky
ReLU 3 BN 3 CONV 4Input Image

Figure 6: Discriminator network.

In
pu

t n
oi

se

Generator Discriminator

Real / Fake
Descision 

Real Data

Figure 4: Block diagram of a basic generative adversarial network.

Table 1: Parameters of generator network.

Row Layer name Layer type Attribute
1 Input noise Image input 1× 1× 100 noise vector
2 TConv 1 Transposed convolutional 512 tconv filters of size 4× 4 with stride [2, 2] and cropping [0, 0]
3 BN1 Batch normalization —
4 ReLU 1 ReLU —
5 TConv 2 Transposed convolutional 512 tconv filters of size 4× 4 with stride [2, 2] and cropping [0, 0]
6 BN2 Batch normalization —
7 ReLU 2 ReLU —
8 TConv 3 Transposed convolutional 512 tconv filters of size 4× 4 with stride [2, 2] and cropping [0, 0]
9 BN3 Batch normalization —
10 ReLU 3 ReLU —
11 TConv 4 Transposed convolutional 512 tconv filters of size 4× 4 with stride [2, 2] and cropping [0, 0]
12 BN4 Batch normalization —
13 ReLU 4 ReLU —
14 TConv 4 Transposed convolutional 512 tconv filters of size 4× 4 with stride [2, 2] and cropping [0, 0]
15 tanh Hyperbolic tangent —

Computational Intelligence and Neuroscience 5



5.3. Evaluation. Because the output of the DCGAN net-
work is random, it cannot be evaluated in terms of tra-
ditional image comparison criteria such as PSNR because
the ground truth could not exist. However, it is important
to note that the matching of generated data statistics and
database statistics is the optimization criterion of the

adversarial learning process, and it converges when these
statistics are matched. %us, the adversarial network
ensures that the output image statistics and the database
images are the same, which can be considered a quanti-
tative evaluation and a complement to the visual
evaluation.

Table 3: Training hyperparameters.

Parameter Value
Epoch 1000
Mini batch size 8
Generator learning rate 2×10−4

Discriminator learning rate 1× 10−4

Gradient decay factor 0.5
Squared gradient decay factor 0.999
Number of samples 81

Table 2: Parameters of discriminator network.

Row Layer name Layer type Attribute
1 Input image Image input 64× 64× 3 images
2 Conv 1 Convolutional 64 conv filters of size 4× 4 with stride [2, 2] and padding [1, 1]
3 Leaky ReLU 1 Leaky ReLU Scale of 0.2
4 Conv 2 Convolutional 128 conv filters of size 4× 4 with stride [2, 2] and padding [1, 1]
5 BN2 Batch normalization —
6 Leaky ReLU 2 Leaky ReLU Scale of 0.2
7 Conv 3 Convolutional 256 conv filters of size 4× 4 with stride [2, 2] and padding [1, 1]
8 BN3 Batch normalization —
9 Leaky ReLU 3 Leaky ReLU Scale of 0.2
10 Conv 4 Convolutional 1 conv filter of size 8× 8 with stride [1, 1] and padding [0, 0]

(a) (b)

(c) (d)

Figure 7: (a) Input noise to GAN. (b) Output after 150 epochs. (c) Output after 1000 epochs. (d) A real sample.
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%e histogram of an image is a demonstration of the
intensity levels and can represent the distribution of these
intensities. To show that the trained network is able to
generate good fake results, we have compared the average
histogram of some samples in the database with some
generated samples. Figure 8, shows the results. %e result
demonstrates the similarity of statistics.

As a secondmetric for similarity measurement of the real
and fake images, we used the structural similarity index
measure (SSIM) [38]. SSIM is a good metric to show per-
ception and saliency-based errors. %erefore, we can con-
clude that SSIM could be comparatively a better metric than
mean square error (MSE) and PSNR metrics from a human
visual perspective. %e term structural information em-
phasizes pixels of the image that are strongly interdependent
or pixels that are spatially interconnected. Highly dependent
image pixels provide more valuable information than visual

objects in the image domain [39]. %e SSIM metric is an
index in [0,1] with 0 indicating no similarity and one in-
dicating maximum similarity.

For comparison, we have calculated SSIM between 100
generated images and every image in the database and av-
eraged them, as shown in Figure 9. %e consequent average
value is about 0.94, which represents a very high similarity
between generated images and real samples.

6. Conclusions

In this paper, a new method based on the use of the DCGAN
for the production of micro-Doppler of the human body is
presented. %e database required for this work was gener-
ated using a computer simulation of the radar echo signal
based on the 17-point body model while considering the
system parameters of a typical radar. Motion data of 17 body
parts and their kinematics are taken from the MoCap da-
tabase of CMU University. %e production database for the
input of the proposed method has only 81 members, but the
result is very promising. In the future, we will seek to in-
crease the database and train this network with more diverse
data. %e results of this work provide a valuable tool for
future research in the field of classification of human ac-
tivities based on radar micro-Doppler.

Data Availability

%e data we have used is given from the publicly available
online Carnegie Mellon University (CMU) motion capture
database [32], [online] available from https://mocap.cs.cmu.
edu/.
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Players in modern basketball have a lot of physical contact, a lot of bumps, and a lot of physical struggles. 'e competition for the
ball, whether in the air or on the ground, is fierce, putting higher demands on the players’ physical abilities. Coaches frequently use
plateau physical training, which is very effective in developing athletes’ cardiopulmonary function, among many other training
methods. 'e proportional length and active area of arms are obtained using the skin color model of the human body, the angle
and posture information of each joint is extracted from dynamics, and the 3D posture of arms and dynamic arms is trained and
recognized in this paper, which is based on Kinect. 'e findings revealed that mild hypoxia in the plateau significantly lowered
basketball players’ performance and that basketball players’ maximum heart rate and 1-minute heart rate recovery in high-
intensity exercise were lower than those in flat area training.

1. Introduction

Altitude training refers to a special training method that uses
the double stimulation of altitude hypoxia and exercise
hypoxia to deepen the stress reaction of the body and im-
prove the various functions and sports ability of the body [1].
Basketball is a combination of walking, sports, and running
at various speeds based on the anaerobic decomposition of
high-energy phosphate compounds, which is characterized
by the mixture of anaerobic metabolism and aerobic
metabolism [2]. Athletes’ physical examinations are an
important part of their physical development, and they help
to promote their physical development to some extent. 'e
collection, collation, and analysis of training data have be-
come an important link with continuous scientific training
[3, 4], which is the main reason for including physical
training in the basketball training plan, improving the
physical fitness of basketball players to a certain level, en-
suring the improvement of athletes’ physical fitness, and
establishing a certain physical reserve in competition to
ensure the use of more effective tactics and commands [5].

With the rapid development of the intelligent industry,
the application scope of robots in various industries is
constantly expanding, and artificial intelligence technology
[6–8] has penetrated into people’s work and life. 3D gesture
recognition in dynamic arm is an important way to improve
the technical level of artificial intelligence, and it is also a
major problem to be solved urgently in the field of intelligent
technology. 'e use of RGB-D sensors like the Microsoft
Kinect is a convenient and effective way to obtain a diverse
and realistic 3D human model, but existing methods of
extracting whole body point cloud information for 3D
modeling are complicated in terms of operation, equipment,
and subsequent processing, and the modeling effect is not
suitable for 3D crowd animation [9]. With the introduction
of Kinect technology, a new type of disease rehabilitation
system has emerged, allowing athletes to select the appro-
priate exercise mode based on their current situation,
allowing for more targeted and planned rehabilitation and a
desire to recover as quickly as possible [10]. 'e new re-
habilitation exercise system adds a variety of exercise
methods, allowing players to customize their workouts based
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on their preferences and improving their real-world expe-
rience. 'e new system can also help doctors make more
accurate and scientific exercise plans, reduce workload,
improve the efficiency of doctors’ diagnosis and treatment,
and help athletes achieve faster health recovery.

Although the recent research on plateau training has
made some achievements, due to the different characteristics
of each event, there is no plateau training model suitable for
all sports and athletes [11], which has great theoretical and
practical value. Kinect equipment has achieved interdisci-
plinary and has a good development prospect and economic
value. After the introduction of Kinect technology, the
overall functions of the training system can become more
powerful and rich. When athletes use the training system,
they can choose their own training mode in a targeted way
and get the best results with proper exercise. In order to
scientifically explore the high-level physical training of high-
level basketball players, the changes of body function and
body shape before and after the plateau were deeply studied.

2. Related Work

Some basketball players have competed in terms of training
quantity and intensity, and their mutual cooperation has
been strained. In general, there is a negative correlation
between basketball players and their training. 'at is, as the
training amount increases, the training intensity decreases
[12, 13], and as the training intensity increases, the training
amount decreases as well [12, 13]. 'e difference between
basketball and other sports, according to literature [14], is
that it is the same game in which space, ground, time, and
speed compete with each other around the basket in the air.
Basketball is a speed-strength, confrontation-endurance-
skill event aimed at fast and changeable attack and defense
[15]. According to literature [16], anaerobic metabolism and
anaerobic and aerobic mixed metabolism are the primary
sources of energy for elite female basketball players in
competition, with aerobic metabolism and aerobic meta-
bolism as backups. According to literature [17], short-term
actions in basketball games such as fast layups, jumping,
shooting, dribbling, and rebounding are primarily depen-
dent on energy conversion from ATP (adenosine triphos-
phate) to CP (creatine phosphate), but this energy supply is
not limited to 10–15 seconds and is primarily triggered by
the system during continuous attack and defense conver-
sion. Basketball players should have tall, well-proportioned,
slender limbs; big hands; and big feet [18]. Other related
works’ qualitative descriptions of basketball players’ physical
characteristics are mostly similar to those mentioned above,
so I will not repeat them here.

Nowadays, Kinect technology researched and designed
by Microsoft Corporation is more and more used in medical
care. Reference [19], in conjunction with Kinect technology
and system, proposes a system for assisting upper-limb
recovery in stroke athletes that has shown to be effective.
Reference [20] has conducted professional research on the
rehabilitation assistant robot, focusing on the intensity

control of the robot and the training scheme implementa-
tion. Literature [21] has created a new type of equipment that
uses Kinect technology to obtain athletes’ bone data, creates
the best recovery training plan for athletes, and monitors
their training results and disease recovery. 'e factors af-
fecting the random error of depth data when using Kinect
are discussed in [22]. Reference [23] proposes a method for
reconstructing a 3D model of the human body that involves
using 24 Kinect devices to collect registration and fusion of
local point clouds from various parts of the body, followed
by template fitting. Reference [24] proposes a method to
measure human morphological parameters by using the
depth information of the front and side of human body
obtained by the second generation Kinect equipment and
creates a new model by modifying the standard human body
model. In [25], RGB-D sensor based on Kinect extracts the
information of human point cloud from 6 directions, 3 pitch
angles, and a total of 18 viewing angles and uses it in 3D
human reconstruction method combined with improved
point cloud alignment algorithm. Reference [26] proposes a
3D gesture recognition method of dynamic arm based on
D-S evidence theory algorithm, which uses gesture sensor to
acquire and analyze 3D gesture information from human
dynamic arm. Reference [27] puts forward a 3D gesture
recognition method of dynamic arm based on classification
feature extraction.'e background model of dynamic arm is
built based on adaptive Gaussian mixture model, and the
human arm region is divided by fusion background sub-
traction method.'e limited scanning accuracy and range of
Kinect equipment limit the accuracy of 3D mannequin to a
certain extent. Multiple devices or multiple small scans are
used to improve the scanning accuracy and reduce the
scanning range. 'is will lead to hardware environment,
operation methods, and problems. 'e algorithm is very
complicated to implement.

Indoor strength training, aerobic endurance training on
land, exercises after strength conversion, and coordination
and relaxation exercises make up the majority of the regular
physical education class, which lasts about 2 hours. Prior to
technical training, 40–60 minutes of special preparation
activities is required. According to the literature [28], the
5000m and 10000m swimming events are 8% lower than sea
level, and the 100m swimming events are 2–3% lower, with
the decline becoming more apparent as the movement
distance increases [28]. Working at a 2000m altitude in-
creased the heart rate by 10–20%when compared to working
on the plain; according to literature [29, 30], when the al-
titude is 1000 meters or higher, the maximum oxygen uptake
drops by 10.5 percent. 'e decrease in VO2 max was linked
to an increase in oxygen tolerance as altitude was increased,
according to research. Blood flow and oxygen saturation are
also involved. Basketball players can benefit from altitude
training not only in terms of aerobic endurance, but also in
terms of lactic acid energy supply. As a result, team sports
like basketball require altitude physical training to enhance
athletes’ physical fitness during the pre-match preparation
stages.
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3. Research Method

3.1. Research Design

3.1.1. Research Objects. All the players took part in and
completed the test. 'e average age of the subjects was 26.5
years, average body weight 70.4 kg, and average height
174.8 cm.

3.1.2. Literature Data Method. 'rough China Journal
Network and National Library, a lot of literature on bas-
ketball selection, physiology, physical education, and
modern training theory was retrieved and collected, basically
focusing on the research and development of basketball in
China. By reading and classifying various papers, relevant
data were analyzed, classified, and synthesized according to
the physical characteristics of basketball players.

3.1.3. Expert Interview Method. I had the opportunity to
take part in the physical fitness test of Chinese basketball
players in winter training and interviewed five coaches
according to the prepared interview outline, so as to un-
derstand the specific situation of physical fitness training of
Chinese basketball players and do more in-depth research.

3.1.4. Test Method. 'e complete test lasted two months and
was divided into two parts. All subjects underwent elevation
and routine electrocardiogram (ECG) before the experi-
ment, and all subjects’ ECGs were normal. During the whole
testing process of the two sites, ECG samples of the subjects
were obtained and no abnormal ECGs were found. Physical
function test finger blood was collected on an empty
stomach at around 7:00 a.m., and body composition test was
conducted at around 7:00 a.m. to complete the tester
analysis.

3.2. Physical Training Process. Fitness should be defined as
the combination of various physical abilities required of
athletes in order to maximize the flexibility of various organs
and systems of the body, overcome fatigue, and produce
exceptional performance under the stress of special training
and competition. Physical and intangible physical strength
are included. Physical ability is referred to as tangible
physical ability, while psychological ability is referred to as
intangible physical ability. Physical quality is divided into
three categories: physical structure, physical function, and
mental willpower. 'ere are two types of stretching: static
and dynamic. Basketball is a type of high-intensity anaerobic
exercise that causes muscles to produce a lot of lactic acid. As
a result, athletes should do warm-up and relaxation exercises
to improve their health and performance in sports. 'e
comprehensive principle, ladder principle, goal principle,
proper subordinate principle, and recovery principle should
be followed when developing a basketball plan.

Physical training at altitude is a well-thought-out
method. It is a good pre-competition training method for
improving athletes’ performance by assembling athletes in a

large enough area and conducting routine special sports
training under anoxia and anoxia conditions. Altitude
training helps to stimulate and unlock the body’s full po-
tential, allowing the body’s absorption, transportation, and
utilization of oxygen to be improved and enhanced, and thus
the body’s functions and athletic performance to be maxi-
mized. As a result, sports performance in training and
competition will improve.

Physical training is the process of transferring athletes’
physical strength from the actual state to the target state.
According to the training cycle, the whole physical educa-
tion process from training to retirement can be regarded as a
complete process, which is linked to multiple stages, such as
multiyear training courses, annual training courses, and
step-by-step training. Every stage of the training process,
regardless of the duration, should theoretically cover the
basic knowledge: diagnosing the situation of athletes (or
sports teams), determining the training objectives, making
training plans, and implementing and checking the training
plans. 'e results of the performance evaluation can be
found in Figure 1.

In the training process, it can be seen that there are four
key steps to effectively change the physical fitness from a
relatively chaotic reality state to a relatively orderly target
state, realize the effective coordination of all components of
physical fitness, accurately grasp the actual situation of
athletes (or sports teams), scientifically determine the
training objectives, make a careful training plan, ensure the
effective implementation of the training plan, and establish a
perfect training process monitoring system.

For the training participants, the training goal describes
the ultimate goal of the sports training process, and all
training activities aid in achieving this ultimate goal. By
ensuring that all links and training activities in the training
process can be fully developed around the realization of the
target state [12], the determination of this ultimate goal
provides a basis for the formulation and implementation of
training plans and competition plans in the training process.
Physical fitness goals, on the other hand, are horizontally
related to technical and psychological training goals, so
adjustments to other training goals, such as physical fitness
requirements, should be taken into account when deter-
mining physical fitness goals. Innovation in technology
physical training is a subgoal that is made up of several
separate goals that must all work together to achieve the
desired result.

3.3. Kinect-Based Physical Training Model for Basketball
Players. Kinect is one of the most popular somatosensory
devices on the market. 'e functional design of this product
is mainly to enhance the real experience of gamers in the
game. Community interaction is also a key function of
Kinect, allowing people to play games together and com-
municate with others instantly through voice and text [17].
Kinect is far beyond the traditional concept of human-
computer interaction in function. It does not need to use
other devices to capture the user’s physical information in
sight, manipulate objects in the interface, provide intelligent
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and flexible human-computer interaction, realize work
functions, and have strong human characteristics.

Kinect somatosensory device has many functions such as
speech recognition, microphone input, and advanced
sensing technology. 'e sensing technology of Kinect so-
matosensory device can fully acquire the video and audio
images in the field of vision and use this information to
identify the user’s identity and voice information and track
the bones. For users, Kinect can provide unprecedented
interactive experience and achieve four goals: first, bone
tracking; second, gesture recognition; third, face recogni-
tion; and fourth, voice recognition.

Practice shows that database design is software engi-
neering, and the principles, techniques, and methods of
software engineering can be applied. Compared with general
software engineering, database design has a wider range and
is closely related to the application environment, so database
design has its own characteristics and training. 'e database
design mainly includes some parts: demand analysis, con-
ceptual structure design, logical structure design and
physical structure design, database management, physical
fitness test database system design (logical structure design
and physical structure design), and database management
(Figure 2).

'e database of athletes’ test data needs to include the
functions of summary, input, modification, deletion, stor-
age, download, backup, update, statistical analysis of
physical test data, and system security. 'e system’s ease of
use is ensured by the integrated friendly operation interface.
'e DTW (dynamic time warping) method is primarily used
to compare two unrelated time series. Different from other
methods, when the lengths of two sequences are different or
the X axis cannot judge them, this method can explain the
relationship between the current two sequences by time
warping function under certain conditions. In this calcu-
lation process, firstly, a matrix of m rows and n columns
should be established, and the distance between points in
two sequences should be stored in the matrix to observe the
matrix effect. 'e smaller the value, the higher the similarity
between the two sequences. When the calculation reaches
the end point, the accumulated value reflects the similarity of

the two sequences to a certain extent. 'e cumulative dis-
tance dist(i, j) can be expressed as the following formula:

dist(i, j) � min

dist(i − 1, j − 1) + d(A(i), B(j)),

dist(i − 1, j) + d(A(i), B(j)),

dist(i, j − 1) + d(A(i), B(j)),

⎧⎪⎪⎨

⎪⎪⎩
(1)

where dist(i, j) represents the cumulative distance, which
represents the sum of the distance between data column A(i)

and data column (j) plus the cumulative distance of the
element closest to the end point.

If each frame of motion data is regarded as a point in 16-
dimensional space, then an action sequence can be regarded
as a curve in this space. 'e similarity between two action
sequences can be obtained by calculating the distance be-
tween the two sets of data, which is usually referred to as
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Euclidean distance. 'en, the Euclidean distance between
them is as follows:

D M1, M2(  �

������������
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i�0
Gi − Gi
′( 
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. (2)

'e smaller the calculation result, the closer the two
groups of actions are.

In covariance probability theory and statistics, this pa-
rameter represents the total error of variables. Assuming that
the two quantities have the same changing trend, they must
be both greater than or less than their expected value, in
which the calculated covariance is positive. For the same
reason, if the two trends are opposite, the calculated co-
variance is negative.

cov(X, Y) � E((X − μ)(Y − υ)). (3)

μ represents the expectation E(X) of X, and υ represents
the expectation E(Y) of Y.

'e evaluation of rehabilitation training in this system
adopts triple evaluation algorithm (DPL algorithm for
short), which combines dynamic time warping algorithm,
human correlation coefficient, and longest common sub-
sequence algorithm. 'e data streams of patient motion
applying DPL algorithm are sent to DTW algorithm,
Pearson correlation coefficient evaluation, and longest
common subsequence (LCS) algorithm to obtain the simi-
larity evaluation data with the standard template.

'e specific formula of DPL algorithm is as follows:

D �
C1

C1 + C2 + C3
× S1 +

C2

C1 + C2 + C3

× S2 +
C3

C1 + C2 + C3
× S3.

(4)

By setting three confidence variables in advance to a
certain extent, the problem that the accuracy of the three
fusion algorithms decreases according to the actual situation
can be solved, and it can also be adjusted by professional
medical staff according to the treatment experience, which is
suitable for the rehabilitation of some patients.

In the process of 3D posture recognition in dynamic
arm, assuming that x, y represent two joint points of the
arm, first calculate the difference between the coordinates of
the arm and the shoulder node, then judge whether the joint
points of each arm are in approximately the same position
according to the difference, and then use (5) to calculate the
angle (Euclidean distance) between the connection lines of
the joint points in dynamic arm:

d � K tan Hdraw + L(  − O. (5)

In (5), draw represents the depth value of the three-di-
mensional posture image in the dynamic arm, and H, L, O

represent the constants of the depth value.
According to the distance between the two joint points,

calculate the angle between the two joint points of the arm
and the X axis of the reference point, use the angle of the

reference point on the X axis to obtain the coordinates of the
specified point, and then use (6) to obtain the angular
constraint conditions of the arm joint points:

PA �
P1, P2, θ, τ 

D(X, Y)
× d, (6)

where P1 represents the reference point of the arm, θ
represents the angle between the arm joint point P2 and the
X axis, and τ represents the set angle threshold.

In the process of three-dimensional posture optimiza-
tion recognition in dynamic arm, the feature vector sets of
angle between arm joint points with different postures are
obtained by the following formula:

Ktr � Ki ×
K1, K2, . . . , Kn 

Str
Str. (7)

Among them, K1, K2, . . . , Kn  represents the feature
vector of the angle between arm joints in different postures.
Str stands for training sample set.

4. Result Analysis and Discussion

4.1. Physical Training Plan and Load Arrangement.
Special preparation activities before technical training are
also selected according to the content of technical training,
mainly including elastic belt shoulder wrist joint mainte-
nance, weight-bearing water bag basketball footwork
practice, ball practice, and dynamic stretching. In the def-
inition of load intensity and load quantity in this study, the
load intensity is determined as the maximum of the main
load indexes (bench push, squat, high pull) in the last two
weeks of flat land. 'e relationship between load intensity
and load weight during training is reflected in the percentage
of each training index relative to the maximum load value
and total training weight (Figure 3).

'ere is no restricted load applied, the load is only close
to the level of flat ground, and the load strength is only about
80% of the maximum strength. A three-day break between
two high-intensity strength workouts can help athletes re-
cover completely. 'e men’s basketball team in this study
used the plateau to perform strength training, aerobic en-
durance training, and special skill training, with fat being
one of the challenges of this plateau training. Because the
waist-hip ratio has changed dramatically, this plateau
training can be considered a training goal for body fat
reduction.

4.2. Analysis of Physical Fitness Test of Basketball Players in
Winter Training. Quantitative quality ensures the physical
fitness of basketball players and is the material basis for
rapidly changing skills and tactics. Modern basketball
players need highly developed comprehensive strength.
Comprehensive strength is the comprehensive strength of
athletes who are engaged in special basketball activities due
to the coordination of various sports links. It is the foun-
dation of athletes’ special abilities. Improving the overall
strength in training is the development trend of modern
basketball strength training. In strength training, the
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training methods of adults are not completely suitable for
young athletes, so the physiological characteristics of young
athletes must be taken into account in training, based on
moderate load, comprehensive and gradual.

Figure 4 shows the main physical indexes of young male
basketball players in China. Among them, indicators 1∼8,
respectively, represent comprehensive running (s), in situ
touching height (m), run-up touching height (m), sit-ups,
standing long jump (m), 1-minute bench press, turn-back
running (s) and 3,200 meters (s).

Generally speaking, the aerobic endurance of Chinese
basketball players has obviously decreased, and other in-
dexes have not improved. 'is shows that the physical
training of Chinese youth men’s basketball team is not
systematic and has not produced good results. Speed en-
durance and aerobic endurance training can improve other
physical qualities of athletes every year, laying the foun-
dation for athletes to reach a higher level.

4.3. Comparison of HR Recovery after Exercise in Different
Regions. In order to further observe the ability of basketball
players to recover cardiovascular function after altitude ex-
ercise, the heart rate (HR) recovery at different times after
exercise was compared, so as to understand the influence of
altitude hypoxia on cardiovascular function. 'at is, imme-
diately after exercise, the difference between the peak HR of
warm-up activity and normal HR is 100%, and the net re-
covery of HR at different times after two activities in different
regions is compared. As a result, the heart rate recovery in 1
minute after high-intensity 10-minute running is obviously
faster than that in flat and highland areas, and there is no
significant difference between the two places after 4-minute
exercise.

It can be seen that, even in the 10-minute curve executed
in Figures 5 and 6, the change of the individual’s normal

heart rate is relatively stable. 'e HR at high altitude is
generally higher than normal HR, but individuals with lower
HR in plain areas still keep lower HR in high altitude areas.

After running for 4 minutes and 10 minutes, HR basi-
cally returns to the HR level of the preparation activities,
whether in flat or highland areas. It is found that the heart
recovery ability of basketball players is not affected by the
local altitude (see Figure 7).

'e heart is different from other organs in human body.
'e nutritional system and functional system of different
organs are two different systems. 'e heart not only per-
forms its own functions, but also nourishes the organs
themselves. 'erefore, insufficient oxygen supply to myo-
cardium is one of the reasons why the heart works at a high
level for a long time. On the one hand, increased myocardial
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Figure 4: Test and analysis of main physical indexes of Chinese
basketball players in winter training.
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contractility raises oxygen consumption and necessitates
more blood to perfuse myocardial tissue. Because myocar-
dial tissue relies almost entirely on oxidative metabolism for
energy, coronary artery oxygenation is critical [19]. On the
other hand, a high HR reduces the diastolic time of the
myocardium and makes the coronary artery insufficient in
blood supply. Because most coronary artery branches are
deeply embedded in the myocardium, the intense com-
pression of myocardial contraction causes a sharp decrease
in coronary blood flow.

HR can maintain a relatively stable change in both plain
and plateau. Although the overall HR level in the plateau
area is higher than that in the plain area, individuals with
lower HR in the plain area still maintain a lower HR level
during the plateau training period. 'erefore, the heart rate

can be said to be a very effective index to monitor the
changes of cardiovascular function during actual exercise,
and it is not affected by the altitude of the area, but only
related to exercise intensity, so it can objectively reflect the
status of cardiovascular system. During the exercise, the
heart deformation and function of athletes of different levels
adapt to the training course of specific functions.

4.4. Comparison of Algorithm Identification Effectiveness.
Simulation verification is needed to prove the effectiveness
of 3D gesture recognition method in boom based on Kinect.
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A virtual platform for 3D gesture recognition experiment in
boom is built with Windows 7 operating system, and the
experimental computer is a personal computer. 'e number
of participants in the experiment was five. Using the im-
proved algorithm and the existing algorithm, 3D postures of
dynamic arms were identified, and each person created five
kinds of dynamic arm postures. 'e recognition accuracy
and error rate of the two algorithms are compared, and the
results are shown in Figures 8 and 9.

'e analysis shows that the improved 3D gesture rec-
ognition algorithm of dynamic arm has higher accuracy than
the existing algorithms and ensures higher accuracy and
fewer recognition errors. Using the improved algorithm, in
3D gesture recognition rendering of dynamic arm, the di-
rection, position, and some specific details of human dy-
namic arm can be well displayed, and the recognition effect
is better than that of the existing algorithm, which can ef-
fectively meet the requirements.

5. Conclusion

Altitude physical training can help basketball players lose
weight, but its effect on muscle circumference is dependent
on their height, body shape, and training load. Athletes’
aerobic metabolism can be improved, allowing them to tap
into their full potential and better adapt to high-intensity
training and competition. 'e DTW algorithm is used to
evaluate sports, and the DTW distance is calculated as the
similarity evaluation index between two sports groups. 'is
method compensates for the traditional Euclidean distance’s
shortcomings in determining the similarity of nonconformal
data. Simulation results show that a 3D gesture recognition
method based on the Kinect boom has a high recognition
accuracy and can meet intelligent technology application
requirements.
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Background. Chloasma is a common skin pigment disorder. Treatment of chloasma has been challenging, often unsatisfactory,
and difficult to avoid recurrence. PRP is a new treatment for chloasma, but there is no consensus on its use. Lingyun Zhao’s team
recently reported a systematic evaluation andmeta-analysis of the efficacy and safety of PRP in the treatment of chloasma, which is
consistent with our ideas, but we will elaborate on the application of PRP in chloasma from a deeper and more comprehensive
perspective. Before we started this study, we had registered with Prospero as CRD42021233721.Methods.*e authors searched the
public medical network, MEDLINE, EMBASE, Cochrane Central Register of Controlled Trials, ScienceDirect, Scopus, and Science
Network. *e clinical trials registry ClinicalTrials.gov databases were searched for relevant publications to June 2021. *e results
showed the area and severity of chloasma (MASI) or revised MASI (mMASI) score. Results. *ree RCTs, one nonrandomized
controlled study, and four were prospective before and after self-controlled studies met the inclusive criteria. Intradermal PRP
injections significantly improved chloasma as indicated by the significant decrease MASI (average balance -6.71, 95% CI -8.99 to
-4.33) and mMASI scores (average balance -2.94, 95% CI -4.81 to -1.07). *e adverse reactions were mild, and there were no
significant long-term adverse events. Conclusive. *e data can reflect the effectiveness and safety of PRP therapy for chloasma.
RCTs are needed to determine effective treatment parameters, and long-term follow-up should be included to better clarify the
efficacy and side effects of PRP in treating chloasma.

1. Background

Chloasma is a pigmentation disorder that mostly affects
women’s faces. *e cheeks, forehead, chin, lips, and neck are
the most common areas exposed to the sun, but other areas
are not uncommon [1]. *e main clinical manifestation of
brown facial patches has a significant impact on the patient’s
appearance and quality of life [2]. It is a disfiguring der-
matosis that affects a large number of people all over the
world, and it is difficult to treat because the pathogenesis is
still unknown [3]. Many studies have recently confirmed
that contraceptive pills, ultraviolet radiation, genetic pre-
disposition, and sex hormone levels are all strongly linked to
the occurrence of chloasma. In addition, skin destruction,

barrier vascular factors, and inflammatory factors all play a
role in chloasma pathogenesis. Drug therapy, chemical
peeling, and laser are the most commonly used treatment
methods today. Despite the fact that there are numerous
ways to treat chloasma, data obtained through general
methods cannot reach the ideal state. Because of its re-
currence, chloasma can cause complications like irritation,
excessive pigmentation after inflammation, and excessive
pigmentation after rebound, making it an unsolvable
problem in the field of beauty [4].

*e main problems to be solved in chloasma are facial
pigmentation and pigmentation after drug treatment. As a
new technique used in dermatology and plastic surgery, PRP
has been confirmed in the latest studies in its potential role in
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pigmented dermatitis. PRP is an autologous blood product
defined as a platelet concentrate obtained by centrifuging
blood to a concentration 3 to 5 times above the basal platelet
concentration [5]. As for the mechanism of PRP in the
treatment of pigmentation diseases such as chloasma, the
present research can be divided into three aspects [6]. On the
one hand, the key elements of platelets are contained in
alpha particles. Alpha-granules contain more than 30 cy-
tokines and growth factors. *ese include PDGF, TGF-β1
and β2, EGF, and MGF [7]. Of these, the most important
reduction in pigmentation is TGF-β1 [8]. It has already been
shown to reduce melanogenesis by delaying activation of
extracellular signal-regulated kinases [9]. On the other hand,
some recent studies show that the key pathology needs to
control melanin production by adjusting the activities of
extracellular kinase and prostaglandin E2 (PGE2). In ad-
dition, it guides extracellular matrix remodeling, strengthens
the expression of matrix metalloproteinases, eliminates
extracellular matrix elements damaged by light, and stim-
ulates fibroblast proliferation and collagen synthesis [1]. In
summary, PRP can reduce pigmentation and brighten skin
tone [10], which is also the primary need of patients with
chloasma.

In recent years, PRP is a novel treatment option for
chloasma and has shown significant clinical improvement.
However, there is no consensus on its use [11]. *e safety,
efficacy, and prognosis of PRP have not been fully con-
firmed. Zhao et al. [12] recently reported a systematic review
on PRP in the treatment of chloasma, which included studies
without controlled experimental designs. We will elaborate
on the application of PRP in chloasma under more stringent
inclusion and exclusion criteria and bias evaluation and try
to explore the evaluation of efficacy and safety by multiple
factors including ethnic differences and pharmacological
effects. *is study was registered with PROSPERO as
CRD42021233721.

2. Method

A systematic review and meta-analysis were conducted
according to the PRISMA (Preferred Reporting Items for
Systematic reviews and Meta-Analysis) statement [13].

2.1. Search Strategy. A literature search was conducted in
PubMed (1966 until acquisition time), MEDLINE (1966
until acquisition time), EMBASE (1974 to until acquisition
time), ScienceDirect (until acquisition time), Scopus (until
acquisition time), and Web of Science (until acquisition
time). From 2000 to 2021, the clinical trial registry of
ClinicalTrials.gov (http://ClinicalTrials.gov/) was searched.

*e analytical strategy is to fuse the terms associated with
chloasma with the terms identifying platelet rich plasma.
Text and mesh term searches cover the words “platelet rich
plasma,” “platelet concentrate,” “melanosis,” “chloasma,”
“chloasma,” “chlodue to the factma,” “plaque,” “spot,”
“chlosimilar Toma,” “color,” “photo,” “stain,” “stain,”
“pigment” “And word variants and similar words combined
with Boolean operators” or “and.”

We will review the list of documents that have been
identified for similar tests or reviews to clarify the next
research ideas. A complete article attachment of references
reporting potential qualified tests will be obtained. If this is
not possible, we will try to contact the author of the study to
get some relevant information.

2.2. Sample. Inclusive criteria were as follows:

(1) Participants were diagnosed with chloasma.
(2) Intervention was any form of platelet-rich plasma,

alone or as an adjunct in chloasma.
(3) Control was placebo, standard care, or alternative

topical therapies.
(4) Pre- and post-treatment chloasma area and severity

index (MASI) or modified MASI (mMASI) scores
completed by dermatologists, as well as objective
skin imaging analysis data. Other valid methods of
evaluating the effects of PRP therapy include phy-
sician assessment, participants’ subjective self-as-
sessments, participant-reported outcomes, or
satisfaction level. Additional outcomes included
adverse effects reported during and after treatment.

(5) Study type was RCTs. Without a random trial, well-
designed non-RCTs and prospective before-and-af-
ter self-control research will be regarded as a nar-
rative embodiment of the present facts.

2.3. Study Quality and Risk of Bias Assessment. Two authors
independently assessed the risk of bias of each study in the
field of sequence generation using the criteria suggested in
the Cochrane Handbook of Systematic Reviews of Inter-
ventions [14]: occupational concealment, blindness for
healthcare professionals, participants and evaluators, in-
complete outcome data, and other potential threats to
outcomes and validity. For nonrandomized and before-and-
after studies, risk of bias was assessed using the ROBINS-I
bias tool [15]. *e tool includes assessments in seven areas:
bias due to obscure, bias in choice of study participants, bias
in intervention classification, bias in expected interventions,
missing data bias, outcomemeasurement bias, and reporting
outcome selection bias.

2.4.DataExtraction. *edata was collected and given to two
reviewers to complete on their own. *e discrepancy will be
repaired through discussion or negotiation with the third
reviewer. *e following blinded and structured stratification
strategy will be used by reviewers. First, the title and abstract
should be filtered. Second, read the first article you chose.
*ird, choose research that satisfies the predetermined in-
clusive and exclusionary criteria. *e author name, study
duration, location, year of publication, journal, study design,
sample, patient characteristics, dose and type of PRP used,
concomitant interventions and outcomes, duration of fol-
low-up, evidence level, and quality of research were all listed
in a standard format.



2.5. Data Synthesis and Statistical Analysis. Results are
combined unless diversity indicates that the combination is
unreasonable. If some studies reported results as continuous
measures, while others used dichotomous methods of the
same structure, we would convert the previous results from
continuous measures to binary. If results were reported at
different times throughout the year, data from each time
were aggregated and combined with data from other trials
from similar times. After data collection is complete, the
final analysis point is determined by consensus.

ReviewManager version 5.3 was used for meta-analyses.
A meta-analysis was performed as suggested by the
Cochrane Collaboration [16]. For continuous data with the
same measurement unit, the weighted average difference
and 95% confidence interval are used. For continuous data
with different measurement units, the standardized average
balance and 95% confidence interval are used.*e difference
is represented by 95% confidence interval. When there was
no heterogeneousness (I2 � 0), a fixed-effects model was
used. We also used a random effects model. When het-
erogeneousness was high (I2≥ 70%), except for the lowest
quality studies, sensitivity analyses were performed to ac-
count for heterogeneousness and to confirm the stability of
the results, with p≤ 0.05 considered statistically significant.

3. Results

From the database, a total of 101 records were retrieved
(Figure 1). Following the deletion of 66 duplicate records, 35
articles were screened based on title and abstract. *ere is no
other literature available from other sources. Eight studies
were considered appropriate and included in the qualitative
meta-analysis, while three studies were included in the
quantitative meta-analysis after dragging through studies
that did not meet inclusive criteria. *ree RCTs, one non-
randomized controlled study, and four prospective before-
and-after self-controlled studies were among the studies
included.

3.1. Characteristics of Included Studies. Tables 1 and 2
summarize study characteristics and patient demograph-
ics. A total of 8 articles published between 2017 and 2021
were included in this study, which included a total of 277
patients with chloasma. All of the study patients were adults,
patient age-bracket from 20 to 58 years of age, and about 80
percent of them were women. Of the eight studies included,
three were from Egypt, two were from Pakistan, one was
from *ailand, and the remaining two were from India. All
studies used the MASI or mMASI score to assess the severity
of patients’ chloasma conduct an initial assessment. Of the 8
studies, 3 had subjects with skin types III and VI, 1 had
subjects with skin types II, III and VI, 1 had subjects with
skin types IV and V, 1 had subjects with skin types III and V,
and the other 2 were not mentioned. In 4 of the studies, the
type of chloasma in patients was epidermal and mixed, while
the remaining 4 were not mentioned. *e mean follow-up
time of patients was 97 days (range 14–180 days). All studies
have demonstrated the significant efficacy of PRP in the

treatment of chloasma. *e specific quality results of RCT
and non-RCT studies are shown in Figure 2 and Table 3.

4. MASI

Four of the eight included studies comparing the MASI
between experimental (PRP treatment) group and control
group were reviewed [1, 3, 18, 20]. *e baseline MASI were
comparable between experimental and control groups in all
included studies (p> 0.05). In MASI, the random-effect
model showed significant differences between the experi-
mental group and the control group (average balance −6.71,
95% CI −8.99 to −4.33; p< 0.05; I2 � 55%) (Figure 3).

4.1. mMASI. Four studies comparing the mMASI between
experimental (PRP treatment) group and control group were
enrolled in the meta-analysis [3, 4, 18, 19]. *e baseline
mMASI were comparable between experimental and control
groups in all included studies (p> 0.05). A REM yielded a
significant difference in mMASI between experimental and
control groups (average balance −2.94, 95% CI −4.81 to
−1.07; p< 0.05) (Figure 4). *e heterogeneousness was
substantial (p< 0.05; I2 � 87 percent). *e study by Sir-
ithanabadeekul et al. [4] was conducted in*ailand, whereas
other studies were conducted in Egypt [3, 18, 19]. *e racial
difference may account for the heterogeneousness. *e
heterogeneousness decreased from 87% to 26%, and the
average balance increased slightly to −3.66 (95 percent CI
−4.74 to −2.57; p< 0.05) (Figure 5).

4.2. Degree of Improvement. A description of the extent of
improvement can be found in five of the included studies
[3, 17, 19, 20] (Table 4). *e degree of improvement is
mainly determined by referring to the decline ratio of MASI
or mMASI score; among them, the most important values as
dividing stages are 0%, 25%, 50%, and 75%, respectively. In
most studies, the degree of improvement was rated as fol-
lows: 0: no feedback; 1: partial feedback (decrease 0%–25%);
2: good feedback (26%–50% reduction); 3: very good
feedback (51%–75% reduction); 4: near perfect (75% re-
duction). Among the five studies, only one study chose the
decrease ratio of MASI score as the evaluation criterion. Faiz
andMeng [20] found that more than 60% of patients showed
fair improvement, but no patient (0%) showed excellent
response. Among them, 2 studies only used the decrease
ratio of mMASI score as the basis for evaluating degree of
Improvement. Tuknayat et al. [17] found that more than 80%
of patients had mild or greater improvement, and about 40%
of patients showed significant improvement. Topical tra-
nexamic acid alone and topical tranexamic acid combined
with PRP both showed some improvement in both groups,
according to Gamea et al. [19]. PRP-treated patients, on the
other hand, improved significantly more than the control
group. MASI and mMASI were chosen as the improvement
degree evaluation indexes for the remaining two groups.
Hofny et al. [3] found that both the MASI and mMASI
scores decreased and that more than 80% of patients im-
proved mildly or significantly but that the difference



between two different PRP injections was insignificant.
According to Adel et al. [18], clinical efficacy of PRP alone or
PRP combined with IPL was improved, but there was no
significant difference between the two groups.

4.3. Patient Satisfaction. A total of five studies reported
patients’ satisfaction after treatment. In two of the RCTs
looking at PRP versus other therapies, patient satisfaction
was significantly higher under PRP than in the control group
[4, 19]. In the study of the effect of two different injection
methods of PRP and the randomized controlled study ex-
amining the efficacy of PRP alone and in combination with
PRP and IPL, there was no significant difference in satis-
faction with the efficacy between the experimental group and
the control group [3, 18]. And in another prospective before-
and-after self-control studies, more than 90% of patients
were satisfied with the efficacy of PRP [2] (Table 4).

4.4. Adverse Events. Adverse events were mentioned in 6
studies. Faiz et al. [20] found the presence of temporary
transient erythema at the injection site of PRP (13% of the
patients). Hofny et al. [3] noted swelling, redness, and pain at
the injection site of PRP. Sirithanabadeekul et al. [4] noted
bruising at the injection site of PRP (the number was not
mentioned). Tuknayat et al. [2] noted xerosis and

hyperpigmentation at the injection site of PRP (the number
was not mentioned). Gamea et al. [19] reported hyperpig-
mentation (5% of the patients), erythema (50% of the pa-
tients), and pain (60% of the patients) at the injection site of
PRP (Table 4). Tuknayat et al. reported xerosis (35% of the
patients) and pruritus (25% of the patients) at the injection
site of PRP (Table 4).

4.5. Other Outcomes. In the RCTs conducted by Sir-
ithanabadeekul et al. [4] on the efficacy of PRP in the
treatment of chloasma, not only were MASI and mMASI
score used as the efficacy criteria, but also indicators such as
melanin levels, skin wrinkle levels, and erythema levels were
used. However, based on the disease characteristics of
chloasma and the requirements of this study, only melanin
level was included in the analysis. *ey found a significant
drop in melanin levels in the skin of patients treated with
PRP, but there was no significant change in melanin levels in
the skin of patients injected with normal saline (Table 4).

5. Discussion

Chloasma is a common skin pigment disorder characterized
by brown patches on the face, which sometimes becomes a
chronic distressing condition on the patient. Chloasma is
caused by a complex interplay of factors such as sunlight,
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Figure 2: Cochrane risk of bias assessment of RCTs [4, 18, 19].

Table 3: ROBINS-I risk of bias summary for nonrandomized controlled studies and before-after studies.

Author, year

Domain

Obscure Choice of
participants

Classification of
intervention
measures

Deviations from
intended

interventions

Missing
data

Comparison of
results

Choice of the
reported result

Hofny et al.
2019 [3] Mild Lower Lower Lower Lower Mild Lower

Tuknayat et al.
2020 [17] Mild Lower Lower Mild Uncertain Mild Uncertain

Mumtaz et al.
2021 [1] Mild Lower Lower Lower Lower Mild Lower

Tuknayat et al.
2021 [2] Mild Lower Lower Lower Lower Mild Mild

Faiz and Meng
2018 [20] Mild Lower Lower High Mild Mild Mild

Study or Subgroup Mean MeanSD
Experimental Control Mean Difference

IV, Random, 95% CI
Mean Difference

IV, Random, 95% CISDTotal Total
Weight

(%)

Adel 2021
Faiz 2017
Hofny 2018
Mumtaz 2021

10.9
4.98
6.96
8.72

6.3
2.13
4.82
3.4

20
15
23
32

16.3
15.71
11.86
14.97

7.7
6.81
5.25
4.33

20
15
23
32

17.2
21.4
26.4
35.0

–5.40 [-9.76, -1.04]
–10.73 [-14.34, -7.12]

–4.90 [-7.81, -1.99]
–6.25 [-8.16, -4.34]

Total (95% CI) 90 90 100.0 –6.71 [-8.99, -4.43]
Heterogeneity: tau2 = 2.91; chi2 = 6.74, df = 3 (P = 0.08); I2 = 55%
Test for overall effect: Z = 5.77 (P < 0.00001) Favours (control)Favours (experimental)

–100 –50 0 50 100

Figure 3: Forest plot comparing the chloasma area and severity index (MASI) of patients accepting PRP treatment and control group. IV:
interval variable, CI: confidence interval.



endocrine, hepatopathies, ovarian tumors, parasitic infes-
tations, cosmetics, and stressful life events in a genetically
predisposed individual [21–24]. However, the exact etiology
of chloasma is still not well elucidated yet.

Although there are various treatments including drug
therapy, chemical peeling, laser, etc., finding a cure for
chloasma has always been challenging, often unsatisfactory,
and hard to avoid recurrence [24].

In order to provide a reference for clinical treatment, we
conducted a systematic review and meta-analysis to assess
the safety and efficacy of PRP in the treatment of chloasma.
*e key finding of this systematic review was that intra-
dermal PRP injections significantly improved chloasma, as
evidenced by significant decreases in MASI and mMASI
scores in various patient populations over a 12-week period.
*e systematic analysis found no serious or significant long-
term negative effects. *e effectiveness and safety of PRP
therapy for chloasma were also demonstrated by the re-
ported degree of improvement and patient satisfaction in
enrolled studies. *e following are some of the benefits of
our research: (1) we focus on the efficacy and safety of in-
tradermal PRP injection to improve chloasma, providing
clear conclusions for other clinicians; (2) *e conclusions
are true and reliable due to rigorous and serious inclusion
and exclusion by two professionals, and reasonable and
standardized inclusion of relevant research and analysis; (3)
the topic and possibility of the corresponding direction are
analyzed and discussed based on the relevant professional
knowledge of the team.

Our discovery is in line with a few previous studies.
Cayırlı et al. [5] reported a case of a 27-year-old woman who
accepted three PRP injections sessions with 15-day intervals
for skin rejuvenation, and regression of chloasma achieved
more than 80%. Farag et al. [25] reported a case with re-
sistant chloasma. After six sessions of PRP injection, her
MASI score came down from 17.7 to 7.5, and after a three-
month follow-up, no relapse of chloasma was examined. In
another case report, PRP was used as an adjuvant with
Q-switched Nd-YAG laser and alpha arbutin therapy with
hopeful lightening [26].

PRP is a high concentration of platelet plasma. Platelets
are cellular fragments of megakaryocytes of the bone
marrow. *ey are characterized by the absence of nuclei,
organelles, and three types of granules in the cytoplasm:
alpha, dense, and lambda [27]. Green fluorescence can
regulate the biological medium of cell turnover and re-
generation, exert influence on target cells and extracellular
matrix, and thus realize the stimulation of repair and tissue
regeneration. At present, the most widely studied green
fluorescent factors include PDGF, TGF, and vascular en-
dothelial growth factor, insulin-like growth factor, and EGF.
Among them, TGFβ and PDGF play the biggest role in PRP
treatment of chloasma. TGF-β1 and PDGF present in PRP
could have led to chloasma reduction [15]. TGF-1 inhibits
melanogenesis by downregulating the expression of the
paired-box homotypic c gene of the ommatidium-associated
transcription factor (MITF) promoter in a concentration-
dependent manner. PDGF not only promotes collagen
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Figure 4: Forest plot comparing the modified melasma area and severity index (mMASI) of patients accepting PRP treatment and control
group. IV: interval variable, CI: confidence interval.
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Figure 5: Forest plot of sensitive analysis of the modified MASI of patients accepting PRP treatment and control group using sensitive
analysis. IV: interval variable, CI: confidence interval.
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production, synthesis, and extracellular matrix formation,
but also promotes angiogenesis, collagen, and hyaluronic
acid synthesis. *e rationale is that EGF reduces melanin
production by inhibiting the expression of prostaglandin E2
and the activity of tyrosinase. *ey can further improve the
pigmentation of the spots.

PRP treats chloasma not only through the action of
platelets themselves, but also through biological stimulation
at the time of injection. Biological stimulation can activate
the anabolic function of fibroblasts and collagen production,
thus restoring the metabolism and normal function of the
skin [27], which also has a certain effect on delaying the
process of chloasma.

PRP appears to be a potential new therapy with sig-
nificant efficacy for chloasma, as a monotherapy as well as an
adjuvant therapy. Gamea et al. [19] used PRP therapy in
combination with topical 5% tranexamic acid, compared to
topical 5% tranexamic acid monotherapy, which showed
significantly better treatment results and patient satisfaction
was detected in patients of combination therapy group. Adel
et al. [18] compared PRP alone versus intense pulsed light
(IPL) plus PRP, proving an obvious improvement of
chloasma after PRP treatment (p< 0.05). However, no
statistically significant difference was found between the two
groups regarding mMASI score or patient satisfaction
(p> 0.05).

*e clinical stage and classification of chloasma can be
divided into active stage and stable stage according to the
results of slide pressure diagnosis, the number and mor-
phology of inflammatory cells and dendritic cells under the
reflection confocal microscope (RCM), and the changes of
the number and morphology of blood vessels under the skin
microscope and the erythema index. In addition, melasma
was examined by slide pressure and wood lamp. Combined
with its pathogenesis, melasma can be divided into four
types: pigment type (m, melanin); vascular type (V, vessel);
pigment dominant type (M>V); vascular dominant type
(V>m). For typing treatment, simple type M: oral chlor-
omethylnaphthoic acid, combined with fruit acid or
Q-switched laser; Type V: to improve microcirculation,
Nd: YAG/KTP can be used for treatment. M >V type and
V >M type: both types are formed by both pigment and
vascular factors. *e treatment plan should take into
account the inhibition of melanin production and the
improvement of blood circulation. At present, PRP can
not only inhibit the synthesis of melanin, but also have a
variety of repair functions, such as its antibacterial or anti-
inflammatory effect and skin vascular remodeling func-
tion, which play a role in a variety of main pathological
and pathogenic mechanisms of chloasma. However, more
and more data are needed to support and analyze whether
the efficacy of PRP combined with the above treatment
schemes is better.

What we can know is that chloasma is more common
among Hispanic and Oriental people, but unfortunately we
have not retrieved or understood the treatment of PRP in
Indochina. However, there are exact reports on the efficacy
of PRP for chloasma in theMiddle East, India, East Asia, and
other countries included in this study.

In terms of delivery methods, Hofny et al. [3] evaluated
the efficacy of PRP treatment on chloasma via two different
delivery methods. A statistically significant decrease was
detected in both groups after treatment (p< 0.05), while no
significant difference was found between two delivery
methods.

6. Limitations

*is review and meta-analysis established a foundation for
using PRP to treat chloasma patients. It does, however, have
some limitations. First, RCTs and prospective self-controlled
before-and-after studies were combined, increasing the risk
of choice bias. Furthermore, the current meta-analysis is
constrained by a lack of high-quality studies, and biases
hampered the interpretation of study findings. Furthermore,
the small sample sizes and short follow-up periods in this
study may have hampered the ability to detect clinically
significant differences in outcome measures. Even if we use
REM, the disparity in curative effect could be due to dif-
ferences in research design, population, preparation tech-
nology (centrifugal/anticoagulant), treatment (volume/
frequency/method), baseline patient characteristics (age,
sex, skin type, or chloasma depth), and research methods.

7. Conclusion

To summarize, people are becoming more aware of and
interested in PRP treatment for chloasma. In light of the
findings discussed above, PRP therapy is a safe and effective
treatment option for chloasma, regardless of the MASI or
mMASI score, the degree of clinical improvement, or patient
satisfaction. To establish optimal treatment parameters,
more RCTs with an adequate control group, controlling for
obscure factors, and larger sample sizes are required. Fur-
thermore, the negative effects of PRP were not fully un-
derstood, limiting clinicians’ use of PRP as a first-line
treatment for chloasma. Long-term follow-up for effec-
tiveness and side-effect profiles would be beneficial.
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[27] W. H Merchán, L. A Gómez, M. E Chasoy, C. A Alfonso-
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Teaching is defined as a relatively stable structural framework and activity process of teaching activities established under the
guidance of specific teaching concepts and theories. It serves as a link between teaching theory and practice, as well as between the
teaching system’s static and dynamic conditions.(e ITM (Inquiry-Based Teaching Model) has received a lot of attention and has
been used in a lot of classrooms. Data mining (DM) is a method for discovering knowledge in databases and a technology for
mining information in large data sets. It is primarily used to discover unknown relationships and patterns in related data. (is
paper applies DM’s core technology, particularly the decision tree algorithm, to give hospital managers more comprehensive and
in-depth data analysis capabilities, as well as strong technical support for hospitals in developingmanagement plans. Furthermore,
due to the scarcity of research data in the nursing profession, this paper introduces the few-shot learning technology to improve
the model’s analysis ability.

1. Introduction

At present, nursing students in China have low information
quality, unclear information behavior, low information
demand, weak learning awareness, poor literature retrieval
ability, and weak information ethics awareness [1–5].
Moreover, the teaching method of nursing major is mainly
classroom teaching; the teaching methods and teaching
methods are relatively simple, with little contact with
practice and little cultivation of students’ management
ability, which is not conducive to cultivating high-quality
students [6]. It is an important part of nursing medicine,
providing health and health services for human beings and
taking the road of multicultural nursing to adapt to the
changes of globalization and pluralism. Nursing education is
the cornerstone of nursing career development, and how to
adapt to the changes of pluralistic society is an important
issue that modern nursing education should pay attention to
and solve.

Data mining (DM) is an important method for dis-
covering knowledge in databases. Data collection, process-
ing, analysis, and interpretation are all part of the DM

technology process [7, 8]. However, a study to improve the
suitability and efficiency of curriculum resources is looking
into how to organically combine these vast educational
resources and apply them to classroom teaching according
to students’ interests. ITM (Inquiry Teaching Mode) em-
phasizes students’ independent inquiry spirit, with the goal
of cultivating students’ innovative ability and thinking and
ultimately guiding them to learn for life [9]. ITM has made
significant progress in China in terms of reforming tradi-
tional teaching methods. In this case, it is decided to use DM
technology to extract hidden but useful information and
knowledge from these huge, incomplete, disturbing, noisy,
and random data. By classifying and analyzing this potential
basic information, potential problems can be identified with
professional care planning and management [10, 11].

Under the guidance of modern nursing education
thought, how to make full use of DM skills, integrate DM
skills into subject education, and combine with the char-
acteristics of nursing subjects to build a new education
model is an important topic of education reform. In this
study, DM technology is used to create a realistic scene of
nursing management, provide abundant network resources,
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transform a single theoretical education into a rich activity
experience, transform an isolated classroom space into a
realistic scene of active reconstruction and closure between
teachers and students, and accept open and interactive
communication passively. Furthermore, because the Inter-
net has abundant information resources and a human-
computer interface that allows students to access a large
amount of knowledge and information that matches their
associative thinking and associative memory characteristics,
students can use the Internet to generate interest in learning
and encourage exploration and discovery learning [12].
Applying ITM to the course of educational researchmethods
and exploring the innovation and practice of university
teaching methods has a lot of practical implications.

2. Related Work

In the traditional teaching process, teachers pay more at-
tention to the relevance, accuracy, emphasis, and difficulty of
teaching content, and students are in a completely passive
learning state [13]. Literature [14] puts forward the course of
“inquiry learning” and points out that students’ active
participation in the process of scientific inquiry is the best
way to learn scientific research. Literature [15] holds that
science education should not require students to learn
knowledge from textbooks but should master the process or
method of scientific inquiry. Literature [16] holds that the
content of textbooks should no longer emphasize students’
passive knowledge learning but should involve them directly
in the learning process, so as to cultivate students’ inquiry
ability and enable them to understand and master the in-
quiry process. According to [17], most nursing colleges do
not provide multicultural nursing education, but only a few
universities provide multicultural nursing education. Lit-
erature [18] holds that textbooks are an important carrier for
spreading knowledge, and there is no development of ed-
ucation without textbooks. (erefore, it is particularly im-
portant to improve the compiling ability of multicultural
nursing teaching materials and enable nursing students to
acquire knowledge related to multicultural nursing in the
process of nursing education. In [19], multiculturalism is
regarded as a wide-ranging content, which has no clear
connection and influence with the actual nursing practice.
(erefore, only focus on professional knowledge education,
ignoring the guidance of students’ humanistic quality and
cross-cultural ability. Literature [20] holds that foreign-re-
lated nursing talents should have competent humanistic
professional knowledge, skilled operation skills, and nursing
talents in medical and health institutions and community
posts and have a high level of English to meet international
nursing requirements. Literature [21] puts forward the
“quality-oriented” training mode of foreign-related nursing
talents in higher vocational colleges and constructs a nursing
professional education program based on nursing profes-
sional ability and dominated by cross-cultural nursing
ability.

In recent years, with the increasing amount of data and
the increasing demand for data storage, management, and
analysis, DM has gradually attracted the attention of

academic and business circles. DM has been widely used in
the fields of finance, commerce, and medicine to date, with
positive results. Reference [22] is a rudimentary model for
predicting and analyzing student dropout. It builds a uni-
versity data warehouse and improves the ID3 decision tree
algorithm by using educational administration and student
information systems as data sources. Students’ dropout can
be predicted by factors such as major, percentage of failed
subjects, and attendance records. (e spectral clustering
method is used in [23] to classify courses based on their
degree of correlation, align existing courses, build an in-
tuitive curriculum association system, and apply association
rule mining to courses. Reference [24] proposed an algo-
rithm to combine multiple subclusters based on connec-
tivity, with the goal of improving the quality and accuracy of
clustering results by focusing on the local optimality of the
K-means algorithm and the sensitivity to the initial cluster
centroid. Reference [25] proposes an algorithm for deter-
mining the number of clusters in a data set based on object
stability. Reference [26] examines 11 widely used clustering
validity evaluation indexes in depth, assessing their per-
formance as well as the limitations of application scenarios
in five aspects of the clustering algorithm.

3. Research Method

3.1. Application of DM Technology in the Nursing Field.
Constructivism holds that the interaction between learners
and the surrounding environment plays an important role in
the understanding of learning content (that is, the con-
struction of knowledge meaning). Under the teacher’s or-
ganization and guidance, students discuss and communicate
together, form a study group, analyze and discuss nursing
management issues together, and conduct counseling dis-
cussion.(is collaborative learning environment enables the
whole group to share the ideas and wisdom of students and
teachers.

With the development of nursing field, the nursing
function is greatly expanded, and nursing is gradually de-
veloping towards specialization. DM technology from these
huge, incomplete, noisy, fuzzy, and random data is used to
discover the relationship between things through hidden but
useful extracted information and knowledge to build a
professional nursing quality management platform [1].

C4.5 algorithm is evolved from ID3 algorithm. An item
called split information is introduced into the gain ratio.
Split information is used to measure the width and balance
of attribute split data. (e formula is

SplitInfo(A) � − 
w

i�1

si

s
log2si. (1)

(e formula for calculating the gain ratio is

GainRatio(A) �
Gain(A)

SplitInfo(A)
. (2)

(e information entropy of classification with attribute
as root node is Entroy(A), and its calculation formula is as
follows:
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Entroy(A) � 
v

i�1

pi + ni

p + n
Entroy pi, ni( . (3)

(erefore, the formula Gain(A) for calculating the in-
formation gain divided with A as the root node can be
obtained as follows:

Gain(A) � Info(p, n) − Entroy(A). (4)

After the calculation of the judgment criterion, that is,
the information gain, a set of data can be obtained, which is
the information gain of all attributes on the initial root node
to divide the data set S.

(e ID3 decision tree algorithm is a common decision
tree learning algorithm. Its essence is to select all of the
attributes of decision tree nodes based on information gain,
so that all of the largest class classification nodes can have
gain and the entropy of the classification data set is
minimized when testing on each nonleaf. By reducing the
average depth of the tree, this method effectively improves
classification efficiency. To create the best decision man-
agement plan, the platform first uses a decision tree al-
gorithm to mine and analyze these data [2]. Create a tree
using this algorithm. Each node in the tree represents a
single instance of a column, with the algorithm deter-
mining the node’s placement, whereas each column in
another instance is represented by nodes of varying depths.
As a result, the algorithm is a classification form, with
nodes represented as tree structures that represent addi-
tional data classification.

(e implementation of decision tree can not only help
nurses analyze the influencing factors of various clinical
symptoms and implement targeted nursing actions
according to the analysis results, but also effectively reduce
patients’ complications and improve nursing quality. It
supports clinical decision-making by establishing predictive
evaluation model, thus reducing medical cost and saving
medical resources. Skilled nursing platform is a basic
functional module, which is consistent with the clinical
management of patient information through peripheral
central venous catheter, including initiating clinical nurse
consultation, checking professional nurse consultation table
and writing consultation opinions, adding catheterization
records for patients, arranging the next maintenance time,
adding maintenance records, and adding complications,
statistical reports, and other functions. (e structure is
shown in Figure 1.

Patient records in the data warehouse can be used to
classify the prognosis of patients with various catheters at
first and then analyze the indicators such as catheter con-
sultation history, catheter maintenance, incidence of adverse
events, etc., so as to improve related treatment schemes. In
patients with catheterization, disease prognosis evaluation is
an important means to promote medical quality control [6].

3.2. ITM Construction of Nursing Specialty Course. All
teaching methods are developed by continuously verifying
and fine-tuning the ideas, theoretical guidance, and teaching

practice of specific teaching methods. Cognitive structur-
alism and constructivism are primarily at the heart of ITM’s
theory. (e constructivist teaching theory emphasizes the
fact that knowledge evolves over time. Professors cannot
ignore students’ prior experience because learning is active
construction of knowledge based on one’s own experience
background. Simultaneously, the roles of teachers and
students are clear: teachers serve as guides and supporters of
learning, while students are active knowledge builders. As a
result, constructivism theory emphasizes the importance of
“situation” and “collaborative learning” in students’ learn-
ing, particularly in learning environment design.

(rough the mining and analysis of learning behavior
data, the characteristics of students in the learning process
are extracted and the learning process portrait is estab-
lished. Analyze the learning time and learning quality of
different students, establish a unified process description
method, and make a formal description. Analyze the be-
havior information of students in process learning, de-
termine the learning characteristics of the process, and set
up the process portrait. Use the degree of understanding
and difficulty of knowledge points embodied in learning
behavior to optimize curriculum design and curriculum
planning and improve existing deficiencies and improve-
ment plans. (rough the comprehensive analysis of the
above two methods, data related to subject learning can be
obtained, which is convenient for students to accurately get
the subject learning situation and learning effect. Teachers
can teach plan coordination without frequent interactive
surveys and classroom tests.

By summarizing, analyzing and mining the data of
various learning behaviors of the course, the learning sit-
uation of course learners can be obtained to form person-
alized labels. (is label reflects the learner’s learning ability
and mastery of knowledge points in the course learning. (e
active time for learners to explore the course content on the
information education platform can reflect the demand level
for the expansion and renewal of learning resources. And
dynamic and static information analysis are shown in
Figure 2.

Because the classroom is the main part of classroom
activities, the main component of ITM is to explore the
classroom through group activities. Generally speaking, the
team leader should be recommended democratically, and it
is better not to be appointed by the teacher. (is will allow
students who are responsible and supported by students to
organize and lead group activities. (e team leader is re-
sponsible for coordinating within the group, supervising and
inspecting the team members, and contacting the teachers
during the investigation. (e composition of student groups
can usually be determined in the first two weeks of the new
school year and will not change in the next semester or even
the first year. Of course, if necessary, this will change
according to the specific situation, for example, after a unit
or chapter is completed.

(e improved K-means algorithm designed in this paper
firstly defines the sample density according to the local
spatial distribution of samples. You can set a density
threshold to identify outliers and temporarily delete them
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from the data set. (en it selects an initial cluster centroid
according to the density of sample distribution.

(e achievement data of students in a certain course and
session are represented by data set X � x1, x2, · · · , xn , and
the data object xi � i � 1, 2, · · · , n{ } in the data set is one-
dimensional achievement data. n is the number of data
points in the data set, and k is the number of clusters.

(e distance between data points xi, xj is

d xi, xj  �

��������

xi − xj 
2



i � 1, 2, · · · , n; j � 1, 2, · · · , n. (5)

Sample distribution density of data point xi is defined as
the number of data points within the radius r around the
data point:

density xi(  � count x|x ∈ X, x − xi


< r . (6)

Because there are a large number of overlapping data
points in the score data, the number of overlapping data
points is directly taken as the sample density value of this
data point; that is, r � 1 is taken.
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Figure 2: Dynamic and static data acquisition and analysis.
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(e threshold value of sample density is determined by
multiplying the average value of sample density of all data
points by a coefficient c:

threshold � c ×
1
n



n

i�1
density xi( . (7)

Pay attention to cultivating students’ innovative spirit
and practical ability through examination, cultivating good
psychological quality, learning interest and positive emo-
tional experience, respecting individual differences, recog-
nizing the uniqueness of individual development, giving
positive evaluation, and giving full play to students’ multiple
potentials [20].

Teachers play an important role in assisting and guiding
students in inquiry learning, which is centered on students’
self-exploration process. Teachers should assist and guide
students as needed throughout the learning process and fully
reflect their leadership abilities. Students’ time and home-
workmust be carefully planned by teachers. Inquiry learning
in the context of an inquiry-based teaching management
platform relieves teachers’ workload while also testing their
professional abilities. Teachers’ primary role in inquiry-
based classroom instruction is to guide and inspire students,
as well as to improve their learning and problem solving
abilities. In a timely manner, summarize and evaluate the
discussion and communication process, as well as the
outcomes of the discussion and communication. Teachers
and students collaborate in inquiry classroom teaching.(ey
are clearly teachers and masters when they enter the inquiry
classroom [13].

4. Results Analysis and Discussion

4.1. ITM Application Analysis. All kinds of teaching
methods have relatively fixed teaching methods, and the
active exploratory learning course is not static, but flexible
and diverse. Let students study and discuss problems
through independent thinking, group discussion and group
communication, find solutions to problems, acquire rele-
vant knowledge and resources, and combine and sum-
marize classroom teaching applications and student
feedback. (rough the teaching system, abundant knowl-
edge and information resources are provided, so that
teachers and students can easily obtain the required in-
formation from the system, and at the same time, the
natural and convenient navigation system can be ex-
changed to enable students to quickly complete self-study
activities. In this way, teachers can avoid spending a lot of
time and energy to master deep network computer
knowledge and making educational software, so that
teachers can concentrate on educational design and stu-
dents will not get lost and struggle, in addition to the
influence of bad information.

QQ chart and QQ residual were used to test the nor-
mality of evaluation results of nursing management
knowledge and skills of nursing students. From QQ chart
and QQ residual chart, the evaluation scores of nursing
students obey normal distribution. Figure 3 shows the test

results of the evaluation results of nursing management
knowledge and skills of two groups of nursing students.

According to the evaluation scores of EG (experimental
group) and CG (control group) nursing management
knowledge and skills, as well as statistical tests, the total
score, comprehension level, and application analysis level of
EG nursing students, are higher than those of CG nursing
students, with no significant difference in memory scores.
Inquiry-based learning is based on the principle of inter-
action between two subjects, emphasizing learners’ active
participation, teachers’ proper guidance, and students’ active
participation in the learning process. A learning method for
gathering, organizing, and actively mining knowledge is
included in the materials. Students can develop not only
scientific knowledge, but also scientific thinking and attitude
in this way. In general, teachers incorporate knowledge and
skills into problems, allow students to learn knowledge while
solving problems, and use knowledge to improve skills, all of
which exemplify the concept of “hands-on learning.”

Figure 4 shows the comparison between the total score of
self-study ability before experimental teaching (before in-
tervention) and scores of various dimensions of EG and CG
nursing students.

According to the statistical test, there was no significant
difference between the scores of self-study ability of EG
nursing students and CG nursing students before the in-
tervention. Step-by-step explanation of new knowledge
points put forward by students aims at combining and
discussing new knowledge points and practical teaching
methods with students, instead of completely brainwashing
and gradually injecting new knowledge into students’
learning process.(e ultimate goal of group exploration is to
complete the general tasks stipulated in this chapter and
require students to plan and design in various aspects after
mastering the basic knowledge. (ey must perform a set of
specific steps, such as division of labor, time planning,
provision of materials, data collection, running experiments,
and writing reports. (e students’ ability to accomplish the
activity objectives is evaluated by concrete demonstration
and project description.

After the intervention, the scores of self-learning ability,
information ability, and cooperation ability between EG
nursing students and CG nursing students were significantly
different, but there was no significant difference in the scores
of self-management ability (see Figure 5).

Nursing is a discipline with strong theoretical knowl-
edge, which contains many concepts, principles, and abstract
theories, which makes students feel bored. (e research
shows that most CG students who adopt traditional teaching
methods lack interest and enthusiasm in nursing manage-
ment. ITM of nursing specialty courses based on DM skills
has significantly increased students’ interest in learning,
enhanced their learning enthusiasm and initiative, and in-
creased the fun and intuition of education. (is stimulates
students’ interest in learning and makes learning more
active. Based on the course ITM of DM skill nursing spe-
cialty, this study makes full use of DM skill simulation to
create a realistic nursing management scene, and students
use the knowledge they have learned to conduct nursing
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management activities in the simulation situation, thus
transforming into a single theoretical teaching, with rich
experience in activities in class. (erefore, the nursing
professional course ITM based on DM skills can improve
students’ problem analysis ability and practical problem
solving ability and help to cultivate nursing management
skills.

(e network-based education has clear learning objec-
tives and content, as well as related tasks and problem
situations. Students are primarily responsible for learning
objectives throughout the educational process, aside from

the appropriate inspiration, guidance, and assistance from
teachers. It conducts independent exploratory learning in a
variety of ways, actively refers to and collects reasonable
data, combines and processes it, and finally achieves the goal
of solving problems and acquiring knowledge and ability, all
while being guided and driven by problems or tasks. Stu-
dents have a lot of freedom to study independently with this
multichannel problem solving method. As a result, an ITM-
based nursing professional course based on DM technology
can help students improve their autonomy and discipline
awareness. Consider internal medicine, which is at the heart
of the nursing process. In terms of the knowledge system and
curriculum requirements, ITM does not contradict nursing
education [4, 5]. (is model integrates the cultivation of
innovative ability, clinical thinking ability, and cooperation
ability into nursing education in the new era, trains inno-
vative applied nursing talents with innovative spirit and
adapting to the development of the times, promotes nursing
education’s innovative development, and thus produces
better teaching effect for nursing students (Figure 6).

From these analysis results, the comprehensive inquiry-
based teaching concept can improve the innovative thinking
of undergraduates. In the interview, students thought that
inquiry education provided a platform for innovation,
guided scientific research, and helped innovation. (is is
basically consistent with many scholars’ research on pro-
viding an innovation platform for college students to im-
prove their innovation ability [6, 7].

(e concept of inquiry teaching supporting nursing
practice education puts forward a higher level of professional
test for teachers. Teachers should organize and carefully
consider all aspects of educational activities. In the whole
process of maker education, teachers should learn to inte-
grate and help students innovate and share their successful
creation. (is will greatly develop and improve teachers’
abilities and improve the quality of comprehensive
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education for nursing teachers. In order to analyze the poor
cross-cultural sensitivity of the interviewees in more detail,
the multicultural sensitivity was counted according to the
factors shown. See Figure 7 for details. Among them, 1∼5,
respectively, represent communication participation, dif-
ference of identity, communication confidence, communi-
cation pleasure, and communication concentration.

(e results show that the scores of each factor from high
to low are communication participation, communication
concentration, communication trust, discriminatory iden-
tity, and communication pleasure. Among them, the scores
of communication participation and communication focus
are relatively separated, indicating that modern nursing
students are willing and able to engage in cross-cultural
communication seriously. But differences in identity and
communicative enjoyment were relatively poor, suggesting
that, despite cross-cultural communication, students were
less able to distinguish between cultural differences due to a
lack of understanding of other cultural differences, affecting
the pleasure of communication. (erefore, it is suggested
that follow-up research work should focus on cross-cultural
knowledge learning.

4.2. DM Analysis. (e distribution of scoring data has the
following characteristics: First, the distribution of scores in
the same subject may fluctuate greatly due to changes in
subject content, question types, examination difficulty, and
so on. Secondly, in the case of different subjects in the same
academic year, the distribution of scores may be quite
different due to the great differences in subject contents and
examination methods. (ird, the scores of most subjects are
distributed continuously, without obvious flaws, and the
number of intermediate students is large. Fourth, the scores
of individual students in most subjects are not good, so they
are separated from the scores of most students and become
outliers in the data set. Calculate the standard deviation of

sample size and contour coefficient for the discretization
results of the three algorithms.

Figure 8 shows the standard deviation of the result
sample size of three methods of discretizing the result data of
some courses according to the score value by using the
K-means algorithm and the improved K-means algorithm.

As can be seen in Figure 9, the result of fractional
discretization is not good in data similarity and does not
meet the requirement of discretization, so as to maximize the
data similarity within clusters and the data difference be-
tween clusters.

(e improved K-means algorithm of data discretization
can make the data similarity within segments and data
differences between segments as large as possible and make
the number of data points more uniform, meeting the re-
quirements of class discretization.

It is worth noting that ITM injects a lot of color into
teaching and teacher evaluation methods, as well as raising
the bar for teachers, students, the educational environment,
and educational conditions. Teachers’ knowledge scope,
classroom control, students’ understanding, and instruc-
tional design skills are all put to the test in ITM. And
teaching methods are not set in stone. Teachers must pay
attention to course effectiveness, integrate various teaching
methods based on the actual teaching situation in the
classroom, and fully exploit the benefits of each teaching
method. ITM, on the other hand, is time-consuming and
labor-intensive, making it unsuitable for classes with a large
number of students. As a result, teachers should adapt it to
the situation at hand. Dynamic data differs from static data
in that it can be changed. Bring course learners’ learning
habits into the information-based teaching platform.
Compare the time spent browsing course content, the
correct rate of answering course matching questions, and the
knowledge point feedback scores.(ese data reflect students’
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interest in and mastery of the course, and self-tests and other
tests can be used to achieve the online learning effect. (e
learner’s self-evaluation of the mastery degree of the learning
content, such as complete mastery, basic mastery, and un-
clear places, is referred to as a self-test. It comes with
knowledge test questions that the system evaluates based on
the answers to the test questions.

(e ITM course of nursing specialty constructed by
researchers has achieved relatively successful results. In the
inquiry teaching of nursing major courses, researchers guide
students to learn independently, adopt flexible and diverse
teaching methods around the teaching content, and make
the teaching content more colorful, thus stimulating

students’ learning subjectivity and learning better and
constantly deepening students’ understanding of multicul-
tural nursing, so that students can enhance their memory
and absorption of multicultural nursing knowledge through
multiangle and novel ways. According to the evaluation
results of teaching methods, students have a high degree of
recognition of the teaching methods and means adopted in
this study, which has produced positive and effective results.

5. Conclusion

In the era when DM realizes personalized learning with big
data, big data is influencing and changing the ecological
environment of education and the operation mode of
teaching. Using various related technologies of DM to deeply
process the massive data of the platform can make the in-
formation system get rid of the previous mode which can
only be used as electronic data entry tool, simple query
function, and statistical report. Evaluation feedback in each
teaching stage is used to continuously improve and perfect
teaching activities, promote students to better understand
and apply DM knowledge and concepts, and improve the
quality of engineering education. Under DM technology, the
nursing professional course ITM has changed the teaching
concept, established a brand-newmodern nursing education
concept, effectively cultivated the nursing professional
students’ autonomous learning ability, auxiliary learning
ability, and practical problem solving ability, laid a solid
foundation for the full implementation of student-centered
quality education, and provided reference for the develop-
ment of inquiry teaching.
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Few-Shot Learning has had a significant influence on how people live, work, and learn. Physical education is a requirement for a
college diploma. Sports management systems, which focus on data collection, organization, and analysis, as well as timeliness and
guidance, are one of the current challenges in the field of physical education at the country’s top colleges and universities. 'e
amount of sex in the room is minimal. Time is money when it comes to making college sports decisions, and this paper uses data
from physical fitness tests to illustrate this point. Use Few-Shot Learning technology to extract relevant data from the data,
allowing teachers to provide more scientific and effective guidance and suggestions to students.'e design and implementation of
this paper collect data from physical fitness tests in real-time using mobile edge computing, analyze the data, and display the
results using machine learning technology, which mines deep features and displays analysis results, can be used to evaluate
students’ physical fitness. 'e data and information in the physical fitness analysis system are more readable and time-saving,
allowing students to better understand their true level of physical fitness. Because of the results of data mining, teachers can
provide more specific guidance and recommendations for each student’s physical characteristics.

1. Introduction

With the deepening of the practical application and theo-
retical research of big data, big data has become a new
growth point of the economy and society, as well as an
emerging analytical tool for humanities and social science
research, which has put forward innovative requirements for
decision support of college sports in the era of big data [1].
'e rapid development of big data and the Internet, cloud
computing, and other technologies have prompted the
growth of data in the information age, and the accumulation
of data has become more and more massive, with the
consequent generation of industry data in massive areas.
Sports can improve people’s physical and mental health, as
well as guide them toward developing scientific and healthy
lifestyles and habits and promoting their overall develop-
ment. It is conducive to deepening sports reform, enabling
the sports industry to be developed more systematically and
comprehensively, and enhancing the vitality and momen-
tum of the sports industry’s development; it is conducive to

increasing employment opportunities and raising the
employed population; it is conducive to deepening sports
reform, enabling the sports industry to be developed more
systematically and comprehensively, and enhancing the
vitality and momentum of the sports industry’s develop-
ment. 'e main shortcomings of such tools are manifested
in the manual way of input work intensity; form stacking
complex, inefficient, weak analysis, data readability is poor.
Traditional physical education adopted statistical tools, often
taking Excel office software and comprehensive class edu-
cation office system. It not only adds to administrators’ and
teachers’ daily workloads but it also makes data processing
and analysis more difficult. Daily teaching activities and
physical fitness tests cannot provide students with real-time
and effective feedback [2]. In terms of analysis methods, the
analysis methods used in the above tools are still stuck on
simple variance, mean, and reliability calculations, resulting
in the conclusions obtained from the analysis staying on the
surface and failing to bring the full value of a large amount of
data into play. However, the data and conclusions that
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administrators, teachers, and students care about are pre-
cisely these less easily discovered and valuable hidden in-
formation. To meet the development needs of big data
analytics and to facilitate the deep integration of big data and
its applications in various fields, research on big data ana-
lytics process modeling techniques is conducted to fully
consider the ease of data analysis, domain complexity, and
efficiency of execution of big data analytics. To improve the
efficiency of big data analysis, to allow users to focus on
domain business analysis logic rather than tool usage in big
data analysis, to establish a domain-oriented reusable, well-
structured processing framework for big data analysis
processes, and to rely on the Hadoop platform with dis-
tributed storage scale and parallel computing capabilities.
'is aids big data analysis and value discovery in a variety of
fields, and it is critical for developing scalable and user-
friendly big data intelligent analysis software systems. 'e
integration of existing resources and the development of a
professional university sports decision support system can
solve problems and issues encountered on the road to sports
development, provide advice and strategic support for the
development of sports, and accelerate the construction
process of physical education in the context of globalisation
and informatization [3].

In this paper, I attempt to use data mining techniques to
study and analyze data on college students’ physical fitness,
develop a new college sports decision support system, and
mine and analyze data on college physical fitness in order to
uncover more valuable hidden information. 'is will assist
students in better understanding their physical fitness status
and teachers in initiating appropriate teaching activities on
time. It improves the quality of university physical education
by making physical education more timely, effective, and
relevant; it also assists students in improving their physical
fitness and developing good exercise habits.

2. Related Work

With the in-depth research of data mining technology, the
application of data mining technology has been gradually
extended to different fields, and some of the scholars have
applied data mining technology to the education industry.

'e literature [4] systematically discusses the importance
of data mining techniques applied to education and
teaching. 'e literature [5] employs crude sugar set theory
and mining analysis to determine the relationship between
improved student performance and active learning IM’s
dominant factors. 'ere is still a lot of data in the university
education system that can be mined, such as teaching
evaluations, student performance, student information, and
so on. However, data mining research in college education is
currently primarily theoretical, and there are few shaped
products that apply to data mining technology. 'e number
of students and data managed by colleges and universities is
growing year by year, and the manual processing mode in
dealing with student information and student achievement
can no longer meet the current needs. More scholars and
researchers are applying data mining techniques to college
education and physical ability analysis in this environment.

Literature [6] uses the classification method of a decision
tree, applies data mining technology to the student per-
formance information, and constructs a professional ability
decision tree model to help teachers gain more accurate and
efficient insight into the problems that exist in the teaching
process, and achieve the effect of optimizing teaching quality
by using performance information. 'e literature [7]
adopted the decision tree ID3 algorithm, and the association
rules Apriori algorithm for data mining analysis based on
student performance data. 'e ID3 algorithm was analyzed
to get which factors are related to students’ good grades; the
association rules Apriori algorithm was analyzed to dig out
the degree of influence of course excellence on other courses.
'e literature [8] used the FP-Growth algorithm to study the
student physical fitness test data from a deeper level based on
the physical fitness test data from six colleges and univer-
sities. 'e results showed that nearly half of the students in
the six colleges were not at the standard weight and the
results of the algorithm run observed that the students
lacked training for lower body strength in their physical
training and had significantly weaker lung capacity rating
and endurance rating, suggesting that the students should
strengthen their aerobic training. 'e literature [9] used the
association rule Apriori algorithm to filter out five strong
association rules about male and female students, respec-
tively, based on the physical test data of college students in a
university. 'e results showed that under the condition of
“total score� pass,” more female students failed in the test
item standing long jump, and more male students failed in
the test item pull-up. 'is identifies sports that need further
attention in the future at the university to strengthen the
overall physical fitness of students. 'e literature [10] used
student data from a US university to develop an early
warning system for students. 'e literature [11] proposes a
method for predicting students’ knowledge of the necessary
skills for their majors by mining information from their
academic performance once the students’ bias in the
learning process has been compensated for. Literature [12]
uses the Hadoop big data platform to mine the data of
informative campus applications in order to recommend
campus information based on learning characteristics. 'e
literature [13] examines the innovation of graduate physical
education’s deep evaluationmechanism in the era of big data
from three perspectives: student-oriented value logic,
practical logic with the goal of theory implementation, and
problem-oriented reality logic. 'e literature [14] examines
the general idea of reforming the evaluation method of
college physical education based on big data from a theo-
retical perspective before delving into the specific applica-
tion of big data evaluation on a practical level. 'e literature
[15] begins with the current state of operation and growth
trend of the big data platform for physical education in
colleges and universities, analyses its goals and values, and
investigates its architecture and characteristics in order to
develop an excellent scheme to promote the construction,
operation, and management of the big data platform for
physical education.

It can be seen that a large number of research findings on
big data have aided in the development of quantitative
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analysis methods in physical education. 'ese findings seize
big data’s innovation opportunity and examine the inno-
vation of quantitative analysis methods of physical educa-
tion promoted by big data from multiple perspectives, based
on a comprehensive analysis of big data’s characteristics and
mining its value; However, the majority of big data and
physical education research is based on a general perspective
of physical education or a more general study on the overall
grasp of physical education, and the relevance of theoretical
guidance, as well as the operability of the application of
theoretical results, must be improved. Simultaneously, re-
search into the integration and innovation of big data and
quantitative analysis methods in physical education is pri-
marily based on theoretical or empirical feasibility analyses,
with the realistic path of how to apply it not being sufficiently
explored.

3. Research and Construction of a Decision
Support System for University Sports
Based on Big Data Analysis Technology

3.1. Big Data Analytics Technology. In the current network
era, the value of data as the core of big data does not arise out
of thin air and requires the help of certain mining
techniques.

Data mining usually has the following eight steps: (1)
information collection: abstract the analyzed object, get
the characteristic information of the analyzed object, and
use reasonable information collection methods to load the
characteristic information of the analyzed object into the
database. (2) Data integration: the information collected
from various objects is centralized to facilitate the sub-
sequent correlation analysis work. (3) Data statute: 'e
data volume after data integration is generally large and
difficult to handle. 'e data set obtained can be statutorily
represented, and the data volume after the statute is much
smaller than the original data, but still maintains the in-
tegrity of the original data, and the data mining result after
the statute is the same as a result before the statute. (4)
Data cleaning: Some of the data collected in the database
may be incomplete, noisy, or have conflicts, etc., so data
cleansing work is needed to improve the data in the da-
tabase and eliminate all kinds of illegal data. (5) Data
transformation: the data in the database will be trans-
formed into a form that is convenient for data mining, and
the common ways and means are smooth aggregation, data
generalization, etc. (6) Data mining: the data information
stored in the data warehouse, the use of appropriate an-
alytical tools and statistical methods, processing data, and
finally getting the analysis results. (7) Pattern evaluation:
Validate the data mining results from the business per-
spective and analyze whether the data mining results are
correct. (8) Knowledge representation: presenting data
mining results to users, which can use various visualization
tools, reporting tools, etc.

Deep learning [16–18] is one of the key technologies
for tapping the value of data at the level of big data; at the
level of deep learning, the collection and use of a large

amount of data has the potential to improve the accuracy
of machine models. 'e meanings of TP and TN when
classifying a class in a machine model both represent the
case where the classification result is correct: TP is a
positive class, and TN is a negative class. FP denotes that
the incorrect category is divided into the correct, while FN
denotes that the correct category is divided into the in-
correct. As a result, the support of big data is required to
develop machine learning, and the assistance of machine
learning is required to mine the value of big data, and the
two are mutually reinforcing and interdependent. 'e
study’s main algorithm is machine learning, which is a
broad term for a specific type of algorithm. Machine
learning algorithms [19, 20] attempt to intervene or
classify a large amount of raw data in order to uncover
hidden laws in the data and discover the data’s value,
allowing data models to be built. As shown in Figure 1, it
mainly consists of three types, and this study is chosen to
implement model building with supervised learning.

Concerning the machine models in this study, they are
all practically similar to decision tree classification
models, and all amount to a combination of multiple
dichotomous classification problem models. 'erefore,
before proceeding to model generation, the first task is to
gain a detailed understanding of the binary classification
problem. 'e next example will be picture content dis-
crimination: there is a picture stored in a certain computer
gallery. 'e task of the computer at this point is to de-
termine the specific content in the current picture. After
making the relevant determination, the computer has to
check whether the judgment output meets the expected
effect. 'erefore, a feature vector X can be set in the
computer for representing the result. 'en, the current
computer can use the computer language Y � 0 or Y � 1 to
indicate the right and wrong results of the judgment, the
main formula used as shown below:

Yl+1
i � X

l+1
i,j,c 

s∗s∗32.
(1)


i

X(⊕|> i) � 
i

Y(> i⊕) (2)

CRM, as a cascade regression model, usually requires
first integrating the predictions of each decision tree and
calculating the average as the final prediction; however,
the classification problem employs a different strategy: the
plural voting method, which requires counting the
number of votes received for each type of label and
selecting the one with the most votes. As the final pre-
diction result, the classification labels are output.
According to the previous analysis, some factors tend to
influence the combined classifier’s generalization ability,
which is mainly related to the classification performance
of individual metaclassifiers from the perspective of in-
dividual metaclassifiers; from the perspective of the set of
metaclassifiers, the size of the correlation between met-
aclassifiers is also an important influencing factor.

'e boundary function of a decision forest is described
as follows:
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m
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n

b�1
gi,j,f + b · t

1
a,b,c

⎛⎝ ⎞⎠. (3)

'e categorical efficacy of decision forests is defined as
follows:

r hi(  � Nhi(1) Nhi(1) + Nhi(−1)( 
− 1

. (4)

Define the original prime function of the decision forest
as rm(θ, x, y), and the boundary function as the mathe-
matical expectation of the original prime function on
m(x, y), whose expression is as follows:

rm(θ, x, y) � m(x, y) · I(x, θ) + k(y, θ) · j(θ, x) (5)

Since the mathematical expectation of the variance
satisfies the following:

g
n
(x) � lim

a⟶0

1
a

n  g(x − ak)

n

k

⎛⎝ ⎞⎠(−1)
k
. (6)

'erefore, it can be obtained that the generalization
error of the decision forest PE∗ satisfies the inequality

PE
∗

� ∪
n

i�1
Xi 1 − s

μ
(  + C. (7)

'e decision tree’s definition and principle have been
explained. 'e decision tree is essentially a process of
growing data from the root node to the leaf nodes in a
continuous split. 'e branching direction of nodes is

currently determined in the construction of decision trees
primarily based on the judgment criteria of the classified
nodes, which cannot be changed once the direction has
been established. Following VGGNet, 3 ∗ 3 small convo-
lution kernels became the standard for network design.
Most general neural networks start with a 7 ∗ 7 large
convolution and then use 3 ∗ 3 convolution stacking
(ResNet, DenseNet), whereas lightweight neural networks
start with a 3 ∗ 3 convolution and then use 3 ∗ 3 con-
volution stacking. 'is method can make the network
classify the best at the current node, but it cannot guarantee
the best final classification result, according to the Info-
Gain principle. A “probabilistic” decision tree is designed
to balance the current optimum and the final classification
result. 'is tree does not determine the split of each node
but rather describes it in a probabilistic manner. Because
the number of labeled samples in practical recognition
tasks is usually limited, using ISM for target detection tasks
has some drawbacks.

Figure 2 explains the structural framework of the de-
cision tree algorithm, where the voting codebook is obtained
by sliding windows and extracting feature channels (feature
descriptions), and in the training process, a series of decision
trees are formed by supervised target training and heuristic
algorithms, and further formed into a decision forest; in the
target detection process, the voting codebook obtains nu-
merous target locations by weighted voting, and the greedy
algorithm is used to solve for the maximum target proba-
bility to obtain the final target location.
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Figure 1: Machine learning classification graph.
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3.2. Research and Construction of a Decision Support System
for University Sports Based on Big Data Analysis Technology.
Colleges and universities provide physical education in the
form of college physical education courses for physical
exercise, education, and guidance. 'e issue is primarily
focused on the fact that physical education in China is still a
teaching system centered on physical education teachers and
that the quality of physical education is influenced to some
extent by the disparity in physical education teacher quality.
Simultaneously, the physical education system’s and sta-
tistical tools’ backwardness lowers the quality of teaching
and learning in three ways: first, the traditional method of
performance evaluation and statistics makes teachers’ work
tasks cumbersome and inefficient; second, the traditional
method of performance evaluation and statistics makes
teachers’ work tasks cumbersome and inefficient. Second,
the single system for evaluating physical education results
and physical tests makes it difficult to apply the results to
each student’s problems of physical fitness and health.'ird,
based on the above two points, the heavy workload of
teachers makes it difficult to give students effective guidance
advice immediately; the single sports assessment makes it
difficult to come up with professional guidance and feed-
back. For the above problems, data mining methods can be
adapted to analyze the sports test data of college students and
the whole process. After determining the content and
purpose of the project, then the relevant data are collected
and preprocessed, where the data preprocessing includes
data selection, data cleaning, data integration, and data
specification, in four steps. Finally, data mining processing is
then performed on the data set using relevant data mining
models to obtain data mining results. 'e actual content of
the project is linked to getting the corresponding value
knowledge. 'e process is shown in Figure 3.

'e personal data analysis module can realize the de-
tection and analysis of personal physical fitness test data and
judge the comprehensive evaluation of individual users and
fitness methods. Test indicators include three major indi-
cators of body shape, body function, and physical quality.
Morphological indicators mainly include waist circumfer-
ence, scapular skinfold thickness, height, hip circumference,
weight, chest circumference, abdominal skinfold thickness,
and upper arm skinfold thickness; functional indicators
mainly include step index, veins, systolic blood pressure,
vital capacity, and diastolic blood pressure. Qualities mainly
include choosing reaction time, push-ups, back strength,
grip strength, sitting forward bends, sit-ups, vertical jumps,
standing on one foot with eyes closed. Secondly, adults are
grouped by age and gender, each group is 5 years old, and
there are 16 groups of men and women in total. 10 test
indicators are used to analyze individual physical fitness test
results, which is convenient for the rapid processing of
physical fitness test data. Potential value analyze the needs of
individual users and managers, provide specific imple-
mentation methods for each module, and complete the
overall design of the service application platform.

After performing machine learning, the result obtained
from the learning is often an optimal decision tree, which
leads to the establishment of a comprehensive evaluation
model of college students’ physical fitness. Next, the per-
formance of the model needs to be evaluated using the
sample data of the physical fitness test. Only when the
evaluation result is good using the sample data of the
physical fitness test, the comprehensive evaluation model of
university students’ physical fitness has the most “optimal”
set of functions to solve the problem.

'e personalized fitness mode recommendation service
solution based on machine learning mainly includes three

Initial
Population Evaluation Selection

Stop?

Best
lndividual

New Population
Complete?

Test

META-TRAINING
SET

Reproduction Crossover Mutation

META-TESTSET

Pr Pc Pm

No
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Figure 2: 'e structural framework of the decision tree algorithm.
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parts: the collection of basic user data, the discovery of fitness
modes that match personal fitness test data and interest needs,
and the recommendation of personalized fitness modes that
match personal fitness test information and so on. For the
generation of the fitness mode recommendation model based
onmachine learning, machine learning is thenmainly applied
to tap the value of personal fitness test information and carry
out fitness mode recommendations suitable for individual
users’ fitness test information. Using the fitness test data
uploaded by the administrator or the personal fitness test data
stored in the database by the service application platform as
input, the fitness test data is classified by the machine learning
algorithm after entering the model, and the corresponding
fitness mode categories are extracted from the fitness resource
library, and the fitness modes of the corresponding categories
are called through the Web UI module in the recommen-
dation list and presented to the individual user through the
service application platform presented to individual users.

'e scale transformation mechanism makes the variable
scale cluster analysis method capable of automatic execution,
ensuring that the decision-maker is almost not required to
participate in the method execution process, i.e., the decision-
maker only needs to subjectively select the type of scale
transformation strategy and deterrence. 'is method can di-
rectly obtain all college students’ physical test results that satisfy
decision preferences and their performance on the appropriate
analysis level, assisting the university sports director in making
the best sports training decision for the students. Because the
traditional cluster analysis method can only perform cluster
analysis at a single scale level, and the management business
itself has multilevel characteristics, i.e., competition support
groups made up of various participating students each have
their own appropriate levels of decision analysis, the traditional
cluster analysis method can only perform cluster analysis at a

single scale level. All three scale levels have unsatisfactory
classes in the single-scale clustering results. Although unsat-
isfactory classes are always present in the traditional cluster
analysis method’s clustering results, as the scale hierarchy
grows, the number of unsatisfactory classes decreases signifi-
cantly. 'is is strong evidence that scales can link decision-
making activities to subjective and objective data and that scale
transformation can addmore valid information and knowledge
to operational data, reducing decision complexity.

In addition to the basic scale hierarchy, the variable scale
cluster analysis method can obtain more accurate scale
characteristics of satisfaction classes than the traditional
cluster analysis methods at the same level. Since the scale
transformation process of variable scale cluster analysis starts
from the basic scale level and takes the lowest scale level of
each satisfaction class as its appropriate decision analysis level,
the satisfaction class consistency theorem ensures that the
clustering results are consistent among different data analysis
levels so that each satisfaction class retains its most detailed
scale characteristics, allowing analysts to have more accurate
information and thus improve the quality of decision results
[21]. For the traditional clustering analysis method, even if it
can find the partial satisfaction class in the process of single-
scale data analysis, it does not guarantee that the scale
characteristics of the satisfaction class reach a better analysis
level at this time, which leads to the problem that the result
class characteristics are often not significant in solving
practical problems in management.

4. Experimental Verification and Conclusions

Clustering validity can be evaluated in terms of internal
validity evaluation and external validity. Since there is a scale
transformation iterative transformation process in the
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execution of the variable scale clustering analysis method,
and the set of objects (thesis domain) decreases with the
increase of the number of iterations, there is a situation that
the results of variable scale clustering analysis are distributed
in different analysis levels. 'e internal validity index can
only evaluate the quality of clustering results on the same
analysis level, so to ensure the objectivity and fairness of the
evaluation results; this paper adopts the external validity
evaluation method to verify the variable scale clustering
analysis method. 'e experiments are conducted on the
premise of satisfying the methods and principles of multi-
scale data model construction and randomly generating
multiscale data models, and the main purpose is to conduct
relevant experimental analysis on the validity and parameter
sensitivity of the variable-scale clustering analysis method.
Since the experiments take an external validity evaluation
index to test the clustering effect, data labels are added to this
data model. 'e basic task of the experiments on the validity
of the variable-scale cluster analysis method is to test the
clustering effect of the variable-scale cluster analysis method
compared with the traditional single-scale cluster analysis
method. Because the meta-partitioning cluster analysis al-
gorithm’s initial class center selection is random, this paper
first repeats the class analysis work 50 times on each of the 54
single-scale data models obtained from the multiscale data
model and then takes the mean, maximum, minimum, and
standard deviation of the results of these 50 experiments, as
well as the maximum value, minimum value, and standard
deviation to complete the full-scale spatial clustering anal-
ysis. 'e variable scale clustering analysis method’s validity
is tested by comparing its results to those of the traditional
single scale clustering analysis method at the basic scale level
to see if the variable scale clustering analysis method can
meet the clustering results’ quality requirements. 'e results
of the clustering validity index evaluation between the
variable-scale cluster analysis method and the traditional
single-scale cluster analysis method at the optimal scale level
are compared to see if the variable-scale cluster analysis
method can improve clustering analysis efficiency. 'e
clustering validity index evaluation results are shown in
Figure 4.

Sensitivity analysis of satisfaction determination
thresholds for variable scale cluster analysis methods. 'e
basic task of the experimental analysis of satisfaction de-
termination thresholds & sensitivity for variable scale cluster
analysis methods is to test the clustering effect of variable
scale cluster analysis methods under the conditions of dif-
ferent satisfaction determination thresholds. It is the max-
imum granularity deviation taken from all the basic scale
clustering results that satisfy the business requirements. In
this experiment, the clustering effect of the variable scale
clustering analysis method under all possible values is ex-
amined by setting the experimental analysis range of the
satisfaction determination threshold parameter. As can be
seen from Figure 4, among the 50 clustering experiments of
the variable scale cluster analysis method, the average
clustering validity results of the variable scale cluster analysis
method for all the above evaluation indexes are better than
the average validity results achieved by the traditional single

scale cluster analysis method at the basic scale level, and the
quality improvement rate of the clustering results is more
than 10%, among which the quality improvement rate of the
results under the NMI evaluation index reaches 1. 5. 63%.
5.63%, proving that the variable scale clustering analysis
method can better meet the validity requirements of the
clustering results of the traditional single scale clustering
algorithm.

According to the basic task of the sensitivity experiment
of the variable scale cluster analysis method’s satisfaction
threshold R, the experiment compares the results of the
external validity evaluation indicators of the variable scale
cluster analysis method under different satisfaction
threshold R0 and investigates the degree of influence of the
satisfaction threshold R 0on the validity of the variable scale
cluster analysis method. To investigate the relationship
between satisfaction determination thresholds and the ef-
fectiveness of the variable scale clustering analysis method
and to compare the trends of the clustering effect of the
variable scale clustering analysis method under various
satisfaction determination thresholds, the satisfaction
threshold R0, which was determined subjectively by the
analyst, was 3.8 in the above-mentioned experiments on the
effectiveness of the variable-scale cluster analysis method.
'e satisfaction threshold’s experimental analysis range was
set to a region around 3.8, which was specifically set to [3.0,
6.0] in this experiment, and the step of change was 0.1. Each
satisfaction threshold was subjected to 50 runs of the var-
iable-scale cluster analysis method.'e cluster result validity
evaluation indicators were averaged to perform a satisfaction
determination threshold sensitivity analysis.

Figure 5 shows the results of the sensitivity analysis of the
parameters of the scale cluster analysis method. By com-
paring the experimental results, it is found that the variable
scale clustering analysis method is less affected by the sat-
isfaction determination threshold R0 and the results have
stability, as discussed below: although the results of all
evaluation indicators of the variable scale analysis method
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Figure 4: Results of the evaluation of clustering validity indicators.
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fluctuate in the range of the satisfaction determination
threshold parameter, the maximum fluctuation does not
exceed 1%, indicating that the validity of the clustering
results of the variable scale clustering analysis method is not
sensitive to the satisfaction determination threshold. 'e
overall trend of the evaluation index results of the variable
scale cluster analysis method increases slightly with the
increase in the value of the satisfaction determination value
parameter, indicating that the overly strict initial satisfaction
constraint is not conducive to the optimal solution of the
variable scale cluster analysis method.

After obtaining valuable data based on machine learning
decision trees and multiscale cluster analysis methods, the
data can be applied to the actual curriculum for decision
support. Classroom monitoring is mainly achieved through
wearable sports bracelets, which can monitor various in-
dicators such as student exercise intensity, exercise density,
heart rate curve, and heart rate warning. 'e sports bracelet
has four colors: green, blue, orange, and red, and it can be
used to guide teaching by monitoring students’ heart rates.
When the red logo appears, it means the student’s heart rate
is higher than normal, and the sports watch will sound an
alarm, alerting the teacher to reduce the intensity and
volume of exercise. 'e teacher can then use big data to
analyze the movement of students through the class’s
background and determine whether the class has met the
teaching objectives. 'e use of the decision support system
by teachers is depicted in Figure 6.

According to the research, 94.4 percent of students
believed the decision support system could achieve targeted
teaching, while 5.6 percent believed it could not. 'is
means that the majority of physical education teachers still
believe that decision support systems can help them deliver
more targeted instruction and learning. At the same time,
the decision support system can make intelligent statistical
analyses of students’ learning performance, as shown in
Figure 7. Based on the conversion scores of students’ in-
dicators, and statistical comparison and analysis based on
items, gender, grade level, and other degrees, the system
can continuously track students’ physical development

trends, quickly grasp students’ physical and athletic
qualities, and conduct targeted teaching according to
students’ differences, to solve the problems of students’
“not being able to eat” and the problem of “not being able to
eliminate.” And through intelligent statistics out of the
student results can not only be viewed by individual stu-
dents, but also for classmates, teachers, school leaders, and
other views. 'e percentage of teachers who often use the
decision support system to push PE homework to students
is 35.2%, the percentage of PE teachers who use it occa-
sionally is 53.7%, and 11.1% of PE teachers will not use the
platform to push homework to students, with teachers
occasionally assigning homework accounting for the
largest percentage. 'is indicates that physical education
teachers do not frequently use the decision support system
to assign physical education homework to students.
Physical education is now gradually being paid attention to
in junior high school teaching, recognizing that cultivating
students’ physical quality cannot be accomplished over-
night, that a few minutes in the classroom is insufficient,
and that teachers must reasonably arrange students’
physical education homework to ensure that students can
develop good physical exercise habits whether in classroom
teaching or at home. 'is will help junior high school
students grow in a healthy way. It is a new trend in physical
education to assign “physical education homework,” which
will serve as a strong motivator for students to engage in
physical activity. PE homework will not only encourage
students to engage in physical activity after school, but it
will also draw parents’ attention to their children’s physical
development and improve their physical performance.

As can be seen in Figure 8, the use of decision support
systems for learning by students grows steadily with grade
level. 'e lowest usage rate is among the first-year students,
with 24.1%. 'e next highest usage rate is among sopho-
mores, with 33.2%. 'e highest rate of use was among
third-year students, with 42.7%. 'e move of junior high
school students to use the decision support system for
learning makes it possible to deeply integrate “Internet+”
with college sports. 'e decision support system is a
manifestation of the integration of Internet+ with sports,
which breaks the traditional way of learning sports. For
example, the learning space has changed a lot. Physical
education is traditionally taught by teachers in physical
education classes, and students learn the content from the
teachers. 'e learning space must be set up in a specific
location on campus. Schools with better hardware facilities
have more indoor learning space and are less affected by
weather, but schools with poor hardware implementation
may not be so fortunate and will be impacted by weather.
When it rains, for example, physical education classes are
canceled, and the physical education program in junior
high schools has only one class per week, so there is not
much physical education left in a semester after holidays
and rainy days. Physical education teaching tasks in high
schools cannot be completed on time, in a high-quality and
quantity manner, and students’ physical health will not
improve but will deteriorate as they grow older. 'e advent
of the decision support system allows schools to overcome
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learning space constraints; the transformation of students’
learning spaces adds color to the traditional way of physical
education learning, while the decision support system also
contributes to college physical education innovation.

5. Conclusions

While data mining techniques have made significant
progress in a variety of fields, the use of fitness analysis in
conjunction with data mining techniques is less common.
'e main reason for this is the limitations of physical
education in colleges and universities, where major in-
stitutions have vastly different curricula and evaluation
criteria. 'is has resulted in a physical fitness and health
management system based on data collection and sta-
tistics, making guidance and educational significance
difficult to achieve. With the advent of the big data era, the
problem of data support for college physical education
decision-making guidance has been solved, and the
“online + offline” hybrid teaching model has emerged and
permeated the college physical education teaching model,
which is not only innovation of the college physical ed-
ucation teaching model, but also an important reflection
of the new curriculum concept. Furthermore, the rapid
development of big data has aided the development of
multifunctional school teaching instruments. Teaching
can benefit from a web page with a larger capacity and
faster page updates, which provides richer and more
specialized information resources. 'e research objects in
this paper are physical test data and physical health self-
assessment data, and the physical test data have uniform
standardization and guidance but are not strong for
readability and guidance. In order to achieve better
physical fitness health education goals, this paper employs
data mining technology and design to implement a
physical fitness analysis system. 'e theory of data mining
is discussed, as well as data mining algorithms such as the
decision tree and association rule algorithms and the
decision tree C4.5 algorithm and association rule algo-
rithm. To mine the physical fitness data information, the
apriori algorithm and multiscale clustering algorithm are
chosen, and the results of big data analysis are also used to
design, implement, and verify the physical fitness analysis
system for college students.
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Human posture equipment technology has advanced significantly thanks to advances in deep learning and machine vision. Even
the most advanced models may not be able to predict all body joints accurately. *is paper proposes an adaptive generative
adversarial network to improve the human posture detection algorithm in order to address this issue. GAN is used in the
algorithm to detect human posture improvement. *e algorithm uses OpenPose to detect and connect keypoints and then
generates heat maps in the GAN systemmodel. During the training process, the confidence evaluation mechanism is added to the
system model. *e generator predicts posture, while the resolver refines human joints over time. And, by using normalization
technologies in the confidence evaluation mechanism, the generator can pay more attention to the prominent body joints,
improving the algorithm’s body detection accuracy of nodes. In MPII, LSP, and FLIC datasets, the proposed algorithm has shown
to have a good detection effect. Its positioning accuracy is about 95.37 percent, and it can accurately locate the joints of the entire
body. Several other algorithms are outperformed by this one. *e algorithm described in this article has the best simultaneous
runtime in the LSP dataset.

1. Introduction

*e goal of human posture estimation is to predict positions
from the input images of body joints. At the moment,
human posture estimation relies on a variety of methods
[1–6], such as Google’s G-RMI, which uses target detection
to open a human posture estimation method.*e OpenPose
system [7–9] proposed by Carnegie Mellon University
(CMU) greatly improved the construction of human pos-
ture. OpenPose is an open-source library written in the Caffe
programming language that can track human facial ex-
pressions, torsos, limbs, and even fingers. It is based on
convolutional neural networks and supervised learning, not
only for a single person, but also for a group. *e intro-
duction of AlphaPose has significantly improved the ac-
curacy of human pose detection. *e AlphaPose system
[10,11] is a highly accurate real-time multiplayer posture
estimation system.*e algorithm uses a top-down structure,

that is, to detect the inverted human body first and then
obtain the key points and skeleton. *erefore, his accuracy
and Ap values are higher than OpenPose. But the disad-
vantage is that as the number of people on the picture in-
creases, his calculations increase and the speed becomes
slower. *ese algorithms still have the problem of being
frustrated in the face of occlusion problems—problems such
as high accuracy, obstruction of real time, and limited small
size images.

*is article proposes an adaptive generative adversarial
network to improve the human pose detection algorithm in
order to address the aforementioned issues. Based on the
robustness of the generative adversarial network (GAN) in
occlusion conditions, the coherence of the shape, and the
fidelity of the details, the algorithm improves the generative
adversarial network (GAN) model [12–16]. *e generator
generates the human body posture, the discriminator dis-
tinguishes the actual heat map, and the human joint is
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gradually improved. *e existing posture resolution effect is
improved through continued training. Finally, the nor-
malization technology is used to perform confidence pro-
cessing on the generator’s generated data in order to keep the
correct key nodes, improving the algorithm’s body node
detection accuracy. *rough experiments, compared with
the existing methods, the proposed algorithm can improve
the accuracy of the position of known people and search for
poses in these areas through the GAN model.

2. This Article Algorithm

Human posture estimation is a very basic problem in
computer vision. From the perspective of the name, it can be
understood as an estimate of the position of the posture of
the “human body” (key points, such as head, left hand, right
foot, etc.). *e traditional human skeleton key point de-
tection algorithm is basically based on the idea of template
matching on the basis of geometric a priori, so the core lies in
how to use the template to represent the entire human body
structure, including the representation of key points, the
representation of limb structure, and the representation of
the relationship between different limb structures. A good
template matching idea can simulate more attitude ranges,
so that it can better match and detect the corresponding
human posture.

Human posture estimation can be divided into two lines
of thought:

(1) “top-down,” which refers to the detection of human
body areas first and then the detection of key points
in the human body in the area.

(2) “bottom-up:” which refers to detecting all the key
points of the human body in the picture first and
then corresponding these key points to different
individual characters. It should be mentioned here
that the first scheme is slower because it needs to
detect each area of the human body separately for
forward key point detection, while OpenPose uses
the second scheme.

*ere are disadvantages of the “bottom-up” method:
(1) the priori information of the global context is not used,
that is, the key points of other people’s bodies in the picture.
(2) Corresponding key points to different individuals, the
algorithm complexity is too high.

OpenPose improvement point: in the proposed “Part
Affinity Fields (PAFs),” each pixel is a 2D vector for char-
acterizing position and direction information. Based on the
detected joint nodes and joint connection areas, using the
greedy inference algorithm, these joint nodes can be quickly
corresponded to different individual characters.

2.1. Heat Map

2.1.1. Critical Point Detection. Calculate the ground truth of
S through the 2D points xj,k and xi,k marked in the image.
Among them, xj1 ,k and xj2 ,k represent the real pixels cor-
responding to the two key points j1 and j2 of a certain

person k in Figure 1. Calculation method: when the pixel
point p is close to the annotation points xj,k and xi,k, it
reaches the peak of the normal curve. *en the S of the j-th
joint in each image is the peak of the normal distribution of k
individuals in the image.

Figure 1 is the heat map of each joint point. *e first
picture on the left is the input image and the final predicted
joint position. *e second picture is the probability result
predicted by the channel responsible for the neck node. Red
and yellow represent the high probability that the corre-
sponding pixel location is the neck. *e other blue areas
mean that it will hardly be the neck location. *e following
pictures, respectively, represent the p probability results of
different nodes predicted by different channels of heat map.
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2.1.2. Joint Connections. If a pixel p is located on this torso,
the value of L∗c,k(p) represents the unit vector from the key
point j1 to the key point j2. For pixels not on the torso, the
corresponding vector is the zero vector.

*en the value of L∗c,k(p) is as follows:

L
∗
c,k(p) �

v, if p on c, k,

0, otherwise.
 (2)

Among them, v � (xj2 ,k − xj1 ,k)/|xj2 ,k − xj1 ,k|2 represents
the unit direction vector corresponding to this torso.

Pixels belonging to this torso satisfy the following
function:

0≤ v p − xj1 ,k ≤ lc,k,

v⊥ p − xj1 ,k 


≤ σl.
(3)

*e inner table σl shows the distance between pixels. *e
length of the torso is lc,k � |xj2 ,k − xj1 ,k|2, v⊥ represents the
vector perpendicular to v. *e whole image is the average
value corresponding to all people in the image. nc(p) is the
number of nonzero vectors corresponding to k persons at
pixel p in the image.

L
∗
c (p) �

1
nc(p)


k

L
∗
c,k(p). (4)

Figure 2 is an image of the key nodes of the human body
extracted by the above algorithm.*e article extracts the key
points of the image and then connects the key points to the
image of the human body posture.

2.2. Generative Adversarial Network (GAN). *e generative
adversarial network (GAN) was proposed by GOOdfellOw,
using two convolutional neural networks using game
training to generate samples similar to the original pictures
[17–19].
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Figure 3 shows the structure of the generated con-
frontation network, which shows that GAN is primarily
made up of a generating network G and a discriminating
network D. It makes use of a conflicting relationship. *e
goal is for the generator to be able to generate data that is
similar to real data distribution while giving the im-
pression of being fake. GAN, which is aimed at the
problem of data prediction, trains the generator to learn
the data distribution and predicts the image distribution
data. *e success of confrontational ideas benefits the
GAN network as well. Machine learning and artificial
intelligence are two fields where the concept of con-
frontation has been introduced. Confrontation is present
in the two behaviors of “game” and “competition.” Game
machine learning is the result of combining game theory
and machine learning.

*e advantages and disadvantages of GAN: compared
with other generative models, GAN has the following four
advantages:

(a) From the actual results, GAN seems to produce
better samples than other models.

(b) Most other frameworks require the generator net-
work to have a certain functional form; for example,

the output layer is Gaussian. It is important that all
other frameworks require that the generator network
be distributed with nonzero quality. *e generative
confrontation network framework can train any type
of generator network and can learn to generate
points only on thin manifolds close to the data.

(c) Any generator network and any discriminator will be
useful because it does not need to design amodel that
follows any type decomposition.

(d) *ere is no need for reasoning during the learning
process and no need to use Markov chain for re-
peated sampling (inference), thus avoiding difficult
approximate calculation problems of probabilities.

2.3. 2e Generative Adversarial Network of Pose. *e model
in this paper is divided into two networks, the generator
and the discriminator, similar to the traditional GAN
model [20, 21]. A convolutional network is the first network
generator. *e generator generates a set of heat maps that
show the confidence score of each position of each key
point after forward calculation. *e second network dis-
criminator uses the same architecture as the generator, but

Figure 2: Human body posture design diagram.

Random data

Generator Generated fake data 

Real data 

Discriminator Real
Fake

Figure 3: Generative adversarial network structure.

Figure 1: Key point probability distribution plot.
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it encodes the input heat map along with the RGB image
and decodes it into a new set of heat maps in order to
distinguish between the real and fake heat maps. *e
generator is strengthened to generate the human body
posture as a result of the game between the generator and
the discriminator, and the discriminator’s human joints are
gradually improved. *e existing pose estimation model is
improved through continuous training, as shown in
Figure 4.

2.3.1. Generator. *e generator is responsible for predicting
the posture, and its role is to generate accurate information
about the key points of the human body. Of course, as part of
the generational confrontation, the main function of the
generator is to allow the generated key points to fool the final
discriminator, so that the discriminator cannot distinguish
whether the current key point heat map is actual or gen-
erated by the generator.

*at is to say, the purpose of the counter loss is to make
the key points generated by the generator conform to a more
reasonable posture. More directly, the purpose of Ladv is to
make the false heat map generated by the generator fool the
discriminator as much as possible, making it impossible to
distinguish between the GT heat map and the false heat map.
*e process of generating confrontation is reflected here.
Finally, the loss shown in formula 3 is used to optimize the
generator. λ is a hyperparameter.*e generator loss function
is as follows:

LMSE � 
N

i�1


M

j�1
Cij − Cij 

2
,

Ladv � 
N

i�1

Cj − D Cj, X  
2
,

LG � LMSE + λLadv,

(5)

where LMSE is the loss of the generator, Ladv is the counter
loss from the resolver, and λ is a hyperparameter.

2.3.2. Differentiator. *e discriminator’s goal is to improve
human joints over time. *e goal is to determine whether
the input heat map is the real thing or a forgery created by
the generator. *e discriminator’s ultimate training goal is
to be able to tell the difference between the data generated
by the generator and the real heat map as much as possible.
As a result, a confrontation game with the generator is
formed.

*e encoded new heat map is obtained by inputting the
false heat map generated by the generator into the dis-
criminator. And calculate the distance between the new
heat map and the fake heat map generated by the generator
to calculate the Lfake loss. As mentioned above, the purpose
of the discriminator is to distinguish the false heat map
from the actual heat map as much as possible. *at is to say,
the classifier hopes that the output reconstructed heat map
after the actual heat map input is as close as possible to the

actual one. *e loss function of the discriminator is as
follows:

Lreal � 
N

j�1
Cj − D Cj, X  

2
,

Lfake � 
N

j�1

Cj − D Cj, X  
2
,

LG � Lreal + ktLfake,

kt+1 � kt + λk Lreal − Lfake( .

(6)

*e kt in the above formula is used to constrain the
capability of the discriminator. Constraining kt through the
formula can make the network easier to train. But GAN is
unstable and difficult to train because the discriminator
converges too fast. *is will cause the network to easily
collapse and train an invalid generator. In response to this
problem, in order for the network to be able to generate
enough truth to deceive the discriminator. By studying the
relationship between Lfake and Lreal, it can be found that,
with the increase of kt, Lfake has more advantages, which
makes the discriminator more training to recognize the
generated heat map. But kt is not an infinite stack. To this
end, this paper extracts the confidence heat map infor-
mation from the discriminator and feeds it back into the
generator, thereby enhancing the generator’s accurate
prediction of the key nodes of the human body on the
ground.

2.4. Confidence Evaluation Mechanism. *e generator can
pay more attention to prominent body joints because the
confidence evaluation mechanism uses normalization
technology. As a result, the algorithm’s body node’s de-
tection accuracy increases. To determine the key points’
credibility, compare the generated heat map with the actual
heat map. Following that, improve the algorithm’s key point
extraction accuracy. *e following are the techniques.

*e discriminator is used to process the generated heat
maps and truth heat maps in this paper—confidence heat
maps that were derived from the data. *e pose resolver
requires two tags to calculate two losses. *e identification
network marks the real samples as 1 and the pseudosamples
as 0, in the traditional work of image conversion using GAN.
We discovered that using only 0 or 1 as the label for the
human body pose estimation problem makes convergent
network difficult. As a result, this paper relies on the dis-
criminator’s confidence heat maps to direct the generator’s
data generation.

Set the initial setting of the generator to a low-confidence
heat map. *en the confidence discriminator classifies the
result as fake. *e generator will self-optimize based on this
result error to generate a higher degree of confidence until it
can make the discriminator think that the result of the
generator is true. *erefore, even if there is occlusion, this
process will help the generator to generate a high-confidence
heat map.
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*e vector corresponding to the feature map with the
corresponding key point value is 1, and the vector corre-
sponding to the feature map without the key point is 0,
where di is the normalized distance between the predicted
position of the i-th body part and the true position. For fake
samples, if the predicted body part is far away from the real
position, then the posture in this image is obviously not
believable to the body structure. *erefore, if the distance is
relatively close, the corresponding vector is 1; otherwise the
corresponding vector is 0.

*en the corresponding value of Cfake is shown in the
following formula. When the generated key point heat map
is relatively close to the actual heat map (the distance is less
than the threshold), the corresponding vector is 1. Other-
wise, the corresponding vector is 0.

Cfake �
v, if di − di







< τ,

0, if di − di







≥ τ.

⎧⎪⎨

⎪⎩
(7)

Among them, for the feature map, first transform x into
feature space f and g. And make it satisfy

f(x) � Wf(x),

g(x) � Wg(x).
(8)

Wf(x) is the weight matrix of generated heat maps. Wg(x)

is the weight matrix of confidence heat maps.
*e distance is normalized to [0, 1] through element

transformation.

di �
e

f xi( )− g xi( )‖ ‖2 − 1

e
f xi( )−g xi( )‖ ‖2 + 1

. (9)

In the end, the best key points are obtained, and the
network model of the algorithm in this paper is shown in
Figure 5.

Figure 6 is the result of adopting the human body pose
generation confrontation network structure that introduces
confidence. *e human body posture is generated by the
generator, and the discriminator is gradually improving the
human joints. Finally, the normalization technology is used
to perform confidence processing on the generator’s gen-
erated data to retain the correct key nodes. In turn, the
detection accuracy of the body node of the algorithm is
improved. *e effect is shown below.

*rough observation, it can be seen that the above
method can accurately locate the characters of the image and

can accurately locate all key nodes of the whole body. In
order to better verify the feasibility of the algorithm, the
following is a detailed experiment.

3. Simulation Experiments

3.1. Experimental Environment and Datasets. *e experi-
mental environment of this article: Ubuntu 16.04.4 platform
is implemented by Python programming with open CV 3.4
and Tensorflow 1.5 frameworks, processors: Intel Core i7
7700 HQ (up-to 3.8GHz), 16GB Memory, nVidia Geforce
GTX 1060 6GB VGA, training with a total of 20,000 images,
training time of 80 hours.

Dataset: this paper selects three widely used human
posture datasets as follows.

3.1.1. LSP Human Posture Estimation Dataset (Address:
https://sam.johnson.io/research/lsp.html). Leeds Sports Pose
is a dataset of sports postures divided into categories such as
athletics, badminton, baseball, gymnastics, parkour, soccer,
volleyball, and tennis, all of which are images from physical
activity and thus very challenging in terms of appearance,
particularly joints. *e dataset consists of 2,000 annotated
images of postures primarily sourced from Flickr and labeled
with the labels shown above. *e length of the most
prominent person has been scaled to approximately 150
pixels in these images. Each image has 14 joint positions
labeled.

3.1.2. FLIC Human Detection Dataset (Address: https://
bensapp.github.io/flic-dataset.html). FLIC is a dataset of
images that label people in frames of movies, which contains
5,003 images collected frommainstream Hollywood movies.
*e training images are derived from a character detector
running in 30 movies and are manually annotated for them
after the pictures are taken, including 10 upper body joints.
In addition, there are 5 median markers in the image to
ensure that the outlier annotation is robust. Publishers
voluntarily reject images that are obscured or have too low
picture clarity and reserve 20% of about 1016 images for
testing.

3.1.3. MPII Human Posture Estimation Dataset (Address:
https://human-pose.mpi-inf.mpg.de/). MPII is a dataset for
evaluating human posture estimates and related
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Real heatmap

False heatmap 

Truth
heatmaps 

Figure 4: Human pose generation confrontation network structure model.
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benchmarks, with approximately 25,000 images and more
than 40,000 people with annotated joints, systematically
collecting images using established taxonomies of human
activity.

Overall, the dataset covers 410 human behaviors and
each image provides an activity tag, each image is from a
YouTube video, and provides a related unnoticed frame-
work. In addition, the test set’s annotations include body
part occlusion, 3D torso, and head orientation.

3.2. EvaluateMetrics. *e article selects the LSP human pose
estimation data set for verification and uses the percentage of
correct key points (PCK) to measure the performance of the
LSP data set. We choose the traditional OpenPose algorithm;
[20] algorithm, and [21] algorithm to verify the accuracy of
the algorithm by calculating the percentage of correct de-
tections that fall within the normalized distance and re-
cording the data results. Table 1 shows the data obtained by
measuring the key nodes of the whole body using the
abovementioned algorithms, as shown in the table.

*is article selects head, shoulder, elbow, wrist, hip,
knee, and ankle as 7 nodes for data comparison; through the
observation of the data, it can be seen that the proposed
algorithm synthesis data is better than several other algo-
rithms. Among them, the algorithm of this paper has
achieved the best results in head, shoulder, elbow, and ankle
of 96.64%, 95.16%, 95.97%, and 95.16%, respectively. *e
average values of each algorithm were 89.83%, 92.30%,
94.71%, and 95.37%, respectively; you can see that using the
algorithm of this article in the key point extraction effect is
the best. We aimed to verify whether the algorithm can still

maintain good results in different environments. In this
paper, we use LSP human pose estimation data set to verify
that the difference is motion pictures. After testing, the result
of the test is shown in Figure 7.

*rough observation, it can be seen that the data ob-
tained by the algorithm of this paper can accurately locate
the characters in the image. And in the key extraction
renderings of the human body, the key points will not appear
to be missing and elegant. *e algorithm can accurately
locate according to the different actions of the characters. It
further verifies the key point extraction accuracy of the
algorithm.

By collecting the iterative data of each algorithm, and
according to the number of iterations of the algorithm, the
data curve shown in Figure 8 can be obtained, which is
marked according to the number of iterations and accuracy
of each algorithm, as shown in Figure 8.

By observing the curve data graph in Figure 8, it can be
seen that the final accuracy of the algorithm in this paper is
higher than the other three algorithms, but the cost is that
the number of iterations required by the algorithm is higher
than that of other algorithms. It can be seen that the accuracy
of the algorithm in this paper is stable at about 96.20%, and
the number of iterations needs to meet more than 350 times
to achieve. In contrast, the number of iterations of other
algorithms can reach the highest value of the algorithm at
about 200 times.

3.3. Qualitative Analysis. *e article selects the LSP human
pose estimation data set for qualitative analysis. And on the
basis of the above, the key points are connected and dis-
played in the actual image. At the same time, combined with
target detection, on the basis of human posture, the de-
tection effect of target detection is strengthened. Reflect in
the following. *e detection image is shown in Figure 9.

By observing Figure 9, it can be seen that using the
algorithm in this paper, good key point extraction and target
locking can be maintained in different motion environ-
ments. *is method strengthens the processing of extraction
and confidence through high-performance network archi-
tecture and loss function. In turn, the high-precision human
body posture positioning effect is obtained, and the pe-
destrian detection capability is better.

3.4. Comparison of Average Running Time. In this paper, we
train on the MPII human body pose estimation data set, LSP
human body pose estimation data set, and FLIC human
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Figure 5: Introduces confidence in human posture generation of adversarial network structures.

Figure 6: Human posture setting effect.
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body detection data set. And the various running times are
compared, and the results are shown in Table 2.

Verify the algorithm’s running time in various envi-
ronments by observing the data differences to see if the
algorithm can maintain a stable running effect. We can see

Figure 7: Key point extraction rendering.
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Figure 8: *e number of iterations and the accuracy of each algorithm into the data curve.

Table 1: Correct detection percentage.

Method Head Shoulder Elbow Wrist Hip Knee Ankle Average value
Traditional algorithms 89.01 85.40 91.72 89.06 89.90 91.45 92.30 89.83
Literature [20] algorithms 91.96 91.57 88.32 90.21 94.65 94.90 94.51 92.30
Literature [21] algorithms 93.81 98.76 93.57 94.51 95.68 93.05 93.56 94.71
*is article algorithm 96.64 95.16 95.97 94.73 94.88 95.08 95.16 95.37
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that the algorithm in this paper performs well in each data
set by comparing the data in Table 2. *e model used in
this paper is the largest of them all, but in terms of running
time, it can be applied to a variety of other algorithms. *e
effect expressed in the LSP data set is the best, with a time
of only 0.229 s, effectively proving the algorithm’s
feasibility.

4. Conclusion

*e article proposes an adaptive generative adversarial
network to improve human pose detection algorithm. In
the algorithm model of this article, the generator is re-
sponsible for predicting the posture, and the discriminator
is for the gradual improvement of the human joints.
However, in the actual training process, the predicted
nodes generated by the generator sometimes deviate from
reality. *erefore, this paper introduces a confidence
evaluation mechanism into the system to determine the
credibility of the generated key points, so that the generator
can pay more attention to the prominent body joints,
thereby improving the detection accuracy of the algorithm.

Finally, by using three standard data sets to evaluate the
algorithm, it can be seen that the algorithm is superior to
other algorithms in terms of detection accuracy and run-
ning time. *is effectively proves the effectiveness of our
method. Compared with the existing methods, the algo-
rithm in this paper can use the GANmodel to search for the
positions of known persons and search for poses in these
areas and improve the prediction of subsequent poses
based on the existing data, and the accuracy is greatly
improved. In the next step, we will conduct in-depth re-
search on the improvement of model training stability and
how to improve the resolution of generated images.

Data Availability

*e data used to support the results of this study need to be
obtained with the consent of the corresponding author.
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Figure 9: Human body posture design effect figure.

Table 2: Average running time under each data set.

Method Model size (M) Runtime(s) on MPII test set Runtime(s) LSP test set Runtime(s) FLIC test set
Traditional algorithms 162.1 1.242 0.234 1.07
Literature [20] algorithms 157.3 1.201 0.325 0.921
Literature [21] algorithms 196.21 1.266 0.238 0.951
*is article algorithm 201.2 1.191 0.229 0.806
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In recent years, artificial intelligence technology has been widely used in various medical fields to effectively assist physicians in
patient treatment operations. In this paper, we design and implement a deep biblical network model-based orthotic design for
adolescent idiopathic scoliosis to quickly and effectively assist physicians in designing orthotics for adolescent idiopathic scoliosis.
A fuzzy set is used to express the knowledge of adolescent idiopathic scoliosis orthosis design, and a fuzzy reasoning based on the
confidence level is implemented. Finally, the efficiency of the design of adolescent idiopathic scoliosis orthoses was improved by
50% through two cases of adolescent idiopathic scoliosis patients, and the deviation rate between the inference value and the actual
operation value of the domain experts was less than 10%.

1. Introduction

Adolescent Idiopathic Scoliosis (AIS) is a skeletal and
muscular disorder of unknown etiology that occurs during
preadolescence or before skeletal growth and maturation,
mostly in females aged 10 to 18 years. ,e prevalence of
scoliosis in adolescents is increasing year by year, and the
prevalence of scoliosis in adolescents is reported to be more
than 5% in Guangdong and other regions [1–3], and the
increase in prevalence is especially obvious in junior high
school (12–15 years old).

AIS can cause great physical and psychological harm to
the affected adolescents and one of the most easily detected
and most important concerns of the patients themselves is
the physical appearance deformity. ,e most easily recog-
nized and most important concern is the deformity of the
physical appearance. Since the human torso is an integral
part [4], AIS not only manifests as distortion and deformity
of the spine but also affects the position of the scapular

girdle, thorax, and pelvis, resulting in high and low
shoulders, razor backs, thoracic deformities, and pelvic
disorders [5, 6].

If left untreated, it can lead to secondary symptoms such
as chronic pain and pulmonary dysfunction, and severe
scoliosis deformity can also can cause irreversible damage to
respiratory function and spinal nerves, bringing great harm
to individuals and families [5].,erefore, the prevention and
treatment of the prevention and treatment of AIS has been
the focus of attention of experts and scholars in the field of
spinal surgery and spinal rehabilitation for patients with
idiopathic scoliosis and their corresponding X-ray images, as
shown in Figure 1.

Surgery is recognized as an effective treatment for AIS,
but according to statistics, only 1% of AIS patients require
surgery and surgery can cause limitations in spinal motion.
In Europe, exercise therapy interventions for scoliosis were
first developed and have resulted in many mature rehabil-
itation systems; in China, research on AIS rehabilitation

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 6775674, 8 pages
https://doi.org/10.1155/2022/6775674

mailto:suqinglun@njmu.edu.cn
https://orcid.org/0000-0002-8403-8086
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/6775674


RE
TR
AC
TE
D

started later and there are more case studies and inter-
ventions [7, 8]. ,erefore, experimental research on the idea
or system of AIS rehabilitation therapy is needed.

Since the Cobb angle became the gold standard for
scoliosis, the focus of AIS treatment has been on how to
reduce the scoliosis angle and slow the progression of the
scoliosis curve, while the local or overall morphological
imbalance of the trunk caused by scoliosis has been in-
creasingly neglected. Because the visual impact of poor
posture is more severe, it is important to assess the trunk
imbalance in patients with AIS before developing a reha-
bilitation program and to design a customized program for
the patient [9].

AIS, as shown in Figure 2, is one of the most common
types of scoliosis, accounting for approximately 80% of all
idiopathic scoliosis, with the prevalence of AIS reaching 1%
to 3% in the 10- to 16-year-old risk group. AIS not only
affects the physical appearance of adolescents but also im-
pairs their respiratory function, motor function, psycho-
logical status, and overall quality of life [10].

It is proposed that the difference of about 5° in scoliosis
measurements is usually an error in measurement rather
than a difference in the degree of scoliosis itself.

AIS is a common orthopedic disorder of uncertain
etiology that affects the normal growth and function of the
spine. 1%–3% of the normal population has AIS, and the
main principle of clinical intervention is to control the
progression of scoliosis using AIS orthoses [11–13]. An
expert system contains a large amount of knowledge of
domain experts inside and it can simulate the expert’s
reasoning methods to solve problems in the domain
[14–16]. ,e currently popular expert systems are mainly
classified as rule-based reasoning-based expert systems
[17–20], artificial neural network-based expert systems
[21], and rough set-based expert systems [22]. In [23], a
generative-based expert system shell design method was
proposed and applied to the treatment of AIS; however,
the system could not be fully applicable to the knowledge
expression and reasoning of uncertain information in the
design of AIS orthoses.

2. Related Work

,e authors of [24] found that the Cobb angle measurement
error was around 3.2°, and this measurement difference
should be taken into account when diagnosing and treating
scoliosis. In addition, errors in the Cobb angle measurement
can lead to differences in subsequent staging. ,e typing
reliability of radiographs based on a given angle was found
by [24]. ,e authors of [25], only general intraobserver
(κ� 0.50) and interobserver reliability (κ� 0.60) were found
for Lenke typing in cases where the ab initio Cobb angle
measurements were required. ,e authors of [2] proposed
that T1 tilt signifies that patients may have upper thoracic
segment scoliosis and validated that this method of deter-
mining the presence or absence of upper thoracic curvature
was included in the King typing, but subsequent studies by
[3] reported that patients with AIS with T1 tilt do not
necessarily show differences in the appearance of high and

low shoulders, and therefore, the T1 tilt direction and T1 tilt
angle do not reflect the imbalance of the patient’s shoulders.
In [14], the angle between the line connecting the highest
points of the left and right clavicles and the horizontal plane
was defined as the clavicle angle (CA) and used as a pa-
rameter to measure the balance of the shoulder. A study by
[7] showed a significant correlation between reduced cer-
vical physiological curvature and inadequate thoracic ky-
phosis in patients with AIS; in addition, cervical curvature
correlated with lumbar anterior convexity angle, indepen-
dent of thoracolumbar lateral bending angle and pelvic
parameters. Reference [6] performed an imaging study of
sagittal pelvic parameters in normal Chinese adults and
concluded that the mean value of PI in Chinese adults was
45.1°± 9.6°.

In the field of spinal surgery, AI is widely used for di-
agnosis of diseases, especially for image processing, mea-
surement, and classification. ,eoretically, the successful
development and application of AI-based automated mea-
surement systems will provide an objective, accurate, and
rapid solution to these problems and improve the diagnosis
and treatment of AIS patients.

3. U-Net-Based Scoliosis Typing Algorithms for
Idiopathic Scoliosis

,e original data set is expanded, and the expanded data set
is fed into the network for training and prediction to obtain
the segmentation results; then, the segmentation results are
fed into the automatic Cobb angle measurement algorithm
designed in this paper to obtain the identified upper and
lower endplate positions and Cobb angles; finally, the center
points of the segmented images are extracted and fitted to
obtain the curve fitting coefficient features, and the corre-
sponding Cobb angles are measured by the automatic Cobb
angle measurement algorithm. Finally, the center point of
the segmented image is extracted and fitted to obtain the
curve fitting coefficient features, and the corresponding

Figure 1: Patients with idiopathic scoliosis and their corre-
sponding x-ray images.
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bending bits and Cobb angles of the side slices are measured
by the automatic Cobb angle measurement algorithm and
used as auxiliary feature materials. ,e overall framework is
shown in Figure 3, and the automatic Lenke typing algo-
rithm based on the U-net partition network can be
implemented by experimenting according to the process
shown in the overall framework.

4. Overall Design

,e AIS expert system infers diagnostic and therapeutic
solutions to assist physicians in solving complex medical
problems [19]. ,e method in this paper can reason out the
selection and design parameters of the AIS orthosis from
patient information, and its structure is shown in Figure 4.
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Figure 2: Cobb angle measurement method.
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,e architecture functional modules in this paper
include the fuzzy reasoner, knowledge base, knowledge
base management system, agenda, interpreter, and hu-
man-machine interface. ,ey are described separately as
follows. ,ey activate rules from the knowledge base for
questions posed by the user according to the established
reasoning strategy and process the facts until the end of
reasoning. A dynamic storage space containing all facts in
the fact base and intermediate results in the reasoning
process is present.

Real-time operations such as adding, deleting, modify-
ing, and querying the knowledge base, as well as consistency
and integrity checking of the knowledge therein are
performed.

A database for storing domain expert knowledge is
found. ,e knowledge base serves as the basis for reasoning
and is the foundation of the expert system’s reasoning.

A functional module explains the reasoning process of
an expert system in a way that is easy to understand by the
user. It gives the user a clear understanding of the reasoning
process and decision making of the expert system.

,e functional module that performs real-time opera-
tions such as adding, deleting, modifying, and querying the
fact database, as well as displaying the expert system deci-
sions and explanations by the interpreter is present.

,e workflow of the method in this paper is shown in
Figure 5.

Its fuzzy reasoning unit is shown in Figure 6.
In the fuzzy inference stage of the method in this paper,

the confidence degree CFRHS of the right-hand side (RHS)
of the activation rule is calculated as [10].

CFRHS � CFLHS × CFR, (1)

where CFLHS is the confidence of the left part of the rule; CR
is the confidence of the rule.

In the deblurring stage, the deblurring algorithm of the
method in this paper uses the weighted average method [21],
which is given as follows:

x �


n
i�1 xiμ xi( 


n
i�1 μ xi( 

, (n � 1, 2, 3, · · ·), (2)

where x is the clear amount of design parameters; xi is the
value of fuzzy subset; μ(xi) is the affiliation degree of fuzzy
subset.

,e AIS orthosis is then shaped and manufactured from
the patient’s phantom according to the shaping volume.
After the patient has tried on the AIS orthosis, the doctor
determines the amount of trim adjustment for the AIS
orthosis based on the patient’s feedback and adjusts the trim
of the AIS orthosis according to the amount of trim ad-
justment. By adjusting the height of the pressure application
zone of the AIS orthosis, the orthotic force exerted on the
patient is thereby adjusted until the patient no longer ex-
periences discomfort while wearing the orthosis [23]. As
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Figure 3: Flowchart of the overall framework of the U-net-based automatic typing algorithm.
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shown in Figure 7, the determination of the amount of trim
and trim adjustment is an important factor in ensuring that
the AIS orthosis meets the individual needs of the patient.

,e fact sheet in the knowledge base management
system is used to maintain the known facts in the fact base.
,e knowledge engineer conceptualized and formalized 848
AIS treatment and AIS orthotic design rules through in-
terviews and case studies with AIS conservative treatment
specialists [26].

5. Application Examples

To verify the feasibility of the proposed expert system design
method for AIS orthosis design based on the fuzzy rea-
soning, the method in this paper was applied to the AIS
orthosis-assisted design of 2 cases of AIS patients.

,e method in this paper was successfully applied to the
AIS orthosis-assisted design of 2 AIS patients. ,e average
design time of the AIS orthoses for Patient A and Patient B
was reduced from 4h to 2 h with the aid of this method,
which improved the design efficiency of the AIS orthoses by
50% as shown in Figure 8. ,e deviation rates of some of the
methods in this paper are shown in Table 1, and the devi-
ation rates of the inferred values from the actual operational
values of the domain experts in the AIS orthosis design of

this paper are less than 10%. ,is shows that the method of
this paper can assist physicians in designing AIS orthoses
quickly and efficiently.

6. Experimental Analysis

,e raw data of the spine were provided by Shenzhen
University General Hospital, and the spine segmentation
performed in this chapter ,e experiments were performed
for the thoracic, lumbar, and full spine segmentation of the
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Figure 6: Fuzzy inference unit of the scoliosis orthosis design expert system.

SS

PI

PT

Figure 7: “,ree point force” orthopedic diagram.

Start

AIS patient 
information

Fact base

Agenda

Fuzzy 
inference 

engine

Knowle
dge base

End of reasoning

Interpreter

As orthosis 
design

End

N

Y

Figure 5: Workflow diagram of the expert system.

Computational Intelligence and Neuroscience 5



RE
TR
AC
TE
D

orthopantomographs of the spine. Among them, the original
data volume of lumbar spine was 84. ,e original data
volume for the lumbar spine was 84 cases, the original data
volume for the thoracic spine was 166 cases, and the original
data volume for the coronal position was 88 cases. Each of
these cases is derived from different patient x-rays. Since the
original data could not be trained for deep learning, the data
were expanded by rotation, flip, and offset [27, 28]. ,e
expanded data were 1050 for lumbar spine, 4910 for thoracic
spine, and 6302 for coronal spine. ,e size of the data

expansion was determined by the ease of segmentation. ,e
experimental platform is based on theWindow 7 system and
the Kares deep learning library.

From the training process, in Figure 9, the Loss curves of
the training and validation sets show a steady decreasing
trend, and the IOU shows an increasing trend overall. After
50 iterations, the loss values of the training and validation
sets of the lumbar spine drop to 0.033 and 0.0754, and the
loss values of the training and validation sets of the thoracic
spine drop to 0.0537 and 0.050. ,e IOU values of the

Figure 8: Patients A and B wearing the scoliosis orthosis design expert system (method in this paper) assisted by the before and after
comparison of adolescent idiopathic scoliosis orthoses designed with the aid of the design expert system.

Table 1: Deviation rate of the expert system component.

Project

Patient A Patient B

Opening
diameter of
release

area (CM)

Opening
angle of
release
area (°)

,ree-point
force modification

(CM)

Adjustment
amount of
three-point

force
repair (CM)

Opening
diameter
of release
area (CM)

Opening
angle of
release
area (°)

,ree-point
force

modification
(CM)

Adjustment
amount of
three-point
force repair

(CM)
Inference value 15.8 54.8 6.3 1.5 14.5 48.4 5.1 2
Recommended value 15 60 6 1.6 14.9 52 5.5 1.8
Deviation rate 5% 9.4 4.7 6.7 3.4 7.4 7.8 10

Lumbar
Thoracicr

0.5

1.0

1.5

2.0

2.5

3.0

3.5

lo
ss

10 20 30 400
epoch

Lumbar
Thoracicr

10 20 30 400
epoch

0.44

0.46

0.48

0.50

0.52

0.54

0.56

0.58

lo
U

Figure 9: Data display of the thoracolumbar spine training process.
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training and validation sets of the thoracic spine can reach
0.6341 and 0.6342, and the IOU values of the training and
validation sets of the lumbar spine can reach ,e training
and validation sets for the lumbar spine were 0.5947 and
0.5948, respectively.

,e training process of full spine segmentation is shown
in Figure 10 below, from which we can see that the red
discounted represents the improved U-net model and the
blue-dashed line represents the original U-net model. ,e
improved U-net model is able to segment the contours of the
coronal spine well, and it is very meaningful for medical
diagnosis to be able to achieve the segmentation of the
coronal position. With good segmentation results, the ac-
curacy of the subsequent series of automatic measurements
will also be improved.

7. Conclusions

,e accuracy rate of the system in this paper is more than
80%. ,e above studies are all applications of the expert
system technology in the direction of scoliosis-assisted di-
agnosis and treatment and have achieved a certain accuracy
rate, but their inference models have not yet reached the
optimal accuracy rate. ,e main reason for this is the use of
the traditional generative reasoning model, which relies on
the physician’s empirical knowledge in the treatment of
scoliosis and contains a large amount of uncertain infor-
mation. Fuzzy logic is a method that can effectively handle
uncertain information based on multivalued logic and can
effectively realize the expression and inference of uncertain
knowledge in expert systems. ,e future research direction
should be to further investigate the influence of individual
and gender differences on this method by increasing the
number of subjects.
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Rice is a major food crop around the world, and its various quality and safety problems are closely related to human health. As an
important area of food safety research, the rice supply chain has attracted increasing attention. Based on blockchain technology,
this study investigated problems of data privacy and circulation efficiency caused by complex rice supply networks, long cir-
culation cycles, and various risk factors in each link. First, we deconstructed the quality and safety of each link of the rice supply
chain at the information level and established a key information classification table for each link. On that basis, we built a rice
supply chain information supervision model based on blockchain. Various encryption algorithms are used to secure the sensitive
data of enterprises in the supply chain to meet regulators’ needs for efficient supervision. Moreover, we propose a practical
Byzantine fault-tolerant consensus algorithm that scores the credit of enterprise nodes, optimizes the selection strategy of master
nodes, and ensures high efficiency and low cost. +en, we built a prototype system based on the open-source framework of
hyperledger fabric, analyzed the model’s viability, and implemented the system using cases.+e results indicated that the proposed
system can optimize the information supervision process of rice supply chain regulators and provide a feasible solution for the
quality and safety supervision of grain and oil.

1. Introduction

In recent years, consumers have paid increasing attention to
food quality and safety, which provide a basic guarantee for
human health and are directly related to improving people’s
lives [1]. Rice is among the world’s major food crops, but in
recent years, various quality and safety problems have arisen,
such as cadmium-laced rice, mercury-laced rice, and aging
grain [2–4]. Such problems can not only affect human health
but also threaten social stability. It is necessary, therefore, to
establish a safe and efficient rice supply chain information
supervision system. Compared with other foods, rice is
characterized by long supply chains, complex supply net-
works, long circulation cycles, and numerous risk factors in
all links [5, 6]. Moreover, each link of the rice supply chain is

relatively independent, and there is little information ex-
change between them. It can be difficult, then, for enterprise
nodes in the supply chain to trust each other, and super-
vision efficiency is low [7, 8]. In addition, traditional su-
pervision systems rely on a centralized database to store data.
+is can give rise to problems such as enterprises tampering
with detection data in different links of the supply chain,
which compromises the credibility of supervision results
[9, 10].

Blockchain technology can provide effective solutions
for issues related to centralization, security, and tamper-
ability [11–13]. Blockchain can automatically execute a code
according to business rules set by the system and can record
the whole process in the chain to reliably transfer infor-
mation, logistics, and capital flow information in a supply
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chain [14, 15]. In recent years, researchers have investigated
the supervision and management of blockchains combined
with food and agricultural product supply chains. +ey have
focused on areas such as establishing product identification
through various technologies and developing supply chain
management systems for data uploading, real-time moni-
toring, early risk warning, and information tracing using
sensor technologies [16–19]. It has been found that block-
chain can improve data security and traceability for food-
related supply chains and provide a guarantee for food
quality and safety. However, there is still much room for
improvement in the areas of blockchain storage modes,
consensus overhead, and rice supply chain information
supervision.

In light of the above, this study deconstructed and an-
alyzed the quality and safety information of each link of the
rice supply chain at the information level and established a
key information classification table for each link.+en, a rice
supply chain information supervision model was con-
structed based on blockchain. +e model adopts a hierar-
chical privacy encryption and storage mode, as well as a
practical Byzantine fault-tolerant consensus algorithm based
on credit scoring (CPBFT). Finally, a prototype system was
designed, and the model and system were analyzed to
provide a reference for the current theoretical research and
actual construction of rice supply chain information su-
pervision system.

2. Related Work

Researchers have investigated the application of blockchain
technology in related fields from different perspectives.
Baralla et al. [20], for example, developed a blockchain-based
system to manage and trace the food supply chain, using
smart contracts to ensure the credibility of the whole pro-
cess. Based on an analysis of the wheat-processing supply
chain, Zhang et al. [21] proposed a blockchain-based grain
and oil supply chain system architecture using a multimode
storage mechanism. Wang et al. [22] proposed a framework
based on consensus and smart contracts to achieve trace-
ability and sharing in the agricultural product supply chain
and improve the integrity and security of transaction rec-
ords. In their model, data are stored in an interstellar file
system, and the data hash is stored in the blockchain net-
work, which saves storage space and ensures security. Mao
et al. [23–25] built a blockchain-based food supply chain
trading system to provide more reliable and authentic in-
formation. Pigini and Conti [26] used Near Field Com-
munication (NFC) technology to achieve effective
traceability and safety tracking to collect product infor-
mation in all links of the food supply chain. Salah et al. [27]
analyzed the traceability and business processes of the
soybean supply chain and proposed using smart contracts to
control and ensure the safety and credibility of supply chain
information.

+e aforementioned studies addressed the security
problems of food supply chains to a certain extent. However,
with the rapid expansion of supply chain nodes, existing
traditional consensus modes have too much overhead, and

sharp increases in the amount of data have corresponding
requirements for consensus security. Researchers have
sought to solve this problem by improving the blockchain
consensus algorithm. Liu et al. [28], for example, improved
the Delegated Proof of Stake (DPOS) consensus algorithm to
keep the consensus process from being controlled by a few
nodes. Meanwhile, to achieve node consensus in large-scale
distributed systems, Li et al. [29] proposed an extensible
multilayer PBFT consensus mechanism that groups nodes
hierarchically and limits communication within the group,
such that PBFT consensus is not limited to small consensus
networks. In rice supply chains, however, the key data in
each link are complex, and enterprise entities cannot form a
unified standard. It is necessary, then, to adopt a targeted
consensus scheme, that is, to reduce the consensus cost and
ensure consensus reliability at the same time. In addition,
because the nodes in the blockchain are not completely
anonymous, there are privacy risks, which necessitate pri-
vacy encryption for uplink data.

To meet these challenges, this study analyzed the in-
formation for each link in the rice supply chain and output a
classification table of key information for each link. Com-
bining the principles of cryptography and blockchain, we
proposed a data encryption and storage mode that protects
the sensitive data of supply chain enterprises and meets the
needs of regulators for efficient supervision. In addition, our
proposed credit score-based PBFT consensus algorithm
reduces the probability that the master node is a Byzantine
node and ensures high efficiency and low overhead. In
summary, this research can help optimize regulators’ in-
formation supervision processes in rice supply chains and
provide a feasible solution for rice quality and safety su-
pervision in the future.

3. Analysis of Supply Chain Process and
Key Information

Many enterprises are involved in each link of the rice supply
chain, including growers, purchasers, storage enterprises,
processing enterprises, logistics enterprises, and distribu-
tors. +e rice supply chain is therefore characterized by a
long life cycle and complex links. From rice planting to sales,
there are many potential safety hazards in the supply chain,
which are summarized in the following:

(1) In the planting process, rice needs to absorb a large
amount of water, which makes it more vulnerable to
pollution than other crops. Farmers’ fertilization
practices are not always standardized. Some even
irrigate farmland using untreated domestic sewage
and industrial wastewater, resulting in excessive
heavy metal pollution [30].

(2) Rice processing is a lengthy process, and problems
such as broken rice and fumigant residue easily arise
in the process of impurity removal [31]. China’s rice-
quality standards stipulate that no flavor or pigment
is allowed in rice. Yet, to increase profits, some
enterprises in China add fragrance to rice or treat it
to increase its brightness. When polishing rice, it not

2 Computational Intelligence and Neuroscience
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only adds water but also illegally adds mineral oils,
thus processing ordinary rice into “poisonous rice.”

(3) With regard to packaging, the plastic woven bags
mainly used for rice commodities offer a simple, low-
price packaging method. However, the material has a
poor moisture barrier and moisture resistance,
resulting in problems such as oxidization and
mildew.

(4) Storage and transportation links: improper ware-
house storage makes rice prone to mildew. In ad-
dition to changing the color of rice, mildew can
produce harmful molds and microorganisms [32].

(5) +e sales link of rice is widely distributed and
contains a large amount of information. As the
terminal link of the supply chain, it directly faces
consumers. If there is an information supervision
problem in this link, it can seriously affect the whole
supply chain.

In summary, the types of hazards in each link of the rice
supply chain are complex, and safe and efficient supervision
is needed. However, traditional blockchain supervision
systems generally have problems such as large differences in
inspection standards and inconsistent data storage formats
in all links of the supply chain. It is difficult to effectively
enter the multilink information of a complex supply chain. It
is also difficult to build models and systems based on these
data in the follow-up process, making it difficult to solve the
problem of rice quality in terms of data security.

Based on the rice supply chain process and the business
characteristics of enterprises in the supply chain, we divided
the rice supply chain into 13 links and five types of key data:
main information, basic information, environmental in-
formation, hazard information, and transaction and price
information (Table 1).

+e subject information is the enterprise information in
different links of the supply chain, including the enterprise
name, the person in charge, and contact information. +e
basic information is the information recorded by the en-
terprise staff in each link, such as rice type, sampling in-
spection record, rice milling method, and whether it is
genetically modified. Environmental monitoring informa-
tion is the information recorded by sensors in the supply
chain, including temperature and humidity, carbon dioxide
concentration, and real-time photos. Hazard information
mainly refers to the content of mycotoxins, pesticide resi-
dues, and heavy metals in rice during sampling inspection.
Mycotoxins mainly include aflatoxin B1, ochratoxin A, and
deoxynivalenol. Heavy metals include lead (Pb), cadmium
(Cd), Mercury (Hg), arsenic (As), and chromium (Cr).
Pesticide residues include chlorpyrifos, triazophos, carbo-
furan, and bensulfuron methyl. Transaction records and
price information include the commercial information
circulating among various links, and their confidentiality is
high. Table 1 summarizes the key information in each link.
Taking the processing link as an example, processing en-
terprises accept rice stored in multiple granaries, including
storage enterprises. After the rice is transported to the

processing plant, the processing plant also needs to carry out
various processes, such as removing the husk, rice milling,
color selection, and polishing. +is study regarded the
abovementioned processes as independent links. Detailed
information classification can further optimize the process
architecture of the supply chain business system and can be
used as the basis for establishing an information supervision
model for the safety and quality of the rice supply chain.

4. Blockchain-BasedSupervisionModel forRice
Supply Chain Information

Traditional rice supervision systems store supply chain in-
formation in a central database. Its supervision timeliness is
poor, data are easily tampered with, flow between enterprises
is difficult, and the enterprise data query efficiency is low. A
blockchain stores enterprise data with a distributed ledger
instead of a central database to achieve data sharing and
value transfer between upstream and downstream enter-
prises in a supply chain. Using blockchain technology, an
improved consensus algorithm, and the principle of cryp-
tography, this study built a rice supply chain information
supervision model based on supply chain processes and the
characteristics of enterprises in the chain. +e model in-
cludes not only complete supervision of the supply chain but
also government agency supervision, as well as the data
uploading and data sharing of enterprises. Querying and
consumer commodity traceability are employed to achieve
integrated supervision. In this way, rice information can be
supervised and managed from the supply chain, which
ensures the security and authenticity of data circulated in the
supply chain. Meanwhile, it reduces the information gap
between consumers, regulators, and enterprises in the
supply chain and avoids the generation of information
islands.

+is study regarded each link in the rice supply chain as a
node in the blockchain, and each node corresponds to a
cloud database. Each node in the supply chain invokes a
smart contract deployed in the blockchain network through
the supervision system and carries out network consensus
through an improved PBFT consensus algorithm. Enter-
prises in all links can encrypt and store the data in the system
through this system. After blockchain network consensus,
plaintext and ciphertext data in the supervision system are
recorded in a cloud database, and a small part of the
plaintext data, information summary, and key are saved in
the blockchain network (Figure 1).

Combining regulatory authorities and supply chain
enterprises and based on the key information classification
table, we standardized the data uploading or traceability of
supply chain links (e.g., production, processing, ware-
housing, transportation, and sales), which can achieve ef-
fective information supervision of the entire rice supply
chain.

+e model mainly includes rice supply chain network
nodes, data hierarchical encryption, storage mode, and
CPBFT. +e data hierarchical encryption and storage mode
combined symmetric encryption and hash encryption

Computational Intelligence and Neuroscience 3
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algorithms to ensure the security and privacy of the data
uploaded to the blockchain network and the cloud database
in the process of circulation and storage. Advanced En-
cryption Standard (AES) is used to ensure data confiden-
tiality. It is characterized by that both sides of
communication use the same key in the process of en-
cryption and decryption. Hash encryption algorithms can
compress arbitrary length data into information summary of
fixed length to realize digital signature and data integrity. As
a partial synchronous pattern consensus algorithm, PBFT
has been widely used in the alliance chain.+e algorithm can
solve the Byzantine problem, which is relatively efficient and
widely used [33]. However, when the algorithm is applied to
the supervision of agricultural products with many coverage
links, there are still some problems, such as high overhead,
low throughput, and low performance. CPBFT introduces
the credit-scoring mechanism in PBFT, which scores and
grades the credit of supply chain enterprise nodes to ensure
the efficiency of consensus. At the same time, the algorithm
improves the reliability of supply chain supervision. In
addition, based on the model, this study designs the in-
formation supervision prototype system, constructs the
system infrastructure, and analyzes the complete operation
process of the system.

4.1. Hierarchical Data Encryption and Storage Mode.
Based on the above classification of key information in each
link of the rice supply chain, as well as the integration of data
privacy, encryption algorithm security, algorithm time
complexity, and space complexity in each link, we per-
formed the hierarchical encryption and secure storage of
supply chain circulation data. Figure 2 shows the data flow in
the encryption and storage mode.

We mainly used the AES encryption algorithm and SM3
password hash algorithm to encrypt and decrypt the supply
chain information. +e AES encryption algorithm uses ECB
and CBC working modes. +e difference between AES
working modes is reflected in the association between
plaintext data blocks, although the processing flow inside the
AES encryptor is the same. Algorithm 1 shows the AES
encryption process, and Algorithm 2 shows the decryption
process. NR is the number of encrypted rounds. For different
key lengths, the number of rounds is different, and W is the
extended key array.+e SM3 hash algorithm is a commercial
hash algorithm standard published by the State Encryption
Administration of China. +e algorithm has excellent an-
ticollision ability and is very suitable for privacy data en-
cryption in a rice supply chain. For a plaintext message m
with a length of less than 264 bits, the SM3 hash algorithm
generates a hash value (ciphertext) after filling and iterative
compression. +e hash value length is 256 bits. Algorithm 3
shows the encryption process.

4.1.1. Level I Privacy Data Encryption. Hazard information
is defined as level I privacy data. In this mode, the AES
algorithm ECB mode is used to encrypt level I privacy data

and then transmit it to the cloud database. In this mode, the
encryption of each plaintext block is completely indepen-
dent. +e data are grouped with 128 bits, and the remaining
insufficient bits are filled to reach the integer multiple of the
packet:

x1, x2, x3 . . . . (1)

Each group of data and the key of the same length are
used as input, and new data packets are generated by in-
dependent encryption. +e same is true for decryption. +e
encryption process is

y1 � Ek x1( , y2 � Ek x2( , y3 � Ek x3(  . . . . (2)

+e decryption process is

x1 � Dk y1( , x2 � Dk y2( , x3 � Dk y3(  . . . . (3)

+e AES algorithm ECB working mode can carry out a
large number of parallel calculations, which is suitable for
rice hazard information with large amounts of data. In this
mode, the data key is randomly generated by the algorithm
and uploaded to the blockchain network for storage to
ensure the randomness and security of the key and mitigate
the risk of key disclosure in symmetric encryption.

4.1.2. Level II Privacy Data Encryption. Transaction records
and price information are defined as level II private data. For
level II private data, the AES algorithmCBCmode is used for
encryption, and ciphertext data are transmitted to the cloud
database.

In the process of privacy data encryption, the first
plaintext data packet is XOR with the randomly generated
initial vector IV. +en, packet encryption is carried out, and
the ciphertext output by this group and the XOR of the next
plaintext packet are used as the input of the next packet
encryption. In this way, until encryption is completed, the
decryption process is the same.

Encryption process:

y0 � IV,

y1 � Ek y0 ⊕x1( ,

y2 � Ek y1 ⊕x2(  . . . .

(4)

Decryption process:

y0 � IV,

x1 � Dk y1( ⊕y0,

x2 � Dk y2( ⊕y1....

(5)

+e output of each ciphertext in this mode is related to
its corresponding plaintext packet and all previous plaintext
packets; thus, the ciphertext generated by the same plaintext
may be different. +erefore, compared with the ECB mode,
the CBC mode has stronger security and is suitable for
commodity value guarantee with a higher security level. In
addition, in this process, the data key is generated and stored
in the same way as with level I privacy data.

6 Computational Intelligence and Neuroscience
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4.1.3. Level III Privacy Data Encryption. Subject informa-
tion, basic information, and environmental information
are defined as class III privacy data. For subject infor-
mation, the amount of data is small, and the degree of
importance is high. +is mode adopts the method of
directly transmitting data to the blockchain network. For
all level III privacy data, the SM3 cryptographic hash
algorithm is used for encryption. +e algorithm first fills
the data and then expands the filled data, iteratively
compresses the expanded data, and finally generates an
information summary with a length of 256 bits. Finally,
the encrypted information summary is uploaded to the
blockchain network, and the level III privacy data are
uploaded to the cloud database in plaintext. +e com-
pression function of the SM3 cryptographic hash algo-
rithm has a similar structure to that of SHA-256, but the
structure of the compression function of the SM3
cryptographic hash algorithm and the design of the
message expansion process are more complex. Each
round of the compression function uses two message
words, and each round of the message expansion process
uses five message words, which can further ensure that
high-privacy data are nontamperable.

4.2. Practical Byzantine Fault-Tolerant Consensus Algorithm
Based on Credit Score. +e PBFT algorithm is a partially
synchronous mode consensus algorithm. To ensure that
nonfault nodes execute client requests in the same order,
third-order broadcast communication is needed to ensure
security in the asynchronous mode, resulting in a great deal
of communication overhead. At the same time, PBFT lacks
the mechanism of troubleshooting nodes, and the selection
of master nodes is arbitrary. +e probability of selecting
Byzantine nodes as master nodes is high, and the frequent
replacement of master nodes greatly affects system efficiency
[28, 34]. +erefore, this study improved the original PBFT
algorithm and designed CPBFT (PBFT based on credit
score) according to the characteristics of rice supply chains.
Taking the transaction time and honesty of the nodes in the
rice supply chain as the main reference factors, we scored the
behavior of all nodes participating in consensus in the supply
chain. +e credit-scoring model divides the nodes into fault,
ordinary, supervision, and candidate nodes according to the
score and then optimizes the selection strategy of the main
node, reduces the possibility of the main node becoming a
Byzantine node, reduces the amount of view switching, and
improves the efficiency of the information supervision

CPBFT

Purchasing

Tracing

Supervise

Enterprise node of rice supply chain

Regulator Consumer

Hierarchical encryption and
storage mode

Node credit scoring
mechanism

Upload and download of supply
chain data

Consensus data Supply chain terminal goods and traceability information
Encrypting and storing information Regulatory data

Encrypted
data

Encryption
key

Blockchain
network

Logistics

Figure 1: Rice supply chain information supervision model.
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system. Figure 3 shows the classification and conversion
mode of consensus nodes.

4.2.1. Credit-Scoring Mechanism of Nodes. In this model, it
is necessary to first conduct multiple rounds of PBFT
consensus and then select the consensus set, eliminate nodes
that fail in the consensus process or send messages incon-
sistent with most nodes, and conduct node credit scoring to
remove most nonsystem interference factors.

After each correct consensus, the credit score of the
corresponding node is added β. After n rounds of consensus,
all honest nodes will correctly complete the consensus, and
the node’s credit score will be η. +e traditional PBFT
consensus algorithm has 3f+ 1 nodes, and at least 2f+ 1
honest nodes can complete consensus. If a malicious node
wants to join the consensus set, it must be honest every time.
At this time, the credit score of more than 2f+ 1 nodes will be
divided into η and is marked as an honest node. +is will be
reached within specified time η. +e node with the score is
marked as an ordinary node and can only participate in
consensus. A node that fails to reach the score is regarded as
a fault node. After multiple consensuses, according to the
credit score of the node, the nodes participating in consensus
can be divided into ordinary, supervision, candidate, and
fault nodes. +ese nodes perform different functions in the
consensus to maintain the stable operation of the rice supply
chain information supervision system. Table 2 shows the
specific node division method.

In the unimproved PBFT consensus mechanism, the
master nodes are randomly selected by formula
p � vmod|R|, where p is the master node number, v is the
view number, and |R| is the number of nodes. +e proba-
bility that the selectedmaster node is a Byzantine node is 1/3.
In this model, the node with the highest score among the
candidate nodes is selected as the master node of the next
view. If there is no single node with the highest score, the
system randomly selects a node with the highest score
among the candidate nodes as the master node. After a
period of time t, the master node resets the node credit score
and downgrades to an ordinary node to avoid the problem of
overcentralization of the system. +e main node selection
mechanism of this model reduces the possibility of a Byz-
antine node becoming themain node, reduces the number of
attempts to switch, reduces communication overhead, and
improves system efficiency and security.

In the process of consensus, there are often objective
fault nodes and subjective malicious nodes caused by un-
avoidable physical conditions, such as enterprise host fail-
ure, communication system delay, and supply chain link
change. +e role of the monitoring node is to eliminate the
problem nodes in these situations. In the process of con-
sensus, the monitoring node can record information that has
been judged malicious by the system and then deprive it of
consensus authority. In addition, the monitoring node can
also record the node that does not send feedback infor-
mation to the client within the specified time, or the
feedback information is inconsistent with the feedback in-
formation of most nodes. +en, the system will mark the

node as a failed node and temporarily deprive it of consensus
authority. When the problems of malicious or failed nodes
are repaired, the system will initialize them as ordinary
nodes. +e existence of a supervision node further reduces
the possibility of fault nodes in the consensus node, im-
proves consensus efficiency, and reduces system overhead.

4.2.2. Consensus Process. Figure 4 shows the CPBFT algo-
rithm flow. After a consensus is started, all nodes are ini-
tialized and classified according to their credit scores.
However, since the credit scores of the nodes are all 0, all
nodes are ordinary nodes at the beginning, and the primary
node is randomly selected according to the p � vmod|R|

formula for consensus. After multiple consensuses, each
node receives a corresponding credit score, and the node
credit score system is gradually established. +e model di-
vides all nodes into four types with different functions and
permissions and selects the main node according to the node
credit-scoring mechanism. After the client sends the request,
the master node broadcasts the proposal. If the replica node
does not respond, the mechanism determines that the
master node has a problem and records the delayed response
information to the monitoring node. +en, the monitoring
node judges whether the primary node is a failed node or a
malicious node. +en, the mechanism will perform credit
score reduction and node consensus authority deprivation
for the corresponding nodes. +e consensus process then
returns to the node classification stage after view switching
and finally reclassifies the nodes to select a new primary node
for consensus. If the master node is an honest node, the
consensus is completed at one time, and the algorithm will
add points to the node that successfully records the infor-
mation to the local node.

4.3. Design of the Information Supervision Prototype System.
Based on the above model and the needs of all links in the
rice supply chain, we designed a rice supply chain infor-
mation supervision prototype system. Figure 5 shows the
system architecture, which is divided into application layer,
consensus layer, storage layer, and perception layer.

As the data-acquisition end of the system, the sensing
layer mainly collects the various business data and hazard
information of supply chain enterprises through tempera-
ture and humidity sensors and infrared scanning and
photographing equipment. It then transmits the data to the
data storage layer through wireless sensor networks, 4G/5G,
Wi-Fi, and other networks. +e storage layer includes a
cloud database and hyperledger fabric blockchain platform
storage, in which data in the blockchain are stored in the
form of files. Enterprises first perform data cleaning,
transformation, and fusion and then encrypt and store data
according to its privacy level through smart contracts. +e
hierarchical encryption and storagemode can ensure storage
efficiency, decentralize data, and make data more secure and
reliable. Meanwhile, this mode also facilitates user data
query. +e consensus layer encapsulates the improved
consensus algorithm and mechanism. +e credit-scoring
model divides the consensus nodes into four categories,
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which can enable highly decentralized nodes to efficiently
reach consensus on the effectiveness of block data in a
decentralized blockchain network. +e application layer
provides corresponding functions to regulatory authorities,
enterprises, and consumer users in the form of web pages
and mobile apps. Further, it divides authority levels
according to different users, mainly including information
traceability, enterprise authority management, and supply
chain supervision functions. It can also observe the number
of nodes and score changes in real time.

+e system adopts a hyperledger fabric open-source
blockchain platform to construct the supply chain block-
chain network. Its essence is the uploading and querying of
the blockchain ledger and cloud database by supply chain
node users through the client interface. +e system adopts a

B/S structure, CentOS 7 as the operating system; Docker
18.09 as the container engine; and go, JavaScript, HTML,
and CSS for program development. CouchDB, LevelDB, and
MySQL are used as database servers. MySQL is themain data
storage database, and CouchDB and LevelDB are the status
databases in the blockchain network. +e state database is
just an index view in the transaction log in the chain and can
be regenerated from the chain at any time. Before data
transactions, the state database will be automatically restored
when the peer node starts or is generated as needed. LevelDB
stores chaincode data as key value pairs, while CouchDB,
which is mainly used in this system, uses JSON to store data,
which can support richer queries.

In this study, different users who log in to the system
have different permissions, which can be achieved by the

SM3
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Regulatory
authorities
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Plaintext

Encryption

Ciphertext

Plaintext

Encryption

Ciphertext

Plaintext
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Plaintext

Encryption

Ciphertext

Secret
key

IV

Level I privacy data Level II privacy data Level III privacy data

Generate random key
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Figure 2: Hierarchical data encryption and storage mode.
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hyperledger fabric’s own management user ID and mem-
bership authentication function for all blockchain partici-
pants. Moreover, the fabric access control list can also enable
different users to authorize different permissions. Figure 6
shows the system sequence diagram. +e personnel of

multiple production, processing, transportation, packaging,
and sales enterprises and regulatory agencies in the supply
chain can use the system, and the user has the authority to
upload and query data. Users log in to the system and upload
data. At this time, the system calls up the smart contract and

Input: plaintext, key
Output: ciphertext
/∗ First, the algorithm expands the input key and stores it in W ∗/
AddRoundKey(state,w) // Bitwise XOR between the extended key in W and the matrix column
state� plaintext
for(r� 1; r<�Nr; r++) {
SubBytes(state) // Find the S-box and output four new bytes to form word
ShiftRows(state) // Each row of the matrix is shifted left circularly in bytes
if(r !�Nr) {
MixColumns(state) // Column-by-column transformation of matrix
}
AddRoundKey(state, w) // In this round of encryption, XOR each column with the extended key
}
ciphertext� state

ALGORITHM 1: Process of AES encryption.

Input: plaintext, key
Output: ciphertext
/∗ First, the algorithm expands the input key and stores it in W ∗/
state� ciphertext
AddRoundKey(state,w) // Bitwise XOR between the extended key in W and the matrix column
for(r�Nr; i>� 0; i--) {
InvShiftRows(state) // Rotate each row of the matrix to the right
InvSubBytes(state) // Find the inverse S-box and output four new bytes to form word
AddRoundKey(state,w) // In this round of decryption, XOR each column with the extended key
if(r !�Nr) {
InvMixColumns(state) //Inverse column transformation of matrix
}
}
plaintext� state

ALGORITHM 2: Process of AES decryption.

Input: plaintext
Output: ciphertext
plaintext�m
/∗ Fill the message m with M1, which is an integer multiple of 512
Group the filled messages, where B (0) B (1)... B (n− 1) where n� (L +K+ 65)/512, and l is the plaintext length ∗/
for (i� 0; i< n; i++) {
+e packet message Bi is extended to generate 132 words
Carry in the generated word for iterative compression
}
+e final hash value is obtained by iterative compression, IV (n)�CF (IV (n− 1), B (n− 1))
ciphertext�V (n)

ALGORITHM 3: Process of SM3 encryption.
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encrypts it according to the data privacy level of the rice
supply chain. +e encryption key is randomly generated by
the system. Part of the data is saved to the traditional da-
tabase, and the other part of the data and the key participate
in node consensus and upload to the blockchain. At the same
time, the system updates the enterprise node credit score of
the supply chain to ensure efficiency consensus.

5. Performance and Effect Analysis

5.1. Model Analysis. In the practical application of a tradi-
tional rice supervision model, due to the use of a central
database, data are easily tampered with, and enterprise data
traceability and query efficiency are low. Blockchain stores
enterprise data with a distributed ledger instead of a central
database, which can achieve data sharing and value transfer
between upstream and downstream enterprises in the supply
chain. Based on rice supply chain processes and the business
logic of enterprises in the chain, we built an information
supervisionmodel using blockchain, an improved consensus
algorithm, and cryptography principles to ensure the safe,
efficient flow of data in the chain.

In our model, symmetric and hash encryption algo-
rithms are used to encrypt rice supply chain data twice
before data connection. +e blockchain network stores a
small amount of plaintext data, information summary, and
keys at a high security level. Most ciphertext and plaintext
data are stored in a cloud database, which can ensure the
security of information storage and circulation in the whole
system. In addition, this mode differentially encrypts dif-
ferent data safely registered in the supply chain information
flow, standardizes the data storage and management process
of the whole system, completes the hierarchical storage of
data, and makes system resource investment proportional to
data importance. In this mode, various encryption algo-
rithms are used to ensure the confidentiality, integrity, and
availability of sensitive data. +is helps protect the key
sensitive data of rice supply chain enterprises; the hierar-
chical structure can also meet the needs of regulators for
efficient supervision.

In terms of the safety of the algorithm, the selection of
master node is arbitrary in the consensus process of PBFT.
+e algorithm can select the master node in turn according
to the node number. CPBFT uses PBFT as the consensus
core, and its intragroup consensus and global consensus
antiattack capabilities are consistent with PBFT. +e fol-
lowing focuses on the security performance of CPBFT
against witch attack and conspiracy attack.

Sybil Attack refers to Byzantine node illegally inventing
multiple identities to attack the network. In this study, the
credit-scoring method is used to elect high credit nodes to
participate in the consensus, while the nodes with low credit
will be stripped of the authority of consensus by the system
so as to reduce the probability of Sybil Attack.

Collusion attack means that multiple Byzantine nodes
give a trust evaluation higher or lower than the actual level,
which makes the trust value of the evaluated node deviate
from the actual trust value. When the total number of
Byzantine nodes in CPBFT does not exceed 1/3 of the total

number, even if all Byzantine nodes collude, the system can
still reach a correct consensus. And once malicious behavior
occurs in the consensus proposal, the node is highly likely to
be determined as a Byzantine node, and the monitoring
node can record the information that has been determined
as a Byzantine node by the system and then deprive its
authority of consensus. +erefore, the node collusion attack
can only increase the opportunity for Byzantine nodes to
enter the set of alternative nodes through voting collusion,
and the node credit-scoring mechanism of CPBFTcan adjust
and divide the credit score in real time according to the
situation. When there are great differences in the credit
evaluation of the attacked node, the system will change the
parameters in the mode of division in Table 2 in real time to
reduce the impact of collusion attack on consensus security
so as to ensure the high reliability of the candidate node.

In addition, we conducted a system simulation on a
hyperledger fabric platform and compared the traditional
PBFT algorithm with the proposed CPBFT algorithm in
terms of total communication between nodes and
throughput. +e communication overhead of the node was
directly proportional to the number of communications
between nodes in the consensus process. +e main purpose
of the CPBFT algorithm is to reduce the number of failed
nodes in the consensus node to reduce communication. In
the system simulation, one-third of the nodes were set as
fault nodes. As shown in Figure 7, the communication of the
CPBFT algorithm increases slowly, while the communica-
tion of the PBFT algorithm before improvement increases
rapidly. +erefore, it can be seen that the CPBFT algorithm
can effectively reduce communication overhead and
broadband pressure.

+roughput refers to the number of transactions com-
pleted in a unit of time. CPBFT can effectively reduce the
number of consensus nodes and shorten communication
time. +e probability that the master node is a reliable node
is higher, the probability of error is smaller, the amount of
view switching is reduced, and the time to complete con-
sensus is shortened. For our experiment, we sent 800 re-
quests to the client, recorded the number of transactions that
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node
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Figure 3: Category and transformation of consensus nodes.
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Table 2: Division mode of nodes.

Node name Node classification Node function
Common node Node that reaches credit score η within time t Can only participate in consensus
Supervision
node

2(2f+ 1)/3 nodes that first reach credit score λ among
ordinary nodes

Can participate in consensus and can record the information of
the problem node

Candidate node 2(2f+ 1)/9 nodes that first reach credit score μ among
ordinary nodes Can participate in consensus and select the master node from it

Fault node Nodes that do not reach η score within time t Cannot participate in consensus

Start

Select the master node
according to the credit

scoring mechanism

Whether the replica node
responds to the proposal

The client sends a request to
the master node

Divide all nodes into four
categories: common nodes,

fault nodes, supervision
nodes, and candidate nodes

Master node broadcast
proposal

The system records the delayed
response information to the 

supervisory node

Initialize the node

Complete multiple consensus

Complete a consensus

Finish

All nodes record transaction
information locally, and add

β points to nodes that
successfully record the 

information

The master node is an honest
node

Determine whether it is a
Byzantine node

Deprive the node
of consensus 

authority

View switch

Deduct α points for this
node 

YES

NO

NO

YES

Figure 4: +e process of CPBFT.
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Figure 6: Sequence diagram of the information supervision prototype system.
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could complete consensus per second, and tested it with
different numbers of nodes. Figure 8 shows the CPBFT
algorithm. With the increase in the number of nodes in the
network, the throughput of both algorithms shows a
downward trend. Overall, however, the throughput of the
CPBFT algorithm is much higher than that of the improved
algorithm.

5.2. Systematic Analysis. After the field investigation of
several rice enterprises, we initially chose to apply the system
to a grain and oil enterprise in Changde City, Hunan
Province, China, to verify the system’s effectiveness. +e
enterprise’s industry involves all links of the rice supply
chain. All links have complete monitoring and inspection
equipment and stable communication, and all data records
are detailed and complete. However, as a result of internal
information storage among enterprises and various ex-
changes between companies, the difficulty of supervision is
further increased. In addition, all supply chain data of the

enterprise are stored in the central database, and data se-
curity is difficult to ensure. +erefore, the proposed rice
supply chain supervision system was selected to optimize the
supervision and management ability of the enterprise.

Figure 9 shows the system interface. Figure 9(a) is the login
interface of the supervision system. After logging in to the
system, a supervisor user with administrator authority can
supervise and manage all circulating data in the rice supply
chain. After logging in to the system, the enterprise user can
upload and query information for the entire rice supply chain.
+e supervision user can search and query all data uploaded by
an enterprise in the supply chain supervision interface, including
its main information, basic information, hazard information,
environmental information, and transaction and price infor-
mation. As shown in Figure 9(b), all query information is the
main data of the supply chain enterprise, which is encrypted and
uploaded to the blockchain network and cloud database by the
system.+e system decrypts the plaintext data again.+is mode
effectively ensures security and privacy in the process of data
storage and transmission. If it is verified as bad data, the
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regulator can mark the data and conduct a secondary sampling
inspection of the information to finally determine whether the
enterprise information is true and reliable and whether the rice
quality is good. Users can query the information and stored data
of each block in the privacy data management interface of the
enterprise. Moreover, the user can decrypt the stored data
according to the privacy level, as shown in Figure 9(c).
Figure 9(d) shows system consensus management. +e main
interface is a visual interface. +e user can see real-time changes
in the total number of consensus nodes and real-time changes in
the type proportion of consensus nodes. Users can also select an
enterprise node to view real-time changes in the credit scores of
the node. Regulators can learn the latest change trend in con-
sensus nodes through the consensus management function and
adjust the credit score value in a timely way to improve con-
sensus efficiency.

Compared with traditional systems, the proposed rice in-
formation supervision system has a detailed division of per-
missions. Regulators can query all supply chain circulation data
in the system, while enterprise users can upload data and view
node consensus. +e corresponding permissions are different
according to the different supply chain links of the enterprise. In
addition, the regulator can query information and analyze

privacy in real time according to data privacy level to determine
the authenticity of enterprise information and the security of
rice-quality data. Moreover, while monitoring the supply chain
nodes, the system’s visual interface canmore intuitively show the
data transmission efficiency of the supply chain.

6. Conclusions

+e traceability, decentralized, and tamper-resistant char-
acteristics of blockchain technology are in line with the
requirements of information supervision system, and
blockchain technology has broad development prospects in
the field of information supervision system for rice supply
chains. +is study deconstructs and analyzes the quality and
safety information of each link of the rice supply chain at the
information level and establishes a key information classi-
fication table for each link. Combining cryptography with
the characteristics of rice supply chains, a hierarchical data
encryption and storage mode is proposed to ensure the
security and privacy of data uploaded to the blockchain and
cloud database in the process of circulation and storage. In
addition, a scoring mechanism is introduced into the
consensus process of the blockchain network. Supply chain

(a) (b)

(c) (d)

Figure 9: Front-end interface of the prototype system. (a) Supervision system login interface. (b) Supply chain supervision interface.
(c) Privacy data management interface. (d) System consensus management interface.

Computational Intelligence and Neuroscience 15



RE
TR
AC
TE
D

enterprise nodes are scored to improve consensus efficiency.
+e improved consensus algorithm also improves the reli-
ability of supply chain supervision.

Verified using practical cases, this research can help
optimize regulator information supervision processes in rice
supply chains, and the proposed rice supply chain infor-
mation supervision system can provide a feasible solution
for grain and oil supervision. +e proposed approaches in
the paper can combine other deep-learning algorithms to
study the identification and prediction problems, and can be
applied to other fields such as signal processing and engi-
neering application systems [35–41].
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fdence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

Te corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.
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Intelligent control technology is not only the use of the so-called highly sophisticated technology in the daily life of the elderly but
also control services according to the individual needs of the elderly.0is paper combines research in psychology and ergonomics
to explore how to use the living space to build indoor scenarios that influence the behavioural and psychological changes of the
elderly based on satisfying functionality. 0e external environment influences the user’s perception, and the perception de-
termines the user’s behaviour. 0rough the construction of scenarios, objects and people can interact with each other, thus
achieving the objective of “solitude but not loneliness” for the elderly living alone and providing a modern ageing environment
with high safety, convenience, quality, and comfort for the elderly.

1. Introduction

With the development of ageing population, developed
countries such as Europe and the United States are entering
an ageing society first. More andmore attention is being paid
to the issue of elderly people’s retirement. With their strong
economic strength and the advantages of science and
technology, developed countries have been developing their
medical and healthcare services. Especially with the rapid
development of electronic and information technology,
developed countries have taken the lead in exploring the use
of information technology to help traditional elderly care [1].
After IBM put forward the concept of “smart city,” countries
such as the UK, the US, and Japan have also put forward the
concept of “intelligent old-age care” or “intelligent care for
ageing.” 0e market-oriented operational characteristics of
smart old-age care in developed countries are obvious, and
the degree of commercialisation is high [2].

Commercial enterprises carefully analyse the needs of
the elderly for elderly care services, constantly optimise user
experience, and apply new technologies, so as to develop

newer and better products for smart elderly care services,
including health and medical information sharing data
platforms for the elderly, smart elderly community man-
agement platforms, emergency call systems, and intelligent
elderly care terminal products. A theoretical system and
industrial chain for smart elderly care have been initially
formed [3].

Old and frail, with children at home, but living alone in a
small space or courtyard bungalow is the current situation of
the elderly living alone in China. 0ey are relatively capable
of taking care of themselves, but can only maintain the status
quo for the time being. As they grow old and live alone in
small space for long periods of time and rarely leave their
homes, they gradually become isolated from their neigh-
bours and society and have a great need for spiritual
comfort. 0e elderly long for companionship, but their
families cannot be there for long.

Every family has an elderly person, but not every elderly
person has a family member with them. It is easier to know
than to do. At least one-third of urban families are of the
empty nest type, that is, elderly people living alone or an
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elderly couple with no children. While paying more at-
tention to these elderly people, the research aims to address
the loneliness of the elderly living alone, improve the quality
of their lives and living environment, andmeet their physical
andmental needs through scenario-based design so that they
do not feel lonely even when living alone. 0e study aims to
improve the quality of the elderly’s living and living envi-
ronment through scenario-based design, so that they do not
feel lonely even when living alone [4].

China has also entered a phase of rapid population
ageing. On the whole, the problem of insufficient supply of
elderly services and products and the structural imbalance in
the supply of social elderly service resources is also becoming
increasingly prominent. Taking advantage of the opportu-
nities brought about by the rapid development of the In-
ternet and information technology, it has become an
important task to build a well-off society to resolve the
contradiction between the growing demand for elderly
services and the unbalanced and insufficient development.
Compared with developed countries, China is relatively late
in the process of population ageing, and the development of
the domestic smart elderly care industry is still in the initial
exploration stage. 0erefore, by comparing and studying the
smart ageing in developed countries such as Europe,
America, and East Asia and then combining the actual
situation of ageing in China, summarising the experience
suitable for the development of smart ageing in China will
help to build and improve a smart ageing service system with
Chinese characteristics [5].

0e birth of intelligent device control technology is the
result of the mutual reaction between the pursuit of high-
quality physical and mental health of the elderly and the
rapid development of information technology. Intelligent
control technology is not only the use of the so-called highly
sophisticated technology in the daily life of the elderly but
also control services according to the individual needs of the
elderly. 0is paper combines research in psychology and
ergonomics to explore how to use the living space to build
indoor scenarios that influence the behavioural and psy-
chological changes of the elderly based on satisfying func-
tionality. 0e external environment influences the user’s
perception, and the perception determines the user’s be-
haviour. 0rough the construction of scenarios, objects and
people can interact with each other, thus achieving the
objective of “solitude but not loneliness” for the elderly
living alone and providing a modern ageing environment
with high safety, convenience, quality, and comfort for the
elderly.

2. Related Work

Many efforts have relied on existing Internet resources
and social forces to build public information platforms
and senior care information service network platforms
using technologies such as cloud computing and big data
to provide community-based care and nursing, health
management, rehabilitation, and other home care ser-
vices. For example, the authors of [6] proposed the
concept of “digital community” and “digital elderly care”

and conducted research and discussion. 0e authors of [7]
introduced the Hangzhou digital community to realize the
livelihood project of “digital elderly care” in the district.
Söker et al. [8] proposed a networked home care model.
Ostrowski [9] proposed a strategy for the construction of
digital elderly care services in the context of new ur-
banisation. 0e authors of [10] put forward the concept of
smart elderly care, pointing out that smart elderly care is
the use of the Internet of 0ings, cloud computing, and
other technologies to carry out comprehensive, online and
offline, integrated medical care and all-round elderly care
services. Glavič et al. [11] emphasised that smart ageing
provides comprehensive services for the elderly in terms
of clothing, food, housing, transport, entertainment, and
health, helping them to improve their quality of life while
not forgetting to help them reflect their value and dignity.
0e authors of [12] argued that smart ageing is a new
model of elderly care services, the core of which lies in
taking the needs of the elderly in groups as the guide,
mobilising various elderly care resources to coordinate the
actions of various elderly care-related parties through the
integration of advanced management and information
technology, so as to systematically, intelligently, and
humanely improve the capacity and level of community
elderly care services at home, and strive to provide the
lowest cost, highest efficiency, and most convenient ser-
vices, solving the problem of ageing in place for the elderly
in the community.

In response to the characteristics of the scattered
population living in the United States, a fleet of medical
services for the elderly (mobile medical network) has been
established in major cities in the United States, providing
a variety of services such as home medical services and
home care services in a midbus for the home-bound el-
derly in need [13]. It adopts market-oriented operation
and professional management, so that the elderly can
share service resources and reduce the cost of elderly care
services. 0e UK was the first country to introduce the
concept of “smart ageing.” 0e UK believes that com-
munity-based ageing is the most suitable model for ageing
in the country. More old people mainly are in the com-
munity, including senior housing, day care centres, senior
activity centres, and care institutions. [14]. 0e UK has a
high level of enthusiasm for volunteer participation in
community-based ageing. Germany is currently one of the
most ageing countries in Europe, with 23% of the elderly
over 60 years old. 0e elderly in Germany do not rely on
their children for their old age, but mainly rely on
themselves and the support of the state and society. In
order to cope with the shortage of manpower, Germany is
actively developing smart ageing [15]. Japan has the
highest level of ageing in the world. In order to cope with
the problem of ageing population, Japan attaches great
importance to the development of smart ageing as an
economic industry. 0e Housing Authority of Singapore
has tested and developed the “Smart Alert System for the
Elderly at Home.” 0e system monitors the lives of the
elderly and notifies caregivers in the event of an
accident [16].
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3. Intelligent Device Control

3.1. Intelligent Equipment Control. Since its introduction,
intelligent device control technology has sparked heated
discussions in all sectors of society and has been highly
respected by many elderly care institutions in particular as a
new type of industrial development driver [17]. Intelligent
device control technology not only pushes the development
and innovation of intelligent elderly care services to a higher
level but also allows the elderly to pursue a more com-
fortable, safe, and convenient living environment as their
living standards continue to improve [18].

0e birth of intelligent device control technology is the
result of the mutual reaction of the elderly group’s pursuit of
high-quality physical and mental health and rapidly de-
veloping information technology. Intelligent control tech-
nology is not only the so-called highly sophisticated
technology used in the daily life of the elderly but also
control services according to the individual need of the
elderly group [19]. Intelligent control technology is the
product of a high degree of integration of innovative
technologies such as Internet of 0ings technology, deep
neural network algorithms [20], intelligent control tech-
nology, and elderly service technology, providing a modern
elderly environment with high security, convenience,
quality, and comfort for the elderly [21].

3.2. Indoor Fall Detection. In this study, it was found that
there are two main causes of accidental falls in the elderly
population, namely, intrinsic physical factors and extrinsic
environmental factors.

A review of the literature on the epidemiology of falls in
China revealed that intrinsic factors include dulled senses,
reduced vision, slower reflexes, muscle deterioration, re-
duced balance, and central nervous system disorders, while
extrinsic factors include uneven surfaces in the area, poor
lighting, cluttered surroundings, and regular use of medi-
cations with dizzying side effects.0ese factors all contribute
to the increased likelihood of accidental falls in the elderly
population [22]. Reduced balance in older people is a key
factor in falling. Factors contributing to unintentional falls
in older people are shown in Table 1.

As people walk on their left and right feet, the associated
parts of the body work in tandem tomaintain balance, and in
doing so, they go through a tedious process of musculo-
neurotransmission, in which three main mecha-
nisms—perceptual, central, and musculo-organisational—
work together. If disturbances in balance occur in the elderly
population, such as peripheral neuropathy, vertigo, and
visual or muscle strength problems, the risk of accidental
falls increases significantly [23].

Falls in older people generally occur when the body’s
balance mechanisms are accidently disrupted, often within 2
seconds. 0is is much shorter than normal movements such
as squatting, lying down, or standing up. Because the human
body falls within a short period of time, the body’s centre of
gravity is shifted significantly in the direction of the fall, and
the fall is accompanied by three specific instantaneous values

of acceleration in the X, Y, and Z axes and the angle of tilt in
the three axes.

Most studies of accidental falls have used the change in
the 3D acceleration and tilt angle values during the fall as a
criterion for fall detection. 0e relationship between the 3D
coordinates and the human body is shown in Figure 1.

4. Fall Detection Algorithms

0e experiment consisted of 8 normal state transitions and 4
indoor fall states. A total of 1080 simulated data were col-
lected, 720 for daily activities and 360 for falls. It was found
that placing the integrated sensor at the waist to obtain the
acceleration signal of the human body can more accurately
reflect the degree of change of the overall movement state,
while the more complex transformation of the wrist or arm
cannot fully reflect the information of the human posture
transformation. 0erefore, the optimal position for the
sensor was chosen to be the waist and the sensor was fixed
directly in front of the volunteer’s waist. 0e required ex-
ample data are shown in Tables 2 and 3.

When experimenting with the fall detection algorithm, it
is important to first sort out the general idea of the entire
algorithm process and visualise it using a flowchart. 0e
general framework of the fall detection experiments is shown
in Figure 2, with each part of the experiment module de-
scribed later.

0rough the algorithm flowchart, we have a clear un-
derstanding of the process of this study on the detection of
accidental falls in elderly people, and each step of the al-
gorithm and its principles will be described in detail next.

Noise reduction: based on the fact that the original signal
of the sensor is mixed with a large amount of white noise,
which must be removed when applied in practical scenarios,
this experiment uses wavelet threshold noise reduction to
preprocess the original signal [24]. 0e wavelet threshold
noise reduction process is as follows:

(1) Wavelet transform of the original signal f (x) con-
taining noise to obtain the wavelet coefficients
w(j, k)

(2) 0resholding the coefficient set w(j, k) to obtain an
estimated coefficient set w(j, k) such that the dif-
ference between w(j, k) and w(j, k)′ is as small as
possible

(3) 0e estimated coefficient w(j, k)′ is reconstructed as
a wavelet, and the estimated signal f(k) is the noise-
free signal required for the experiment

0e angular velocity reflects the tilt of the human body in
the room, and the angular velocity of the human body on the
three axes during movement can also accurately characterise
the change in posture of the elderly. 0e angular velocities in
the three axes are also an accurate representation of the
changes in the posture of the elderly.0e improved formulae
for calculating SMA and angular velocity are shown in
equations (1) and (2), where the acceleration values in the X,
Y, and Z axes are taken and axis(t) is taken as the angular
velocity value in the X, Y, and Z axes, respectively.

Computational Intelligence and Neuroscience 3
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SMA(axis) � 
n

i�1
|axis(i)|, (1)

ta(axis) � 
timewindow

t�1
w axis(t) · dt. (2)

Kernel principal component analysis first maps the
original set of feature vectors to a high-dimensional space
through a nonlinear transformation and then achieves linear
separability in the high-dimensional space to obtain better
feature attributes than in the original space [25].

0e set of feature vectors Bn 
N

i�1 represents the nor-
malised set of human feature data, where Bn represents the
row vector of the nth human feature data. For each vector in
the set of feature vectors, a suitable nonlinear transformation
Φ(Bi): Rm⟶ H Bi⟶ Bi

′ is used to map the feature
vector Bi into the high-dimensional space H. In kernel

principal component analysis, the nonlinear transformation
Φ(Bi) corresponds to a different kernel function k(B, B′).
0e covariance matrix of the high-dimensional space H is
shown as follows:

 �
1
N



N

n�1
Φ Bn( Φ Bn( 

T
. (3)

0e formula for solving the eigenvalues of the covariance
matrix  and its corresponding eigenvectors is shown as
follows:

λu �  u. (4)

0e ith eigenvector ui of the covariance matrix  can be
represented by a linear combination of α(i)

n , where α(i)
n is the

summation coefficient, as shown in the following equation:

Table 1: Factors contributing to the occurrence of unintentional falls in older people.

Factor type Fall inducement
Physical internal factors Sensory retardation, vision loss, slow response, and central nervous system diseases
External environmental
factors

Skeletal muscle degeneration, uneven road surface, insufficient light, disordered environment, inappropriate
height of bed and chair, and dizziness and weakness caused by taking some drugs

Z

X

Y

Figure 1: Schematic diagram of the correspondence between 3D coordinates and the human body.

Table 2: Simulated data on daily behavioural activities required for the fall algorithm.

Behaviour type Human body state transformation Number of experiments

Daily behaviour activity simulation

From standing to sitting 90
From sitting to standing 90

From standing to lying down 90
From lying down to standing 90
From sitting to lying down 90

From lying down to sitting up 90
Stand and turn left 90
Stand and turn right 90

Table 3: Simulated data for accidental fall activity required for the fall algorithm.

Behaviour type Human body state transition Number of experiments

Indoor fall anomaly simulation

Fall to the left 90
Fall to the right 90
Fall forward 90
Fall back 90
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ui � 

N

n�1
α(i)

n Φ Bn( . (5)

Substituting equations (3) and (4) into equation (5) gives

λi 

N

n�1
α(i)

n Φ Bn(  �
1
N



N

n�1
Φ Bn( Φ Bn( 

T


N

m�1
α(i)

m Φ Bm( . (6)

0e inner product operation in the high-dimensional
feature space is replaced by a kernel function to obtain

k B, B′(  � Φ(B)
TΦ B′( . (7)

Multiply both sides of the equal sign in equation (6) by
Φ(B′)T at the same time to obtain

λi 

N

n�1
α(i)

n k B′, Bn(  �
1
N



N

n�1
k B′, Bn(  

N

n�1
α(i)

m k Bn, Bm( . (8)

According to (8), it is possible to calculate the elements
of the kernel matrix as shown in the following equation:

Kmn � k Bm, Bn( . (9)

To make the mean (1/N) 
N
i�1Φ(Bi) � 0, the kernel

matrixK in the centralized high-dimensional feature space is
also needed.

Unsupervised pretraining: for the data feature of acci-
dental indoor falls by elderly people, this topic uses self-
encoders for layer-by-layer unsupervised pretraining to
solve the gradient diffusion problem. 0e hidden layers of
the deep neural network are pretrained layer by layer, and
the parameters obtained from the pretraining are used as
initialisation values for the corresponding parameters of the
full algorithm.

To facilitate the computation of feature vector sets, the
raw signals including all anomalies and daily behaviour are
intercepted as time segments in this experiment. 0e length
of the time slice contains enough information about the
elderly action transformation for the computation of the
feature vector set and does not produce too long a response
delay. 0e calculation of the components of the feature
vector set in this experiment is based on the original signal
data population within the time window.

Detection and recognition classifier: based on the effi-
ciency and real-time criteria of the fall anomaly detection
algorithm, especially the requirement that the fall algorithm
can accurately determine the behavioural characteristics of
the elderly, this experiment decided to use a deep neural
network based on the back propagation algorithm as the
detection and recognition classifier for the whole fall al-
gorithm. 0e deep neural network classifier designed in this
experiment has 2 neurons corresponding to the classification
output and a forward fully connected pattern between the
layers.

5. Assessment of Fall Test Results

Evaluation metrics for determining whether a fall detection
algorithm is efficient usually include sensitivity and speci-
ficity. In this study, in order to effectively compare the
performance of classifiers, it was decided to use an evalu-
ation performance metric commonly used in deep learning
and statistics, namely, the error matrix [26].0e errormatrix
is a standard format for accurate evaluation, and these
metrics reflect the performance of the classifier from dif-
ferent aspects. 0e error matrices are shown in Table 4.
Sensitivity refers to the rate at which all fall abnormalities are
accurately identified in older people, and specificity refers to
the rate at which all normal everyday behaviours are ac-
curately detected in older people.

0e experiment was evaluated three times to assess the
classification effectiveness of each part of the feature vector
group. Using a comparative validation approach, each
feature vector group was selected to train the neural network
for recognition and classification.

5.1. Single-Variable Controlled Experiments. In this experi-
ment, a single-variable control approach was used, i.e., the
selected feature vector sets were not dimensionally reduced

Get original
signal 

Noise reduction

Dimensionality
reduction 

Unsupervised pre
training 

Identification
and classification 

Presentation of
test results 

Start

Figure 2: General framework of the fall detection experiment.
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by kernel principal component analysis and then trained for
deep neural network recognition classification, all other
conditions being identical. 0e classification recognition
results based on the single-variable control are shown in
Table 5. According to the data in the table, the sensitivity of
the feature vector group without kernel principal compo-
nent analysis dimensionality reduction reached 90.32% and
the specificity reached 93.48%. However, there is still a
significant difference between the training results obtained
by the algorithm and the results obtained by the algorithm.

5.2. Bivariate Controlled Experiments. 0is experiment uses
a bivariate control approach based on the above to
evaluate the effect of kernel principal component analysis
down scaling and unsupervised pretraining on the clas-
sification of the test set. Each human activity contained 14
coefficient matrices obtained by modelling the pre-
processed example data for training the deep neural
network and 14 coefficient matrices obtained by the same
method for classification tests of fall abnormal and normal
behaviour. 0e recognition classification results are
shown in Table 6. 0e experimental results show that the
sensitivity of recognition classification without kernel
principal component analysis and unsupervised pre-
training can reach about 94.57% and the specificity can
reach about 93.32%. 0is is still a significant difference
compared to 99.21% sensitivity and 98.97% specificity of
the algorithm. It can be seen that the deep neural network
with kernel principal component analysis and unsuper-
vised pretraining is more robust and has better general-
ization ability.

5.3. Identifying Classifier Experiments. 0e aim of this ex-
periment was to evaluate the effect of different recognition
classifiers on the classification of the test set of fall anomalies.
0e classifiers selected were support vector machines,
shallow feedforward neural networks, and deep neural
networks.0e tilt angle and signal amplitude were combined
into a 14-bit feature vector set, and for each human activity,
there were 14 coefficient matrices obtained by modelling the
coefficient data after data processing, dimensionality re-
duction, and unsupervised pretraining for training the three
classifiers mentioned above, and 14 coefficient matrices
obtained by the same method were used for testing the fall
detection classifier. 0e classification results of the different
recognition classifiers are shown in Table 7. According to the
experimental results, although the classification results of the
first two classifiers have reached a high level of accuracy,
there is still a significant gap compared to the deep neural
network, which has the advantage of balancing sensitivity
and specificity that other classifiers do not have.

6. Conclusions

In this paper, a fall detection algorithm based on kernel
principal component analysis and deep neural networks is
proposed to address a series of urgent problems such as the
vulnerability of elderly people to fall indoors and the po-
tential for multiple injuries after a fall. 0e algorithm takes
the raw signal from the integrated sensor, acceleration, and
body tilt as the feature vectors to be input, and after di-
mensionality reduction by kernel principal component
analysis and unsupervised pretraining by self-encoder, a
deep neural network based on backpropagation algorithm is

Table 4: Error matrix.

Positive sample Negative sample
Correct Accidental falls Daily behaviour
Error False accidental fall Pseudo-daily behaviour

Table 5: Results of fall detection based on single-variable control method.

Data preprocessing KPCA dimensionality reduction Unsupervised training Recognition classifier Sensitivity (%) Specificity (%)
Have Nothing Have Deep neural network 96.32 95.48
Have Have Have Deep neural network 99.21 99.87

Table 7: Fall detection results for different recognition classifiers.

Data preprocessing KPCA dimensionality reduction Unsupervised training Recognition classifier Sensitivity (%) Specificity (%)
Have Have Have Support vector machine 97.36 97.52
Have Have Have Shallow neural network 96.93 95.41
Have Have Have Deep neural network 99.21 99.87

Table 6: Results of fall detection based on bivariate control methods.

Data preprocessing KPCA dimensionality reduction Unsupervised training Recognition classifier Sensitivity (%) Specificity (%)
Have Nothing Nothing Deep neural network 94.57 93.32
Have Have Have Deep neural network 99.21 99.87
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,e importance of the humanities in promoting economic and social development is becoming increasingly clear. Combining
humanities with higher medical education in order to meet the needs of medical talent training in the new situation has become a
key component of higher medical education reform and development. Adult higher medical education is an integral part of higher
medical education, but it has different training objectives and training objects than regular higher medical education. ,ese
technological advancements are certain to hasten the continued emergence of education cloud or industry cloud, create a good
information-based environment for education informatization improvement, and pose technical challenges to resource allocation
in intelligent computing environments. Humanistic quality higher medical education based on the Internet of ,ings and
intelligent computing makes the efficient intelligent information system more open, interactive, and coordinated, allowing
students and teachers to perceive a variety of teaching resources more comprehensively.

1. Introduction

With the development of modern science and technology,
the role of humanities in promoting all-round economic and
social development is becoming more and more obvious.
,e combination of humanities and higher medical edu-
cation tomeet the needs of medical talent training in the new
situation has become an important content of the reform
and development of higher medical education. In the era of
increasingly prominent humanistic spirit, higher medical
education should cultivate talents with all-round develop-
ment of both humanistic quality and scientific knowledge
[1]. For a long time, Chinese medical education has paid
attention to the technical training of medical science and
ignored the humanistic nature of medicine, resulting in the
unreasonable knowledge structure of medical students and
the lack of humanistic spirit. From ancient times to the
present, the process of world medical education has expe-
rienced the initial integration and separation stage of hu-
manistic and professional education and gradually moved
towards a new level of integration [2, 3]. ,e development of

medical science also poses a severe challenge to the training
mode of new medical talents. ,e World Health Organi-
zation proposed five-star doctors as a global strategy in 1995,
stating that doctors should be healthcare providers, decision
makers, health educators, community leaders, and service
managers in the future [4]. ,is necessitates not only pro-
fessional knowledge but also a broad understanding of the
humanities and social sciences in today’s medical profes-
sionals. Adult medical college education is a vital component
of higher medical education, but it differs from traditional
higher medical education in terms of training objectives and
objects.,e key points of medical education reform in China
are focusing on humanistic quality education and closing the
gap between Chinese and developed countries’ medical
education [5].

Nowadays, with the proposal of the concept of hu-
manistic quality higher medical education, colleges and
universities across the country have carried out research on
the Internet of ,ings and big data based on intelligent
computing. ,ese technological innovations are bound to
accelerate the continuous emergence of education cloud or
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industry cloud and create a good information-based envi-
ronment for the improvement of educational informatiza-
tion. At the same time, it brings technical challenges to
resource allocation in intelligent computing environment
[6].,e task of the transport layer of the Internet of,ings is
to reliably transmit the information collected by a large
number of terminals to the background central server.
However, at present, the construction of the transport layer
network is far from reaching the level of welcoming the
explosion of the industrial scale of the Internet of ,ings.
,e massive data collected by the perception layer will flow
into the transport layer network in real time, which will lead
to network congestion or node failure. ,erefore, how to
quickly find network fault nodes is the guarantee for reliable
data transmission of the Internet of ,ings. Intelligent
computing is a powerful comprehensive computing method
that combines grid computing, parallel computing, and
distributed computing. Cloud computing has achieved
previously unimaginable results by using server cluster
[7, 8]. ,e campus Internet of ,ings construction needs to
rely on powerful storage and efficient computing technology
to realize higher medical education and humanistic quality
education [9].

,e storage and processing of massive data is the
prominent feature and ability of intelligent computing
[10, 11]. ,e intelligent computing mode of humanistic
quality education system in higher medical education can
ensure the security and normal operation of the data re-
sources of the medical education platform. Students and
teachers can access the medical education platform and read
data at any time through the Internet [12]. Internet of,ings
technology, like intelligent computing technology, is net-
work-based. ,e Internet of ,ings allows for human-
computer interaction as well as human-to-human interac-
tion. As a result, the Internet of ,ings is a physical Internet
that can cover everything in the world [13]. ,e application
benefits of Internet of ,ings technology in humanistic
quality higher education and medical education are pri-
marily manifested in that it makes the efficient intelligent
information systemmore open, interactive, and coordinated
and enables students and teachers to perceive all kinds of
teaching resources more comprehensively, so as to effec-
tively collect all kinds of required information, realize in-
telligent learning and teaching modes, and assist in the
realization of e-learning.

2. Related Work

Marques et al. [14] assert that, in terms of humanistic
quality, higher medical education’s mastery of humanistic
knowledge is not promising, as evidenced by a lack of literary
knowledge, historical knowledge, philosophical knowledge,
artistic knowledge, and language skills. Many domestic
scholars have recognized the seriousness of the problem,
conducted more research on how to inject humanistic spirit
into medical science education, discussed some important
theoretical problems of humanistic education in medical
colleges, and made many positive explorations in methods
and means [15] using the big data analysis method.

According to literature [16], most higher medical education
students have a strong desire and urgent need to strengthen
humanistic education, improve self-cultivation and cultural
taste, and perfect and realize life ideals and values. ,e
majority of medical students are positive, but their hu-
manistic quality needs to be improved, and humanistic
education in medical schools is not given enough attention.
,ere is a significant disparity between investment in hu-
manistic education and the construction of teaching re-
sources, teachers and disciplines, and a campus cultural
atmosphere. According to literature [17], most medical
courses are interspersed with some strong humanist courses,
and the teachers who teach them are mostly former
Marxism, Leninism, and ideological politics teachers. ,ey
equate humanistic education with ideological education and
the cultivation of the humanistic spirit with ideological
politicization, causing humanistic education to lose its vi-
tality. Humanistic spirit cannot develop as well as science
and technology in medicine. Zhu et al. [18] conducted
practical research on the necessity of humanistic spirit in
medical colleges from the perspective of curriculum through
the method of big data analysis and came to the conclusion
that medical courses must be combined with humanistic and
social courses in order to cultivate talents meeting social
needs. ,ibaud et al.’s research [19] shows that only by
integrating professional education with humanistic educa-
tion can the fundamental purpose of medical respect and
caring for life be restored. Mao et al. [20] pointed out that
higher medical education does not have a deep under-
standing of the concepts of humanistic quality, humanistic
quality education, humanistic spirit, etc. It is thought that
the current humanistic education model has to be enhanced
because it is primarily focused on a single curriculum and a
single teaching technique, neither of which can inspire
learning interest. ,e most significant humanities subjects
are psychology, literature, and law, which should be made
mandatory. According to the literature [21], students do not
pay enough attention to humanistic quality higher education
and medical education while using the big data analysis
approach. 58.3% of the students are not satisfied with the
humanistic quality education courses offered by the school,
ignoring humanistic quality education. Due to the lack of
teachers’ investment, curriculum arrangement, and teaching
equipment, students spend most of their time studying
professional courses. Wei et al.’s research [22] shows that
under the background of diversified socialist values, hu-
manistic quality higher medical education is seriously af-
fected by bad social atmosphere, such as money worship,
hedonism, extreme individualism, and some corruption.,e
value orientation of medical students is somewhat deficient,
and humanistic quality education is ignored, and under-
standing is vague. Khanna and Kaur [23] suggest that more
cross courses should be added to medical education and
practice in order to achieve the mutual penetration of
medical humanities and medical natural sciences.

Based on the Internet of ,ings and intelligent com-
puting, this paper studies the humanistic quality higher
medical education, analyzes the connotation, history,
function, influencing factors, and development
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characteristics of humanistic education in medical educa-
tion, explores the training strategies of humanistic quality
education for medical students under the new situation, and
puts forward some suggestions and countermeasures to
improve the humanistic education for medical students.

3. Principles and Algorithms of Internet of
Things and Intelligent Computing

3.1. Concept andAlgorithmof Internet of&ings. ,e concept
of Internet of ,ings was put forward by American scholars.
It is a network technology that can identify, locate, track,
monitor, and manage information resources. Under the
Internet of ,ings environment, humanistic quality higher
medical education is proposed, and a network model is
constructed, as shown in Figure 1.

,e components of the four-tier architecture of the
Internet of ,ings are as follows.

3.1.1. Perceptual Layer. ,e perception layer is mainly re-
sponsible for identifying objects and collecting information.
,e work of the perception layer needs to be completed by
some terminal devices. At present, the more popular devices
include two-dimensional code tags and readers, RFID tags
and readers, cameras, GPS, various sensors, and so on.

3.1.2. Transport Layer. ,e transport layer is mainly re-
sponsible for information transmission. ,e current
mainstream technologies include communication network,
wireless private network, Internet, and converged network.

3.1.3. Intelligent Processing Layer. ,e intelligent processing
layer creates the dynamic view corresponding to the physical
world in the digital/virtual space mainly through processing
and services such as dynamic aggregation, decomposition,
and merging of sensing information.

3.1.4. Application Layer. ,e application layer provides rich
specific services for users by using the analyzed information.
However, at present, the application of the Internet of,ings
shows the characteristics of “narrow but small,” and it is still
dominated by single and customized applications, and the
sharing and use of item information is not high. ,e process
of humanistic quality higher medical education based on the
Internet of ,ings is shown in Figure 2.

,e hierarchical clustering method is used to construct
the data acquisition tree. ,e data sensors in each unit of the
Internet of ,ings are regarded as a class. N classes are
divided according to N units. ,ese classes are aggregated
one by one according to the distance relationship. ,e
calculation process is shown in the following formula:

Dmn � 

a−x,b−y

m−1,n−1

dab

(x × y)
. (1)

In formula (1), let the classes of hierarchical aggregation
be M � m1, m2, m3, . . . . . . , mn , N � n1, n2, n3, . . . . . . ,

nn}, the distance between mn and nn is dab, and the distance
between classes is Dmn. According to formula (1), a data
collection tree can be constructed to provide the basis for
data collection.

,e distribution of data in the entire network has been
understood after the data acquisition tree has been constructed
using formula (1). ,e next step is to organize the electronic
data. ,e grouping effect is influenced by two factors: intra-
group distance AI and intergroup distance Bi. As a result, the
intragroup distance AI and intergroup distance Bi must be
calculated in order to determine the grouping data. ,e fol-
lowing is the procedure for calculating intragroup distance AI.
Calculate the total number of nodes in each group first.

x �
Ljexdij

dab(i, j)
. (2)

In formula (2), it is assumed that there are n data sensors
in the network, which can be divided into two categories: A
and B, where I is the degree of intragroup separation, J is the
number of groups, dab is the distance between two groups of
data, and X is the calculated data node. After calculating the
data nodes, calculate the distance variance of two groups of
data, as shown in the following formula:

y �
m,neydmn

dab(m, n)
, (3)

where M represents the number of nodes in the cell, n
represents the number of data in the cell, and Y is the
variance of data distance. Root work formulas (2) and (3)
calculate the distance AI in the data group:

AI � 
a

b

x

y
, (4)

where a � a1, a2, a3, . . . , an , b � b1, b2, b3, . . . , bn , x is the
calculated data node, and y is the variance of data distance.
,e calculation process of intergroup distance BI is shown in
the following formula:

BI � 
m

i−1


n

j−1
(x − y). (5)

,e intragroup distance AI can be calculated by formula
(4), and the intergroup distance Bi can be calculated by
formula (5). When the number of groups is large, the
intragroup distance AI will expand and the intergroup dis-
tance Biwill decrease; when the number of groups is small, the
intragroup distance AI will be reduced and the intergroup
distance Bi will be expanded. ,e grouping process of elec-
tronic data can be completed through the above formula.

If there is at least one path to connect ∀vi, vj ∈ V in a
graph G composed of complex networks, then G is called a
connected graph. Because there may be many paths between
nodes vi and vj, the shortest path is called the shortest path
connecting vi and vj. Assuming that σ(vi, vj) is the number of
shortest paths between nodes vi and vj and σ(vi, vj, vk) is the
number of shortest paths passing through vertex vk between
nodes vi and vk, then the intermediary centrality B(vk) of node
VK in Figure 2 is defined as follows:
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B vk(  � 
vi,vj∈V

σ vi, vj, vk 

σ vi, vj 
. (6)

As can be seen from the above definition, the more the
shortest paths passing through a node, the greater its node
intermediary centrality, and the shortest path in the network
topology is often the path for rapid information transmis-
sion. ,erefore, node intermediary centrality reflects the
bearing degree of nodes on information transmission in the
network.

In the figure, assuming that the degree of node vi is deg (vi),
then the sum of the degrees of all nodes in the graph is
vi∈Vdeg(vi); then, the degree centrality D (vi) of node VI is
defined as

D vi(  �
deg vi( 

vi∈Vdeg vi( 
. (7)

As can be seen from the definition above, a node is a
structure that connects two or more nodes together. ,e
ratio of a node’s degree to the sum of all nodes’ degrees in a
graph is known as degree centrality. ,e number of nodes
directly connected to a node is referred to as its degree
centrality. If a node has a high degree of centrality in a
computer network, the node could be in the middle of data
transmission. After a node is removed, the average shortest
path is an important indicator for determining network
connectivity, as it reflects the network’s reliability and
connectivity. ,e following is the definition:

l ≡ (d(v, w)) ≡
1

N(N − 1)

v∈V


w≠v∈V

d(v, w), (8)

where d(v, w) is the shortest path length between two
dissimilar nodes V and W in the network. In the small-
world network, the value of L is around 6; in WWW, the
value of L is around 17. After some nodes in the network are
removed, some nodes cannot be connected, and the dis-
tance between them tends to +∞, which is a value that
cannot be calculated conveniently. ,e concept of reverse
average shortest path L is put forward, and its definition is
as follows:

l ≡
1

d(v, w)
≡

1
N(N − 1)


v∈V


w≠v∈V

1
d(v, w)

. (9)

When two dissimilar nodes cannot communicate with
each other, 1/d(v, w) � 0. It should be noted that L is not the
reciprocal, and the larger the value of L, the better the
connectivity of the network.

,e size of the largest connected subgraph is the number
of nodes in the largest connected subgraph in the graph,
which reflects the connectivity among the nodes in the graph
and is an important measure of the connectivity within the
graph. Assuming that each connected subgraph set of graph
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Figure 1: Network model of humanistic quality higher medical education.
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G � (V, ε) is g1, g2, g3, g4, . . . , GN  and there are paths
between any two different nodes in these subgraphs, the
relative size of the maximum connected subgraphs is defined
as follows:

S �
Max Vg1



, Vg2



, Vg3



, ..., Vgn



 

|V|
,

(10)

where |V| refers to the number of nodes in the whole
computer network graph and I% I refers to the number of
nodes contained in the connected subgraph GI.

3.2. Concept and Model of Intelligent Computing. ,e de-
velopment of intelligent computing technology is based on
the development of network information technology. It is a
computing mode, which can realize the integrated com-
puting of a large number of data and information resources.
Intelligent computing technology architecture mainly de-
pends on three-tier architecture. ,e relationship among
the three is closely related and interdependent, which is
progressive step by step, from the bottom hardware to the
application software for the end customers. Its concept is
developed on the basis of SaaS (Software as a Service). In
different levels of intelligent computing, people play the
role of users or providers. ,e process of humanistic quality
education in intelligent computing higher medical education
involves decisionmaking, comprehensive guarantee, financial
management, student management, teaching management,
teaching staff management, scientific research management,
and application. Combing the business mainly solves the
systematic problems of information construction, avoids
more complex systematic problems caused by a single pro-
cess, and provides relevant basis for the intelligent integration
of various businesses. Combined with the situation of higher
medical education and the development of informatization at
home and abroad, Figure 3 shows the relationship between
business income and humanistic quality higher education
medical education.

Multiple computers can be linked together using intel-
ligent computing technology to create a powerful technical
system with massive storage and processing power. Intel-
ligent computing’s greatest advantage is that it can cus-
tomize services to meet the needs of users. It will be able to
meet the various network personalized service needs of
school teachers, students, and teachers in this way. Intelli-
gent computing does not alter these SAA patterns, but it
does provide application providers with more options for
delivering SAA products without having to configure the
data center. Intelligent computing allows SaaS to be
deployed without building or providing data centers, and the
scale of SaaS can be scaled according to needs, just as the
emergence of semiconductor OEM allows chip companies
without production lines the opportunity to design and sell
chips.

Intelligent computing is a revolutionary measure, which
means that computing power can also be circulated as a
commodity; of course, this commodity is transmitted
through the Internet.,emain goal of intelligent computing

is to get all the services we need through network services,
even including tasks such as supercomputing, with only a
notebook or a mobile phone and other clients. A task space
dimension can include many different resource types, and a
task space can be divided into many different dimensions,
and different dimensions indicate different tasks requested
by users. Nowadays, intelligent computing technology has
become a very popular and concerned technology in various
industries, including academia. With the deepening of ed-
ucational informatization construction, intelligent com-
puting will play an increasingly important role in the
construction of intelligent campus system.

4. Application of Humanistic Quality Higher
Medical Education Based on Intelligent
Computing and Internet of Things

4.1. Humanistic Quality Higher Medical Education in Intel-
ligent Computing and Internet of&ings. Let us compare the
time required for intelligent computing and humanistic
quality higher medical education. Firstly, the data blocks are
divided into 5M, 60M, 120M, and 500M, respectively. On
machines with the same configuration environment, serial k-
means algorithm and intelligent computing algorithm are
used to process these data blocks, respectively. ,e value of k
in the experiment is 5.,e experimental results are shown in
Table 1.

,e experimental results show that the memory occu-
pied by k-means algorithm increases with the increase of the
size of data file, until the memory resources are exhausted.
However, parallel programs based on intelligent computing
are competent, and there will be no shortage of memory.
,is fully proves that the intelligent computing algorithm
has the ability to process large-scale data.

Intelligent computing and k-means algorithm are used
to cluster the data of humanistic quality higher medical
education, and finally different user groups are obtained.
Four different data block sizes were used in this experiment,
as shown in Table 2.

Medical education describes the performance of an in-
telligent computing algorithm as a result of a reduction in
running time, which is an important metric for assessing
intelligent computing performance. Medical education is the
time spent on solving problems at a single node, which is the
time spent on solving problems at the same node using P
intelligent computing algorithms. In the following experi-
ments, two, four, six, and eight nodes are chosen as different
computing resource nodes, and their effects on the pro-
cessing results are observed. ,e experimental results are
shown in Tables 3–5.

,e above table shows that increasing the number of
cluster nodes reduces the processing time for the four dif-
ferent datasets A, B, C, and D, demonstrating that increasing
the number of cluster nodes can increase the system’s
processing capacity. We clustered datasets of various sizes in
the previous section, and the final results are similar. As a
result, we only look at dataset D’s clustering results. ,e
dataset’s clustering results are shown in Tables 6 and 7.
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,rough the Internet of ,ings and intelligent com-
puting clustering, it can be seen that the online time, clicks,
and network traffic generated by most mobile Internet users

are very low. How to strengthen the loyalty of such users to
mobile Internet services has become the primary task of
network service providers.

Decision making and
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Comprehensive
guarantee

Student
management

Medical
application

Medical
management

Faculty
management

Scientific research
application

Scientific research
management

Humanistic Quality
Education

Social services

Figure 3: ,e relationship between humanistic quality education in intelligent computing higher medical education.

Table 1: Comparison of processing time between intelligent computing and k-means algorithm.

Number of experiments File size (M) Number of records t1 t2 (s)
1 5 243145 4.54s 10.368
2 35 1738310 32.76s 38.516
3 125 6953245 98.09s 144.854
4 520 290022854 Insufficient memory 638.810

Table 2: Experimental dataset of intelligent computing and k-
means algorithm performance.

Dataset Dataset size (M) Number of data items
A 5 243145
B 35 1738310
C 125 6953245
D 520 29022856

Table 3: Performance experiment of humanistic quality education
in medical education in Internet of ,ings and intelligent com-
puting (time unit is ms).

2 4 6 8
A 7005 4983 4065 4695
B 23258 15258 11281 9725
C 85394 52691 35647 28610
D 356241 188179 130200 98128

Table 4: Performance experiment of humanistic quality education
in medical education in Internet of ,ings and intelligent com-
puting (time unit is ms).

2 4 6 8
A 7121 4987 4412 4745
B 23456 15245 11293 9796
C 85478 52698 35674 28674
D 356245 188487 130410 98136

Table 5: Performance experiment of humanistic quality education
in medical education in Internet of ,ings and intelligent com-
puting (time unit is ms).

2 4 6 8
A 7584 4996 4447 4720
B 23635 15287 11345 9895
C 85745 52471 35741 28741
D 356201 188368 130689 98246

Table 7: Cluster results of Internet of ,ings and intelligent
computing (number of cases in each category).

Number of cases in each cluster
1 4690
2 98823
3 26529
4 778333
5 28114377

Table 6: Clustering result (the center point of each category).

Attribute 1 2 3 4 5
Duration 68121 15395 72036 3198 184
Clicks 34827 1434 3787 377 32
Session num 35 127 140 44 4
Uplink 2371 116 430 32 26
Downlink 825965 9997 20960 2148 167
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4.2. Experimental Results and Analysis. Because the scale-
free network accurately depicts the scale-free structure
characteristics of higher medical education, it is selected as
the higher medical education network simulation data set in
this study. In Figure 4, the Y axis represents the relative
values of S and L (the ratio of the values of S and L to that of
the original graph is recalculated after removing the faulty

nodes every time), and the data points on the curve are the
results obtained by calculating the values of S and L on 210
networks after removing 51 faulty nodes in the same original
BA scale-free network by four different mechanisms, as
shown in Figures 4 and 5.

,e following conclusions can be drawn from Figure 4.
(1) For the BA scale-free network D with 1510 nodes, s
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Figure 4: Results of S and L after simulating humanistic quality higher medical education.
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generated by the four mechanisms is basically the same after
the removal of the first 51 failed nodes. (2) When
0.76< l< 0.93, the curve of Rb is the lowest after the
implementation of the four mechanisms, and the influence
of Rb is the largest for L in the whole interval.

Figure 5 shows the graph clustering coefficient corre-
sponding to each data point in the graph. Under normal
circumstances, the higher the graph clustering coefficient,
the denser the graph; otherwise, the rarer the graph.
However, when the graph clustering coefficient of a curve
suddenly increases from decreasing all the time, it shows that
the graph suddenly produces disconnected subgraphs, which
further aggravates the sparseness of the graph, as shown in
Figures 6 and 7.

Figure 6 shows the following. (1) On the whole trend, IB
has the greatest influence on network performance. (2)
When 0.0000<NRM/n < 0.0060, the effects of the four
mechanisms are quite consistent. (3) When 0.0060 <NRM/
n< 0.0300, the mechanism of IB and RB has the greatest
influence, and the sudden upward trend caused by IB curve
is the most obvious. ,e graph clustering coefficient cor-
responding to each data point can be obtained from Fig-
ure 7. For the whole curve, when each branch has no
upward trend, IB has the greatest influence on the network
performance, while for IB, it jumps the most, generates the
largest number of disconnected subgraphs, and has the
greatest influence.

,ree real computer network topologies are introduced
to discover and analyze the impact on the actual network.
,e experimental results of S and L on network A are shown
in Figure 8. ,e network model is one of the few provincial
secondary trunk communication network datasets available,

which, to some extent, reflects the topology characteristics of
the real provincial communication network.

It can be seen from Figure 8 that for L, (1) when
0.1< l< 1.0, Rb has the greatest impact and (2) when
0.0< l< 0.1, it roughly presents the relationship of
Rb>Rd> ID> IB. For the whole curve of S, Rb has the
greatest impact. Because the number of nodes in the whole
graph is too small, the linear relationship between S and IB is
not obvious.

Figures 9 and 10 show the experimental results of S, l,
and graph clustering coefficients on network B. In Figure 9,
it can be found that RB has the greatest impact on L, and the
impact effect relationship is roughly RB> ID>Rd> IB. For
the whole curve of S, Rb has the greatest influence, and the
linear relationship between S and IB is obvious. In Figure 10,
it can be found that IB has the strongest impact on network
performance, with the largest number of hops, followed by
RB. For the whole clustering coefficient curve,
IB>RB> ID>Rd.

5. Conclusion

Higher education should consciously and effectively com-
bine the cultivation of the scientific spirit of seeking truth
with the cultivation of the humanistic spirit of seeking
goodness, so that students understand with whom to discuss
scientific truth. You know how to act when you are studying
humanities. Teachers hold the key to providing high-quality
humanistic education. Humanistic quality education is
meaningless without high-level teaching staff. Basic medical
teachers are the strongest in adult medical colleges, while
humanities and social sciences teachers are the weakest. ,is
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paper examines the humanistic quality of higher medical
education, examines the humanistic quality of medical
education, and discusses the practicality and participation of
students in humanistic education, and finally our curricu-
lum system will incorporate humanistic spirit education into
every curricular and clinical practice instruction.
Strengthening teaching staff’s humanistic quality con-
struction, cultivating a group of teachers with professional
skills and humanistic quality through internal training and
external introduction, and intensifying cultivation can not
only increase students’ interest in learning but also
strengthen their belief in occupation.
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Graphics innovation must adapt to the changing trends of the times in order to stay ahead of the curve.*is article investigates the
use of graphic vision in print advertising design, using image segmentation as a starting point and examines the current state of
visual innovation in print advertising graphic design and its various expressions and applications. A series of homogeneous
regions are generated and outlined using an image segmentation algorithm based on adaptive local threshold.*e user then paints
different colors on the area sets that make up the various targets. Finally, the image segmentation is completed by merging the
color mark region sets. Automatic extraction of the initial curve of an active contour model, construction of an active contour
model based on saliency and level set solution, automatic selection of training samples when a classifier is used for image
segmentation, and so on are all problems that this method effectively solves. Experiments show that this algorithm not only
satisfies users’ demands for more intuitive input and more accurate interactive image segmentation results but also enables
multiregion and multitarget image segmentation with ease.

1. Introduction

Graphics and image processing [1] has become one of the
most active research directions today as a result of the
advancement and perfection of computer science and re-
lated mathematical theories. Among them, graphic image
segmentation has long been a hot topic in this field. Image
segmentation is the process of dividing an image into several
disjoint regions based on a similarity measurement criterion,
with pixels in the same region having similar features and
pixels from different regions having low similarity [2].
Graphic image segmentation technology has found wide-
spread use in a variety of fields, including computer ani-
mation, medical image processing [3], virtual reality,
computational visualization, and so on. Graphics have be-
come synonymous with fashion in the irresistible visual
space. Changing time and space gives graphic vision a new
lease on life, as well as revealing its glory. Many image
processing tasks necessitate the extraction of some image
areas. We can divide the pixels by means of image seg-
mentation [4, 5] technology and separate the target areas

from the background. At present, many image segmentation
methods have been proposed, but there are still some
problems, such as poor universality, dependence on user
interaction, and inconsistency between segmentation results
and human visual perception. With the deepening of the era
of reading pictures and the development of artistic inter-
operability, the aesthetic ability and demand of the public are
further improved, and the print advertising design industry
is facing new challenges. Graphics in modern print adver-
tisements are intuitive, vivid, lively, distinctive, unique, and
changeable. *e language displayed by graphics can be our
perception of daily life or the trend of the times [6].

Print advertising is an important part of today’s social
and economic life, and it helps to promote the circulation of
goods [7]. Every designer working in print advertisement
design is concerned about how to make print advertisements
better serve today’s society [8]. Currently, issues such as
design material simplification and homogenization are more
prominent in the industry. Design practitioners are con-
cerned about how to use image processing technology to
improve the innovation of print advertising design [9]. *e
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data item established by the local algorithm is the first part of
the energy function of the traditional graph cutting algo-
rithm, and the smoothing term of disparity difference be-
tween neighboring pixels is the second part. *e local
algorithm data items will cause relatively large errors due to
occlusion and other reasons, and the smoothness assump-
tion of occluded areas is often not valid, so parallax mis-
match will occur in some occluded areas [10]. With people’s
access to images becoming more convenient and quick,
more image segmentation algorithms are being used for
Internet andmobile device image processing tasks like image
classification, marking, retrieval, and thumbnail generation,
among others, which necessitates image segmentation al-
gorithms that are fast, accurate, and have the advantages of
automatic and real-time processing [11]. Image segmenta-
tion is a key step from bottom image processing to image
recognition and understanding because the result has a
direct impact on subsequent visual tasks [12]. Humans can
accurately separate the target area in an image, but com-
puters find it difficult. *is article investigates and analyzes
the visual innovation of graphic design in print advertise-
ments using image segmentation technology.

At present, in this era of visual transmission everywhere,
our sights or thoughts are usually filled with various kinds of
graphics [13]. Graphics spread information everywhere in
the world, and it has become an expression language without
national boundaries. On the one hand, modern print ad-
vertising is a new way to promote commercial advertising;
on the other hand, it is also the expression of aesthetic
symbolism in the market economy [14]. Graphic vision in
modern print advertising design, as a combination of
technology and art, embodies the diversity and richness of
modern culture all the time. As a force that cannot be ig-
nored in visual art, it promotes the development of modern
print advertising design and promotes print advertising
design to enter a new visual era. *is kind of commercial
works combined with artistic sense can often stimulate the
infinite imagination of the audience, and at the same time, it
will leave a deep impression on the audience [15]. *is will
also greatly promote the products involved in the adver-
tisement. Graphic vision in graphic advertising design is not
just a picture to convey information, but a kind of symbolic
sentiment, which can deeply attract people, move people,
and inspire people. Graphic vision will show different
advertising themes according to different advertising
concepts [16]. As print commercial advertising is an
outstanding performance of innovation, the graphic de-
sign of print advertising not only plays the role of in-
formation transmission in external publicity but also is a
prominent performance of corporate culture. Based on
image segmentation, this study analyzes the innovation of
graphic design vision in print advertisements and dis-
cusses how graphic design vision will face the public. *e
potential position of the target object is predicted using a
saliency map, and the result is further refined using a
morphological operation to obtain the target object’s
contour information. *e objective function is defined to
quantitatively describe the visual information in an image
based on human visual characteristics. *e global optimal

threshold of each subgraph is obtained by optimizing the
objective function. *e final threshold segmentation re-
sult is then obtained by performing a local adaptive
threshold operation using the image’s local characteris-
tics. *e results of the experiments show that this method
is active and adaptive. Furthermore, the segmented binary
image has a pleasing visual effect, and its overall visual
quality is closer to that of human perception.

2. Related Work

People are tired of traditional marked graphics, according to
Zhang et al. [17], and the era of traditional print advertising
is over. According to Wang [18], it is necessary to combine
innovative ideas in advertising art with technical science, as
well as to demonstrate cultural diversity, while considering
the economic benefits of advertising. In order to encourage
in-depth visual concept innovation in print advertising
design, discussing the importance of graphic vision and
studying the innovative elements of graphic vision in print
advertising design, according to Walter et al. [19], will help
graphic vision better serve people and encourage them to use
graphic visual language more quickly. Soldow [20] discussed
iconology and conducted a pedigree study on the visual
images used in print advertisements. *e visual images used
in print advertisements are systematically classified and
studied in groups as a result of this. According to Ramezani
et al. [21], graphic image processing is usually based on
graphic image segmentation technology, which allows the
target area to be accurately separated from the graphic image
background. Javan and Zeman [22] proposed a new inter-
active image segmentation algorithm. *is algorithm
overcomes the shortcomings of many current interactive
algorithms, such as cumbersome operation and ineffective
multiobjective segmentation and is very practical. Based on
the analysis and research of existing graphics and image
segmentation algorithms, combined the characteristics of
human vision and related theories with the segmentation
process, Miller et al. [23]proposed new graphics and image
segmentation algorithms, respectively. Zeller [24] com-
pared the visual images of graphics in print advertising
design in different times. At the same time, through the
analysis of the development process of print advertising,
the connotation of graphic vision in modern print ad-
vertising design is interpreted.

*is article summarizes the composition and charac-
teristics of the human visual system and comprehensively
analyzes the problems that exist in current graphic image
segmentation based on an in-depth review of related liter-
ature. A new adaptive image segmentation method is pro-
posed that combines the threshold selection process with
human visual characteristics. *e geometric attributes of the
mesh model, which include arc length, angular distance, and
correction term, define the distance function between mesh
vertices. Visually meaningful segmentation results are ob-
tained by clustering the grid’s vertices. *is research com-
bines print advertising design with image processing
technology, resulting in a unique artistic effect and increased
advertising information transmission accuracy. It is also

2 Computational Intelligence and Neuroscience



more in line with the current aesthetic trend, and it is more
conducive to the spread of digital network media and other
forms of communication.

3. Methodology

3.1. Visual Innovation in Graphic Design of Modern Print
Advertisements. Vision is one of the important ways for
human beings to obtain information about the surrounding
environment. *e human visual system generally consists of
two parts: the human eye and the central nervous system of
vision. Among them, the human eye is responsible for
perceiving visible light information, which projects a two-
dimensional image on the human retina [25]. *e visual
central nervous system is responsible for the reconstruction,
positioning, discrimination, analysis, and research of two-
dimensional images. Visual perception is a highly complex
visual perception process, which is from the direct response
to the attributes of the target object to the acquisition of its
advanced semantic information. At present, many methods
in graphics and image processing are based on mathematics,
computer, and other disciplines. Because human intuition
and analysis of things will play an important role in the
process of selecting methods, this selection process is usually
based on human subjective visual judgment. *erefore,
understanding the composition of human visual system and
its visual characteristics is of practical significance for
solving the problems in graphic image processing.

In modern society, due to the progress of science and
technology, all kinds of images that human beings can see
have far exceeded the sum of the visual images of any era
after the emergence of human beings. *e visual attention
mechanism [26] helps the brain to process all kinds of in-
formation in the visual field in parallel, and visual salience
can help the visual attention system to realize automatic real-
time target selection. After calculating the saliency of each
object in vision, the vision system will use different eye
movement strategies to determine the attention order of
several prominent objects in vision, and then transfer at-
tention among these prominent objects [27]. *e main
feature of human visual concentration is that the human
visual system can quickly fix the visual attention on several
obvious visual targets that it is interested in and automat-
ically screen out other visual targets when faced with a large
number of complicated visual information. When dealing
with complex scenes or facing a large amount of visual

information, the human visual system can quickly focus on
several prominent targets while ignoring other uninterested
objects. *is process is called visual attention mechanism.
*e visual mechanism is shown in Figure 1.

In modern print advertising design, the creative ele-
ments of graphic vision are important in design expression
techniques. Each designer may have different ways and
means of conceiving and express the connotation of print
advertising works through graphic vision creativity. To study
the visual innovation of graphic design, we must analyze it
from the most fundamental elements.*is kind of element is
the tool of creation. Visual creativity refers to the expression
of creative ideas [28]. In the graphic design of contemporary
print advertisements, the visual innovation elements of
graphic design play an important role in the way of ex-
pression. Different designers have different ways of thinking
and show the specific meaning of advertising works by
means of graphic design visual creativity. In the design of
modern print advertisements, graphic creative elements
commonly used can be divided into abstract graphic creative
elements and realistic graphic creative elements.

In a broad sense, visual image refers to all images that
human beings see. *e premise is to have a normal visual
system. Images in nature are complicated and rich. As a
specialized visual discipline, the visual image of print ad-
vertisement needs more strict classification standards.
Classifying all kinds of images will help us to better grasp the
fundamentals of image application. Among the graphic
design elements, the design of Chinese and English fonts is
quite common [29]. Chinese characters are the accumula-
tion of Chinese traditional culture, and characters are one of
the best graphic elements to accurately convey information.
Usually, designers design graphic visual creativity from the
pictographic consciousness of characters. *e creativity of
Chinese characters is to re-create graphics on this basis.
Using the product of modern social development, modern
element symbols, and regraphics and creativity in the
structure of Chinese characters, people can imagine another
meaning after the change in the basis of familiarity with
existing Chinese characters.

Graphic vision is an important way of expressing oneself
in the graphic creation of contemporary print advertise-
ments, and it is the focus of the audience’s attention. Good
advertising creation can reveal the ideas to be expressed in
advertising creation using its own distinct graphic language
and can succinctly and effectively show the theme with
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profound meaning [30]. Graphic advertisement, as a con-
crete manifestation of graphic design, bears most of the
design features of graphic design, particularly the design
innovation of graphics and pictures, which plays a signifi-
cant role in the design process. Graphic design vision, in
particular, is the soul of print advertising design. To fully
comprehend the overall design work, start with these subtle
elements, consider graphic elements as the building blocks of
graphic design, and consider the visual effect of the results as
the standard for testing the properties of graphic elements.
*e premise foundation of this type of advertising product is
innovative ideas of vision and creative forms of expression of
ideas. With the increasing variety of visual expression cre-
ation, graphic design’s visual language should use new ways
to realize ideas in the creation process. It is clear that graphic
vision creation plays a vital role in the graphic creation of
contemporary print advertisements. *e graphic creation
elements in the graphic creation of print advertisements are
also investigated, and it can be concluded that graphic vision
creation plays a vital role in the graphic creation of print
advertisements. In the current graphic design process, the
graphic elements involved are abstract and concrete. Ana-
lyzing and grasping these two elements will promote the
development of the whole print advertisement. *e visual
information processing model is shown in Figure 2.

Visual traction is a bright spot in the graphic design
process of current print advertisements. *ere are two as-
pects to draw the visual audience’s information: using color
and using graphics, the audience can follow the designer’s
ideas to appreciate the works. Most existing print adver-
tisements are guided by dots, lines, and planes. *e sub-
jective initiative quota of people plays an important role in
the design process. Different designers often design different
graphics to express different artistic feelings as a result of
their diverse life experiences, and even the same type of
graphic design can be interpreted in different ways
depending on the language used. Visual metaphorical ex-
pression in graphic works is an extremely important, unique,
and inventive expression form in today’s print advertising,
and we can also use metaphorical expression techniques in
graphic design of contemporary works in large quantities.
*is type of graphic expression can help to advance graphic
vision in works, as well as focus the audience’s attention,
which can benefit businesses financially.

In the design of modern print advertisements, realistic
graphics, a creative element, also occupies an important
position, which is equally divided with abstract graphics.
Although realistic graphics have not changed in various
ways, it can make the audience feel the real sense of existence
and narrow the sense of distance between audiences. Ex-
cellent image creation advertising works do not care how
much the graphics change but the extraction and processing
of creative thinking. No matter how the graphic design itself
changes, we cannot interpret without the two scales of
abstraction and concreteness. *e correct use of these two
tools will not only help the audience to understand the
graphic design but also promote the inspiration of designers.

*e idea of minimalism comes from the minimalism of
contemporary school. *e designers of this school all

encourage minimalist drawing methods, and the purpose of
the simplest treatment of creation is to find a simple scheme
that is rich in content and pure in Chinese and modern
classics. In order to create advertising works with more
special visual effects, I should pay attention to the existence
of minimalist style, master it, and use it properly in the visual
creation of graphic works. Learn about graphic effects and
how to use them. We should concentrate on displaying the
bright spots of graphics during the graphic design and
postdecoration processes in order to fully attract the audi-
ence’s attention and increase their interest in graphic culture
and persuade the audience to accept the advertisement’s
content while admiring and being drawn to the beauty.

3.2.GraphicDesignandImplementationofPrintAdvertisement
Based on Image Segmentation. Image segmentation has al-
ways been one of the most difficult problems in computer
vision, with the ultimate goal of allowing computers to
mimic human visual cognition and recognize the meanings
represented by different regions in an image. Traditional
image segmentation methods and image segmentation
methods combined with new theories are the twomain types
of image segmentation methods. Early image segmentation
methods relied on analyzing image features, such as gray-
scale, orientation, size, and shape. *is category includes
histogram threshold segmentation methods, region-based
segmentation methods, edge-based segmentation methods,
and hybrid segmentation methods. With the advancement
of computer vision and research into human cognitive
ability, the question of how to use human visual charac-
teristics to produce more reasonable image segmentation
results has become a hot topic in research.

*e basic principle of threshold-based image segmen-
tation method is as follows. Let the original image as f, the
image size as M×N, the image grayscale as L, and f (x, y)
represents the gray level of the pixel whose coordinates
are (x, y),then x ∈ [1, M], y ∈ [1, N]. *e single-threshold
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segmentation method is to determine a segmentation
threshold T, segment the gray levels of all pixels, and obtain
the segmentation result g(x, y):

g(x, y) �
0, 0≤f(x, y)≤T,

L − 1, T<f(x, y)≤ L − 1,
 (1)

where T is a constant that applies to the whole image, the
processing method given by this formula is called global
thresholding. When the value of T changes constantly and is
determined by (x, y) and its neighborhood characteristics,
the processing method is local thresholding. *e multi-
threshold image segmentation method adopts multiple
thresholds, set the number of thresholds as n, and denote T1,
T2, . . ., Tn as the segmentation threshold, then the image
g(x, y) after segmentation is

g(x, y) �

L0 0≤f(x, y)≤T1,

L1 T1 <f(x, y)≤T2,

· · · · · ·

Ln−1 Tn−1 <f(x, y)≤Tn,

Ln Tn <f(x, y)≤ L − 1,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

where L0, L1, . . ., Ln are the n+ 1 gray levels of the segmented
image.

*ere are four major flaws in the segmentation of two-
dimensional images in the computer image processing
process right now. (1) An insufficient number of image
segmentationmethods are available. (2) Image segmentation
has a low level of accuracy. (3) *ere is no perfect quality
evaluation standard for image segmentation. (4) Image
segmentation results are difficult to match human visual
perception requirements. *e threshold segmentation
method is a simple image segmentation method that uses the
gray level difference between the target object and the
background in the image to select one or more thresholds
based on the image gray histogram and divides the image
into target and background areas with different gray levels.
*e key to using a threshold segmentation algorithm is to
pick the right one. When the gray histogram of an image has
a bimodal shape, the gray value corresponding to the valley
between two peaks is selected as the threshold, depending on
the number of thresholds used in segmentation. Different
thresholds or dynamic thresholds can be used in different
positions of the image using variable and multiple thresh-
olds.*e visual mechanism is still under investigation due to
the complexity of the human visual system. Many image
segmentation methods currently use visual saliency as a
visual mechanism, with the image’s saliency map being used
to simulate vision.

Interarea contrast GC indicates the gray contrast be-
tween the divided areas:

GC �
f1 − f2( 

f1 + f2
, (3)

where f1 and f2 are the average gray levels of pixels in the
target area and the background area, respectively. In-
ternal uniformity UM indicates the degree of uniform

distribution of pixel characteristics in each area in the
segmented image.

UM � 1 −
1
C



2

i�1


(x,y) ∈ Ri

I(x, y) −
1
Ai


(x,y) ∈ Ri

I(x, y)⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

2

. (4)

C is the normalization coefficient, and R1 and R2 rep-
resent the segmented target and background regions, re-
spectively. A1 and A2 represent the areas of the target and
background areas. Pixel distance error FOM is defined as
follows:

FOM �
1
N



N

i�1

1
1 + p × d

2
(i)

. (5)

Among them,N is the number of misclassified pixels, p is
the scale coefficient, and d2(i) represents the distance be-
tween the i-th misclassified pixel and its correct position.
Pixel segmentation error PE is the number of misclassified
pixels due to segmentation errors:

PE � P(o) × P(b|o) + P(b) × P(o|b). (6)

Among them, P(b|o) and P(b|o) represent the proba-
bility of misclassifying the target pixel as the background,
and the probability of misclassifying the background pixel as
the target, respectively. P(o) and P(b) are the prior prob-
abilities of the object and background in the image,
respectively.

*e original image is divided into multiple homoge-
neous connected regions by minimizing the energy function.
Using the specific law of the boundary curve of the target
object, the homogeneous region with small intensity changes
is represented by a piecewise smooth function, although the
intensity changes are drastic. *e region’s boundary is
represented by the union of short smooth functions, with the
discontinuous point set of the function close to the target
object’s boundary to achieve effective image segmentation.
*e algorithm’s specific implementation process is divided
into three steps: (1) divide the pixels in the image, (2) make a
new two-dimensional image, and (3) determine the image
segmentation threshold for the corresponding image. It is
necessary to determine the corresponding objective function
based on human visual characteristics and optimize the
corresponding objective function in this link. Finally, it is
combined with the image’s local pixels to scientifically
calculate an image segmentation threshold that is consis-
tent with human visual characteristics, and the image is
segmented.

*e target area is extracted from the background area of
the image by calculating and selecting the image threshold.
Although the image separated by the threshold segmentation
algorithm has a small amount of data, it occupies less storage
space, which significantly simplifies the subsequent image
analysis and image processing links, and speeds up the ef-
ficiency of image processing. Compared with the original
image, the amount of binary image data generated by
threshold segmentation is reduced, which can highlight the
target area of interest, but the process of thresholding will
also cause the loss of many other important information in
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the original image, thereby reducing the binary value and the
visual quality of the image. *erefore, reducing the loss of
main information in the threshold segmentation process is
the key to improving the quality of the final binary image.

Based on the quality of the reconstructed image, peak
signal-to-noise ratio measurement method is given as

PSNR � 10 × log10
MAX2

i

MSE
 ,

MSE �
1
N


(x,y)

‖Rco(nx, y) − Or(ix, y)‖
2
,

(7)

where MAXi is the largest pixel in the image, Rcon is the
reconstructed image, Ori(x, y) is the real image of the
reconstructed image, and N is the total number of pixels.

*e active contour model is founded on curve evolution
theory and the level set method. *e zero level set of the
traditional level set function represents the contour curve.
By updating the level set function, themodel achieves its goal
of moving the contour line.*e level set function can remain
effective even if the contour line undergoes topological
changes such as splitting or merging. *e algorithm uses
human visual characteristics as a starting point for image
segmentation, then uses advanced methods to optimize the
image’s segmentation threshold from a humanized per-
spective, and finally makes the segmented target 2D image
better meet human visual perception needs. *e algorithm
automatically merges the target region sets according to
these marks to complete the separation of the target from the
background. Users can clearly and roughly mark the regions
that make up the target.

4. Result Analysis and Discussion

Image segmentation gathers pixels in an image into different
connected regions according to certain similarity criteria,
and its purpose is to simplify the expression form of the
image and extract more abstract and compact useful in-
formation from complex image information, which is
beneficial to subsequent processing and analysis. *e key of
threshold segmentation method is how to select the ap-
propriate threshold, which will directly affect the final
segmentation result. We use the optimization method to
solve the optimal threshold of the image, so as to give visual
meaning to the threshold and then combine the local
properties of the image to produce threshold segmentation
results that are more in line with human visual perception.

When people observe a scene, the processing unit is not
pixels, but an area or outline composed of many pixels,
according to the working principle of the human visual
system. Pixels are merely a representation of the transition
from continuous to discrete in the image digitization pro-
cess, and they do not exist in the human visual system or
brain. People can only have visual perception significance
when pixels are combined. Experiments are used to verify
the effectiveness of the adaptive threshold segmentation
method proposed in this chapter, and we have verified a
large number of images and did subjective visual

comparison of the experimental results, as well as quanti-
tative comparison using various image quality evaluation
indicators. *e process of calculating the global optimal
threshold for each subgraph is the most time-consuming
part of the algorithm. Before we can calculate the optimal
threshold for each subgraph, we must optimize the objective
function twice. *e time comparison of the algorithm
proposed in this article with fuzzy clustering and particle
swarm optimization algorithms is shown in Figure 3.

Experiments show that compared with the calculation
time of particle swarm optimization algorithm and fuzzy
clustering algorithm, the calculation efficiency of the algo-
rithm adopted in this article is obviously improved. *e
mean shift algorithm is used to divide the color image into
several regions. *e purpose of this step is to divide the
image into related areas according to the color character-
istics of the image. Similar to the steps of parallax optimi-
zation, the depth map has strict statistical correlation in a
segmentation plane, and the plane consistency of the seg-
mentation area of the depth map is used for optimization.

Calculate the image’s boundary map, then find the path
through the image on the boundary map with the least
weight, and segment the image at the location with the
lowest boundary cost. *e image is continuously divided
into two parts by searching for the optimal path in both
vertical and horizontal directions, resulting in the superpixel
of regular grid.*e algorithm uses the minimum cut method
and the dynamic programming method to find the best path.
*e former can generate nonregression paths, whereas the
latter can generate arbitrary topological paths. When
looking for the best path, make sure that no two vertical and
horizontal paths cross and that each vertical and horizontal
path crosses only once. We use two indicators, accuracy and
recall, to verify the effectiveness of this algorithm and
compare it to fuzzy clustering and particle swarm optimi-
zation algorithms, yielding the following results. *e ac-
curacy of the three algorithms is compared in Figure 4. *e
recall rates of the three algorithms are compared in Figure 5.

According to the proportion and number of segmen-
tation points corresponding to the confidence matching
points, it is divided into reliable areas and unreliable areas.
For the reliable region, the template parameters are calcu-
lated by the weighted least square algorithm according to the
confidence matching points. For the unreliable region, the
calculated template parameters are unreliable. Using the
adjacent good or bad region as the initial template, the final
parameters of the unreliable region are obtained through
global template parameter optimization. In each iteration,
we first rank all the particles according to their contribution
to the global optimal solution. In addition, considering the
diversity of the population and the fitness value of the
optimal solution cannot exceed the average, we will elimi-
nate the particles that are lower than the average fitness value
of the whole population.

*e depth plane of each image segmentation area passes
through the infrared camera, and the infrared light and the
sensor receiving the infrared light are in different positions,
so the blocked area has no infrared reflection, so the depth
value is useless. In addition, the surface of highly bright
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object does not diffuse the infrared light, which leads to the
receiving sensor not receiving the reflected infrared struc-
tured light. In order to better test the performance of the
algorithm proposed in this article, we compare the proposed
method with fuzzy clustering method and Otsu method.
Figure 6 shows the comparison of experimental results of
test images.

Different from most image threshold segmentation
methods, the method proposed in this article combines the
human visual characteristics with the threshold calcula-
tion process to automatically extract the target area in the
image. *e experimental results show that the binary
image obtained by this method achieves good visual effect,
and its overall visual quality is more in line with the visual
perception.

Halftone image is essentially a special kind of binary
image. Halftone image pays more attention to layering,
whereas general binary image pays more attention to

boundary information and contrast. In addition, compared
with texture information and multiple gray levels of pixels,
general binary images have richer structural information.
*e extraction method is adaptive and active, without user
intervention or any prior information of the image to be
segmented. Different input images get different initial
contours, and the initial contour contains the target object
of the image, which corresponds to the region of visual
interest and also accords with the visual cognitive char-
acteristics of human beings. Moreover, the saliency de-
tection algorithm based on frequency domain analysis is
simple and easy, with fewer adjustable parameters, and it
will not add extra operation time when used in the pre-
processing stage before image segmentation. *e gray
value of each pixel represents its significance, that is, the
ability of the pixel to attract the attention of the observer.
*e larger the significance value, the more likely it is that
the pixel is the region of interest, that is, the brighter the
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region in the saliency map, the potential position of the
target object.

*e image pixels are grouped and clustered, and the image
plane is divided into a series of “meaningful” areas, based on
the similarity criterion of some features or feature sets of
images, greatly reducing the amount of data to be processed in
later advanced processing stages such as image analysis and
recognition, while retaining the information about image
structural features. Using the original gray image as a reference
image, we compare the visual quality of binary images gen-
erated by this method to that of other threshold segmentation
methods. Figure 7 shows the segmentation quality evaluation
results of different threshold segmentation methods.

It can be seen from the graph that the method proposed
in this article achieves better scores compared with the other
two image segmentation methods. Its segmentation quality
is higher than that of fuzzy clustering method and Otsu
method. *is shows that this method has certain advantages
compared with other methods, and the binary image gen-
erated by this image threshold segmentation method is more
in line with human visual perception.

In this section, the active contour model and image
segmentation application are updated to include the saliency

detection mechanism of human visual cognitive charac-
teristics, and the shape features of the target object in the
image can be accurately described using knowledge of the
image’s bottom features. For various image contents and
target objects, different initial contours are constructed
adaptively. In the process of image segmentation, two
subimages are first constructed in order to reduce the loss of
main information from the original image during threshold
segmentation, and the calculation of the optimal threshold is
transformed into solving an optimization problem. After
solving the objective function, the final binary image is
created by analyzing the local properties of pixels. Various
images were examined and compared with other threshold
segmentation methods. Experiments and subjective and
objective analysis show that the binary image generated by
the proposed image threshold segmentation method is more
in line with human visual perception.

5. Conclusions

Graphics in modern print advertising design can cross all
obstacles, such as language, words, time, space, countries,
nationalities, beliefs, and the like, and spread widely all over
the world, blending and infiltrating with each other. Graphic
vision really realizes the silent spread of advertisements.
Modern print advertising plays an increasingly important
role in modern political, economic, and social society, and
the effect of its advertising communication is closely related
to our industry. Only by deeply studying the related ele-
ments of print advertising and looking at the development of
the whole discipline from the intersection of multiple dis-
ciplines, we can have a good grasp of its inherent laws. *e
visual creation of graphic advertisement is the perfect
combination of science and art. Excellent visual creation of
graphic advertisement can spread the information of ad-
vertisement and can also make the audience get a beautiful
visual experience.

*is article examines the innovation of graphic design
vision in print advertising using image segmentation. From
bottom-level image processing to image recognition and
understanding, image segmentation is a critical step. Image
threshold segmentation is a popular image segmentation
method because of its clear physical meaning, high effi-
ciency, and practicality. In the segmentation process, the
threshold segmentation method only considers the image’s
grayscale characteristics and spatial information, ignoring
the impact of vision on the segmentation results. In this
article, the image’s threshold selection process is combined
with human vision characteristics, and the original image’s
information is presented in two subimages. *e objective
function is optimized by the optimization method to cal-
culate the global optimal threshold of each subimage, and
the visual information of each subimage is quantitatively
described by human vision characteristics. Finally, the image
is subjected to a local adaptive threshold operation based on
the image’s characteristics, resulting in segmentation results
that are more in line with human vision perception. It can
handle a wide range of graphics and image segmentation
needs.
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Depression is a severe mental illness with an unknown pathogenesis. Clinical diagnosis is based primarily on symptoms and does
not include objective biological markers. Finding objective markers for diagnosis and treatment from imaging, on the contrary, is
becoming increasingly important. )e SOM (self-organizing feature mapping) model was used to identify the depression
tendency of users in order to investigate the emotional experience and psychological intervention of patients with depression. On
this foundation, the concept of depression index is developed further, and the relationship between depression index and the
severity of depression in patients is thoroughly investigated.)e system can accurately and quickly identify the depression state by
applying it directly to the original EEG signals, without any preprocessing or feature extraction. When combined with traditional
classifiers, the analysis and comparison results show that SOM can not only effectively select features but also improve the
accuracy of depression classification. )is research proposes a new research direction for deep learning in the context of large-
scale big data analysis.

1. Introduction

Depression is a common emotional disorder with a high
occurrence rate, a high recurrence rate, a high suicide rate, a
high rate of disability, and a high social burden [1]. Cur-
rently, the rate of depression recognition is low, and the
proportion of patients who can be identified and treated in a
timely, sufficient, and adequate manner is even lower [2].
Depression is a complex negative emotional [3, 4] experi-
ence characterised by subjective distress. )e most recent
findings from the ChinaMental Health Survey are as follows.
)e six mental disorders (mood disorders, anxiety disorders,
alcohol/drug addiction disorders, schizophrenia and related
mental disorders, eating disorders, and impulse control
disorders) accounted for 9.3% of the total, with mood
disorders accounting for the majority of the cases. )e
prevalence of depression in the disorder was 3.4 percent over
a lifetime and 2.1 percent over a 12-month period, re-
spectively. Domestic and international experts and scholars
have made significant progress in the study of depression in
recent years [5]. )ese advancements include the

exploration of aetiology and pathogenesis, as well as the
development of new diagnostic criteria and the emergence of
new and better treatments, particularly the emergence of a
large number of new antidepressants, which have given
patients with depression good news and enabled clinical
doctors to provide more effective treatments.

SOM (self-organizing feature map) neural network [6–8]
is an unsupervised learning method that imitates the
characteristics of self-organizing signal processing in animal
and human cerebral cortex. It can automatically extract the
intrinsic important statistical features of samples according
to the rules of samples. )is makes it widely used in in-
telligent control, pattern recognition, computer vision,
nonlinear optimization, signal processing, etc., and now, it
has become one of the important fields of artificial intelli-
gence research [9, 10]. According to the emotional recog-
nition results based on EEG signals, medical staff can
accurately judge the current mental state of patients and the
real activity of the brain and guess the degree of their illness,
so as to realize accurate nursing. Personalized nursing pays
more attention to the patient’s own characteristics, and a
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reasonable nursing plan is tailored according to the patient’s
condition, age, education level, etc., and comprehensive in-
depth nursing is implemented to improve the recovery speed
of patients. When the neural network makes a correct
classification by identifying the key features that can depict
brain diseases, the system is considered reasonable. On the
contrary, although the final result is correctly identified, the
neural network does not analyze the key features, but the
peripheral factors even make decisions due to the correct
identification of noise or interference. Obviously, the neural
network cannot meet the medical requirements due to too
high false positives.

At this time, research indicates that the mechanism of
depression is primarily related to abnormal activity in
emotional regulation brain regions, and a large number of
studies have focused on specific brain regions and neural
circuits, such as the prefrontal cortex, anterior cingulate
cortex, and subcortical amygdala, hippocampus, habenular
nucleus, and hypothalamus [11, 12]. Long-term use of an-
tidepressants causes damage to the liver, kidneys, extra-
vertebral system, and other organs, and the recurrence rate is
very high after stopping antidepressants, so the psycho-
logical state of patients has not improved significantly, and
patients frequently cannot receive appropriate treatment,
and their prognosis is poor. )e purpose of this study is to
understand the emotional experience and psychological
intervention of patients with depression, explore the effect of
psychological intervention on their negative emotional ex-
perience, provide suggestions for clinical nursing, and
provide reference for the majority of clinical medical staff to
implement intervention measures for patients with
depression.

2. Related Work

China’s society is experiencing a high incidence of psy-
chological problems, and depression has become a major
social problem that plagues China. Social factors are directly
related to the rising prevalence of depression. In [13], studies
show that depression is a high-cost disease. Early detection
and treatment, especially, early diagnosis and effective
treatment by physicians in general hospitals, can reduce the
course of depression and suicide and can significantly reduce
functional impairment and medical resource consumption,
thus reducing the total burden of depression. In [14], the
study also found that the negative and rejection attitude of
the public towards mental illness has changed little or even
worsened over the years. Literature [15] holds that it is
necessary to encourage the patient’s spirit of tenacious
struggle against the disease, mobilize the patient’s subjective
initiative to fight against the disease, and work with doctors
to obtain the patient’s cooperation and improve the curative
effect. According to [16], identifying the harbinger of disease
recurrence can encourage patients to see a doctor sooner
rather than later, thereby controlling symptoms, signifi-
cantly improving discharged mental patients’ compliance,
and effectively lowering the recurrence rate. Literature [17]
examines 241 living relatives of 163 first-episode schizo-
phrenia patients and finds that the proportion of patients

with high emotional experience (50.3%) is similar to that
reported by foreign countries, which shows that 54 percent
of patients live in families with high emotional experience. In
[18], the relatives of 56 anxiety disorder inpatients were
followed for 9 months, and it was discovered that the re-
currence rate of patients in the high emotional experience
family group was significantly higher than that of the low
emotional experience family group. In [19], the results of a
study of 86 psychotic patients and their relatives revealed
that patients with a lot of emotional experience had higher
depression and anxiety scores, but no significant difference
in psychotic symptoms. )is study suggests that emotional
experience may be more reliable than schizophrenia in
predicting depression outcomes. According to [20], patients
in the experimental group had a 9.1% one-year recurrence
rate, while those in the control group had a 33.3 percent
recurrence rate. )e two groups differed significantly.
Family intervention can help patients with schizophrenia
have fewer relapses and improve their social functioning.

Early brain imaging studies based on voxel morpho-
logical measurement found that patients with unipolar
depression had reduced gray matter volume, which was
related to their psychopathology and cognitive dysfunction
[21]. Literature [22] collected 40 subjects’ emotional self-
rating scale data and used Lasso regression to establish a
two-category model of depression prediction. In [23],
uUsing BPNN (BP neural network), the recommendation
algorithm of industrial organization psychology under big
data is constructed. Literature [24] has built an intermediary
model, which shows that depression factors in families are
influenced by family identity factors and insomnia factors.
)us, sleep quality, study, family identity, and other di-
mensions all have an important influence on depression,
indicating that the diversity of dimensions also has a positive
effect on the identification of depression. In [25], from the
point of view of online healthy community users’ comment
analysis, this study analyzes how different factors affect
users’ comments in online healthy communities by building
a user voting adoption model. In [26], through research, it is
proved that users with mental illness in online healthy
communities can get certain medical care decision infor-
mation by communicating with others. Literature [27]
classifies patients into different types for the purpose of using
online healthy communities, analyzes the patients’ network
information behaviors, and finds that there are significant
differences in personal health information management
behaviors of patients with depression in online healthy
communities. Literature [28] holds that family members
with high emotional experience are more inclined to at-
tribute the patients’ symptoms to personal, internal, and
controllable factors and that patients can try their best to
change their problem behaviors, thus showing more nega-
tive attitudes, criticisms, and controllable behaviors.

To summarise, the emotional experience of depression
patients is a multidisciplinary problem, involving medicine,
sociology, and psychology. )e widespread negative emo-
tional experience of depression patients has had a significant
impact on their rehabilitation and quality of life and is a
roadblock in the development of health care. Psychotherapy
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research on emotional experience can gradually be expanded
to other related fields of mental diseases, and further and
deeper research can be conducted to investigate other factors
that affect emotional experience and patient rehabilitation
from a variety of perspectives, as well as to demonstrate the
characteristics of these influencing factors in the disease
progression process.

3. Research Method

3.1. Analysis of Emotional Experience of Patients with
Depression. Social learning theory was put forward by
American psychologist Bandura. Behavior acquisition is
learned by observing and imitating others. Behavior, envi-
ronment, and personal internal factors interact and influ-
ence each other, and environment plays a decisive role. And
through the motivation of the group, achieve collective
change and driving force. Other family members will adjust
themselves to better adapt to life by observing and imitating
benign behaviors in daily life.

A good family environment is conducive to the healthy
development of every family member’s body and mind, and
it is the primary environment for one’s survival. Family
members have an impact on and interact with one another.
)e behavior, cognition, and emotional changes of one
family member will influence the behavior, cognition, and
emotional changes of others. )e suffering that depression
causes patients and their families is difficult to put into
words. )e emotional experiences of patients and family
members have a significant impact on their rehabilitation
and physical and mental health. )e family emotional ex-
perience of depression can be improved, the mental health of
family members can be improved, family harmony can be
promoted, and depression patients’ symptoms can be alle-
viated through targeted group counseling for family
members, which can meet the actual needs of family in-
tervention for depression patients more economically and
effectively. It is a novel approach and method for depression
patients’ family intervention.

To explore the characteristics of brain activation in
patients with depression under the task of positive and
negative emotion induction and to test the hypothesis of
emotional background insensitivity, during the experi-
ment, each picture is presented as an experiment. )e
experimental process is as follows. First, the gaze point is
presented for 2 seconds, reminding the subjects to pay
attention to the center of the screen. )en, positive and
negative emotional pictures are presented at the top of the
screen, and the subjects are asked to pay attention to the
emotional pictures and experience emotional arousal for
8 seconds. )is study adopts the experimental design of
randomized controlled study, and its specific technical
route is shown in Figure 1.

After the experiment, the degree of instruction execution
was checked, and all the subjects could understand the
instruction and implement the instruction requirements
during the experiment, including the distribution charac-
teristics of family emotional experience of depression pa-
tients, the proportion of high emotional experience and low

emotional experience, the mental health status of depression
patients and their families, coping styles, and social support,.
)ese studies are the basis of group counseling. Carry out
group counseling research on family emotional experience
intervention of depression patients, and design targeted
group counseling implementation scheme based on the
investigation of family emotional experience status of de-
pression patients.

According to the scanning parameters and stimulus
presentation mode, the statistical model is selected, the
experimental variables and related time and space infor-
mation are brought into the model, deconvolution is carried
out according to the hemodynamic function, and the high-
frequency and low-frequency images are filtered out by
filtering so that the experimental design is fitted and the
parameters are estimated.

Events directly affect a person’s mental state, and they
are also events that need certain psychological adaptation
in individual life, including positive events and negative
events. )e former refers to events that trigger positive
emotions of individuals, while the latter refers to events
that trigger negative emotions of individuals. It is found
that the frequency and severity of life events within two
years are related to the onset of mental disorders. Negative
life events and independent events may be important
factors for the occurrence or recurrence of depression,
while positive life events are obviously related to the
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Figure 1: Schematic diagram of research route.
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occurrence or recurrence of mania. On the one hand, it
shows that life events may be one of the causes of de-
pression. On the other hand, it may be that patients’ ha-
bitual defense style and its characteristics make them
experience some negative life events more easily and ac-
tively than ordinary people, such as lovelorn or friends
turning against each other.

3.2. Psychological Intervention ofDepressionPatientsBasedon
SOM. As a subconscious response to conflict, a defense
mechanism is a set of habitual adaptive behaviors that people
use to avoid and relieve mental stress such as anxiety when
confronted with a variety of frustrating situations. Patients
with depression have different psychological defense styles,
according to studies. Neurosis patients, including neurotic
depression patients, use immature defense mechanisms
more than mature defense mechanisms, according to a
comprehensive study [21]. Qualitative research is sensitive to
patients’ subjective feelings and worldviews, which can
elaborate their real experiences of diseases and health.
Qualitative research encapsulates the overall concept of
nursing and allows nurses to understand and feel the inner
world of patients on a deeper level.

SOFM has two characteristics similar to human brain
information mapping.

First, the topological mapping structure is not realized
by the movement and reorganization of neurons, but a
topological structure formed by each neuron in different
excited states. Secondly, the formation of this topological
mapping structure has the characteristics of self-organi-
zation [10]. )e topological structure of the network is
introduced into SOFM, and the concept of changing
neighborhood is further introduced into the structure to
simulate the side inhibition phenomenon in the biological
neural network, so as to realize the self-organizing char-
acteristics of the network. )e SOFM mapping model is
shown in Figure 2.

)e network consists of an input layer and an output
layer. )e input layer receives signal input, and the output
layer is a two-dimensional grid, which maps the output of
network signals by self-organization. Each node in the two-
dimensional plane grid is connected with the source node of
the input layer. Each neuron in the output layer makes
competitive selection in learning. )e winning neuron not
only strengthens itself but also drives the neighboring
neurons around it to strengthen accordingly. Functionally, it
can connect the change rules of individual neurons with the
group change rules of one layer of neurons. After learning
the network, the spatial distribution of the connection
weight vectors among neurons in the output layer can
correctly reflect the approximate distribution of the input
pattern space.

PC (principal construct) projection is the intermediate
variable of PC analysis algorithm. It is the projection matrix
from the original large sample data to small samples. )is
method not only reduces the computation of the later al-
gorithm but also retains the original features. Consider the
projection of the sample on the PC:

ηd �
λ1 + λ2 + · · · + λd


n
i�1 λi

,

ymi � xmpi � 

n

k�1
xmkpki.

(1)

It can be seen from the above formula that the projection
of each data point in the original dataset on the PC is a linear
combination of all the original features, and the effect of each
feature on the new features can be expressed by the elements
multiplied by it in the projection matrix. )erefore, the
projection matrix can also be expressed as

C � v1, v2, · · · , vn 
T
, vi � pi1, pi2, · · · , pi d . (2)

For each original feature, there is a line component
corresponding to it, and the correlation between original
features is closely related to the similarity of line compo-
nents. )erefore, the original data Xm×n are converted into a
projection matrix Cn×d by PC projection, the sample size of
the original data is reduced from m to d, and the original
feature number is maintained.

)e learned “distributed feature representation” vector is
mapped to the sample tag space by the full connection layer,
and the tag y of Weibo content text, that is, positive, neutral,
and negative probability distribution, is discriminated. )e
calculation formula is as follows:

p(y | s) � softmax w · v
∗

+ b
∗

( ,

y � argmaxp(y | s).
(3)

Among them, y ∈ R is the true emotional tag of Weibo
content, which is expressed by unique heat coding. y ∈ R is
the emotional tag vector of Weibo content obtained through
training. For each predicted emotional category probability,
the tag with the highest probability is selected as the output.

When judging the depression tendency of online users
from the perspective of text analysis, the depression index
of users is calculated by the proportion of depression
Weibo to the total Weibo number of users, so as to
measure the depression tendency of users in a certain
period of time. A depression index based on online
healthy community is proposed, and the calculation
formula is as follows:

Input layer Output layer

Figure 2: SOFM mapping model.
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DI �
Ncd

2Nct

+
Nmd

2Nmt

, (4)

where Ncd refers to the number of Weibo posts with de-
pression tendency published by users in other accounts
within a certain period of time, Nct refers to the number of
Weibo posts published by users in other accounts within a
certain period of time, Nmd refers to the number of Weibo
posts with depression tendency distributed and forwarded
by users in personal accounts within a certain period of time,
Nmt refers to the number of Weibo posts distributed and
forwarded by users in personal accounts within a certain
period of time, and DI is the depression index.

)e time complexity of the whole sub-SOFM is calcu-
lated as follows:

O(S(N, L)) � O 
d

l�1
nl−1 · s

2
l · nl · m

2
l

⎛⎝ ⎞⎠, (5)

where l is the index of convolution layer and d is the depth,
nl is the number (also called width) of filters in the lth layer,
nl−1 represents the number of input channels in the lth layer,
and s2l and m2

l represent the spatial size of the filter and the
size of the output feature map, respectively.

LSTM (long short-term memory) network is a special
RNN (recurrent neural network), which can learn long-term
dependent information.)rough a special design, long-term
information can be remembered. )e core idea of LSTM is
similar to a conveyor belt. )e characteristic information is
placed on the conveyor belt, and there is only a small amount
of linear interaction so that the information can circulate on
it and remain unchanged. LSTM has a well-designed
structure called “gate” to remove or add information.

Besides text information, there are other types of feature
information that can be used in the analysis of depression
tendency prediction to help improve the recognition rate.
Because these features are time-sequential and change with
the interview, this section uses LSTM to study the audio
features of each time stamp. Finally, combining the pre-
diction results of the three features, the following prediction
collaborative classification prediction models are given, as
shown in Figure 3.

)e predicted results of the test set based on these three
characteristics are brought into the function expression, and
the results between 0 and 1 are obtained. If the calculated
result is greater than or equal to 0.5, it will be counted as 1,
and if it is less than 0.5, it will be counted as 0.

4. Results’ Analysis and Discussion

After experiencing the emotional group counseling, mem-
bers fill in the feedback form of group counseling activities
and evaluate the whole group counseling. All members feel
that group counseling has a lot of gains, as shown in Figure 4.

It can be seen that the psychological intervention ac-
tivities of the group members (including the arrangement of
psychological intervention game activities and group at-
mosphere) as well as the group members themselves (in-
cluding self-expression, satisfaction, and harvest, among

other things) have been greatly affirmed. Excel calculates the
arousal rating of depression patients and normal CG
emotions (1–4 grades, representing “almost no feeling,”
“weak,” “strong,” and “very strong”), as well as the average
value for each group. )ere was no significant difference in
arousal degree evaluation of neutral, positive, and negative
emotional materials and CG in patients with depression,
according to the findings (Figure 5). )e arousal degree
evaluation of positive and negative emotional materials is
consistent, and it is higher than the arousal degree evaluation
of neutral emotional materials.

)e images collected at different time points are cor-
rected at the same time point. Due to the differences of
anatomical structures of different individuals, the functional
images of individuals are registered with templates, and the
brains of individuals are registered into the standard MNI
space for functional localization of activation areas.
Gaussian smoothing adopts the full width at half maximum
of 8mm to improve the signal-to-noise ratio and make the
smoothed image obey the nature of random Gaussian field.
For positive emotional stimulation, the differences of brain
activation areas induced by two groups of subjects are shown
in Figure 6.

Independent double sample T test was used to compare
the brain activation areas and their intensity of emotional
stimulation materials with a different potency in depression
group and normal CG emotional evaluation task. For
negative emotional stimulation, the differences of brain
activation areas induced by two groups of subjects are shown
in Figure 7.

)e differences in brain activation of negative emotional
stimulus materials between the two groups are as follows: the
activation of right posterior cingulate gyrus, anterior cin-
gulate gyrus, and right anterior wedge lobe in depression
group are less than that in normal CG. )e descriptive
statistics of behavioral results show that the arousal degree of
positive, medium, and negative emotional materials in the
patient group is lower than CG, in which the arousal degree
of positive and negative emotions is consistent and higher
than that of neutral emotions, and the arousal degree of
positive emotions is slightly lower than that of negative
emotions.

Only the activated and weakened brain regions were
discovered in the patient group when positive emotion
induction was used, and only the activated and enhanced
brain regions were discovered when negative emotion in-
duction was used. Negative feelings activate the brain more
than neutral or positive feelings. Patients with depression
may have a negative bias in their emotional responses, but
this hypothesis must be tested against normal CG. )e
anterior cingulate gyrus was activated in normal people
under both positive and negative emotional conditions,
which is consistent with the previously reported nonselective
activation of anterior cingulate gyrus potency [18]. Dorsal
cognitive control system includes the anterior cingulate
gyrus. )e anterior cingulate gyrus and the prefrontal cortex
are jointly responsible for cognitive control, with the pre-
frontal cortex performing the majority of the control process
and the anterior cingulate gyrus determining whether the
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control process needs to be changed based on the degree of
reaction conflicts and errors.

It was found that the activation of anterior and posterior
cingulate gyrus and right anterior cuneiform lobe was
weakened under the condition of negative emotion induc-
tion in patients with depression. When comparing the
positive and negative emotional evoked conditions of de-
pression patients horizontally, it is found that these areas are
not activated compared with neutral conditions. )erefore,
it is speculated that the activation and weakening of these
areas is not caused by emotional valence, but there is ab-
normality in the level of nerve spontaneous activity or basic
activity. )is part of the study did not make a deeper dis-
cussion about it.

As can be seen from Figure 8, the immature defense style
and intermediate defense style of depression group are
significantly higher than those of CG, but there is no

significant difference between mature defense style and
masking factor.

Great changes in the environment are the source of
stress for many people. When the stimulus event breaks
the balance and load capacity of the organism or exceeds
the individual’s ability, it will be reflected in stress. )ese
stimulus events include all kinds of situations from
outside or inside, collectively referred to as stressors.
Researchers have found many ways to study the rela-
tionship between life events and health. It is found that the
frequency and severity of life events within two years are
related to the onset of mental disorders. Negative life
events and independent events may be important factors
for the occurrence or recurrence of depression, while
positive life events are obviously related to the occurrence
or recurrence of mania. )e results show that the fre-
quency of negative life events and the total intensity of life
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events in depression group are higher than those in CG,
and there are significant differences. )is shows that, with
the increase of the frequency of negative life events and
the total intensity of life events, the possibility of indi-
viduals suffering from depression will increase.

Some people in the CG have a higher frequency of
negative life events and a higher total intensity of life events,
whereas some people in the depression group have a lower
frequency of negative life events and a lower total intensity of
life events, suggesting that the occurrence of negative life
events can help us predict or explain the occurrence of
depression in general. Any event may have different
meanings for different people. )e same life events and
different cognitive styles will have different effects on in-
dividuals. As some scholars have pointed out, life events can
affect mental health in two ways: one is direct influence and
the other is indirect influence through intermediary
variables.

In this study, there is no significant difference between
the mature defense mechanisms of depression group and
CG, which also show that the defense mechanisms are mixed
and not used independently. Even in depression patients,
mature defense mechanisms will be used, but the frequency
that depression patients may use immature and intermediate
defense mechanisms is much higher than that of them.
Instead, take these three defense mechanisms as a whole.
Psychological problems such as depression are not caused by
the obstacles in the use of certain defense mechanisms, but
related to the imbalance in the use of immature defense
mechanisms, intermediate defense mechanisms, and mature
defense mechanisms.

)e F1-score of four variants of SOM and the control
model in different depression grades are shown in Figure 9.

)e classification performance of SOM in this study has
obvious advantages over CG. Compared with other models,
SOM (especially mul + add) can better and more accurately
identify people with severe depression, which is very valu-
able in the screening of depression. )erefore, by comparing
with the control model, it can be seen that the deep neural
network model designed in this study shows a good clas-
sification ability, and the introduction of factor

D
or

sa
l a

nt
er

io
r c

in
gu

la
te

 g
yr

us

W
ed

ge
 le

af

O
rb

ita
l f

ro
nt

al
 lo

be

Li
ng

ua
l g

yr
us

W
ed

ge
 le

af

Pa
ra

hi
pp

oc
am

pa
l g

yr
us

V
er

m
is

ce
re

be
llu

m

Po
ste

rio
r c

in
gu

la
te

 g
yr

us

Po
ns

H
ip

po
ca

m
pu

s

Ca
ud

at
e n

uc
le

us

Activate brain area

-30

-20

-10

0

10

20

30

40

50

60

-100

-80

-60

-40

-20

0

20

40

Y coordinate
Z coordinate

Activation intensity
X coordinate

Figure 6: Localization and intensity of brain activation difference
in positive emotion evaluation task.

Activation
intensity

X
coordinate

Y
coordinate

Z
coordinate

Activate brain area

Posterior cingulate gyrus
Anterior cingulate gyrus
Precuneus lobe

-40

-30

-20

-10

0

10

20

30

40

-50

-40

-30

-20

-10

0

10

20

Figure 7: Differences of brain activation differences in negative
emotion evaluation tasks.

Depression group
Control group
T value

0

1

2

3

4

5

6

Re
su

lt

Mature
defense

Intermediate
defense

Masking
factor

Immature
defense

Project

Figure 8: Comparison of the results of two groups of defense style
questionnaires.

Computational Intelligence and Neuroscience 7



decomposition machine also plays a significant role in
optimizing the network structure.

On the same dataset (MPHCs emotional experience G
data), different classifiers are used to classify depression, and
the classification performance indicators are shown in
Figure 10.

Figure 10 shows that the classifier proposed in this study
is the best in all classification indexes, and the higher sen-
sitivity and specificity also indicate that the classifier can
effectively screen out not only depressed patients but also
normal people.

According to psychologists, the narrator’s process of
putting past fragments and scattered experiences into
complete stories is a way for the narrator to actively give

meaning to changes in his or her life and bring order to
disorder, which is therapeutic for the narrator. Hospital
administrators should allocate medical human resources
appropriately so that medical staff have enough time to sit
down and communicate with patients, provide appropriate
opportunities for patients to talk about their inner pain,
patiently listen to their inner voice when they need it,
provide emotional comfort when they are in pain, and truly
enter their hearts and earn trust. )ey walk alongside them
to help them overcome depression and pain, stay away from
death’s edge, and rediscover the meaning and value of life.

5. Conclusion

)is study proposes a research method of emotional ex-
perience and psychological intervention in patients with
depression based on SOM. In the face of depression-scale
big data, the SOM algorithm of PC projection automatically
selects the optimal feature subset on the basis of retaining
the original feature space, thereby eliminating redundant
information in depression-scale big data. )e identification
of the user’s depression emotional state is divided into the
judgment of the depression emotional tendency of a single
text and the judgment of the user’s depression state to
measure the user’s depression and depression. Interpre-
tation results of the complexity of the SOM show that the
classifier effectively captures the intrinsic characteristics of
depression. )e abnormal emotion regulation in patients
with depression is mainly manifested in two aspects: one is
that it is difficult to use cognitive resources needed to
enhance positive emotions through cognitive reappraisal,
and the cognitive control ability declines; secondly, cog-
nitive reappraisal weakens negative emotions. It is difficult
to call the required cognitive resources, and cognitive
control ability declines, but it also fails to effectively reduce
the activation of brain regions related to emotional
evaluation.
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Indoor three-dimensional layout has a strong application background, such as virtual office three-dimensional layout planning,
museum three-dimensional layout planning, and cave scene three-dimensional layout planning, which have been widely used in
telecommuting, education, tourism, and other industries. In view of this, this paper proposes an indoor landscape reconstruction
method based on VR (virtual reality) and draws indoor landscape information and images by using VR technology to generate an
indoor landscape reconstruction panorama. A model is established to correct the distance error and reflectivity error of depth
image, improve the accuracy of the depth image, and finally improve the accuracy of three-dimensional indoor scene TDR (three-
dimensional reconstruction). In the process of optimizing layout, the Monte Carlo sampling method is used based on the Markov
chain, and constraints are used as density functions to guide layout sampling and generate a number of reasonable scene layout
suggestions in the iterative process of the sampler. Experiments show that this method can provide scientific and reasonable
guidance to users’ scene layout and help them complete the furniture layout quickly.

1. Introduction

With the vigorous development of VR (virtual reality)
technology and the continuous emergence of new devices,
TDR (three-dimensional reconstruction) has become a hot
research topic in the field of computer vision [1]. (e main
task is to build a three-dimensional model of the real
physical world based on the data collected by various sen-
sors, using mathematical tools such as multiview geometry,
probability statistics, and optimization theory, and building
a bridge between the real world and the virtual world [2, 3].
(e design inspiration of three-dimensional indoor scenes
often comes not from simple imagination but from the
backwardness of existing scene designs, and there happen to
be a large number of realistic scene images on the Internet.
In practice, when collecting large amounts of scene image
data, such as crowded shopping malls, it is inevitable that
dynamic objects will appear, which greatly limits the
application of the TDR algorithm in real life [4]. (ree-
dimensional layout planning of indoor scenes is one of the
key research contents in the field of computer vision and an

important part of autonomous navigation and unknown
environment model reconstruction of mobile robots.

At present, three-dimensional point cloud data acqui-
sition methods are based on a three-dimensional laser
scanner and RGB-D camera. (e former point cloud based
on laser scanning is of high quality, less influenced by the
surrounding environment, and is usually used in outdoor
large-scale scenes. Because the equipment is complex to
operate, inconvenient to carry, and expensive, which usually
reaches millions of levels, it is not convenient to collect
indoor point clouds [5, 6]. (e 3D point cloud recon-
struction method based on vision camera mainly uses a
multiview stereo geometry algorithm [7]. (e motion re-
covery structure algorithm is an important off-line TDR
method that uses several images of a scene to recover the
pose of each exposure point and create a three-dimensional
point cloud at the same time. It is characterized by time-
consuming calculations, but the reconstruction results are
extremely accurate [8]. It is necessary to develop an infor-
mation-based interior color design method based on
computer VR technology in order to help users better
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understand the effect of interior color design and to make it
easier for designers to create interior color designs that are
more in line with customers’ wishes and needs. As a result,
the current research hotspot is holographic image based on
laser technology, and the research foundation is model
building of 3D layout planning of 3D indoor scenes. Data
collection, automation degree, model building range, and
other issues plague traditional model building of 3D layout
planning of indoor scenes [9].

At present, the application in 3D indoor scene design is
mainly done by VR technology, which has a good recon-
struction effect for noisy animated scene images, and also
helps to enhance the realism and immersion of scene design,
so as to realize the optimal design of 3D indoor scene model.
With the development of deep learning research, some
researchers have also proposed an end-to-end method based
on deep learning, which is used to directly infer indoor 3D
layout from image data. (is kind of innovative method is
very attractive, but the results often lack accuracy and rigor.
Compared with traditional methods, there are still some big
defects in practical application. In order to facilitate the
reasonable reconstruction of 3D indoor scenes, this paper
proposes a brand-new 3D scene modeling method based on
VR technology, which mainly solves the two core problems
of restoring 3D scenes from a single picture and optimizing
the layout of scenes. Based on the solutions of these two
problems, the corresponding prototype system of picture
scene restoration and layout is designed and implemented.
(e research in this paper not only makes it convenient for
users to get pictures from the Internet and restore picture
scenes quickly with little interaction but also puts forward
diversified layout suggestions on this basis, which enriches
the established 3D scenes.

2. Related Work

TDR of the three-dimensional indoor scene based on RGB-d
sensor spans many fields such as computer vision and robotics.
(e author of [10] analyzes the calibration of the Kinect v1
sensor and analyzes its depth image information in terms of
accuracy and resolution.(is paper studies how to use Kinect v1
to build a dense 3D map of the indoor environment for robot
navigation, semantic mapping, and remote presentation. (e
author of [11] studied the physical measurement principle and
capability of TOF technology used in the depth image of Kinect
v2 sensor and its error source analysis and put forward a new
calibration method of Kinect v2 sensor.(e experiment verified
that the calibration effect of the two open-source calibration
methods was improved, and the reconstruction of a single image
was effectively simplified by introducing appropriate interaction.
(ese methods mostly started from the image’s own informa-
tion and realized the geometric reconstruction of a single image
by interactively specifying the vanishing point information and
any variables, but there were some limitations. (e data-driven
suggestion method is introduced into 3D modeling in [12],
allowing artists to easily use existing 3D models for innovation.
To achieve the idea of redesigning a 3D model, their method
combines graphics, retrieval, and connection technology among
graphics. (e improved random sampling consistency

algorithm in [13] can effectively eliminate outliers in feature
point matching, allowing the SLAM (simultaneous localization
and mapping) algorithm to maintain its high robustness in a
dynamic environment. (e author of [14] proposes Dyna
SLAM, which uses a Mask R-CNN network to identify and
segment dynamic objects based on prior information, and then
repairs the background after removing the dynamic objects. It
not only removes dynamic objects but also repairs the back-
ground area that has been blocked by dynamic objects and
accurately reconstructs themap of pure static scenes.(e author
of [15] predicted the boundary characteristics of the cavity area
using a convolution neural network model combined with a
color image and a depth image and realized the filling of the
cavity area through function optimization. (is method works
well and preserves details, but it is heavily influenced by the
training data set and takes a long time to learn.

(ree-dimensional point cloud is the most basic rep-
resentation method of three-dimensional scenes, and fur-
thermore, algorithms are needed to mine the scene structure
information and semantic information contained in it. (e
characteristics of buildings in the indoor virtual environ-
ment are different from those in the outdoor environment.
When building in the indoor environment, the density of the
3D indoor scene needs to be considered. (is paper presents
a method of constructing solid geometry based on 2D, which
can build amore complex indoor layout in layers.(e author
of [16] focuses on automatic methods to reconstruct the
basic semantic information of interior layout, including
walls, doors, and windows. (e author of [17] proposed a
plan reconstruction method based on the Manhattan world
hypothesis, so as to reconstruct the visual layout of the room.
(e author of [18] also proposed an indoor structure re-
construction method based on the Manhattan world hy-
pothesis. (e image method is also used in [19] to synthesize
the model’s facade, and the use of texture allows users to see
the real street scene. A data-driven method for generating
the room layout of the building plane was proposed in [20].
120 architectural schemes were used in their study to train a
Bayesian network to determine the relationship between
rooms. (e author of [21] encapsulates architectural design
knowledge into an expert system, allowing it to assess the
evaluated architectural plane in accordance with govern-
ment regulations and interior design guidance, and then
provides reasonable revision opinions. A similar method for
furniture layout is used in [22]. Every furniture object will be
connected to its parent, and the constraint relationship
between parent and child objects will be specified ahead of
time. However, as the number of furniture models in the
model library grows, the relationship between parent and
child models must be specified on a regular basis, which is a
time-consuming task.

3. Research Method

3.1. 3D Indoor Scene Reconstruction Based on VR Technology.
Color camera of RGB-D sensor collects color images, while
infrared camera collects depth images. (ey all calibrate
based on the pinhole model and establish the transformation
relationship from 3D world coordinates to 2D image
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coordinates. Before using any camera, it is necessary to
calibrate it, and so is the RGB-D sensor. It is necessary to get
the internal and external parameters and distortion coeffi-
cient of the RGB-D sensor.

RGB-D image hardly changes in scenes such as changing
illumination and complex background, but the image is
affected by environmental noise and equipment noise when
shooting, so it is impossible to encode the depth of every
point in space. To improve the rationality of segmentation,
the following types of points are removed:

Boundary point: in a neighborhood of image pixels, the
local normal consistency is used to judge boundary points,
which mainly include object edges, high curvature edges,
and occluded scene edges.

Missing points of data [2]: when acquiring scene data,
there are some areas that are not perceived, which leads to
data missing.

According to the above definition, the boundary area is
excluded in a neighborhood of each pixel, and the calcu-
lation formula is

A(c) � F sin(a, b), (1)

where sin(a, b) represents a pixel; F is the image boundary
area.

(e input image is over-segmented using an image
segmentation algorithm [23, 24]. Although the scene cannot
be correctly segmented, the segmentation result can be used
as the over-segmentation result. Usually, the corresponding
retrieval is completed by calculating the matching degree
between the image features of the 2D object and the pro-
jected image features of the 3D model in the library.
(erefore, the retrieval process will mainly involve the
followingmain issues: how to unify the 2D object and the 3D
model into the same representation form and analyze the
features; what matching mechanism is used for efficient
retrieval?

(e viewpoint coordinates are converted to spherical
coordinates, and binary 〈ϕ, θ〉 is used to represent the de-
flection angle of viewpoint relative to the model, ϕ is used to
represent the horizontal deflection angle, and θ is used to
represent the rigid deflection angle

ϕ � arctan

�������

X
2
E + Y

2
E



Z
2
E

,

θ �
π
2

− arctan
YE

XE

.

(2)

To keep all two-dimensional models consistent with the
structure of the object to be built, all scene observation
viewpoints should be projected under this viewpoint. (e
basic process of sparse point cloud reconstruction based on
incremental TDR is depicted in Figure 1, which is divided
into two parts: image feature matching, camera pose re-
covery, and spatial structure recovery.

To begin, geometric constraints are used to filter out
mismatches in the initial feature point matching pairs. Basic
and essential matrices are two of the most common

geometric constraints. Second, two images must be chosen
in order to reconstruct the initial model.(e use of two good
images for initialization is crucial in the TDR algorithm.(e
global optimal solution will not be found if the initialization
falls into the local minimum. By performing a beam ad-
justment on the model reconstructed from the two initial
images, the initial model can be made more accurate. Be-
cause of noise, calculation errors, and certain errors in image
feature matching, errors in camera pose estimation and 3D
coordinate restoration occur in incremental TDR every time
a new image is added. (e cumulative error increases as the
number of images increases, resulting in poor TDR results.

Assuming that the number of images participating in
TDR is n, and Ci is the internal participation and external
parameter of the i th image, m three-dimensional space
points are reconstructed, the coordinate of the j th three-
dimensional space point is Xj, and the objective function
optimized by the beam adjustment method is

g(C, X) � 
n

i�1


m

j�1
wij qij − P Ci, Xj 

�����

�����
2
, (3)

where wij is the indicator variable, which represents whether
point j exists in image i, if point j is in image i, wij is 1;
otherwise, it is 0. P(Ci, Xj) is the coordinate of point j on
image i after projection transformation, and qij is the actual
image coordinate of point j on image i.

In practice, Levenberg–Marquardt algorithm is usually
used to iteratively optimize the minimum reprojection error
[10], which is the most widely used nonlinear least square
algorithm, and its iterative formula is as follows:

Δ � − J
T
fJf + λI 

− 1
J

T
ff, (4)

where λ is the weight parameter; when y λ is large, the above
formula is the gradient descent method with a small step
size, and when λ is small, it is the Gauss-Newton method.

(e process of solving the optimal value is that after one
iteration, when the objective function drops successfully, the
value of λ will be reduced; otherwise, the value of λ is in-
creased and iterated again. After several iterations, the
optimized parameter variables can be output when the error
value is less than a certain threshold.

3.2. Research on 3D Indoor Scene Layout. In reality, it is
common for people to need to decorate a new room when
they move in. Sofas, coffee tables, televisions, tables, chairs,
and benches are frequently arranged in disarray at this time,
and people frequently want to know how to arrange these
items to create a comfortable, beautiful, simple, and gen-
erous new home. (ere are some established rules to guide
experienced designers on how to lay out furniture, such as in
a living room, how to lay out furniture to make it easier for
people sitting in different positions to talk, how to consider
the room layout reasonable, visual balance, and
compactness.

(e input of this chapter is the furniture model ran-
domly placed by users. Based on the functional rules such as
pairing and conversation and visual rules such as balance

Computational Intelligence and Neuroscience 3



and neatness, a series of reasonable furniture layout sug-
gestions are obtained through Markov chain Monte Carlo
sampling. (e flow of the whole algorithm is shown in
Figure 2. Next, the algorithm flow of each stage is briefly
introduced.

(e layout proposal is generated by sampling through
the density function, which associates the defined rules and
represents the layout state of the furniture collection in the
current space. (e sampling method adopts the Markov
chain Monte Carlo method to optimize and display different
furniture layout suggestions through iteration and state
transition.

(e functional rules of furniture layout are based on
human physiological constraints and the influence of spatial
layout on human behavior. (e statistics of human physical
characteristics, such as body size and shape, are called an-
thropometry. Conversation comfort is often affected by the
relative placement of seats, and strong factors such as sight,
body orientation, and speaking distance all greatly affect
conversation comfort. People’s normal walking is similar. It
requires that the layout can make a person walk around the
room unimpeded without being affected.

For many furniture, it is necessary to reserve a certain
space around them so that people can walk to the furniture
or make the furniture work normally. (e furniture onto a
two-dimensional plane is projected, and the constraint space
to Minkowski sum of furniture projection is added, thus
defining a set of formulas JF that describe the areas of in-
dividual furniture and surrounding space. We use Ccv(I) to

minimize the overlapping area of the surrounding space of
different furniture.

Ccv(I) � 

f,g∈JF ∪ R{ }

A(f∩g).
(5)

Among them, A(·) represents the area operator, R

represents the polygon area of the room, and JF is estimated
from the area of the whole room.

(e following are the methods for optimizing and de-
signing indoor color using VR technology: the entire interior
scene of a home is modeled, as well as individual models of
each room, and then presented in a three-dimensional
model. First and foremost, two-dimensional graphics must
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be collected and input, which is done using cameras. Fol-
lowing the creation of the two-dimensional model, the
computer converts it into the corresponding three-dimen-
sional model. (e 3D model is then given a second color
design and a corresponding light rendering. (e final step in
creating a 3D indoor scene is to improve the details of all
types of furniture. Other objects can be used as an aid to help
the 3D indoor scene achieve a more realistic simulation
effect, assuming the number of models has been fixed.

u is defined as the distance from floodlight to plane, k is
the radius of attenuation distance of long-distance light, and
g is the corresponding display lamp distance. If there is a line
segment n perpendicular to the light source on the x axis,
and the corresponding number of light sources is m, then the
corresponding illumination brightness is obtained according
to the following formula:

W xj  � 
m

j�1
Wj xj, ρj . (6)

(e simulation effect corresponding to indirect light is
obtained, and the lighting feeling with perfect color
brightness in indoor home design is realized.

In order to facilitate more convenient and intuitive color
matching, different furnishings and furniture of indoor
homes can be colored by establishing different material units
to ensure more flexible color matching and higher efficiency.
(e materials are relatively independent, and they can be
superimposed on each other to ensure the richness of colors.
(e material unit can be widely applied to tables, chairs,
sofas, pendants, doors, and windows in indoor home design.

(en, geometric modeling of indoor object models is
carried out by using laser holographic images. After map-
ping and color simulation of the built models, the 3D indoor
scenes and models are further optimized to form a 3D layout
planning model of example scenes that can be displayed by
laser holographic images [8].

Because the RGB⁃D image sequence is not an accurate
result in the layout prediction of new layout instances, there
are certain layout conflicts, such as the phenomenon that the
functional areas across the wall and the functional areas
overlap [10]. (erefore, in the layout planning of 3D indoor
scenes, the occlusion edges in RGB⁃D images are calculated,
mainly including no wall penetration, no overlap, and no
door blocking. (e constraint conditions are set as follows:

E � 
i�1

d a1, a2, · · · , an( 

A
, (7)

where a1, a2, · · · , an represents wall-crossing constraint,
door-blocking constraint, and overlapping constraint, re-
spectively; i�1d represents the description parameter of
layout information.

When planning a path for a more complex indoor en-
vironment, it is necessary to browse and switch the indoor
environment, determine the path to be planned, select the
navigation type that can be used for path planning, and select
the key position in the indoor environment and the key
position of the data in the holographic image. (en, the set

related service parameters are imported into the navigation
service item, and the expression state of the result is finally
determined so that the holographic image can perfectly
express the 3D indoor scene [16].

4. Results Analysis and Discussion

Indoor point cloud reconstruction based on VR technology is
an important basic work in this paper. A key improvement
point on this issue is the combination of real-time recon-
struction and off-line reconstruction. In off-line reconstruction,
feature matching and incremental reconstruction processes are
enhanced for the prior information of position, and attitude is
obtained through real-time reconstruction.

In this paper, four algorithms, 4PCS (4-points congruent
sets), PFH (point feature histogram), FPFH (fast point
feature histograms), and NDT (normal distribution trans-
form), are used to test two pieces of indoor point cloud data,
respectively. At the same time, in order to enhance the
comparability, the parameters set by these four algorithms
are all the optimal parameters. After running in vs2017 + pcl
environment, the result is shown in Figure 3.

From the error analysis in Figure 3, it can be seen that the
4PCS algorithm divides the original two disordered point
clouds into upper and lower layers, and the initial attitude of
the target point cloud has been well corrected, but the
stability of the algorithm is not strong. (rough a large
number of parameter adjustments, this paper finds that the
above-mentioned effects are random, and the generated
results will be different every time the program is run.
Comparing PFH and FPFH algorithms, although the basic
principles of these two algorithms are similar, they can
correct the attitude of the target point cloud.

Compared with 4PCS algorithm and NDT algorithm, it
is obviously much higher, so it is not suitable for the real-
time registration and splicing of point clouds in 3D indoor
scenes, which makes it unsuitable for the real-time con-
struction of 3D indoor scenes. (rough the above analysis, it
can be concluded that although the grid parameters of the
NDT algorithm are the key to its registration accuracy, its
high registration accuracy and high running efficiency will
become the preferred coarse registration algorithm in the
construction of 3D indoor scenes.

(rough ICP (iterative closest point) fine matching op-
eration, the positions of the point clouds to be matched have
been greatly adjusted, and they are more coincident with the
corresponding points. As mentioned earlier, a good initial
position is the key to determine ICP fine matching. Figure 4
shows the algorithm’s time-consuming and error analysis.

It can be seen from Figure 4 that the FPFH algorithm and
PFH algorithm are not suitable for the real-time construction
of 3D indoor scenes in terms of registration accuracy or
running efficiency. Although the registration accuracy of the
4PCS+ ICP algorithm is high, when the overlapping area of
two point clouds is small, this algorithm runs unsteadily and
takes a relatively long time. Experiments show that the
NDT+ ICP algorithm is obviously superior to other algo-
rithms in registration accuracy and running efficiency, and it
is effective for point clouds of 3D indoor scenes.
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(e original point cloud scale represents the number of
3D points in the reconstructed dense point cloud, the
preprocessed point cloud scale represents the number of
3D points in the point cloud after downsampling, statistical
denoising, and smooth resampling, the number of candi-
date wall faces represents the number of candidate wall
faces after plane fitting, plane merging, and plane classi-
fication, and the number of reconstructed wall faces rep-
resents the number of wall faces in the final room layout
after optimal solution.

In order to establish the model of the relationship be-
tween reflectivity and depth values captured by different
types of sensors, this paper designs and utilizes strip plane
templates with six different gray levels. (e gray value of the
plane is divided into six levels, and the reflectivity of each
level is shown in Figure 5.

(e proposed neural network-based model is trained by
optimizing the polynomial logistic regression objective using
the RMSprop algorithm.(ere are five hidden layers in both
Kinect v1 and Kinect v2. (is procedure entails adjusting
various parameters on a regular basis in order to achieve the
desired results. (e test set contains 260 data points, based
on the above distribution ratio because the total data set used
in this paper is 1300. (e experimental results are shown in
Figures 6 and 7.

Using this more than intelligent postcorrection neural
network, for Kinect vl, depth accuracy is increased by
1.1mm and depth accuracy by 4.3mm. Meanwhile, for
Kinect v2, the depth accuracy is increased by 115.6mm, and
the depth accuracy is increased by 0.3mm. However, the
author of [12] used the most advanced correction method to
obtain the depth accuracy of its report. In addition, the
results of the previous method are compared with those of
this method, and it is found that the accuracy and precision
of this method are better than those of the previous methods.

(e room is encircled by white walls, storage cabinets,
and glass walls, among other things. Many weak textures and
repetitive and nondiffuse reflection environments present
significant challenges for the motion recovery structure
algorithm. Although the visual inertia odometer results are
used for spatial local matching, cumulative drift errors are
introduced into the incremental motion recovery structure
algorithm, causing wall reconstruction artifacts.

(e experiment will compare the data collection effects of
the two methods in 3D indoor. (e two methods not only
collect the overall conditions of 3D doors and windows,
buildings, and rooms but also collect the details of indoor
modules, floors, and network structures, which can more
comprehensively reflect the advantages and disadvantages of
the two methods in data collection. Figure 8 shows the com-
parison of the two experimental methods in data collection.

According to the comparison results in Figure 8, it can be
seen that the proposedmethod has a better effect in indoor data
collection. It mainly applies a variety of key algorithms to
optimize and analyze indoor-related data and also carries out
unique data collection ideas according to the characteristics of
data, which effectively improves the efficiency of data collection.

(e relative motion between the static object in the scene
and the camera is caused by the camera’s motion, whereas
the motion of the dynamic object in the scene is affected by
both the camera’s relative motion and its own motion at the
same time, so themotion of each dynamic object differs from
the motion of the static object in the scene. (e number of
moving objects in the image influences the number of static
and dynamic feature points, and the number of dynamic and
static feature points influences the estimation of camera
internal and external parameters.(e effect of the number of
moving objects in the scene on the TDR algorithm is dis-
cussed using various numbers of moving objects. (e
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bedroom group’s experimental data were subjected to the
same TDR experiment, with 380 images in total. (ree
experiments were carried out, including 90 single moving
targets, 90 multiple moving targets, and no moving targets.
Detailed reconstruction data results are shown in Figure 9.

(e experimental scenes are the living room and bed-
room. Each scene is set with three modes, namely, no dy-
namic objects, single dynamic objects, and multidynamic
objects. TDR is carried out before and after removing dy-
namic objects. From the experimental results, it can be seen

that the reconstruction effect after removing dynamic ob-
jects is better than that without removing dynamic objects,
and the reconstruction effect of single dynamic objects is
better than that of multidynamic objects. In the 3D target
test of the reconstructed point cloud model, more accurate
recognition results can be obtained.

In the aspect of the indoor effect, not only the indoor path
is optimized but also the effects such as details coloring and
details perfection are carried out on the already built model.
However, the traditional method lacks the adjustment of
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details, which makes the layout planning of 3D indoor scenes
too monotonous to immerse users in images.

5. Conclusion

A digital model of indoor landscape reconstruction can be
created using VR technology. Dense TDR is realized in a 3D
indoor scene using an RGB-D sensor, and real-time operation
is achieved for an extended period of time using only the
CPU. Experiments show that when the initial position and
pose of the two point clouds are good, the ICP algorithm is
ideal, and there is no problem with finding the local optimal
solution. Experiments show that, based on the characteristics
of indoor point clouds, the NDT+ ICP registration scheme
can achieve ideal registration and mosaic results in terms of
time and accuracy, which can be used to construct 3D scenes
in real time. A layout recommendation method based on the
Markov chain Monte Carlo sampling method can complete
diversified furniture layout recommendations quickly and
efficiently with little interaction. However, based on the
current research, the model deformation method will be
introduced into the modeling process, which will be changed
according to the model’s own style, in order to obtain a layout
result that is more realistic with the actual scene.
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Based on the concept of responsible holistic nursing care, a whole-process dual-tutor nursing practice model is established and its
application effects are explored. *is paper firstly reviews the research progress of nursing workload prediction methods at home
and abroad, in order to provide a reference for clinical nursing workers in China to choose a scientific, reasonable, and easy-to-use
nursing workload prediction method. It is proposed to construct a nursing education management model based on small data to
provide ideas and references for nursing education management to effectively predict the evolutionary trend of students’ be-
haviour and improve the level of accurate services. *e experimental group adopted a dual-tutor responsibility system for the
whole-process nursing practice model, including a complete three-level supervision system: a dual-tutor teaching system, a PDCA
responsibility system for continuous improvement, and a multichannel teacher-student interaction platform; the control group
adopted the traditional nursing practice model.

1. Introduction

In recent years, with the acceleration of the international-
ization of medical education and the localization of inter-
national standards, nursing education has taken on the
multiple missions of optimizing the cultivation of talents,
leading to the development of disciplines and deepening the
connotation of the profession, and the development of
education needs to adapt to the development of social
economy, the progress of science and technology, and the
coordination of health undertakings [1]. *e former Min-
istry of Health and the Ministry of Education jointly put
forward the strategic point of building an integrated
teaching mode of industry-university-research and clearly
defined the development goal of deepening teaching reform
and cultivating higher technical application talents [2]. *e
former Ministry of Health and the Ministry of Education
jointly put forward the strategic point of building an inte-
grated teaching model of industry-academia-research,
specifying the development goal of deepening teaching

reform and cultivating higher technical application-oriented
talents. *e changes in the clinical environment have put
clinical nursing education in a new period of conceptual
transformation and practical reform, and it is one of the core
issues of nursing higher education to realize an effective
interface and buffer between theory and practice and to
explore a clinical practice model that fits the cultivation
objectives of higher nursing education at this stage [3].

*e information system-based nursing workload fore-
casting method refers to the use of information system
retrieval and statistical functions to present medical order
entries and nursing project data that reasonably and ef-
fectively reflect nursing workload so as to analyse and
forecast nursing workload [4]. Currently commonly used in
the USA is the GRASP nursing management information
system (Grace Reynolds Application and Study of Peto,
GRASP), which predicts workload and manpower in ad-
vance by forming a database of nursing workload for dif-
ferent categories of patients, depending on the type of
patient admitted each day [5].
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*e GRASP system divides nursing items into 11 cat-
egories with 50 nursing operations and assigns a fixed
number of points to each operation based on the average
time spent on each item, plus a certain percentage of delay or
fatigue time points to predict work hours and prospectively
arrange manpower [6]. In Singapore, scholars developed a
nursing intensity system based on nursing diagnosis, which
identifies the type of nursing diagnosis based on the type of
intervention performed on the patient, quantifies the rela-
tionship between the nursing time required and the type of
nursing diagnosis through a regression equation, and obtains
the number of patients with different nursing diagnoses to
predict the nursing work hours required per shift [7]. In ad-
dition, Japan has developed a Nursing Care Assignment
Management (NCAM) system to visualise daily workloads and
use the quantified workload data to efficiently assign staff and
tasks [8]. In China, scholars have used the Hospital Infor-
mation System (HIS) to obtain and predict workload data. In
[9], the HIS system was combined with the work hour mea-
surement method, and the nursing work hours of each op-
eration were correlated with the frequency of HIS medical
orders to establish an HIS-based nursing work our database.
*e relationship between the number of nursing hours and the
number of nurses was calculated by linear regression analysis;
for example, Nephrology: number of nurses� 1.577+0.030x
working hours, predicted nursing manpower required for
tomorrow� 1.577+0.030x total nursing hours of yester-
day÷ actual number of admissions yesterday÷ expected
number of admissions tomorrow. By programming the for-
mula into the information system, the manager only needs to
enter the number of hospital admissions for tomorrow to
predict the number of people who will work on tomorrow.

Nursing projects are mostly derived from doctors’ orders
and nursing workflows and are selectively retrieved from
information systems in a simple and operational way [10].
Overseas information systems mainly quantify the catego-
risation of patient need and use statistical analysis to identify
the relationship between patient categories and workload,
thereby predicting the number of nursing hours required for
each category of patients and allocating manpower. Do-
mestic information systems are based on the prediction of
workload purely statistical nursing items to get nursing
workload, but due to the imperfect data dictionary of in-
formation systems, in practice there are many non-
chargeable items and indirect nursing work that are not
included in the dictionary of medical advice, such as health
education, linen change, material collection, and so on,
which cannot be directly retrieved for statistics. In addition,
the different information system environments of individual
hospitals, the fact that standard nursing hours have not yet
been unified, and the lack of uniform standards for screening
nursing items make the results of some scholars’ research
not universally applicable and externally applicable [11, 12].

*e contributions of this article are as follows:
*is article proposes to build a nursing education

management model based on small data, which provides
ideas and references for nursing education management to
effectively predict the evolution of student behavior and
improve the level of precise service.

Based on the in-depth analysis of the concept and
characteristics of small data, we design a dynamic portrait
label system from two aspects of student surface behavior
and deep driving factors and propose a research method to
realize dynamic portrait and form an overall framework
model.

*e experimental group adopts the whole-course dual-
mentor responsibility system holistic nursing practice model
and comprehensively evaluates the two groups of nursing
students, investigating the professional identity of the
nursing students, the evaluation of the internship model,
and the satisfaction of patient care services.

2. Related Work

2.1. A Predictor-Based Approach to Nursing Workload
Prediction. Predictor-based methods for forecasting nurs-
ing workload are based on statistical methods such as re-
gression analysis, which explores the factors inherent in
nursing workload data, use the main influencing factors as
predictors, and identify parameters to be determined in
order to construct a mathematical model, followed by re-
gression modelling of the identified predictors using poly-
nomial Logistic, LASSO, and other methods [13]. Common
predictors used overseas include Hours Per Patients Day
(HPPD) [14], Case Mix Index (CMI) [12, 14], and Inter-
national Classification of Function (ICF) [15].

In addition, studies have also shown that the Unit Ac-
tivity Index (UAI), the number of discharges, transfers, or
discharging (Admitting, Transferring, or Discharging Pa-
tients (ADT)) [16] have a positive impact on the inclusion of
workload prediction. Reference [17] used multiple stepwise
linear regression analysis to identify the factors influencing
work hours and used them as classification factors to build a
query table of direct nursing hours and indirect nursing
hours required by different categories of patients. *e table
was used to identify the factors influencing the working
hours and use them to establish a table of direct nursing
hours and indirect nursing hours required by different
categories of patients for dynamic manpower deployment.
In [18], the results of a survey in a general adult ward in a
tertiary care hospital showed that there was a linear rela-
tionship between the Barthel Index and Simple Clinical
Score (SCS) of patients and the 24-hour direct nursing hours
of patients, and a mathematical model using least squares
and multiple linear regression was developed to identify the
nursing hours of patients in different levels of care, thus
enabling prediction of nursing workload.

2.2. Grey Dynamic Model. Grey systems theory consists of
the use of dynamic predictive models to process incomplete
small sample “information-poor” data to establish a quan-
titative relationship between the present and the future on a
timeline, through which things can be predicted [19].
Nursing workload is the result of a combination of internal
and external environmental factors, such as patients, envi-
ronment, and nurses, which are covered by grey informa-
tion. In contrast, workload measures are specific and
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defined, covered by white information, and meet the re-
quirements for predictive modelling of data grey systems
[20]. Reference [21] used a grey system prediction model to
quantitatively predict trends in nurse performance, using 12
nurses in the unit as the study population and selecting four
months of performance for each nurse as the basic data for
modelling and predicting nurse performance over the next
five months. Nursing performance is a quantitative assess-
ment of nurses’ workload, and the prediction of perfor-
mance can indirectly help managers predict workload,
scientifically set work standards, and reasonably assign work
tasks.

2.3. Time Series Models. Time series models are forecasting
methods that apply mathematical models to describe the
changes in variables over time and their development pat-
terns, that is, predicting their future values from the past and
present values of the time series. *e Autoregressive Inte-
grated Moving Average Model (ARIMA) is one of the most
widely used and well-known time series forecasting
methods, which is able to integrate seasonal, trend, and
random disturbance factors and has good forecasting
function, and is gradually used in the field of health care [2].
Reference [22] used the ARIMA model to predict daily
patient occupancy in a short-term acute care ward for op-
timal management of human resources, and the results
showed that the model predicted with high accuracy for up
to one week, which is a good guide for managers. Reference
[23] used an ARIMAmodel prediction combined with linear
correlation and regression analysis to obtain a predictive
model for the number of obstetric outpatient card builds and
deliveries. Reference [24] used time series analysis to con-
struct a time series prediction model for daily nursing
workload in the neurology department.

2.4. Discrete Event System Simulation. Discrete event sim-
ulation (DES) is a method of experimenting with computer
simulation of discrete events for evaluating, predicting, and
optimizing the efficiency of existing systems.*e DESmodel
was used by [25] to predict caregiver demand in a nursing
home. Data on the daily care needs (ADLs) of older people
were collected and entered into the DESmodel to predict the
relationship between care workload and staffing to meet
the daily care needs of older people so as to determine the
optimal staffing for different care needs. Reference [26]
collected 1 month of inpatient care data from a general
hospital in Canada into the system and logically simulated
the impact of different nurse-patient ratios on quality of care
as well as nursing workload to help managers predict and
optimally manage nursing workload. Discrete event simu-
lation is a nurse-centred approach to workload prediction.

3. Questions to Ask

3.1. Small Data. *e concept of small data was first dis-
covered by Professor D. Eestrin of Cornell University, who
believed that students’ health could be dynamically

monitored through the tracking of a full range of data on
their daily behaviour [27]. *ere is no clear definition of
small data, but it is accepted that small data is a collection of
all data on a person or team-centred, multilevel behavioural
pattern, and situational awareness. Over time, these data
collections have become richer and richer, providing a
powerful support for dynamic mining of student needs and
preferences and behaviour patterns. Current research on
small data focuses on personalised recommendations and
accurate services, interest discovery and prediction, and
theoretical discussions on the fusion of small data, but there
is a lack of conceptual concepts for building academic app
portraits based on small data.

3.2. Nursing Education Management Student Portrait.
Traditional student portraits only capture data at a certain
point in time; that is, they abstract a static model of a
student’s reality and history based on their behavioural
characteristics, habits, and other data tags. A dynamic
portrait of a student in nursing education management is
one that introduces a time segment based on a conceptual
picture of the student and uses a scientific approach to
dynamically and continuously outline trends in the
behavioural trajectories of students as they interact with the
platform.

4. Overall Design

*e dynamic portrait model based on small data proposed in
this paper places more emphasis on the relevance and three-
dimensionality of the labelling system. *erefore, the pro-
cess of the small data-based student profiling model for
nursing education management should be divided into four
segments, as shown in Figure 1:

Step 1. Design a three-dimensional dimensional label
that includes deeper drivers of student behaviour from
a small data perspective, combined with the charac-
teristics of nursing education management.
Step 2. Collect and preprocess student data-based on
the dimension labels.
Step 3. Classify the data according to the temporal
information in the student microdata and use clus-
tering algorithm to cluster the data in specific time
segments to classify students into different groups and
build a time-phased portrait, which will be stored in the
database.
Step 4. Based on the time-phased portrait, identify the
cluster centres of each time period (the cluster centres
can be regarded as the typical representatives of the
group of students).

*e above design process not only refers to the basic
aspects of traditional student profiling, but also incorporates
the special features and requirements of the small data based
dynamic profiling proposed in this paper, which ensures
practical value and innovation.
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5. Nursing EducationManagement Systems and
Small Data Acquisition

5.1. Label Dimension. *e psychological activity of students
is an intrinsic factor that underpins behaviour, and any
behaviour is driven by certain intentions before it occurs.
Social psychologist Levin developed the field dynamics
theory to analyse the driving forces and behavioural change
processes that underpin individual behaviour. Field dy-
namics theory consists of field theory and dynamics theory,
in which field theory defines “field” as the overall form of
interdependence between the individual and the environ-
ment, also known as individual life space (LS). *e indi-
vidual’s psychological and behavioural processes always take
place and move within this space, which can be expressed in
a functional equation as

B � f P
∗
E(  � f(LS), (1)

where B represents the externalised behavioural expression.
P represents the intrinsic needs of the individual, E repre-
sents the psychological environment, that is, the situation
that stimulates the intrinsic needs of the individual, and f is a
function of the interaction between the individual and the
environment. *us, field theory considers individual be-
haviour as a result of the interaction between the subject and
the situation.

5.2. Small Data Collection. Based on the field dynamics
theory and the characteristics of nursing education man-
agement, this paper argues that the factors driving student
behaviour in nursing education management include stu-
dents’ value orientations, cognitive abilities, situational
characteristics, and social relationships. Combining the two
basic factors of student natural attributes and behavioural
preferences, a six-dimensional portrait system is con-
structed, as shown in Figure 2. *e internal relationship of
each dimension is as follows: students’ natural attributes and
behavioural preferences are the basic framework of the
portrait, while values, cognitive abilities, situational char-
acteristics, and social relationships drive the production of
behaviour, among which values and cognitive abilities are
driven by students themselves, that is, internal drive P, and
situational and social situations are the stimulus of external
situations (i.e., trigger). E. Behavioural preferences are the

external effect of the combination of natural attributes,
values, cognitive abilities, situational characteristics and
social relationships. E. Behavioural preferences are the ex-
ternalisation of a combination of natural attributes, values,
cognitive abilities, situational characteristics, and social
relationships.

Basic student information and care data are stored in the
administration backend; behavioural preferences can be
obtained from behavioural data stored in student logs and
student-generated content; value orientations can be ob-
tained by mining student-generated content or through
research methods such as questionnaires and interviews
(e.g., targeted electronic questionnaires distributed by the
platform to understand students’ visions and current needs);
cognitive abilities can be obtained from authentication data
submitted by students and analysis of interaction data.
Cognitive skills can be obtained from student submissions
and interaction data analysis; situational awareness can be
obtained from sensors, location systems, and smart wearable
devices; social relationships can be obtained from logmining
and social network analysis.

5.3. SmallData Processing. In the past, most of the data used
in student profiles were basic attribute data and behavioural
data, which could be coded and transformed numerically or
simply processed for direct experimental analysis.*is paper
builds on this foundation by incorporating comment or
posting text (i.e., content features). *e professional and
domain-specific nature of nursing education management
and the fact that students’ nursing topics are often related to
their own specific domains makes it possible to mine and
analyse students’ areas of interest from the textual content.
*erefore, this paper proposes a text data modelling ap-
proach based on the LDA topic model (see Figure 3):

Step 1. *e text content was collected, stitched, and
stored as text documents by student IDs, cleaned and
imported into the domain word list for Chinese word
separation and deactivation filtering, and the original
text was cut into a sequence of feature words; then, the
TF-IDF was used to calculate feature word weights
from both word frequency and importance perspec-
tives, and important feature words were retained.
Step 2. Use the easy-to-use Gibbs sampling in the LDA
(Latent Dirichlet Allocation) topic model to mine the

Small data
perspective 

Features of
social

academic app 

User portrait
requirements 

Social APP
user dynamic 
portrait label 

system

Portrait small 
data

Time sharing 
portrait

Dynamic 
portrait

Figure 1: *e process of constructing a student portrait for nursing education management based on small data.
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implied topics of the text; that is, project the complex
text into the potential topic space according to the
statistical idea, and obtain the “document-topic” dis-
tribution θ topic distribution θ and “topic-featured
word” distribution:

perplexity(D) � exp −


M
d�1 log P(W)d( 


U
d�1 Nd

 ,

p(w) � p(z|d)∗p(w|z).

(2)

Step 3. After obtaining the “document-topic-feature
word” matrix, if the sample is small, each topic word
cluster can be identified manually, taking into account
the distribution of words and semantic relationships
under the topic. As most of the nursing education
management apps are industry vertical platforms, such
as the Dingxiangyuan App for the medical field and
the House of Economics and Management App for the
management field, we can consult with experts in the
relevant fields to set a domain label for each document
that summarises its characteristics when identifying
thematic feature words.
Step 4. After obtaining the domain labels for each
document, the labels are digitally assigned, for example,
the labels “internal medicine,” “surgery,” and “Chinese
medicine” are assigned {1, 2, 3}, respectively. *e result
is the identification of student interest areas from
student-generated content and their conversion into
numerical values.

*e above method can quantify the textual data and also
reveal the textual characteristics at the thematic level, which
is both practical and scientific, and achieves the research goal
of combining textual data and other data to portray the
portrait, avoiding distortion of the portrait to the greatest
extent possible.

6. Case Studies

6.1. Study Subjects. A convenience sampling method was
used to include 200 nursing students who underwent a
clinical internship in a tertiary care hospital from August
2014 to April 2015. *e experimental group consisted of 200
nursing students who underwent clinical internship from
August 2014 to April 2015, and the control group consisted
of 200 nursing students who underwent an internship in the
same hospital, all with bachelor’s degree. During the study
period, 3 nurses were dropped out of the experimental group
and 6 from the control group. *e reason for the dropout
was that the nursing students were transferred to other
hospitals at the end of their internship and were unable to
complete the comprehensive assessment and related ques-
tionnaires. *erefore, a total of 192 nursing students in the
experimental group and 185 in the control group were
included in this study [28].

6.2. Evaluation Methods. At the end of the internship,
nursing students are assessed in a unified manner, including

theoretical and operational assessments, with a score of 100
points each. Each student is evaluated by the first- and
second-level managers according to the “Internship Per-
formance Assessment Form,” which covers five major cat-
egories: professionalism, professional skills, communication
skills, study and research skills, and teamwork, each with 20
points, totalling 100 points [29].

A survey of nursing students at the end of their place-
ment was conducted using the “Nurse Professional Identity
Scale” developed by the Department of Nursing Manage-
ment, Faculty of Medicine, University of Tokyo, Japan. *e
scale consists of 21 items with 7 dimensions: a sense of
control, a sense of consistency, a sense of meaningfulness,
sense of self-efficacy, sense of self-determination, sense of
organisational influence, and sense of patient influence. *e
items are rated on a 7-point Likert scale, according to “not at
all,” “less,” “less,” “not sure,” “not sure,” “not at all,” and “not
sure.” *e dimensional score is the average of the scores of
the included items. *e higher the score, the higher the
degree of professional identity of nursing students. Cron-
bach’s alpha coefficient for the Chinese version of the scale
was 0.84 and the content validity was 0.92. In this study,
Cronbach’s alpha coefficient was 0.817.

A self-made patient care service satisfaction question-
naire was distributed to patients at the end of the practice,
including five dimensions of nursing student service quality,
professional skills, patient education, humanistic care, and
overall evaluation, with a total of 16 items. “Dissatisfied,”
“average,” “satisfied,” and “very satisfied” were assigned a
score of 1 to 5, respectively. *e higher the score, the higher
the patient’s satisfaction with the nursing student. Six ex-
perts in nursing education, nursing management, and
clinical nursing were invited to evaluate the relevance of each
item to the content expressed in the questionnaire on a 4-
point scale (i.e., 1� not relevant, 2�weakly relevant,
3� strongly relevant, and 4� very relevant). *e Cronbach’s
alpha coefficient for this questionnaire was 0.923.

A self-made questionnaire was used to survey nursing
students at the end of the placement, which included five
items: rationality, replicability, the quality of teaching,
quality of management, and overall evaluation of the
placement model.

6.3. Results. Comparison of overall assessment scores of
nursing students is presented in Table 1.

Clinical practice is an integral part of higher nursing
education, and the quality of clinical teaching is crucial to the
overall standard of higher education. It is an innovation and
development of the traditional mobility practice paradigm,
adhering to the student-centred talent training concept, based
on the development of nursing students, based on clinical
nursing practice, facing the frontier of discipline develop-
ment, adapting to the educational market demand, aiming to
cultivate excellent nursing students, and devoting to the
comprehensive training of nursing students’ knowledge,
ability, and quality so as to become talents with greater de-
velopment potential. As shown in Table 1, the experimental
group was the first to be trained in nursing. As shown in
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Table 1, the assessment scores and overall practice perfor-
mance of nursing students in the experimental group were
higher than those of the control group (P< 0.05), and the
comparison was statistically significant in terms of profes-
sional quality, professional skills, communication ability,
study and research ability, and team writing (P< 0.05) [30].

Comparison of professional identity of nursing students
is shown in Table 2.

Professional identity is a socialised self-identification of
the individual’s values, attitudes, behaviour, knowledge, and
skills in their professional role, and is the process of inte-
gration and development of self-value and professional value
that overcomes the sense of professional externalities and
alienation. Clinical practice is a critical period for nursing
students to strengthen their professional awareness, expe-
rience their professional values, and transform their social
roles and has an important impact on the formation and
development of their professional identity. As shown in
Table 2, through the clinical practice of the whole nursing
internship model of double censorship, in which the mentor
is responsible for the whole process and the nursing students
are independently assigned to beds at the end of the in-
ternship, the nursing students in the experimental group
have a higher sense of grasp and consistency of the pro-
fessional role of nurses than those in the control group
(P< 0.05), their clinical skills have been improved, their
degree of nursing decision-making and influence on patients
has been deepened, and their sense of self-worth has been
elevated, and they are higher than those in the control group
in the above related dimensions (P< 0.05). All comparisons
were higher than those of the control group (P< 0.05). It is
possible that this is due to the limited time spent on rotation
in different departments and limited participation in the
nursing organisation. *e nursing students in both groups
scored lower on this dimension, with there was no statistical
difference between the two groups (P> 0.05). In conclusion,

the holistic nursing practice model with dual membership
can continuously enhance the professional experience of
nursing students and promote the positive transition of
nursing students to their social roles [30].

Comparison of patient satisfaction with care services is
shown in Table 3.

Table 3 shows that the overall satisfaction of patients with
nursing students in the experimental group was higher than
that of the control group (P< 0.05), and there was a statistical
difference in the comparison of satisfaction in terms of service
quality, professional skills, patient education, and humanistic
care (P< 0.05). Patient satisfaction is the evaluation yardstick
of quality nursing service and is the starting point and footing
point of nursing practice. *e nursing students are the new
force in the nursing team and should inherit and carry
forward the “patient-centred” service concept. Under the
dual-tutor system, the tutors focus on the cultivation of
nursing students’ service consciousness and professional
ability, supervising them to implement basic nursing care and
health education for patients and guiding them to commu-
nicate effectively with patients; the nursing department or-
ganises regular humanities lectures and health education
competitions to motivate nursing students to provide quality
nursing services [31].

Comparison of nursing students’ evaluation of place-
ment models is shown in Table 4.

*e results of the nursing students’ evaluation of the
practice model (Table 4) show that the overall nursing
practice model with dual tutors is more reasonable than the
traditional practice model and is highly scalable. In the
construction of this model, a complete three-level super-
vision system, a dual-tutor teaching system, a PDCA ac-
countability system for continuous improvement, and a
multichannel teacher-student interaction platform have
been formed after continuous experience summing up and
perfecting practice, which is worth promoting at one time.

Table 1: Comparison of the comprehensive assessment scores of nursing students in the two groups (x ± s).

Project Experimental group (n� 182) Control group (n� 165) t/t′ value P value
*eoretical assessment 79.70± 8.12 77.19± 6.78 3.108 0.002
Operation assessment 85.48± 7.33 82.56± 8.25 3.491 <0.001
Practice performance 72.02± 10.12 66.58± 12.27 4.472 <0.001
Professional quality 14.72± 1.92 13.55± 1.94 5.621 <0.001
Professional skills 15.04± 2.22 14.29± 2.98 2.631 <0.001
Communication skills 13.25± 2.21 11.48± 2.45 5.843 0.009
Learning and scientific research ability 14.81± 2.38 13.57± 5.24 4.512 <0.001
Teamwork 14.21± 2.1 13.26± 2.49 3.815 <0.001

Table 2: Comparison of professional identity between the two groups of nursing students (x ± s).

Project Experimental group (n� 182) Control group (n� 165) t value P value
Sense of grasp 5.86 ± 0.99 5.33 ± 1.04 4.862 <0.001
Sense of consistency 5.52 ± 1.41 4.36 ± 1.68 6.988 <0.001
Sense of meaning 5.88 ± 1.25 5.40 ± 1.36 3.426 <0.001
Self-efficacy 5.91 ± 0.85 5.64 ± 0.93 2.826 0.005
Self-determination 4.35 ± 1.84 3.76 ± 1.92 2.922 0.004
Sense of organisational influence 3.66 ± 1.53 3.38 ± 1.65 1.640 0.102
Patient’s sense of influence 5.15 ± 1.20 4.39 ± 1.33 5.465 <0.001
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7. Experimental Analysis

In the process of data collection and analysis, the metadata
that is exchanged as information is standardised in order
to fully exploit, share, and utilise information resources.
*e standardisation of nursing language has been
researched earlier overseas, and information systems
predict nursing workload based on the Nursing Outcome
Classification (NOC), the North American Nursing Di-
agnostic Association Nursing Diagnosis (NANDA), and
other standardised language captures, providing a good
basis for full data mining and analysis. As nursing work
records in China are still dominated by semistructured,
nonstandardised data, the lack of a common standardised
nursing language and terminology system has resulted in a
large amount of nursing workload data that cannot be
directly analysed and processed, and a low rate of sharing
and utilisation of data resources across institutions and
systems as shown in Figure 4, with different management
of prediction models.

In the context of the era of medical informatization, it is
urgent for China to establish a unified coordination
mechanism, promoted by the state and professional aca-
demic organizations, to develop a standardised system of
nursing data suitable for China, such as the different pre-
diction modules shown in Figure 5.

As shown in Figure 6 for the short-term nursing effect,
the difficulty in achieving the prediction of nursing workload
is not in the use of data mining tools, but in choosing which
data mining tools are more applicable to the reality of
nursing workload in China, which currently presents di-
verse, complex, and fragmented data. When predicting, the
traditional regression approach inevitably leads to errors and
even biases, and due to the expanding volume of data, there
is an urgent need for working methods that are more in line
with the volume of nursing data. Currently, methods such as
support vector machines and random forests are increas-
ingly becoming mainstreammining tools, and more suitable
research methods should be actively incorporated in the
prediction methods of nursing workload.

Table 3: Patient care service satisfaction (x ± s).

Project Experimental group (n� 182) Control group (n� 165) t value P value
Service quality 3.91 ± 0.84 3.62 ± 0.93 3.056 0.002
Professional skills 4.00 ± 0.88 3.46 ± 0.95 5.496 <0.001
Patient education 4.05 ± 0.92 3.53 ± 0.86 5.425 <0.001
Humanistic concern 3.60 ± 0.89 3.26 ± 0.87 3.592 <0.001
Overall evaluation 3.86 ± 0.94 3.52 ± 0.97 3.314 0.001

Table 4: Evaluation of placement patterns by nursing students in both groups (x ± s).

Project Experimental group (n� 182) Control group (n� 165) t/t′ value P value
Rationality 4.26 ± 0.76 3.70 ± 0.94 6.075 <0.001
Generalizability 4.40 ± 0.73 3.34 ± 0.82 12.760 <0.001
Teaching quality 4.20 ± 0.78 3.62 ± 1.02 5.900 <0.001
Management quality 4.25 ± 0.79 3.55 ± 0.95 7.382 <0.001
Comprehensive evaluation 1.30 ± 0.81 3.53 ± 0.89 8.424 <0.001
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Figure 4: Predicted performance for different management.
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8. Conclusions

*is paper proposes the construction of a nursing education
management model based on small data to provide ideas and
references for nursing education management to effectively
predict the evolutionary trends of student behaviour and
improve the level of precise services.*e experimental group
adopted a full dual-mentor responsibility system holistic
nursing practice model, specifically including a complete
three-level supervision system, dual-mentor teaching sys-
tem, PDCA responsibility system holistic nursing practice
pathway for continuous improvement, and a multichannel
teacher-student interaction platform.
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L. Halonen, “*e influences of tunnel lighting environment
on drivers’ peripheral visual performance during transient
adaptation,” Displays, vol. 64, Article ID 101964, 2020.

[31] S. Weech, S. Kenny, C. M. Calderon, and M. Barnett-Cowan,
“Limits of subjective and objective vection for ultra-high
frame rate visual displays,” Displays, vol. 64, Article ID
101961, 2020.

10 Computational Intelligence and Neuroscience



Retraction
Retracted: A New Generation of ResNet Model Based on Artificial
Intelligence and Few Data Driven and Its Construction in Image
Recognition Model

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. Tis is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

Tis article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. Tis in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and

the research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

Te presence of these indicators undermines our con-
fdence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

Te corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] H. Wang, K. Li, and C. Xu, “A New Generation of ResNet
Model Based on Artifcial Intelligence and Few Data Driven
and Its Construction in Image Recognition Model,” Compu-
tational Intelligence and Neuroscience, vol. 2022, Article ID
5976155, 10 pages, 2022.

Hindawi
Computational Intelligence and Neuroscience
Volume 2023, Article ID 9890364, 1 page
https://doi.org/10.1155/2023/9890364

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9890364


RE
TR
AC
TE
DResearch Article

A New Generation of ResNet Model Based on Artificial
Intelligence and Few Data Driven and Its Construction in Image
Recognition Model

Hao Wang ,1 Ke Li,2 and Chi Xu3

1Shandong Anhui Information Technology Co., Ltd., Jinan 250100, Shandong, China
2Shandong Anyong Precision Machinery Co., Ltd., Taian 271000, Shandong, China
3Shandong Kangyuan Technology Innovation Development Co., Ltd., Jinan 250100, Shandong, China

Correspondence should be addressed to Hao Wang; coldfish_wen@sina.com

Received 12 January 2022; Revised 18 February 2022; Accepted 22 February 2022; Published 19 March 2022

Academic Editor: Xin Ning

Copyright © 2022 Hao Wang et al. *is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

*e paper proposes an A-ResNet model to improve ResNet.*e residual attention module with shortcut connection is introduced
to enhance the focus on the target object; the dropout layer is introduced to prevent the overfitting phenomenon and improve the
recognition accuracy; the network architecture is adjusted to accelerate the training convergence speed and improve the rec-
ognition accuracy. *e experimental results show that the A-ResNet model achieves a top-1 accuracy improvement of about 2%
compared with the traditional ResNet network. Image recognition is one of the core technologies of computer vision, but its
application in the field of tea is relatively small, and tea recognition still relies on sensory reviewmethods. A total of 1,713 images of
eight common green teas were collected, and the modeling effects of different network depths and different optimization al-
gorithms were explored from the perspectives of predictive ability, convergence speed, model size, and recognition equilibrium of
recognition models.

1. Introduction

Green tea is good for people’s physical and mental health
and is a popular beverage among consumers. At the same
time, green tea is also the most diverse and the most pro-
duced tea in China, and appearance is an important basis for
its classification and differentiation of grades, as well as an
important part of team sensory evaluation. However, the
traditional tea sensory review method uses review termi-
nology that has not been perfected [1].*e uncertainty of the
objective environment, the low prevalence of standard
quantities, the interference of subjective factors by tea
evaluators, the poor repeatability, and other limitations do
not match the increasing consumer demand for accurate
information and safe and high quality tea products in the
current new era [2]. *erefore, the development of open,
standardized, and intelligent [3] green tea classifications and
identification methods is an inevitable trend. New

classification and assessment methods for green tea have
been emerging, such as physicochemical review methods
[4, 5], fingerprinting assessment methods [6, 7], intelligent
sensory review methods [8, 9], and infrared spectral imaging
technology detection methods [10, 11], but these methods
have their limitations to a certain extent, such as relevant
instruments and cumbersome and complicated operations,
and most of them are based on the overall tea leaves. It is
necessary to propose an objective, simple, fast, and low-cost
method for green tea classification, since most of them are
based on the whole tea leaves for review, which requires
specific and time-consuming requirements.

Convolutional neural networks, as an important mem-
ber of image classification algorithms, have the advantages of
high recognition accuracy, fast detection speed, and great
development potential [12], have achieved considerable
success in image classification [13], object detection [14],
pose estimation [15], image segmentation [16], and face
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recognition [17, 18], have great scaling advantages [19], and
have been widely used in agriculture [20], healthcare [21],
education [22], energy [23], industrial inspection [24], and
other fields [25]. Currently, convolutional neural networks
have been used for tea tree pest and disease identification
[26], tea grade sieving [7], and the sorting of tea tree fresh
leaves [8], but for the recognition and classification of
different species of green tea based on ResNet, a typical
convolutional neural network is proposed by researchers in
recent years to perform computer vision tasks, which
minimizes the gradient disappearance problem caused by
increasing the depth of the network due to the introduction
of the residual module and reduces the redundancy of in-
formation in the data while maintaining a high accuracy
rate, which is simple and practical.

Based on ResNet convolutional neural network, this
study constructs a deep learning model capable of dis-
tinguishing 8 kinds of green tea by selecting the appropriate
optimization algorithm and model depth, aiming to develop
an efficient, accurate, and objective identification model and
apply it to mobile, realizing the recognition of green tea
pictures in different backgrounds and environments, which
can be shared and used by multiple people and devices,
saving resources and realizing deep learning in tea recog-
nition. *e identification of green tea is a new way of
thinking.

2. Materials and Methods

2.1. Data Acquisition and Test Platform Construction. *e
dataset of this study consists of 8 kinds of green teas, such as
Lishui fragrant tea, Xinyang Maojian, Lu’an Guapian,
Taiping Monkey Kui, Anji White Tea, Biluochun, Bamboo
Leaf Green, and Longjing. *e number of images of each
kind is shown in Table 1, with a total of 1,713 images. Part of
the dataset of this study is shown in Figure 1.*e eight kinds
of green tea with different appearance and quality charac-
teristics present different states in different scenes with
different backgrounds, which better reproduce the actual
scenes of tea in life. *ese images are manually searched
from different Internet platforms, such as the shopping
platform Jingdong (https://www.jd.com), Tao Bao (https://
www.taobao.com), the social platformWeibo (https://weibo.
com), and Baidu Post (https://tieba.baidu.com), with dif-
ferent brightness, background, and angle. *e higher the
resolution of the image is, the more features it contains, and
the better it is for model learning. *erefore, the image
datasets selected in this study are basically above 100KB in
size, and extended formats are basically JPG and PNG.

*e experimental platform for this study was built as
shown in Table 2, and the modeling scripts used are available
on github (https://github.com/seldas/DL_Beetles).

2.2. Image Preprocessing. *e original images obtained in
this study vary in size, and conducting some preprocessing
of the images can enhance the recognition of the target
objects by the model and also avoid overfitting of the net-
work. In this study, the tea images in the training set were

first randomly cut into RGB images in the image format of
224× 224× 3 and then flipped. *e images in the test set are
first scaled and then cropped to 224× 224× 3 RGB images
with the center as the reference. In this study, the pre-
processing of the images in the test is a data enhancement
operation, which can effectively improve the fitting ability
and generalization ability of the model [9].

2.3. Data Processing and Evaluation Indicators. *e images
were randomly selected and sampled according to the
training set : validation set� 3 :1. *e training data were used
for parameter learning, and the validation data were used for
model performance evaluation. *e same preprocessing was
strictly followed, and to ensure the accuracy of the validation
results, each set of experiments was repeated at least three
times, cross-validation was adopted to avoid the arbitrariness
in dividing the training and test sets, and the data were an-
alyzed by one-way ANOVA (p< 0.05) using SPSS 21.0 soft-
ware for significant differences, and finally the data were
divided into batches of the same size*e data were divided into
equal-sized batches to facilitate subsequent model training.

In order to evaluate the performance of ResNet model
for green tea species classification, accuracy, error rate,
precision rate, recall rate, F-value, and the confusion matrix
were adopted as the evaluation indexes in this experiment.
Taking the eight types of green tea in this study as an ex-
ample, the accuracy rate is the average of the overall per-
formance of the model in recognizing the eight types of
green tea, and the error rate corresponds to the accuracy
rate, which can be suitable for the comparison of recognition
balance because of its small base. Accuracy, recall, and F-
value are performance evaluations for each of these cate-
gories. Taking Anji white tea as an example, the accuracy rate
is the proportion of all samples predicted to be Anji white tea
which are predicted correctly; the recall rate is judged on the
basis of samples whose true label is Anji white tea, and it is
the proportion of those predicted correctly to all samples
whose true label is Anji white tea; and the F-value is a
composite index, which is the summed average of the ac-
curacy rate and recall rate. *e confusion matrix can
summarize and compare the classification prediction results
and the actual target, and from the presentation in the form
of N×N matrix, the sum of each row is the number of real
samples of the category, and the sum of each column is the
number of samples predicted as the category, which can
directly evaluate the effectiveness of the classification
method.

3. Related Theories

3.1. Traditional ResNet Network Structure. Since Alexnet
[11], the CNN structure has been deepening, and VGG and
GoogLeNet [12] have 19 and 22 convolutional layers, re-
spectively. With the increase of network depth, the existence
of gradient disappearance problem makes the network
training more difficult and the convergence result is not
good, and then the ResNet network [13] is introduced, as
shown in Figure 2.
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*e output of the residual module in ResNet is obtained
by summing the backbone network with the jump connec-
tion, and the shortcut connection adopts a constant mapping.
ResNet network can better weaken the gradient disappear-
ance phenomenon, retain more original information in the
input image, reduce the loss, and also improve the conver-
gence speed in deeper networks compared with the

traditional VGG network, essentially reducing the training.
*e redundancy of data information in the training process is
essentially reduced, but the shortcut direct connection makes
it less focused on the local target information in multiple
categories, which reduces the classification accuracy.

3.2. Dropout Layer. *e dropout layer is a layer that is used
to temporarily discard neurons with a certain probability
during the training process of the network. When the data
samples are small, it can prevent the model from overfitting
and effectively improve the classification accuracy. Refer-
ence [14] introduced the dropout layer into the convolu-
tional neural network, which not only solved the overfitting
phenomenon but also obtained good classification accuracy.

3.3. Residual Attention (Attention) Network. Attention
networks can highlight local target information and allow
the network to focus more on finding useful information

Table 1: Number of pictures of different kinds of green tea.

Name Number Size range of each image *e size of dataset
*e source of images/piece

Shopping platform Social platform Portal site
Lishui Xiangcha 210 102–1201 61 117 66 27
Xinyang Maojian 204 100–15751 108 152 47 5
Lu’an Guapian 200 102–9088 110 136 53 11
Taiping Houkui 226 114–17780 256 118 108 0
Anji Baicha 224 100–6226 151 134 88 2
Biluochun 210 101–4409 83 180 28 2
Zhuyeqing 199 100–9646 135 101 72 26
Longjing 240 104–11484 298 37 200 9

Figure 1: Partial display of the dataset.

Table 2: Partial presentation of the dataset.

Operating system Windows10 professional edition
Test platform Keras
Hardware environment Intel(R)Core(TM)i7-7700hq CPU@2.80GHZ 2.80GHZ
Basic configuration Anaconda Python3. Version 7

Weight layer

Weight layer

F (x)

F (x) + x

Figure 2: Shortcut connection method.
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related to the output in the input image, thus improving the
classification accuracy of image targets [8, 15, 16]. Reference
[8] proposed a residual attention network in 2017, which
enables the classification accuracy to be improved by fo-
cusing more on the target information through residual
attention networks. A residual attention network is a con-
volutional neural network containing an attention mecha-
nism, which is constructed by superimposing an attention
mechanism in an end-to-end training approach combined
with a forward feedback network architecture.

*e residual attention network is composed of several
attention modules superimposed on each other, and the
attention module is divided into two branches: the main
branch and the mask branch. *e structure of the attention
module is shown in Figure 3.

*e mask branch contains both upsampling and
downsampling layers, which can be both quickly feed-for-
ward scan to collect global information of the image and top-
down feedback to combine the global information with the
original image features. Each trunk branch has its corre-
sponding mask branch, which is used to learn the attention
information of its corresponding layer features, prevent the
trunk branch from updating the wrong weight parameters,
and can gradually refine the attention features of complex
images by superimposing the network structure. *e for-
mula for calculating the residual attention block can be
shown in the following equation:

Hi,c � 1 + Mi,c(x) ∗Fi,c(x), (1)

where Fi,c(x) denotes the result of convolutional neural
network output and Mi,c(x) denotes the result of mask
branch weight output, which takes values in the range of
[0, 1], and the closer it is to 0, the closer the output is to F(x),
which can then represent the network as a residual learning
network. Mi,c(x) as a feature selector can enhance useful
information and suppress undesirable noisy information
from the trunk branch, but the increase of attention
mechanism makes more parameters in the network, which
may cause overfitting and make the training converge
slowly.

4. Intersection Based on ResNet Network
(A-ResNet)

In order to improve the training convergence speed and
classification accuracy, the traditional ResNet network
model is improved and the A-ResNet network model is
proposed and applied to the traffic sign recognition system.

*e A-ResNet network is composed of convolutional
layer, pooling layer, residual unit, residual attention unit, and
softmax layer. Its structural composition is shown in Table 3.

*e input image of A-ResNet network has fixed size
224× 224, and the 112×112 featuremap is generated after the
first convolutional layer and then input to 4 residual units and
3 attention units after the pooling layer is reduced in di-
mension. Compared with the original ResNet network, we
add attention units, adjust the structure of each unit, and add
dropout layer, which can speed up the convergence of the loss

value of the network training and improve the classification
accuracy of the network in recognizing traffic signs.

4.1. Improvement of Residual Module in A-ResNet. *e
structure of the residual unit in the conventional ResNet
network is shown in Figure 4(a). *e training speed of the
ResNet network composed of this structure is slow, and the
recognition accuracy is not high, so the structure of the
residual unit after adjusting the network to improve the
classification accuracy and training convergence speed is
shown in Figure 4(b).

*e scale normalization layer (BN layer) and the acti-
vation layer (ReLU layer) are adjusted to the convolutional
layer before the BN layer to normalize the data for stabilizing
the network convergence, and then the processed data are
input to the Re⁃LU activation function for activation, which
can not only increase the nonlinear relationship between the
layers, but also enhance the network sparsity and prevent the
overfitting phenomenon, and the activated data are input to
the convolutional layer. *e data after activation is input to
the convolutional layer, and the dropout layer is added

Mask
branch 

Up
sampling 

Down
sampling 

Input

Convolution

Main
branch 

Figure 3: Structure of attention module.

Table 3: A-ResNet network model structure.

Arrangement Output size A-ResNet
Input layer 224× 224
Convolution layer 1 112×112 7× 7, 64
Maximum pooling 56× 56 3× 3

Residual element 56× 56 3 × 3, 64
3 × 3 64  × 1

Attention unit 56× 56 Attention ×1

Residual element 28× 28 3 × 3, 64
3 × 3 64  × 1

Attention unit 28× 28 Attention× 1

Residual element 14×14 3 × 3, 64
3 × 3 64  × 1

Attention unit 14×14 Attention× 1

Residual element 7× 7 3 × 3, 64
3 × 3 64  × 2

Average pooling 1× 1 7× 7
Softmax 43×1
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between the convolutional layers to avoid overfitting of the
network parameters.

4.2. Improvement of Residual Attention Module in A-ResNet.
To address the problem of slow convergence of the residual
attention network in the network training phase, an im-
proved residual attention network is proposed in this paper
to speed up the convergence of the network training while
stabilizing the recognition accuracy. *e attention network
used is shown in Figure 5.

*e basic structures of the residual block, upsampling,
downsampling, and jumping branch modules are all con-
sistent with the improved residual unit of this paper. How-
ever, the shortcut connection mechanism is not used directly.
If the shortcut mechanism is used directly as the structure of
the mask branch, it will cause the problem that the gradient of
the deep network is not inverted, so the structure of the mask
branch is combined with the upsampling and downsampling
process, which can obtain the global feature information in
the image and convert the extracted global information into a
dimensionally consistent feature map. Finally, dimensionally
consistent feature maps obtained from the trunk branch and
the mask branch are combined by the dot product to form the
final output feature map. In the downsampling stage [27], the
extracted feature maps are downsampled to a minimum size
of 7× 7 using the maximum pooling layer, and then in the
upsampling stage, the feature map dimensions are expanded
layer by layer using bilinear interpolation, and the feature
maps obtained from downsampling are summedwith them to
obtain the final feature maps. *e purpose of doing so is to

combine global and local features to further enhance the
characterization capability.

5. Results and Analysis

5.1. Comparison of Optimization Algorithms. In this study,
four algorithms such as SGD, RMsprop, Adam, and Ada-
delta are compared based on the selection of ResNet-18 as
the network model. Due to overfitting, the parameters that
converge on the training set are not optimally implemented
on the test set [28]. *erefore, in this study, the accuracy and
training time of the validation set are chosen as the criteria
for comparison, and the experimental data are shown in
Figure 6, and it can be seen that SGD performs optimally in
both aspects, with the highest average accuracy of 90.99%
and the shortest training time of 71.37min. *erefore, SGD
is chosen as the optimal algorithm in this experiment.

5.2. Comparison of Model Depth. ResNet uses constant
mapping to avoid the “degradation” problem of deep net-
works and thus can reach very deep network layers. Usually,
the increase in the number of layers of the network leads to
an increase in the performance of ResNet, but there are also
problems such as larger computation, slower convergence,
and increased training time [29].

5.2.1. Model Convergence Speed. Convergence in this study
means that the accuracy of the network model is infinitely
close to the optimal accuracy of the model as the epochs

Conv3×3

BN

ReLU

Conv3×3

BN

ReLU

(a)

BN

ReLU

Conv3×3

Dropout

BN

ReLU

Conv3×3

(b)

Figure 4: Residual module before and after improvement. (a) Original residual module. (b) Adjusted residual module.
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tend to infinity (the maximum value of epochs in this study
is 19). ResNet networks of different depths have different
rates of approaching their optimal accuracy as epochs
become larger. Faster convergence means fast and robust
fusion, avoiding overfitting or getting stuck in a local
optimum. Progressively deeper colors are used to represent
the number of ResNet layers at different depths, and the
speed of reaching the optimal accuracy is represented by a
line of corresponding color from top to bottom [30]. As
shown in Figure 7, all four ResNet models with different
depths show no convergence jitter and eventually converge,
among which ResNet-18 has the fastest convergence speed
and is able to show a stable convergence when the epochs
reach 7.

5.2.2. Model Size. At present, as the research on network
models continues, the model structure shows a deeper and
deeper trend, the complexity of computation deepens, and
the size of the model and the amount of memory it occupies
increase. Although the hardware facilities of computers are
being constantly updated and upgraded, they are still unable
to accommodate large-scale complex network models at this
stage, which can limit their use on smart devices such as cell
phones and computers. *erefore, on the basis of ensuring
high accuracy, this study is to find the network models of
suitable depth that are lightweight and easy to use on end
devices. *e sizes of ResNet models with different depths are
shown in Table 4. ResNet-18 has a model size of 43.7MB and
requires the least space, which is about 52% of ResNet-34

output

Trunk branch
residual block 

Mask branch
pool layer 

Mask branch
down sampling 

Mask branch
up sampling 

Mask branch
jump branch

Figure 5: Structure of attention module.

100

90

80

70Ti
m

e (
m

in
)

60

50
adadel ta adam rmspop SGD

100

90

80

70

Va
lid

at
io

n 
se

t a
cc

ur
ac

y

60

50
adadel ta adam rmspop SGD

Figure 6: Comparison of different optimization algorithms.
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and 26% of ResNet-101, implying that it takes up less
memory, has faster computing time, and is more suitable for
mobile.

5.2.3. Equilibrium of Model Identification. *e improve-
ment of the balance of the model recognition accuracy is
more beneficial to the application of the model in practice
and can avoid the problem of poor recognition of specific
species. As can be seen from Figure 8, using the average
deviation of the recognition error rate of the eight tea
samples as the measurement index, the smaller the average
deviation value, the stronger the recognition balance of the
model.

From Figure 8, it can be seen that the ranking of the
balance of the training set is ResNet-18>ResNet-
101>ResNet-50>ResNet-34, and the ranking of the balance
of the validation set is ResNet-34>ResNet-18>ResNet-
50>ResNet-101, ResNet-18. *e balance of the recognition
in both the training and validation sets is better, and the

equilibrium of both the training and validation sets is also
better.

In this study, the model performance is measured from
four perspectives: convergence speed, size, efficiency, and
recognition balance, and finally ResNet-18 is chosen as the
basis of the model to build a green tea recognition model,
which requires the shortest training time for the fastest
convergence speed, effectively maintains the accuracy of
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Figure 7: Convergence speed of ResNet models with different depths.

Table 4: Efficiency and size of ResNet models with different depths.

Model Identification
time per graph Accuracy % Size/MB

ResNet-18 0.097 ± 0.0011 90.99 ± 0.37 42.1
ResNet-34 0.112 ± 0.0013 90.94 ± 0.95 82.2
ResNet-50 0.134 ± 0.0009 91.47 ± 0.57 90.2
ResNet-101 0.147 ± 0.001 90.05 ± 0.37 154.5
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Figure 8: Mean deviation of recognition error rate of 8 green tea
species.
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image recognition on the basis of the smallest memory oc-
cupation and the fastest recognition speed, and performs
better in recognition balance. *e problem of poor recog-
nition of specific categories can be avoided. As the dataset of
this study is more realistic, it proves that the model has a
strong practical application capability and breaks through the
limitation of many previous studies that cannot fully re-
produce the actual diversity. Based on this, the model can be
improved in terms of accuracy by using uniform background
and field photography to obtain more valid information. In
the classification recognition of species by convolutional
neural network, the average recognition accuracy of maize
[9], chrysanthemum [4], and pepper [1] with different total
datasets (3,600, 6,300, and 65,000) and average number of
samples per class (1,200, 1,260, and 13,000) reached 95.49%,
95.9%, and 99.35%, respectively (all with clean scenery, with
little noise). *erefore, the model can also be optimized and
improved by expanding the dataset and selecting more
representative team pictures. Green tea species in China are
far more than the eight species in this study and can be
extended to other tea types in the next study to achieve in-
telligent recognition of more tea types [31–33].

5.3. Green Tea Predicted Classification Results. As shown in
Table 5, the low precision, recall, and F-value of Lishui fragrant
tea, Lu’an Guapian, bamboo leaf green, and Biluochun indicate
that they are more easily confused with other teas, and it can be
seen from Figure 9 that Anji white tea and bamboo leaf green,
Biluochun, and Lishui fragrant tea are easily confused with
each other: in the three validation sets with combined statistics,
10 Anji white teas were misconceived as bamboo leaf green, 12
bamboo leaf green teas were misconceived as Anji white tea, 12
Lishui fragrant teas were misconceived as Biluochun, and 18
Biluochun teas were misconceived as Lishui fragrant tea. *is
may be due to the similarity in the characteristics of the tea,
with Anji white tea and bamboo leaf green both having a
certain straight shape, and Biluochun and Lishui aroma tea
having a similar curly shape.

*e above results may also be due to the existence of
some interference in the background which makes some
of the tea characteristics not well discriminated, and a
higher quality and larger quantity of dataset are needed to
support the model for further learning. Data is the driving
force of deep learning, and quantity, quality, pre-
processing rationality, and labeling accuracy are all im-
portant factors. You can expand the dataset by random

cropping, random inversion, random brightness trans-
formation, a clean set to take different angles of field
shooting to obtain a higher quality dataset. You can also
preprocess cropped into smaller and more focused im-
ages, and multiple people check the labels to improve
labeling accuracy.

6. Conclusions

In this study, a new model based on ResNet convolutional
neural network to recognize different kinds of green tea was
constructed by comparing four different optimization al-
gorithms and investigating the effect of the depth of ResNet
model from different aspects. *e four optimization algo-
rithms, SGD, RMsprop, Adam, and Adadelta, were com-
pared, and it was found that the stochastic gradient descent
(SGD) algorithm required the shortest time and had the
highest recognition accuracy.

ResNet-18, ResNet-34, ResNet-50, and ResNet-101 were
used to investigate the effect of depth of the ResNet model.
ResNet-18 lost only 0.15% accuracy (ResNet-50 had the
highest average recognition accuracy of 91.14% and ResNet-
18 90.99%). In this study, the heat map of confusion matrix
and the respective accuracy, recall, and F-value of eight tea
types were clarified, and it was found that Lishui fragrant tea,
Lu’an Guapian, Zhuyeqing, and Biluochun were more easily
confused with other tea types, while Anji white tea and
Zhuyeqing, Biluochun, and Lishui fragrant tea were easily
confused with each other.

*e model constructed in this study is a preliminary
application of deep learning in the field of tea variety rec-
ognition, and through the selection of optimization algo-
rithm and the exploration of model depth, a better
recognition effect is achieved overall. It not only provides a
simple and efficient newmethod for the recognition of green
tea species, but also lays a corresponding foundation for
further application of deep learning in the field of tea.

Data Availability

*e dataset used in this paper are available from the cor-
responding author upon request.

Table 5: Precision, recall, and F-value of the eight green teas.

Classification performance
metrics Precision Recall F-value

Lishui Xiangcha 0.85± 0.15 0.93± 0.008 0.89± 0.01
Xinyang Maojian 0.94± 0.02 0.95± 0.01 0.94± 0.01
Lu’an Guapian 0.88± 0.01 0.82± 0.02 0.85± 0.03
Taiping Houkui 0.94± 0.03 0.087± 0.03 0.91± 0.02
Anji Baicha 0.90± 0.01 0.88± 0.02 0.89± 0.04
Biluochun 0.95± 0.05 0.97± 0.01 0.95± 0.02
Zhuyeqing 0.87± 0.14 0.95± 0.12 0.90± 0.12
Longjing 0.98± 0.01 0.87± 0.02 0.95± 0.01
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Figure 9: Heat map of confusion matrix for ResNet-18.
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Deep learning-based image compressionmethods have made significant achievements recently, of which the two key components
are the entropy model for latent representations and the encoder-decoder network. Both the inaccurate estimation of the entropy
estimation model and the existence of information redundancy in latent representations lead to a reduction in the compression
efficiency. To address these issues, the study suggests an image compression method based on a hybrid domain attention
mechanism and postprocessing improvement. ,is study embeds hybrid domain attention modules as nonlinear transformers in
both the main encoder-decoder network and the hyperprior network, aiming at constructing more compact latent features and
hyperpriors and then model the latent features as parametric Gaussian-scale mixture models to obtain more precise entropy
estimation. In addition, we propose a solution to the errors introduced by quantization in image compression by adding an inverse
quantization module. On the decoding side, we also provide a postprocessing enhancement module to further increase image
compression performance. ,e experimental results show that the peak signal-to-noise rate (PSNR) and multiscale structural
similarity (MS-SSIM) of the proposed method are higher than those of traditional compression methods and advanced neural
network-based methods.

1. Introduction

In the age of information technology, pictures have become
important information carriers, and massive amounts of
image data can lead to enormous transmission and storage
pressures. For example, an original RGB image with a
resolution of 512× 768 has a theoretical storage size of about
1.125MB, and after compression, the storage size of the
image is only one-sixtieth of the original image or even
smaller. ,erefore, image compression is crucial in com-
puter vision, and the trend of information technology has
put forward higher demands on image compression effi-
ciency. Traditional image compression methods [1–3] have
achieved better performance through finely designed
manual features and complex processing. For example, JPEG
[1] employs the discrete cosine transform (DCT) [4] to
eliminate redundancy among pixels. Traditional compres-
sion algorithms, on the other hand, lack learning

capabilities. ,anks to the advancement of deep learning,
this also gives new ideas for image compression methods.

In contrast to the traditional methods, where a linear
transformmodule is replaced by a nonlinear neural network,
the performance of image compression methods is deter-
mined by how the network structure is constructed to
produce more compact latent features. In addition, accurate
entropy estimation is one of the pivotal factors to improve
the performance of image compression. A good entropy
model can better suit the true distribution of an image. A
further important task is to design the quantization module,
which has a significant impact on compression performance.

A classical deep learning-based image compression
structure converts images into compressible latent repre-
sentations by stacking convolutional neural networks [5].
,ese latent representations are then entropy coded through
statistical redundancy, and lossless compression is per-
formed through entropy coding to create bitstreams. At the
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same time, the joint optimization decoder decodes the latent
representations into images. Classical learning-based image
compression algorithms [6, 7] use a variational autoencoder
structure, and significant progress has been made in various
technical components of this architecture, including the use
of generalized divisive normalization (GDN) modules in
nonlinear transformers, which has been validated for
probabilistic modeling and image compression tasks. A
nonlocal model was used in the literature [8], and a CNN-
based wavelet transform was used in the literature [9] to
reduce redundancy among pixels. ,e entropy estimation
model with hyperprior was first proposed in the literature
[7] to capture the hidden information of latent represen-
tations, aiding the generation of entropy model parameters
and improving the mismatch between entropy model and
hidden marginal distributions. In the literature [10, 11], the
autoregressive module was introduced, and the autore-
gressive and hyperprior modules complement each other to
improve the entropy estimation.,e literature [12] proposed
a parallelizable checkerboard grid context model and
changed the decoding order so as to speed up decoding
without breaking performance. ,e literature [13] used
importance maps to guide image compression based on
generative adversarial network loss functions for enhancing
the subjective image quality. ,e literature [14] used a
manually set distortion weight map to control the bit-rate
allocation and assigned a larger distortion weight to the
region of interest in the image, thus enhancing the quality of
the region of interest. ,e problem that DNN-based net-
works cannot be directly used for near-lossless coding is
addressed in the literature [15]. It is possible to see that the
design and improvement of the deep neural network-based
image compression methods focus on improving the main
encoder-decoder, the quantization module, and the entropy
estimation module structures.

In addition, improving the image compression quality is
the eternal theme of image coding and decoding. We need to
understand that enhancing the image quality at the decoding
end is equivalent to improving the compression efficiency.
Moreover, since the actual lossy compression standards are
not theoretically optimal, there are information redun-
dancies that can continue to be explored and utilized.
Furthermore, we find that there are still some limitations in
the existing methods. For example, the information trans-
mitted using a hyperprior is not standardized and fully
utilized. ,is part of the information, which is encoded into
the bitstream to construct the entropy model, is not used for
image reconstruction. We want to eliminate compression
artifacts and blur, despite the fact that existing compression
algorithms offer decent compression efficiency. ,e purpose
of this study is to investigate how to build an effective
learning-based image compression approach. To summa-
rize, the following are the study’s innovations:

(i) ,is study describes a hybrid domain attention
mechanism that was embedded into the transform
encoder-decoder and hyperprior module to output
latent representations and hyperpriors with channel
global context-adaptive activation. Our hybrid

domain attention mechanism was embedded into
different network layers, which is not only applied
to quantized latent representations. ,e created
attention mask dynamically analyzes the relevance
of the features to be compressed through the deep
learning-based architecture and allocates more bits
to more essential features, which will help increase
the entropy coding efficiency.

(ii) In addition, because quantization poses a zero-
gradient problem, the training of a deep learning-
based network cannot be carried out. We use the
hybrid quantization approach to fix this problem,
that is, the forward propagation adopts the
rounding function and the backward propagation
adopts the form of straight propagation. Apart from
the nondifferentiable problem, quantification also
leads to a loss of information. ,is study proposed
an inverse quantization module to alleviate the
errors induced by quantization.

(iii) Finally, as our image compression method is lossy,
the reconstructed images will inevitably contain
compression artifacts. In order to further increase
image compression quality, obtain results with rich
texture information, and generate vivid details, we
perform a filtering process on the compressed
image.

2. Related Work

2.1. Traditional Image Methods. Traditional image com-
pression standards use artificially designed encoders, such as
the discrete cosine transform used by JPEG [1], separating
high-frequency information from low-frequency informa-
tion and allocating bits according to signal importance to
reduce information redundancy. To improve compression
performance, entropy coding is also used. ,e coding of a
source according to its probabilities is known as entropy
coding. ,e process of entropy coding is lossless, i.e., there is
no loss of image information. Entropy coding includes
Huffman coding, tour coding, and arithmetic coding.

2.2. Deep Learning-Based Methods. Deep learning-based
image compression is not independent of traditional image
compression and is more built on top of it. ,ere are two
main approaches, a convolutional neural network-based
compression approach using automatic encoders and a
compression method with postprocessing filtering com-
bined with traditional encoders. Traditional image com-
pression uses transform coding that introduces block effects
and compression artifacts, and while manymethods can deal
with these issues well, deep learning has a superior ability to
solve these types of problems. For the design of transform
encoder-decoder, some works [16, 17] used recurrent neural
networks (RNNs) to achieve recursive compression of re-
sidual information, while other parts of works [6, 7, 10, 11]
used stacked convolutional blocks to achieve this. Consid-
ering the limited perceptual field of convolutional blocks,
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Cheng et al. [18] used residual blocks to increase the per-
ceptual field. Rippel and Bourdev [19] proposed the use of
feature pyramid pooling (FPN) to obtain more powerful
feature representations. In addition, since convolutional
operations share features, this would lead to information
redundancy. Li et al. [20] proposed using an importance
map to adjust the bit allocation of images. ,e importance
map is derived by training a branch of a 3-layer convolu-
tional network. However, according to the method in [20],
the explicit learning content needs weight, which increases
the computational overhead, and it is difficult to adaptively
allocate bits for deep features. Attention mechanisms have
demonstrated considerable strength in adaptive learning of
feature importance in recent years. In tasks such as natural
language processing [21] and semantic segmentation [22],
significant results have been made. Furthermore, intro-
ducing nonlocal block (NLB) into neural networks can
greatly increase image denoising and image super-resolution
reconstruction performance [23, 24]. ,is study, therefore,
presents a hybrid domain attention mechanism that is
embedded into both main and hyper coders, which allows
features to have adaptive responses, reinforcing important
features, weakening unimportant ones, and further im-
proving the compression performance. Akbar et al. [25]
employed multiplicative convolution. ,e use of multipli-
cative convolution is also based on the idea of allocating
more bits to important regions and reducing spatial
redundancy.

Because deep learning-based methods require network
the training, quantization operations are not differentiable.
,e literature [6] proposed the use of adding uniform noise
as an alternative to true quantization. ,e literature [11] sets
the gradient of the quantization operation to a fixed value to
ensure that deep learning training takes place. To make the
quantization smoother, a soft-to-hard quantization is uti-
lized instead of direct scalar quantization in the literature
[26].

In the entropy coding section, different entropy models
are proposed for the quantized latent representations. In the
earlier literature [6], an entropy model constructed by a
linear segmentation function was used for bit-rate estima-
tion, the model has fixed parameters of its probabilistic
model at the end of training, and the quantized latent
representations are entropically encoded and entropically
decoded based on these probabilities. To improve the en-
tropy model, a hyperprior structure was proposed in the
literature [7], in which the authors used a Gaussian-scale
mixture (GSM) (Gaussian with different means and scales)
modeling approach to estimate the probability of latent
features. While the parameters needed for GSM modeling
are derived by the hyperprior module, the latent features are
then encoded into the bitstream and sent to the decoder.
,is achieves image adaptive coding and also obtains better
performance than BPG (4 : 4 : 4) [3]. In the literature [10], an
autoregressive context module is proposed to perform pa-
rameter prediction of the entropy model in conjunction with
the hyperprior structure proposed in the literature [7].

To enhance the image reconstruction quality even
more, many research studies [26, 27] used generative

adversarial network (GAN) as a distortion measurement in
the training phase to guide the decoder to generate more
realistic texture structures, resulting in reconstructed im-
ages with good subjective quality, but the texture structures
generated in this way are not real textures and do not have
fidelity. For this reason, TuCode technology in [28] pro-
posed an enhancement module that acts on full-resolution
images to reduce compression artifacts in images by
building a simple neural network to filter the reconstructed
images. ,e literature [29] investigated the effect of
decoding network complexity on image compression
performance and concluded that postprocessing networks
do not significantly improve compression performance
when the network at the decoding end has a strong enough
reconstruction capability. When using neural networks for
traditional encoding schemes, the auxiliary information
generated during the encoding process has a significant
effect on image denoising, and ByteDance uses predictive
information and coding unit (CU) block segmentation
information to assist the neural network in replacing the
deblocking (DB) and sample adaptive offset (SAO) modules
for loop processing. Qualcomm uses a network of BS-
assisted information to replace the DB filter for block
filtering.

3. The Proposed Image Compression Method

3.1. Image Compression Architecture. Figure 1 shows the
network structure. We deploy a deep learning-based
automated encoder network.,is method mainly includes
the main encoder-decoder, hyper encoder-decoder,
autoregressive context module, and postprocessing en-
hancement module. In particular, given the training
images x, a transformer encoder generates corresponding
latent features y. ,e quantization quantizes the latent
features to y, and subsequently, entropy codes the
quantized y into a bitstream for transmission. ,e
autoregressive context module combined with the
hyperprior module is used for entropy coding. ,e en-
tropy coding in this way will first estimate the distribution
of latent representations y through the hyperprior net-
work, and the output of the hyperprior encoder will be
then quantized and encoded into bitstream. ,e reason
why it will be encoded into the bitstream is that this part of
the bitstream is required during decoding, and the ac-
curate entropy model will improve the compression ef-
ficiency. ,e use of autoregressive prior information to
estimate the distribution of latent representations y is to
capture an accurate entropy model.

,e attention module is used to adjust bit allocation
based on the importance of the information. Considering
that the goal of the image compression algorithms is to
obtain the highest possible quality reconstructed image for a
given bit-rate target, the method in this study adds a
postprocessing enhancement module, and the image
decoded by the main decoder and the mean information
generated for modeling the Gaussian distribution are jointly
fed into the postprocessing network to assist in generating
the final reconstructed image.
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We can deduce from our understanding of information
theory that when the required coding features are con-
centrated, the smaller the value of information entropy, the
fewer bits are required, and the resulting reconstructed
image has more distortion. On the other hand, when the
information entropy of the features is higher, the more bits
are required, and the image distortion is lower; therefore, we
need to use the hyperparameter λ to establish a trade-off
between the two. ,e entire training of the compression
method is optimized by means of the following loss function
[30]:

Loss � λD(x, x) + Rz + Ry, (1)

where R refers to the bit rate, and D indicates the dis-
tortion between the images before and after compression.
,ere are two commonly used distortion metrics, namely,
multiscale structural similarity (MS-SSIM) and mean
square error (MSE) [31]. ,e distortion and bit rate are
weighed by. λ.

In training, we use an entropy estimation approach
consistent with the model in the literature [10], and we
model the latent features as follows:

py|z(y|z) � 
i

Ν μi
, σ2(i)

 ∗ u −
1
2
,
1
2

  yi( . (2)

Each latent representation yi is modeled as a Gaussian
distribution with μi and σi, which are forecasted by the
distribution of the hidden variable z. z is called the
hyperprior, u(·) denotes a uniform distribution, and ∗
denotes the convolution operation. Because prior infor-
mation about z does not exist, we model the hyperprior z as
follows:

pz|ψ(z|ψ) � 
i

pzi|ψ(i) ψ(i)
 ∗ u −

1
2
,
1
2

   zi( , (3)

where pz(i)|ψ(i) represents each univariate’s distribution, and
ψ(i) represents the parameters of this distribution. Finally,
the bit rate in our method consists of the bit rate of the latent
representations y and the bit rate of the hidden variable z.
,ese bit rates are denoted as follows:

Ry � 
i

− log2 pyi|zi
yi|zi(  ,

Rz � 
i

− log2 pzi|ψ(i) zi|ψ
(i)

  .

(4)

Table 1 shows the network architecture and related pa-
rameters for separate components in our compressionmethod.
One of them is the hybrid domain attention mechanism
(HDAM), which will be described in Section 3.2. In addition,
the inverse quantizationmodule will be described in Section 3.3
and the postprocessing module will be described in Section 3.4.

3.2. Hybrid Domain Attention Mechanism. In previous
studies, transform encoders were often implemented using
stacks of convolutional neural networks. In learning-based
image compression, learning a transform encoder with less
redundant information and more critical reconstruction in-
formation through convolutional neural networks is one of the
keys to better compression performance. While the convolu-
tional layers are limited by the range of perceptual fields and
have only local bias induction capabilities, increasing the depth
of the network allows for deeper dependencies, but at the same
time brings with it a significant increase in computational
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effort. Many recent studies have used attention mechanism
modules to improve image recovery and compression per-
formance [8, 32], where attention modules were introduced
into transformers to model the global dependencies between
features, resulting in a less redundant latent representation of
the image on the transformer encoder side. ,e attention
mechanism starts from the human visual mechanism by
adaptively learning the weights of different features and ac-
quiring the areas that need to be focused on. Previous works
have used only spatial information to generate attention maps,
which do not allow for good mining of correlations between
channels of latent features. As shown in Figure 2, we experi-
mented with the effect of the first 32 channels of the latent
representations on the distortion performance of the recon-
structed images and came to the conclusion that each channel
has a different importance in the final reconstruction effect.
Unlike previous works and inspired by [33], we proposed a
hybrid domain attention mechanism that works in both the
channel and spatial domains. ,e hybrid attention module is
embedded in the transformer encoders and adaptively learns
relevant compression features to obtain a transformer encoder
with reduced information redundancy and with reconstructed
key information. In our hybrid domain attention mechanism
module, the input features are first passed through the channel
attention module to obtain the channel domain attention map,
which is then multiplied element by element with the input
features to obtain the features required by the spatial attention
mechanism.,e output of the channel domain is utilized as the
input feature map for the spatial attention mechanism, and
then, the spatial domain attention map and the input features
are multiplied element by element to obtain the final output.
Figure 3(a) depicts the architecture of the channel attention
mechanism, and the channel mask can be described as follows:

Ac(X) � σ(MLP(AvgPool(X))), (5)

where X is the input feature map, Ac(·) denotes the channel
domain attention map, MLP stands for a 2-layer neural
network, and σ represents the sigmoid activation function.
,e spatial information of the aggregated feature map X is
first derived by averaging pooling over spatial dimensions of
the feature map, the spatial information is then sent to the
MLP to compress its spatial dimensions, and then it un-
dergoes a sigmoid activation operation to create the feature
map of channel attention.

,e spatial attention module is divided into a backbone
branch, which uses traditional residual blocks to generate
features, and a mask branch, in which the nonlocal block
(NLB) [34] is embedded. Figure 3(b) depicts the spatial
attention mechanism (b), and the spatial mask can be de-
scribed as follows:

AS(X) � σ FNLB(X)( , (6)

where AS(·) represents the attention mask, and FNLB(·)

denotes the result of utilizing NLB and the subsequent re-
sidual blocks and convolution.

As shown in Table 1, we integrate hybrid domain
mechanisms into the framework of the proposedmethod.,e
attention module aids the network’s global adaptive response
by reinforcing essential features while weakening unimpor-
tant ones, thus implicitly learning feature importance map-
ping and deliveringmore bits for textured regions, resulting in
better visualization with the naked eye at similar bit rates.

3.3. Hybrid Quantization. For lossy image compression, all
features need to be quantized into integer form for entropy
coding. Deep learning-based training, on the other hand, is

Table 1: ,e proposed method’s detailed parameter settings. “CONV” signifies convolutional layer. “2↓” signifies downsampling in the
stride of 2. “2↑” signifies upsampling in the stride of 2. HDAM represents the hybrid domain attention module.

Encoder Decoder Hyperprior encoder Hyperprior decoder Context model
CONV:5× 5×128 2↓ DECONV:5× 5×128 2↑ CONV:3× 3×128 DECONV:5× 5×192 2↑ Masked:5× 5× 5× 24
GDN IGDN Leaky ReLU Leaky ReLU CONV:1× 1× 48
CONV:5× 5×128 2↓ DECONV:5× 5×128 2↑ HDAM HDAM ReLU
GDN IGDN CONV:5× 5×128 2↓ DECONV:5× 5× 288 2↑ CONV:1× 1× 96
HDAM HDAM Leaky ReLU Leaky ReLU ReLU
CONV:5× 5×128 2↓ DECONV:5× 5×128 2↑ CONV:5× 5×192 2↓ DECONV:3× 3× 384 2↑ CONV:1× 1× 1× 2
GDN GDN HDAM
CONV:5× 5×192 2↓ DECONV:5× 5× 3 2↑
HDAM HDAM HDAM
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Figure 2: Channel influence on reconstruction distortion (PSNR
degradation of the first 32 channels).
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hampered by the inherently nondifferentiable nature of
quantization. In the training phase, quantization methods
for deep learning-based image compression methods [6, 7]
typically take the form of approximate quantization by
adding uniform noise for end-to-end optimization:

Q(y) � y + Δ −
1
2
,
1
2

 . (7)

,e other part of the work uses straight-through estimation
(STE) of the gradient and manually sets the backward
propagation expression for the rounding function:

d

dy
y  ≔

d

dy
[ y ]

�
d

dy
y � 1.

(8)

In our method, we integrate two quantization methods.
For the encoder output y, we use STE quantization to round
up and feed the quantized one into the decoder, while for the
entropy model network, we use approximate quantization
with added noise for entropy modeling. In addition to this,
to reduce the loss of information due to quantization, we
incorporate an inverse quantization subnetwork. We treat
the loss of floating-point numbers due to rounding opera-
tions as being added to the noise in the range of (−0.5, 0.5),

which is why most compression methods today use an
approximate quantization operation in the form of added
noise.,e inverse quantization network is similar to existing
image denoising efforts, making the inverse quantized
feature data as close as possible to the prequantization data.

Figure 4 depicts the specific network structure. ,e
addition of uniform noise treats the loss of floating-point
numbers due to quantization as a random form of noise, but
the loss due to rounding is actually traceable, which also
helps the inverse quantization network to perform a more
accurate “denoising job.”

3.4. Postprocessing Module. Since image compression ap-
proaches based on deep learning are lossy, the model in the
form of hyperprior needs to ensure that the dimensionality
of the latent representation is low; otherwise, the latent
representation itself may contain redundancy, which will
result in inevitable compression artifacts and poor com-
pression performance. In this case, the hyperprior module
may have some loss of information that affects the accuracy
of the parameters required to model the entropy rate, es-
pecially for high bit rates and high resolutions. Taking into
account the degradation information in image compression
and the necessity to improve the compressed image’s quality
and provide better visual effects, we proposed introducing
the postprocessing module into the main decoding end. In
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addition, we proposed reuse of the mean information μ
derived from the hyperprior module joint autoregression
module. As shown in equation (2), through the training of
the neural network, μ will capture the hidden information in
y, so μ contains rich structural information. To exploit the
full potential of the auxiliary information, we feed the mean
information into the postprocessing module to further assist
the postprocessing network in removing compression
artifacts.

As inspired by image noise reduction and super-reso-
lution network design strategies [35], our postprocessing
network uses a residual network structure for quality en-
hancement of the reconstructed image. As illustrated in
Figure 5, we started by adding two convolutional layers to
get shallow features, and at the same time, the number of
channel dimensions was changed from 6 to 32 and then
cascaded through three identical modules for detailed en-
hancement. Because we are dealing with full-resolution
images, we use only three enhancement blocks in order to
keep the computational cost from rising as the network
depth grows. ,e enhancement blocks are added with two
multiscale residual blocks to extract multiscale features. In
addition, three different convolutional kernel sizes are used
in these blocks, including 5× 5, 3× 3, 1× 1, and PReLU
activation functions, and finally, the convolution is used to
change the channel dimension in the image before imple-
menting global residual learning to obtain the enhanced
image.

In fact, a general postprocessing module is not necessary
because it will fail if the decoder network is powerful enough
[29]. However, our postprocessing can increase the quality
of the decoded images even further due to the reuse of
information from μ. In the ablation experiments in Section
4.3, we proved the effectiveness of the postprocessing
module we offered.

4. Experiments

4.1. Operation Details

(1) Experimental environment. We used PyTorch to
implement our method, and we ran all of our tests on
an NVIDIA-2080TI GPU with 11GB of video RAM.

(2) Experimental data. To ensure that the recommended
technique is effective, we conducted a series of tests.
Since image compression tasks are unsupervised

tasks that do not require additional label files, most
of the image compression methods crawl high-res-
olution image data on the web as the dataset for the
training model. We used 20,745 high-quality images
provided by Flick.com. After preprocessing, these
images were randomly cropped to size 256× 256, and
a total of around 800,000 images were obtained as the
training set after preprocessing. To assess the effi-
ciency of image compression methods, we tested the
performance of various image compression methods
using the Kodak Photo CD image dataset [36] as
testing data.

(3) Comparison of methods. Our comparative experi-
ments include classical traditional image compres-
sion methods (JPEG2000 [2], BPG [3]) and more
recent deep learning-based image compression
methods (Ballé et al. [6, 7], Minnen et al. [10], Lee
et al. [11]). JPEG2000 [2] compression was tested
using the official test model OpenJPEG 2000 con-
figured in YUV 420 [37] and was implemented, and
BPG [3] compression was tested using the BPG
software [9] in the format YUV 440.

(4) Our method. To plot the rate-distortion performance
curve, we trained different models according to
different distortion measures. In the models with
PSNR as the metric, we employed MSE as the dis-
tortion function D in the loss function, while in the
distortion metric with MS-SSIM, we used (1-MS-
SSIM) as a function of D. Six models are trained for
each distortion scale based on different bit rates, for a
total of twelve models, where the size of the bit rate is
controlled by hyperparameter λ, we use different
values (256, 650, 2048, 4096, 6144, and 8192) to train
our models, and each λ corresponds to a rate-dis-
tortion point. ,e performance of the image com-
pression method is represented by the line obtained
by connecting each of the rate-distortion perfor-
mance points. Initially, we assigned λ to 8192 for
training and the model’s batch size to 16, we used the
Adam optimizer [38] for parameter optimization,
the starting learning rate is 1× 10–4, and because the
learning rate is updated using the callback function
'ReduceLROnPlateau’ in the PyTorch framework, it
will reduce the learning rate after the loss is no longer
reduced. For the other rate-distortion points, we
used the initially trained model as the pretrained
model for the next training and fine-tuned the ini-
tially trained model to obtain the other rate-dis-
tortion points while keeping the training settings the
same. In the model with MS-SSIM as the distortion
metric, we used the original model with PSNR as the
distortionmetric as a pretrainingmodel and changed
the distortion metric in the loss function in this
model. In addition, we set λ to 384 and the other rate-
distortion points in the model with MS-SSIM as
distortion metric on top of this pretraining model.
,e values of λ are, respectively, 16, 32, 64, 128, 256,
and 384.
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Computational Intelligence and Neuroscience 7

http://Flick.com


(5) Evaluation metric. Bit per pixel (BPP) reflects an
image’s compression ratio. For images with the same
aspect ratio, the smaller the BPP, the higher the
compression ratio. For the image quality evaluation
indicators, PSNR and MS-SSIM indicators are used
to evaluate, respectively. PSNR is based on element-
by-element comparison of differences, does not take
into account human visual perception, and lets alone
human esthetics, so PSNR can reflect pixel-level
distortion, while MS-SSIM measures image simi-
larity in terms of luminance, contrast, and structure,
respectively.

4.2. Compression Performance. ,e unit of PSNR and MS-
SSIM is db, and a higher value means less distortion and
better visual impact. As shown in Figure 6 our rate-dis-
tortion curves plotted using PSNR (see Figure 6(a)) and MS-
SSIM (see Figure 6(b)) as distortion metrics shows that our
method has significant performance advantages over JPEG
2000 [2], BPG [3], Ballé2018 [7], and at the same BPP for
both of the evaluation indicators mentioned. Our technique
exhibits equivalent performance gains to Minnen [10] at low
bit rates, and intuitionistic performance increases above
Minnen [10] at large bit rates. Furthermore, our method
improved performance at all bit rates, demonstrating the
efficacy and stability of the suggested method in this study.

We have also conducted ablation studies to validate the
effectiveness of each module. As seen in Figure 7, we
retrained the model that embeds the hybrid domain at-
tention mechanism into the baseline (four sets of models
were trained), and it can see that it produced a rise of around
0.2 db over the baseline model. We also retrained the model
by changing the quantization in the baseline to our hybrid
quantization (four sets of models were trained), and it can be
seen to produce a rise of about 0.2 db over the baseline, with

more gain at higher bit rates. We retrained the model with
our postprocessing module added to the baseline (four sets
of models were trained), and it can be seen to produce a rise
of nearly 0.2 db over the baseline as well.

,ere are four aspects that affect the efficiency of image
compression. One is how to extract more compact features.
One is the reduction in quantization losses. One is the re-
construction ability of the decoder. One is the accuracy of
the entropy estimation. In our method, we improved the
baseline model in these four dimensions, and from our
ablation experiments, we can conclude that the hybrid
domain attention mechanism has the greatest impact on
performance.

4.3. Visual Comparison. To make the effectiveness of our
framework clearer, we provide some visualization results.
Figure 8 shows the visualization of some images compressed
using different compression methods in the Kodak Photo
CD dataset [36]. Since neural network-based image com-
pression methods cannot strictly limit the BPP of an image,
we can only compare different compression methods at
similar BPP of the compressed images. As can be seen from
the figures, our method has a higher evaluation index at
similar BPP.

In terms of qualitative observation, the image com-
pression methods JPEG 2000 [2] and BPG [3] have obvious
block effects and blurring phenomena, and the deep
learning-based image compression methods of Lee et al. [11]
and Minnen et al. [10] have some loss of edge texture in-
formation in the reconstructed images, although they do not
have as obvious blurring compression artifacts as the tra-
ditional compression methods, while the reconstruction
quality of the compression methods in this study is higher.
,is is because our method embeds a spatial channel
mechanism that is accordingly globally adaptive, reinforces
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Figure 5: ,e architecture of our postprocessing module. “C” is for concatenation.
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important features (e.g., edge texture details), and allocates
more bits to important features, and our framework also
uses a hybrid quantization mechanism with the addition of
an inverse quantization module and a postprocessing

module, all of which can guide the network to use fewer bits
to obtain higher reconstruction quality. Overall, the ap-
proach in this study is also superior in quality of visual
comparison.
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Figure 6: Rate-distortion efficiency. (a) Rate-distortion plots for several methods on Kodak using the PSNRmetric. (b) Rate-distortion plots
for several methods on Kodak using the MS-SSIM metric.
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5. Conclusions

We proposed an efficient trainable image compression
method and achieve good performance. In particular, we
add a hybrid domain attention module that not only im-
proves the transforming capability of the encoder-decoder
network but also generates more compact attention masks
with hyperprior distribution, which facilitates more accurate
probability estimates and thus improves entropy coding

efficiency. In addition, our method combines the reuse of
intermediate layer information to synthesize the final
reconstructed image through a postprocessing enhancement
module. We add a quantization adaptive adjustment module
to repair quantization losses. ,is method reduces the total
error by optimizing the network parameters through
backward propagation. ,e results of experiments suggest
that our method offers a substantial improvement over both
traditional compression methods JPEG 2000 [2] and BPG

Original Image Ground Truth

JPEG 2000
(Bpp: 0.274, MS-SSIM: 0.93)

BPG
(Bpp: 0.260, MS-SSIM: 0.9501)

BPG
(Bpp: 0.260, MS-SSIM: 0.9501)

Lee’s
(Bpp: 0.256, MS-SSIM: 0.9756)

Minnen’s
(Bpp: 0.275, MS-SSIM: 0.9752)

Our
(Bpp: 0.264, MS-SSIM: 0.9761)

Lee’s
(Bpp: 0.256, MS-SSIM: 0.9756)

Minnen’s
(Bpp: 0.275, MS-SSIM: 0.9752)

Our
(Bpp: 0.264, MS-SSIM: 0.9761)

Original Image Ground Truth

JPEG 2000
(Bpp: 0.274, MS-SSIM: 0.93)

Figure 8: Image comparison with different compression methods under similar compression rates. ,e pictures are “Kodim18.png” and
“Kodim19.png” in the test set Kodak Photo CD dataset [36], respectively.
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[3], and the learning-based method of Ballé et al. 2017 [6],
compared to the advanced learning-based image compres-
sion methods of Minnen et al. [10]. ,is method also has a
higher performance index and better visual effect. In the
realm of learning-based image compression, extracting
compact latent features is especially significant. Attention
mechanisms can be still unable to completely eliminate data
redundancy in latent features, and better capable attention
mechanisms are still being explored. ,e addition of a
postprocessing module on the decoder side and the inverse
quantization module in hybrid quantization and the non-
local block (NLB) [34] in the hybrid domain mechanism all
add to the computational complexity, but the performance
advantages are significant. We expect that more efficient and
lightweight attention mechanisms for extracting latent
features can be explored.
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Objective. To observe the controlled e�ect of dexmedetomidine for neurosurgery and the e�ect on postoperative cognitive
function. �e main task of this paper is to use data from a small sample. �e proposed feature extraction algorithm based on
the bilinear convolutional neurological network (BCNN) is based on a small sample of data. BCNN involves the simul-
taneous extraction of highly discriminative cross-sectional features from the input image using two parallel subnetworks. By
optimizing the algorithm to minimize losses, the two subnetworks can be supervised by each other, improving the per-
formance of the network and obtaining accurate recognition results without spending a lot of time adjusting parameters.�e
mean arterial pressure (MAP) and heart rate (HR) levels of cerebral oxygen metabolism were compared between the two
groups before (T0), after (T1), immediately after (T2), and after intubation (T3). In the observation group, MAP and HR
values at T3, arterial-internal jugular vein bulb oxygen di�erence [D(a − jv)O2] at T1, T2, and T3, cerebral oxygen uptake
(CEO2) levels, and postawakening agitation scores were lower than those of the control group during the same
period (P< 0.05).

1. Introduction

Craniocerebral injury in surgery is more traumatic and patients
su�er from nervousness and fear, which require appropriate
anaesthetic hypnosis to reduce the occurrence of stress reactions
and improve surgical safety. Postoperative extraction, aspira-
tion, and postoperative pain stimulation can lead to excitation of
the sympathetic-adrenergic system, increased blood pressure
levels, increased heart rate, and even cardiovascular and cere-
brovascular accidents [1]. Dexmedetomidine is highly selective
for α2 receptors, with an a�nity more than 1,600 times that of
α1 receptors, inhibits norepinephrine release [2], reduces
postsynaptic membrane excitability, has a low preoperative
aerodynamic impact, has no respiratory depressant e�ect, ef-
fectively inhibits sympathetic excitation, lowers catechol levels,
and reduces the stress response.When combinedwith opinions,

it can prolong the duration of opiate analgesia and enhance the
sedative e�ect with signi�cant e�ect [3].

Craniocerebral injury is a di�cult procedure as the
vertebral body and the surrounding tissues are rich in
blood vessels and the operation site is deep, making it
di�cult to stop bleeding [4]. Patients undergoing cranio-
cerebral injury are mostly middle-aged and elderly, mostly
combined with underlying diseases, so maintaining the
hemodynamic stability of patients is of positive signi�cance
to improve the safety of surgery [5]. Dexmedetomidine is a
new highly selective α2-adrenergic agonist that can reduce
the stress response during surgery and maintain aerody-
namic stability [6]. �is study will look at the e�ect of
dexmedetomidine in controlled hypotension during cra-
niocerebral injury and its e�ect on patients’ postoperative
cognitive function.
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Under normal conditions, cerebral oxygen metabolic
rate changes in synchrony with cerebral blood flow. When
the cerebral oxygen metabolic rate increases, the cerebral
vasculature also strengthens and automatically dilates,
resulting in elevated cerebral blood flow, which can cause
secondary brain damage to occur when the cerebral oxygen
supply and demand are in an imbalance [7, 8]. In this study,
we compared and analysed the differences in postoperative
cognitive function between the two groups, and the results
showed that cognitive function in the observation group was
higher than that in the control group within a short period of
time after surgery, which is consistent with the findings of
Gunduz et al. [9], indicating that dexmedetomidine is
beneficial to the recovery of cognitive function after an-
aesthesia. +is may be due to the cerebral protective effect of
dexmedetomidine, which reduces the cerebral oxygen
metabolism rate, increases the superoxide dismutase con-
tent, and antagonises the brain damage caused by the
anaesthetic.

In conclusion, dexmedetomidine is safe and effective for
controlled hypotension in craniocerebral injury, effectively
inhibiting cardiovascular responses during tracheal intuba-
tion, reducing the patient’s preoperative cerebral metabolism
level, and improving postoperative cognitive function.

2. Knowledge Background

2.1. Restlessness and Impact. Song et al. [10] define agitation
as the hyperexcitability of the patient during the awakening
period after the application of ether, cyclopropane, or ket-
amine anaesthesia, which is mainly manifested by uncon-
scious movements of the limbs, uncontrollable crying,
irrational speech, excitable agitation, and disorientation.

+e causes of agitation are multiple and include sur-
gical-related factors (postoperative incision pain and pro-
longed passive position), anaesthetic factors (partial
anaesthetic drugs and residual effects of inotropic drugs),
and various adverse stimuli (catheter and tracheal tube
stimulation) [11]. However, it is still not possible to explain
the exact mechanism by which all postoperative agitation
occurs. Some scholars believe that it may be related to the
different degrees of suppression of the central nervous
system by anaesthetic drugs; such patients may have re-
covered consciousness during the awakening period of
general anaesthesia, but due to the residual effects of some
anaesthetic drugs, the patient’s cerebral cortex is still
suppressed, while their subcutaneous central functions have
been restored. +is inconsistent neurological state results in
a lack of functional integrity of the brain, which ultimately
leads to a state of central nervous system hyperexcitability
[12]. +is lack of functional integrity can take many forms,
for example, after awakening from anaesthesia, the patient
is generally quiet and drowsy, with a small number of
patients having mild disorientation and a gradual nor-
malisation of the functional brain response from blurred or
sluggish, but a few of these susceptible patients can be
agitated (reflexively antagonised) by any adverse stimulus
(pain, distress, or discomfort) during the period of blurred
or sluggish functional brain response [13].

2.2. Dexmedetomidine. a2 adrenoceptor (a2-AR) agonists
are favoured by anaesthetists because of their unique
mechanism of action in anaesthesia and the fact that they do
not inhibit breathing. Dexmedetomidine (Dex) is a relatively
recently discovered and used a2 adrenoceptor agonist, which
was first used in the USA in 1999 for short duration (<24 h)
sedation of ICU patients; it has since been used in a wide
range of clinical applications due to its unique pharmaco-
logical properties [14]. DEX inhibits the release of norepi-
nephrine from neurons by making brainstem pontine, calms
the brain, and resists anxiety. Its unique feature is to keep the
brain awake in the case of hypoxia. +is advantage makes
Dex unique in the type of surgery that requires intra-
operative patient cooperation [15].

In the perioperative period,many patients have an excessive
stress response due to fear of anaesthesia and surgery, resulting
in excitation of the sympathetic nervous system and increased
release of catecholamines, which is reflected in circulatory
fluctuations such as increased heart rate and blood pressure
[16]. Dex significantly inhibits sympathetic hyperexcitability
and the release of noradrenaline from neuronal endings, im-
proving perioperative blood flow stability and thereby reducing
the risk of perioperative myocardial ischemia [17].

3. Bilinear Convolutional Neural
Network (BCNN)

+e main task of this paper is to identify the craniocerebral
injury of dextromethorphan. Our proposed BCNN structure
is shown in Figure 1 [19]. Its innovation lies in (1) using two
parallel subnetworks to simultaneously extract highly dis-
criminative cross-sectional features from the input image; (2)
fusing the extracted features to obtain fine features that help in
recognition; and (3) minimizing losses through an optimi-
zation algorithm; the two subnetworks can supervise each
other to improve the performance of the network and obtain
accurate recognition results without spending a lot of time to
adjust the parameters. +e following will introduce the
method of this paper in detail at network initialization, data
acquisition and preprocessing, BCNN network design, etc.

3.1. Network Initialization. Network initialization has a
significant impact on training, and poor initialization tends
to trap the neural network in a gradient-depletion trap.
Aryan et al. [7] pointed out that low-level CNNs learn
features similar to the edge portion of the mask obtained by
Gabor kernel filtering, and as depth grows, the CNN
gradually learns distinctive features of the object; +erefore,
many researchers have tried to fine-tune the parameters of
the classification layer of the model to cope with different
task scenarios using a migration learning-based training
strategy. For the case of this study, which has a small sample
of labelled dextromethorphan surgery data and is prone to
overfitting in training, a migration learning strategy was
adopted to initialize the subnetwork of the BCNN model
using the ImageNet pretraining model, while the remaining
parameters were initialized using Kaiming [21] initialization.
+e Kaiming initialization makes the output in training
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closer to the Gaussian distribution, which is conducive to the
convergence of the network.+e learning rate is set to 0.1 for
the migration learning parameter layer and 1 for the
Kaiming initialization parameter layer and decreases as the
number of model iterations increases to provide a fine-
tuning effect. +is strategy allows the network model to
maximize the learning of the distribution of the target data.

3.2. BCNNs. In the BCNN dextromethorphan surgery rec-
ognition algorithm constructed in this paper, the feature ex-
traction part consists of two parallel CNN subnetworks, using
ResNet and SqueezeNet as the backbone of the subnetworks,
referred to as BCNN-R and BCNN-S in the following. β �

(F(A)F(B), P, C) represents the whole model, where F de-
notes the feature extraction layer of the network, F(A) and F(B)
denote the features extracted from the two subnetworks, re-
spectively, P denotes the outer product pooling function, and C
is the classification function. +e function of the feature ex-
traction layer F is to map a point l on the input image L to a
J×M dimensional feature, which is pooled by the P function
given by equation (1), and the classification function C outputs
the identified types using the softmax function in equation (2),
where Oi is the output for class i.

(l, L,F(A), F(B)) � F(A)(l, L)
TF(B)(l, L), (1)

Ci �
exp Oi( 


c
i exp Oi( 

. (2)

BCNN-S chose SqueezeNet [22] as the backbone net-
work, mainly using the Fire module, which consists of two
parts: compression and extension. +e compression module
fuses features of multiple dimensions into fewer dimensions,
firstly convoy the input image using 3× 3 convolution
kernels to obtain a feature map with a higher number of
channels and then convoying the featuremap of the previous
layer using fewer 1× 1 convolution kernels to integrate
features across channels to achieve the goal of reducing the
number of feature dimensions.+e extensionmodule adopts
a design similar to that of the Inception network [23],
extending from the width of the network, using 1× 1 and
3× 3 convolution kernels to convolve the obtained feature
maps in cascade, increasing the linear representation of the
model, and improving the generalisation capability. +e
structure of the Fire module is shown in Figure 2.

In target recognition tasks, the only commonly used
classification model is the single-branch network, con-
sisting of a convolutional layer, a pooling layer, and a fully
connected layer. +e fusion of F(A) and F(B) yields a bi-
linear feature X � F(A)TF(B) of size M ×M, transforming
X into a bilinear vector of M2 × 1 for classification using
linear layers. Intuitively, the bilinear form allows the fea-
tures F(A) and F(B) to be constrained to each other and the
outer product can be calculated for all forms of their
combination, similar to the expansion of the perfect square
formula. +e feature fusion formula is shown in the fol-
lowing equation:

F(A)
TF(B) �

aT1
⋮

aTm

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ b1 · · · bm( . (3)

As the convolutional neural network is end-to-end, i.e.,
the input is the original data and the output is the prediction,
the training can be optimized using the backpropagation
algorithm. Let dℓ/dx be the gradient of the loss function with
respect to the input x. +en, the gradient is chained to F(A)
and F(B), respectively, and the gradient is shown in the
following equation:

dℓ
dA

� F(B)
dℓ
dx

 

T

,
dℓ
dB

� F(A)
dℓ
dx

.

(4)

From equation (4), we can see that A and B influence
each other’s gradients, i.e., they play a supervisory role, so
the model can fully learn the subtle differences between the
different categories to avoid overfitting, and even without
deliberately adjusting the model hypermastigote, we can get
better recognition results [24, 25].

4. Case Studies

4.1.Materials. +e study was approved by the hospital ethics
committee. Patients undergoing craniocerebral injury in our
hospital from August 2016 to October 2018 were selected.

Input

Preprocess

CNN Stream A

CNN Stream B
Feature Fusion

Linear Classify

Figure 1: BCNN structure.
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Inclusion criteria were as follows: (1) patients with lumbar
disc herniation or lumbar spine fracture who underwent
elective surgical treatment in our hospital; (2) age 18–80 years;
(3) American Society of Anesthesiologists (ASA) classifica-
tion: grade I-II; (4) complete clinical data. Exclusion criteria
were as follows: (1) combined with cranial trauma or severe
central nervous system injury; (2) combined with hyper-
tension, coronary artery disease, cardiac insufficiency, or
severe cardiac arrhythmia; (3) combined with cardiac, he-
patic, or renal dysfunction; (4) combined with coagulation or
immune dysfunction; (5) presence of opium addiction, al-
coholism, or drug abuse; (5) long-term use of immunosup-
pressive drugs; (6) combined with acid-base or electrolyte
disorders; and (7) other internal endocrine disorders such as
acid-base balance or electrolyte disorders. +e 50 cases in the
observation group were missing 2 cases due to follow-up, and
a total of 48 cases were included, including 30 males and 28
females (age 35–77 years, mean (58.9± 5.9) years; body mass
47–81 kg, mean (61.9± 3.2) kg); 3 cases were illiterate, 8 cases
were primary school students, and 37 cases were junior high
school students or above; ASA classification: 29 cases of grade
I and 19 cases of grade II. In the control group, there were 50
cases and 4 cases were missing from the follow-up, and a total
of 46 cases were included, including 30 males and 16 females
(age ranged from 37 to 78 years, mean (58.9± 5.8) years; body
mass ranged from 48 to 80 kg, mean (61.8± 3.2) kg); 5 cases
were illiterate, 9 cases were in primary school, and 32 cases
were in junior high school or above; ASA classification: 25
cases in class I and 21 cases in class II. +ere was no sta-
tistically significant difference between the above general
information of the two groups (P> 0.05) [26].

5. Results

+e differences in HR and MAP values at T0, T1, and T2
between the two groups were not statistically significant
(P> 0.05). +e HR and MAP values at T3 in the observation
group were lower than those in the control group (P< 0.05)
(see Table 1).

+e differences in CE O2 and D(a − jv)O2 levels be-
tween the two groups at T0 were not statistically significant
(P> 0.05), while CE O2 and D(a − jv)O2 levels at T1 and T2
were higher than those at T0 in the same group (P< 0.05)O2,
D(a − jv)O2 (see Table 2).

T4, T5, and T6 were higher in the observation group
than those in the control group (P< 0.05) (see Table 3).

+e observation group had longer extubation and
awakening times than the control group; the controlled
hypotension time was shorter than that of the control group,
and the postawakening agitation score was lower than that of
the control group (P< 0.05) (see Table 4).

+e difference in the occurrence of adverse reactions
between the two groups was not statistically significant
(P> 0.05) (see Table 5).

6. Postoperative Agitation Effect

+ere was no statistically significant difference in the time
to recovery of breathing, time to awakening, and time to
extubation between the two groups (P> 0.05) (see
Table 6).

+e HR and MAP of group C were significantly higher
than those of group D at all time points within 60min after
intubation, which was statistically different (P< 0.05). +e
differences in HR and MAP at 120min after intubation were
not statistically significant between the two groups (P> 0.05)
(see Figures 3 and 4).

+e Riker sedation and agitation scores at 60min after
extubation were statistically significantly higher in group C
than in group D (P< 0.05). +ere was no statistically sig-
nificant difference in the Riker sedation agitation scores at
120min after extubation (P> 0.05) (see Figure 5).

+e degree of agitation from the end of surgery to
120min after extubation was higher in group C than in
group D. +e incidence of agitation was significantly higher
in group D. +ere was a statistical difference (P< 0.05) (see
Table 7).

+e Ramsay sedation scores of patients in group C were
statistically significantly lower than those of group D at all
points within 60min after extubation (P< 0.05). +ere was
no statistically significant difference in Ramsay sedation
scores between the two groups at 120min after extubation
(P> 0.05) (see Figure 6).

+e results should be related to the sedative effect of
dexmedetomidine, and dexmedetomidine can also reduce
patients’ pain and relieve the negative emotion of ner-
vousness and anxiety and fear to a certain extent while
sedating them, thus reducing the occurrence of agitation [2].
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Figure 2: Structure of the Fire module.
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Table 1: Comparison of mean arterial pressure and heart rate between the two groups at different time points.

Group n HR (times/min) MAP (mmHg)
T0 T1 T2 T3 T0 T1 T2 T3

Observation group 48 74.1 ± 7.1 62.3 ± 6.9 65.6 ± 3.4 73.6 ± 9.3 93.9 ± 9.1 93.9 ± 9.1 93.9 ± 9.1 93.9 ± 9.1
Control group 46 74.7 ± 8.0 63.1 ± 7.9 66.4 ± 5.2 78.3 ± 9.8 94.3 ± 7.3 65.5 ± 7.4 66.9 ± 7.7 99.9 ± 7.5

Table 2: Comparison of cerebral oxygen metabolism levels between the 3 groups of patients at different time points (x ± s).

Group n
CEO2 (%) D(a − jv)O2 (Ml/dL)

T0 T1 T2 T3 T0 T1 T2 T3

Observation group 46 27.5 ± 6.5 31.3 ± 5.2 31.1 ± 3.9 28.1 ± 6.1 4.1 ± 0.8 4.0 ± 1.1 4.1 ± 1.1 4.4 ± 1.1
Control group 48 26.9 ± 6.3 39.5 ± 5.1 37.0 ± 5.2 35.4 ± 5.3 4.1 ± 1.5 6.4 ± 1.0 5.7 ± 0.9 5.9 ± 1.2

Table 3: Comparison of postoperative cognitive function between the two groups.

Group n T0 T4 T5 T6 T7
Observation group 48 28.7 ± 1.1 25.5 ± 0.9 26.5 ± 0.3 27.9 ± 0.8 28.8 ± 0.9
Control group 46 24.2 ± 0.8 25.5 ± 0.4 26.2 ± 0.8 28.8 ± 2.1 28.7 ± 0.8

Table 4: Comparison of the quality of awakening between the two groups.

Group n Controlled depressurization time (min) Extubation time (min) Waking time (min) Agitation score (point)
Observation group 48 72.4 ± 9.8 18.1 ± 3.0 17.8 ± 2.2 1.6 ± 0.4
Control group 46 79.8 ± 9.1 15.1 ± 3.3 14.7 ± 2.1 2.3 ± 0.4

Table 5: Comparison of the occurrence of adverse reactions in the two groups (cases).

Group n Nausea Vomit Drowsiness Total
Observation group 48 2 1 2 5
Control group 46 1 2 1 4

Table 6: Recovery of basic postoperative signs (min, x ± s).

Group Number of cases Respiratory recovery time Wake up time Extubation time
Group C 20 4.3 ± 2.3 5.5 ± 2.9 9.1 ± 3.2
Group D 20 4.2 ± 2.1 5.3 ± 3.1 9.2 ± 3.1
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+is study also showed the Ramsay sedation scores at the
moment of awakening and the moment of exultation.

In addition, oversedation is a possible risk after dex-
medetomidine application. Ramsay sedation score is com-
monly used by clinicians and anaesthetists to analyse the
level of sedation of patients. In this study, the Ramsay se-
dation score of both groups was below 4, although the score
of group D was higher than that of group C, suggesting that
dexmedetomidine infusion had a good sedative effect and
that no oversedation occurred in this study.

In conclusion, dexmedetomidine hydrochloride is an
adjunct to general anaesthesia with certain advantages. +e
treatment protocol of a preinduction loading dose of 1 µg/kg
(10min) and a maintenance dose of 0.5 µg/kg-h continuous
infusion is effective and safe to use, resulting in smoother
hemodynamics during recovery from general anaesthesia
after craniotomy in patients with, less postoperative agita-
tion, and less interpretative anaesthetic. It is safe to use and
results in more stable hemodynamics, less postoperative
agitation, less introspective anaesthesia, and a lower inci-
dence of postoperative chills and delirium.

7. Conclusions

+e proposed feature extraction algorithm based on a bi-
linear convolutional neural network consists of simulta-
neous extraction of highly discriminative cross-sectional
features from the input image using two parallel subnet-
works. Dexmedetomidine can be safely used for controlled
hypotension in craniocerebral injury to reduce preoperative
cerebral metabolism and improve postoperative cognitive
function.
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+e data underlying the results presented in the study are
available within the article.
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Table 7: Occurrence of postoperative agitation in both groups (cases; ﹪, x ± s).

Group Number of cases
Each agitation grade count

Incidence of agitation (%)
3 points 4 points 5 points 6 points 7 points

Group C 20 0 4 6 7 3 80
Group D 20 2 13 4 1 0 25
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Figure 6: Ramsay score.
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)e flipped classroom is a revolutionary teaching method that reverses the traditional roles of teachers and students, as well as the
traditional classroom and after-school schedules. )e flipped classroom is currently the most popular English teaching reform, so
the design and development must meet the practical needs of college physical education teaching. Subverting the classroom is a
highly effective service for college physical education that promotes college physical education quality improvement.)e research
topic of this study is the application of the flipped classroom teaching model based on few-shot learning in public physical
education in ordinary colleges and universities. It analyzes the conceptual advantages of the flipped classroom teaching model
based on few-shot learning, combining its benefits with the current common college environment. )ere are issues in physical
education, and a teaching model suitable for public physical education in ordinary colleges and universities is gradually being
developed in order to improve students’ enthusiasm for independent learning and classroom teaching quality. )e flipped
classroom teaching model has given rise to new ideas for the construction of a physical education model: first, students’ physical
learning is no longer limited to the physical education classroom, thanks to the use of network technology to change the learning
environment. Teaching resources have been expanded to includemany online sports resources, so students’ physical learning is no
longer limited to the physical education classroom. Students can learn anytime and anywhere, which allows them to continue their
education throughout their lives; second, flipped classrooms increase teacher-student interaction and play an important role in re-
establishing a harmonious teacher-student teaching relationship: third, online courses help students develop their skills. Au-
tonomous learning’s ability to shape students’ personalized learning is better suited to the development of students’ core literacy.

1. Introduction

)e purpose, principles, and production process of the few-
shot learning design for the general physical education
major of college physical education are discussed in this
article, which first outlines the general few-shot learning
design and development. A typical case is taught in few-shot
learning, a general physical education course [1]. )e fifth
section aims to develop the few-shot learning method, which
is currently being used in general physical education
teaching at colleges and universities, in conjunction with the
flipped classroom teachingmode, in order to carry out actual

teaching, strictly control the experiment process, and verify
the few-shot learning teaching method. It is more beneficial
to assist students in learning about sports technology [2].

Teachers and students use various methods in the
teaching process to achieve common teaching goals and
complete common teaching tasks, which is referred to as a
teaching method. )e teaching method chosen has a sig-
nificant impact on the teaching effect, and different teaching
methods have different teaching effects. )e current physical
education teaching method uses a class teaching system,
which makes it difficult to respect student differences and
even more difficult to provide personalized instruction [3].
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)e flipped classroom, on the other hand, is a new type of
personalized teaching mode based on few-shot learning in
the context of information technology. Students can learn
anytime and anywhere using the teaching videos created by
teachers, and they can track their progress based on their
own understanding ability. Students can interact with one
another if they have any doubts or incomprehension while
self-studying [4]. Above all, teachers can gain a better un-
derstanding of each student’s learning situation by receiving
feedback from students prior to class. At the same time,
teachers can group the students of different learning levels in
class or group the students according to their mastery of a
specific knowledge point and conduct hierarchical teaching
according to the actual situation of each group in a targeted
manner, taking into account each of them [5].

)is article combines my own experience with few-shot
learning, identifies flaws and areas that need to be addressed,
and then presents my own insights and prospects for future
research into few-shot learning. )e traditional teaching
method emphasizes the importance of continued training in
order to improve technology quality. Excessive learning
repetition will inevitably bore students and cause them to
lose interest in learning. Few-shot learning, which became
popular in the 1990s, helped to solve some of these issues [6].
Few-shot learning is being used in college physical education
classes to reflect a more free and flexible teaching method,
and the content of few-shot learning is being streamlined [7].
Physical education is a skill-based collective project, so it
avoids students’ resistance to a large amount of teaching
content during the learning process, which reduces the
classroom’s teaching effect, reduces students’ learning effi-
ciency, and prevents students from mastering technical
movements. A sense of learned helplessness is produced by
weakness [8]. )e use of the flipped classroom teaching
model has improved the status and performance of physical
education, facilitated the continued acquisition of physical
skills at the university level, and improved the overall de-
velopment of quality education. )e flipped classroom
teaching model promotes the advancement of sports reform,
the achievement of student-centered physical education
goals, the fulfillment of personal needs, and the development
of students’ interest in sports learning and practice. )is
study establishes a new practical physical education teaching
model, changes the teaching model and organizational form
simultaneously, and increases students’ enthusiasm for
learning and practice.

2. Related Work

In recent years, the research on the flipped classroom
teaching model is relatively early, and various theoretical
methods are relatively mature. Two high school teachers
(Jonathan Berman and Aaron sans) from the United States
were unable to use screen recording software to record
courseware or lecture audio and upload these materials to
the Internet, which made the absent students unable to enjoy
the relevant course content. )e essence of the flipped
classroom is to “reverse” or “flip” the traditional teaching
form, that is, to transform the traditional “teaching first and

then learning” into “first learning and then teaching.” It is
subverting the traditional classroom form and forming new
teachers and students. Relationship, this is not only a flip of
the teaching form but more importantly, the change of
teaching philosophy [9]. At the same time, flipping is just a
means. Its real purpose is to leave more time in the class-
room for teachers and students to fully communicate and
interact, stimulate each other’s intellectual potential, and
free the teacher from the heavy work of repeated teaching.
)e time guides students to construct the correct knowledge
framework and improve the efficiency of students’ learning
[10].

Literature [11] found through a large number of tests
that human memory capacity is infinite in a sense, but
people have limited access to learning and acquiring
knowledge. )ere are too many things to learn, which is
more than that from a psychological point of view. People’s
cognitive ability, in layman’s terms, is that they are too
greedy to chew. Few-shot learning focuses on its “micro”
characteristics, the content is refined, the important and
difficult points are prominent, and it is easy to quickly in-
ternalize the learned knowledge for personal use.

Few-shot learning, also known as few-shot learning
process, is the abbreviation of microvideo network courses,
according to literature [12]. It focuses on specific subject
knowledge points using microteaching videos as the primary
carrier, such as key points, difficult points, and doubts.
Designed and developed a new type of contextualized and
support for a variety of learning methods of online course
resources, such as test sites or teaching links, such as learning
activities, themes, experiments, and tasks. “Few-shot
learning” is defined by literature [13] as “an online teaching
video document aimed at explaining a certain point of
knowledge, using short and succinct online videos as the
form of expression, with the purpose of learning or teaching
applications.” Reference [14] considers “few-shot learning”
to be beneficial. It is a type of situational and interesting
development carefully designed and developed for a specific
subject knowledge or teaching link in order to support a
variety of learning methods such as flipped learning, blended
learning, mobile learning, and fragmented learning, using
short and succinct microteaching videos as the main carrier.
)e package of scientific and visual learning resources “few-
shot learning” or “few-shot learning process” means that the
time is less than 10minutes and there is a clear teaching goal
and content, according to literature [15]. A brief, small
course aimed at explaining a problem. Microlearning is
defined as a new type of learning based on microcontent and
media that exist in the new media ecosystem, according to
the literature [16]. Microlearning, according to the theory,
can learn in a reasonable amount of fragmented time, with
flexible learning time, no fixed learning location, and a
variety of learning forms, including mobile phones, IPAD
micromedia application terminals, and systematic learning
microcontent to complete knowledge and skill learning
tasks.

Literature [17] believes that few-shot learning is a kind of
teaching aid resource, which is the basis for implementing
flipped classrooms and the carrier of knowledge transfer. It
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needs a concise but complete teaching design, and an
analysis of the learning situation and teaching purpose must
be carried out first. Subject development and the actual
needs of students choose the appropriate few-shot learning
type, and then make a script recording, plus a series of
exercises, tests, and other links, to produce short and concise
teaching resources, which is a complete teaching system, and
vice versa. )e flipped classroom is the way to achieve the
purpose of few-shot learning and teaching. Only by com-
bining few-shot learning as a teaching resource, the flipped
classroom can be effectively realized. Due to the accelerating
pace of today’s society, people’s purpose of acquiring
knowledge is stronger, most of them are to meet current
needs. )e learning time for a few-shot learning is basically
between 5 and 15 minutes, and various fragmented ones can
be used. Time to study, make full use of time reasonably, and
the time requirement is not too high. )e 60-second organic
chemistry course proposed in the literature [18] was orig-
inally designed to allow more ordinary people to understand
some basic chemistry knowledge in different situations and
hope to apply it to other disciplines. )is research has laid a
good foundation for the future proposal of “few-shot
learning.”

)erefore, it is an urgent need to apply the theoretical
results of previous studies to practical teaching in an efficient
and reasonable manner, and it is also the greatest signifi-
cance of this thesis. )is article takes the application of few-
shot learning in the teaching of general physical education
courses of college physical education as the research object.
)rough the analysis of the disciplinary characteristics and
teaching goals of the general physical education courses of
physical education in colleges and universities, it uses the
form of questionnaires to develop the general physical ed-
ucation)e investigation of the current teaching situation of
the course, and the measurement of the students’ various
sports indicators related to this research. Based on this, the
design and development of few-shot learning and teaching
resources are carried out. A comprehensive analysis of the
influence of physical exercise attitude is carried out.

3. Few-Shot Learning and Flipped Classroom
Related Theories

In the context of deep learning, each class requires at least
thousands of training samples to saturate the performance of
the CNN on the known classes [19, 20]. In addition, the
generalization ability of neural networks is weak. When a
novel class comes, it is difficult for the model to learn to
recognize novel concepts through a small number of labeled
samples. However, all of this is not a problem for humans.
We humans have the ability to quickly learn from a small
number of (single) samples. Even for a five- or six-year-old
child, he has never seen a “panda.” After his father showed
him a picture of a panda, the child will recognize the dark
circles when he arrives at the zoo. )e fat animal is called
“panda.”

)e following sentence “In Australia, humans have never
seen a platypus. Humans will recognize a platypus if you
show us a picture of one!” is considered as an illustration

Ducks, civet cats, fish, and other animals we’ve seen in our
lives represent prior knowledge of knowledge, while the
platypus represents the unknown. )is prior knowledge of
knowledge is referred to as meta-knowledge, and our brain
can quickly access it. A quick comparison of the platypus
that has never been seen before and this meta-knowledge
(there may be some other mental activities, such as visually
extracting the features of objects) [21] leads to the con-
clusion that this one has the beak of a duck and can swim like
a fish.)e platypus is a new flat-bodied animal. )e example
in the preceding paragraph grossly undervalued the human
brain. I’m just trying to demonstrate how novel concepts and
established knowledge are inextricably linked. Of course, if
we are completely unfamiliar with something, we need time
to learn. Figure 1 depicts the general flow of the few-shot
learning design.

)ere is a data set D, which we divide into two parts:
Dbase and Dnovel, which do not overlap. Dbase is the basic
training set that we used to train our model, while Dnovel is
the test data. As an example, the 5-way 5-shot is considered.
Each time Dnovel is tested, 5 classes (meaning 5-way) are
collected. If each of these five classes has 100 samples, we will
choose 100 samples at random. Among the 100 samples
collected, 5 samples are used as the support set, and the
remaining samples are used as the query set [22].

)e traditional classroom model is to put the knowledge
explanation part in the classroom, mainly to explain the
teacher in the classroom, which is a complete teaching
model; the flipped classroom model is to use Internet
technology to liberate the knowledge of knowledge to the
Internet. Students complete the teaching ahead of time
through self-learning before class, which greatly reduces the
teacher’s teaching time in the classroom, allowing students
more time to think independently, complete their home-
work, and communicate with each other in the classroom.
)e flipped classroom model greatly increases the students’
“preparatory time,” and teachers must do their best to
achieve the high efficiency of “class time” [23]. )e flipped
classroom model is shown in Figure 2.

)e role of the classroom has changed. In this mode, the
teacher has changed from the former classroom teacher to
the student’s classroom coach. )e change in the roles of
teachers and students has greatly increased the students’
interest in learning, making them more active, profound,
interesting in their learning, and more proficient in sports
training techniques and improving the quality of learning. In
the traditional teaching model, the teacher is the center of
the entire class. In the classroom, teachers mainly explain
knowledge, while students passively accept knowledge [24].
Due to the lack of interaction and communication, students
have lost interest in physical education. However, under the
flipped classroom teaching model, the roles of teachers and
students have undergone great changes, and students have
gradually become the center of the entire class. )is is the
exchange and discussion of students in the classroom, and
the teacher guides and answers questions. In the whole
teaching process, teachers only need to control the learning
process of students, and when appropriate, divide students
into several study groups for communication, discussion,
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and learning. Students not only learn knowledge but also
improve their ability to operate sports techniques.

Few-shot learning is a type of educational resource. It
serves as the foundation and knowledge transfer vehicle for
flipped classroom implementation. It necessitates a concise
but comprehensive teaching strategy. It must first assess the
academic situation and teaching purpose in light of the
subject’s development and the students’ current situation. To
create short and concise teaching resources, you must first
choose the appropriate few-shot type, then record a script, as
well as a series of exercises, tests, and other activities, to
create a complete teaching system. As a result, the flipped

classroom is a one-shot deal. To effectively realize the flipped
classroom, the method for achieving the teaching purpose
must be combined with few-shot learning, a teaching re-
source. According to cognitive load theory, the human
cognitive structure is made up of short-term and long-term
memory. Working memory is another name for short-term
memory. It has a very limited capacity. It can only store 5–9
pieces of basic data in most cases. )e cognitive load will be
exceeded if there is too much learning content. As a result,
few-shot learning was born. It is based on small, refined
learning content that follows the cognitive load theory and is
gradually applied to various teaching methods.
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Figure 1: Few-shot learning design process.
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4. Design and Practical Application of PE
TeachingModel Based on Few-Shot Learning
Flipped Classroom Model

)e activities of teachers in the preclass stage are mainly the
collection of teaching resources and the production of
microvideos. Microvideos are mostly the key and difficult
points in the teaching content. )erefore, teachers should
formulate teaching goals and select teaching content
according to the actual situation of students when making.
At the same time, it is necessary to consider the individual
differences of students, make multiple versions of videos,
and explain the teaching content to different levels in a
targeted manner. Detailed learning tasks are arranged, a
variety of practice methods is provided, and students’
problems in the learning process are collected. In the pre-
class stage, students mainly study independently on the
teaching videos provided by the teacher and complete the
tasks assigned by the teacher. First, a solution to the
problems arising in the study is addressed or discussed and
communicated between teachers and students, and between
students and students through online platforms. )e pre-
class stage mainly stimulates students’ interest in learning
and cultivates students’ awareness and ability of indepen-
dent learning, independent thinking, problem-solving
ability, and innovative ability. )e physical education
teaching model design of the flipped classroom model based
on few-shot learning is shown in Figure 3.

In the course of the class, the teacher mainly explains and
demonstrates the problems that students have before class,
organizes students to discuss and practice in groups, and
corrects students’ wrong actions in time during the tour
guide. Students relearn what they have learned in the
classroom to achieve knowledge internalization. In the
middle of the class, the group discussion exercises mainly
cultivate the students’ unity and cooperation ability and
language organization ability. )e skill display link not only
cultivates the students’ sense of competition but also ex-
ercises the students’ psychological quality. After class,
teachers mainly reflect on the effect of classroom teaching
and further improve and optimize the teaching plan. )e
main purpose is to improve teaching quality and improve
student learning efficiency. Students’ relearning after class is
mainly to consolidate knowledge and further improve their
technical level. )e after-school period mainly cultivates
students’ good study habits and develops the consciousness
of lifelong sports.

Teaching evaluation is the process of evaluating the
process of teaching activities and results using certain
standards and methods based on the teaching goals, that is,
evaluating the process of teaching activities and results. Its
purpose is to make course, teaching, and student training
program decisions, with the most important aspect being to
evaluate students’ academic performance. Traditional
teaching evaluation is primarily summative, that is, the
assessment of students’ learning outcomes at the end of each
learning stage. )is method focuses on assessing students’
mastery of the curriculum, and while the generalization level

is high, it may lead students to believe that they do not work
hard in normal circumstances. During the exam, the “scallop
effect” appears, which is not conducive to boosting students’
learning motivation and forming a positive learning outlook.

When teaching evaluation is based on the few-shot
teaching method, it uses a teaching evaluationmethod that is
consistent with quality education, focusing on the devel-
opmental evaluation of students, and the overall develop-
ment of student quality is used as the evaluation index. )e
fundamental principle is that each individual is responsible
for his or her own actions. A student’s development is based
on the student’s previous experiences, with a focus on the
student’s current situation and a greater emphasis on the
student’s future. )e identification of learning levels and the
description of student development characteristics are for
the future development of students, with a focus on student
evaluation in the learning process. Encouragement evalua-
tion is carried out in the classroom, and students’ classroom
performance is factored into the evaluation of their academic
performance. Among them, the timely, quality, and quantity
completion of the after-school homework arranged by the
teacher is also included in the student’s score, that is, after
each class, after the smashing skills are strengthened after the
class, it is for everyone to communicate and evaluate and
give extra points to active students. )is evaluation method
can not only provide timely feedback through teacher and
student comments and help students improve their motor
skills, but it can also promote students’ subjective initiative
and increase their motivation to learn.

5. Experimental Process and Design

5.1. Academic Analysis. Few-shot learning and instructional
design is different from traditional instructional design. At
the beginning of the design, it must take into account its
short and powerful characteristics and highlight its original
intention of explaining the important and difficult points.
Compared with traditional teaching methods, few-shot
learning with the help of videos, animations, and exquisite
diagrams can attract the attention of students, increase their
interest in learning, ignite their passion, stimulate their
vitality in learning this sport, let them enjoy learning basic
knowledge and skills and action methods in a happy at-
mosphere and learning by playing and playing while
learning, constantly stimulate their potential, mobilize
students’ enthusiasm and subjective initiative in learning,
and let them experience the joy of success through the
learning of technical movements.

Before the teaching experiment, the subjects were sur-
veyed with relevant questionnaires, and the survey results
are shown in Figure 4.

It can be seen that the new teaching method is supported
and welcomed by the students. At the same time, in the
questionnaire survey, the learners’ learning attitudes are
analyzed, and when they have poor skills or technical actions
that are not well understood in the learning process, which
solutions students prefer, the results of the survey are shown
in Figure 5:
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In the process of students learning in the past teaching
methods, 83.33% of the students tend to ask the teacher and
11.67% of the students choose to watch the teaching video.
Although these data are relatively small, it can be seen
Although the number of samples we collected is relatively
small, it can be seen from the results that the flipped
classroom teaching model meets the requirements of current
students’ learning.

6. Instructional Design

)is article randomly selects students from eight classes of the
same grade.)e body shape and physical fitness are used as the
breakthrough test data to explain the problem, the four classes
with no significant differences are chosen as the experimental
class, and the other four classes are chosen as the control class.
)e experiment class adopts the new teaching mode of flipped
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45.0040.0035.0030.0025.00
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Figure 4: Attitudes toward physical education.
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classroom, and the control class adopts the traditional teaching
mode. Finally, the collected data were compared and the
relevant data during the experiment was recorded.

)rough the analysis of the pretest data of the experi-
mental class and the control class, as shown in Figure 6.

)e test data include height, weight, 50m, and sit-ups
(female) items. )e data index t-test before the test showed
that the P value was higher than 0.05, indicating that the
experimental group and the control group had no significant
differences in body shape and physical quality.

)e data of students' physical fitness after training can be
obtained from Figure 7.

)e precheck items of human body shape and athletic
ability were retested after the flipped classroom teaching
model experiment. )e P values are both large after t-
testing, the height and weight test data are statistically
obtained. )e results revealed that there was no significant
difference between the experimental and control groups’
test results.

7. Significance Analysis of Attitudes toward
Physical Training after Experimental Class
and Control Class

After one semester of physical education, both classes have
basically completed the smash and serve skills. At the same
time, the physical exercise attitude of the two classes was
investigated. )e t-test was used to reflect the physical ex-
ercise attitude before and after the two semesters. Change,
the difference in physical exercise attitude between the two
classes, is shown in Tables 1 and 2.)e corresponding results
can be found in Figures 8–11.

)rough analysis, it can be seen that the control class’s
attitude toward physical activity has slightly changed,
whereas the experimental class’s attitude toward physical

activity has greatly improved, owing to the fact that the new
teaching method is relatively new and the teaching method
is relatively new. It is one of a kind and better suited to their
learning styles. In conclusion, few-shot learning combined
with a flipped classroom teaching mode has a greater
impact on improving students’ physical exercise attitudes
than traditional teaching methods, resulting in increased
physical activity behavior. )is demonstrates that few-shot
learning combined with the flipped classroom teaching
mode can effectively improve students’ basic level and their
spiking skills. For middle-level students, both teaching
methods have improved and the degree of improvement
has increased. Few-shot learning combined with flipped
classroom teaching mode is almost as good as traditional
teaching methods in terms of improving students’ high-
level learning.

It was found that the physical fitness of the two classes
had improved before and after the experiment. )is was an
inevitable result of one semester of sports training, and the
improvement of the physical fitness of the two classes was
roughly the same. )is shows that this teaching method and
traditional teaching methods are improving students )ere
is no obvious advantage in physical fitness.)e reason is that
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Table 1: )e analysis of the students’ attitudes toward physical exercise before and after the experiment in the experimental class.

Before the experiment After the experiment
Mean Standard deviation Mean Standard deviation

Action 27.58 4.37 28.78 5.42
Manner 41.89 6.05 45.95 7.39
Cognition 26.42 4.30 28.13 4.76
Habit 32.31 6.25 34.29 7.61
Emotion 31.72 4.81 23.81 5.40
Standard deviation 24.38 4.49 24.97 5.35
Intention 25.03 3.69 26.21 4.31
Subjective goal 20.03 3.32 20.11 3.61

Table 2: Analysis of students’ attitudes toward physical exercise before and after the experiment in the control class.

Before the experiment After the experiment
Mean Standard deviation Mean Standard deviation

Action 28.03 5.25 28.06 5.45
Manner 43.64 19.48 43.92 7.76
Cognition 26.02 4.13 26.67 5.21
Habit 33.54 8.61 32.56 7.61
Emotion 34.77 6.54 34.81 6.78
Standard deviation 24.21 3.71 23.84 5.72
Intention 25.31 4.39 24.89 4.67
Subjective goal 21.54 4.05 20.45 4.02
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physical education has a lot of content and heavy tasks. In
the teaching process, the teacher focuses more on skills and
skills teaching and does not carry out special physical fitness
exercises.

8. Conclusions

Both the school leaders and the teachers themselves must
attach importance to the learning of few-shot learning and
production technology and vigorously promote the use of
few-shot learning and educational resources, but we should
also pay attention to the effectiveness of the above methods
in practical application. At the same time, the school should
regularly invite few-shot learning and production experts to
train all teachers, so that teachers can master the technology
as soon as possible and complete the teaching tasks with
quality and quantity.

When teaching evaluation is based on the few-shot
learning and teaching method, it uses a teaching evaluation
method that is consistent with quality education, focusing on
the developmental evaluation of students and using the

overall development of student quality as the evaluation
index. )e fundamental principle pertains to a student’s
development. Teachers who are quick to accept can help
other teachers form a learning environment of mutual help
and mutual assistance based on their own experience and
expertise resource and encourage teachers to develop their
own style of few-shot learning education based on their
own experience and expertise resource. Furthermore, in
order to more effectively share teaching resources, schools
should create a few-shot learning and education resource
information sharing platform as soon as possible to
maximize information sharing. )e traditional teaching
method limits the assessment of students’ learning to a review
of their theoretical knowledge and skills. )e evaluation
method is relatively simple, which is detrimental to students’
overall development. As a result, the content of future
learning evaluations will be more diverse.)e performance of
students’ affection and sense of cooperation should be given
more attention. Similarly, evaluation methods should be
varied, and a combination of methods can be used to make an
objective and fair assessment of students’ learning situations.
It is based on the student’s previous experiences, with a focus
on the student’s current situation and a greater emphasis on
the student’s future. )e identification of learning levels and
the description of student development characteristics are for
the future development of students, with a focus on student
evaluation in the learning process. Encouragement evaluation
is carried out in the classroom, and students’ classroom
performance is factored into the evaluation of their academic
performance. Students who are active will receive extra points
for completing after-school homework on time, in a good
quality and in a quantity that the teacher has assigned. )is
evaluation method can not only provide timely feedback
through teacher and student comments and help students
improve their motor skills, but it can also promote students’
subjective initiative and increase their motivation to learn.

)e teaching time for this experiment is relatively short
for a variety of reasons, and there are some important and
difficult points that students do not fully grasp. Simulta-
neously, the number of samples in the teaching experiment
should be increased to make it more convincing. )e use of
this teaching method is encouraged.

Data Availability

)e dataset used to support the findings of this study is
available from the corresponding author upon request.
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Eye tracking is currently a research hotspot in the territory of service robotics. -ere is an urgent need for machine vision
technique in the territory of video surveillance, and biological visual object following is one of the important basic research
problems. By tracking the object of interest and recording the tracking trajectory, we can extract a structure from a video. It can
also analyze the abnormal behavior of groups or individuals in the video or assist the public security organs in inquiring and
searching for evidence of criminal suspects, etc. Moving object following has always been one of the frontier topics in the territory
of machine vision, and it has very important appliances in mobile robot positioning and navigation, multirobot formation, lunar
exploration, and intelligent monitoring. Moving object following has always been one of the frontier topics in the territory of
machine vision, and it has very important appliances in mobile robot positioning and navigation, multirobot formation, lunar
exploration, and intelligent monitoring. Moving object following in visual surveillance is easily affected by factors such as
occlusion, rapid object movement, and appearance changes, and it is difficult to solve these problems effectively with single-layer
features. -is paper adopts a visual object following algorithm based on visual information features and few-shot learning, which
effectively improves the accuracy and robustness of tracking.

1. Introduction

With the rapid expand of computer picture capabilities and
technologies, and the improvement of the cost-effectiveness
of a large number of digital picture equipment, vision
systems have been widely adopted by mobile robots [1].
Computer vision is the most common method for humans
to obtain environmental data via computers. Understanding
the visual attention mechanism allows humans to process
salient information in complex scenes quickly and effi-
ciently, while masking and ignoring nonsalient regions
autonomously. Machine learning is a century-old technol-
ogy that is destined to thrive in the age of data. Machine
learning’s [2] advantage is that it can automatically analyze
and process unknown data by mining and learning from
existing data, reducing the need for human resources to the
greatest extent possible. Scholars in the United States and
abroad have conducted extensive and in-depth research on

object recognition, object following, navigation, monitoring,
and other technologies based on robot vision [3]. Machine
vision’s primary goal is to enable computers to mimic hu-
man thinking activities, obtain information from visual
sensors to gain an understanding of the environment, and
finally realize the computer’s autonomous adaptation to the
environment [4]. Researchers in the United States and
abroad are using computers to create a visual attention
model that simulates the human attention mechanism and
incorporates it into the processes of object detection [5],
object recognition, and moving object following, in order to
bring the object processing process closer to the human
cognitive mechanism and improve the algorithm’s perfor-
mance. -is area of research has become one of the most
active in the field of pattern recognition. Video image data
contains the most information of all the data circulated or
saved on the Internet, but extracting it is extremely difficult.
According to the number of cameras mounted on the robot,
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monocular vision and stereo vision can be distinguished.
Computer vision is a multidisciplinary field that includes
computer science, physics, physiology, psychology, artificial
intelligence [6, 7], semaphore processing, and applied
mathematics.

-e traditional mean-shift algorithm is based on the
matching search process of the object color feature histo-
gram, but the color features are not sensitive to noise and
occlusion. So many surveillance cameras will generate
massive amounts of surveillance video data every day, and
these surveillance videos contain useful information that can
be used to cardinaltain social stability, travel safety, and
traffic guidance. Although the traffic police department has
the right to use these surveillance cameras, there are many
problems in analyzing these surveillance videos solely by the
human eye. -e cardinal difficulty in the research of moving
object following algorithm in complex scene is the ro-
bustness and accuracy of the tracking algorithm. Monocular
vision is inferior to stereo vision in terms of depth ex-
traction, but it is comparable to stereo vision in terms of
feature extraction and matching, and it avoids the problem
of stereo vision binocular objecting, improves real-time
performance, and has a simple structure. Machine vision
technology has now penetrated many areas of the national
economy, including aerospace, remote sensing and telem-
etry, medical aided diagnosis, map drawing, industrial se-
curity, multimedia communications, intelligent robots, and
other areas. Simply relying on the human eye to analyze
surveillance video will consume a significant amount of
human resources, and the human eye has a blind spot and
causes visual fatigue, making it impossible to maintain a
long-term focus on the surveillance video [8]. -is shows
that there is an urgent need for machine vision technique in
the territory of video surveillance [9]. With the expansion of
machine vision, vision-based object following technique has
become a hot spot in engineering and academia. Moving
object tracking refers to the detection, identification and
sports tracker objects in the video, and obtaining some
motion parameters of the moving objects, such as speed,
position, acceleration, andmotion trajectory, so as to achieve
higher-level processing and analysis [10].-e behavior of the
object is understood and prepared to complete a specific
task.

Object recognition is the foundation of tracking in an eye
tracking system, and accurate object recognition is required
for effective tracking [11]. -is paper uses a visual object
following algorithm based on visual information features to
achieve accurate object following in complex backgrounds
while overcoming partial occlusion and background fusion
interference.

2. Related Work

-e Harris affine detector was proposed in [12], which
combines the Harris corner detector and the Laplace
equation to ensure that the detected features are scale-in-
variant. Reference [13] proposes an edge-based area detector
that constructs parallelograms around Harris corners using
curved and straight edges. -e most stable extremum region

detector, which is a watershed-like approach, is proposed in
[14]. To achieve effective multiview matching, [15] proposed
using complex filters to generate kernel functions. Reference
[16] proposes phase-based local features to improve lighting
change robustness. Literature [17] proposed PCA-SIFT,
which uses principal component analysis to simplify the
SIFTdescriptor, standardize the gradient region, and achieve
fast matching and invariance under image distortion. Ref-
erence [18] proposes a rotation-invariant feature transfor-
mation, which divides each standard circle into a series of
concentric circles, and each concentric circle is associated
with a gradient orientation histogram. Reference [19] pro-
posed that the gradient position and orientation histogram is
an extension of the SIFT descriptor. Similar to PCA-SIFT,
GLOH also reduces the dimensionality of descriptors
through principal component analysis. Literature [20]
proposed four color descriptors, namely, RGB histogram,
hue histogram, vertex angle histogram, and spherical angle
histogram. Reference [21] proposed a global positioning way
for mobile robots based onmonocular vision. Reference [22]
proposes a hierarchical real-time localization and map
creation way for mobile robots based on an active closed-
loop strategy.

In this paper, a visual object following algorithm based
on visual information features is adopted, which has good
real-time performance, accuracy, and practicability. It
combines sequential detection mechanism, binocular dis-
parity information, and binocular vision calibration model
to complete object recognition and localization and can
achieve good tracking accuracy.

3. Research on Visual Object Tracking

3.1. Robot Vision. -e identification and tracking module,
the robot control module, and the robot platform make up
the vision system [23]. Since their first appearance in the
1960s, robots have gone through three historical stages
around the world. With the rapid growth of the robot in-
dustry at home and abroad, as well as significant progress in
the field of artificial intelligence, the role of robots in human
life has become increasingly important in recent years. Eye
tracking is a hot topic in the field of machine vision as well as
an important research direction in the field of intelligent
mobile robots. With the advancement of science and
technology in recent years, an increasing number of
products have begun to use machine vision-related tech-
nologies, and an increasing number of scholars have devoted
themselves to picture-related territories for research and
expansion [24]. Algorithms started to evolve into useful
devices. -e advantages of visual semaphores include a wide
range of semaphore detection and a large amount of data
acquisition. Eye tracking has become one of the cardinal
expansion orientations in the field of robotics, thanks to the
rapid expansion of picture technique and computer pro-
cessing capability in recent years. Robots currently perform
the majority of their work by following preprogrammed
instructions to perform repetitive and specific tasks [25].-e
robot must be reprogrammed to adapt to the new operating
environment if the operating environment changes.
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Machine vision is booming, and it is providing a lot of
technical support for robot technique improvement. Visual
servosystems have recently emerged as a key research topic
in the field of robot control. One of the key technologies of
mobile robot vision is real-time sports tracker objects [26].
-e basic principle block diagram of maneuvering object
following is shown in Figure 1.

In order to achieve fast and effective tracking of the
object, this paper proposes an improved eye tracking al-
gorithm for mobile robots, which is based on the mean-shift
algorithm, uses color features as the basis for eye tracking,
and introduces Kalman filtering to predict the iterative
window. -e identification and tracking module adopts the
improved Camshift algorithm and the way of Kalman filter
[1] to identify and track the selected tracking object; the
robot control module cardinally completes functions such as
sending robot control instructions. With the continuous
expansion of domestic and foreign scientific and techno-
logical level, computer technique, sensor technique, artificial
intelligence, and robotics have developed rapidly, so that the
application of robots is no longer limited to the industrial
territory. Military territories such as territory, underwater,
and space, as well as indoor environments such as hospitals
and exhibition halls, have also been included in the appli-
cation within the range [27]. At the same time, in recent
years, the state has proposed the establishment of a smart
city and a safe city where all things are perceived, connected,
and intelligent, so that the domestic security industry can
gain opportunities for rapid expansion, so that machine
vision research continues to be hot, and robots can be
obtained through the vision system and a large amount of
information and then through the information processing
and finally making a decision.

Eye tracking technique is an important research ori-
entation in the territory of intelligent mobile robots, and it is
also a hot issue in the territory of machine vision. Vision-
based mobile robot tracking techniques have advanced
rapidly in the last two decades. -e robot’s recognition and
sports tracker objects require segmenting the image se-
quence obtained by the vision sensor into moving objects in
the time do cardinal, as well as modeling, recognizing, and
tracking these objects in the time do cardinal. -e research
on the robot with the object detection function can give the
robot the ability to perceive the environment and perform
servocontrol in response to changes in the environment.-e
visual servosystem completes the acquisition of visual image
information through the camera during the robot control
process, and the robot’s function to obtain information from
the outside world is realized. A mobile robot’s intelligence is
based on its ability to coordinate with external objects such
as the environment and people. -e vision system is crucial
in this regard. A laptop and a control board comprise the
robot platform. -e eye tracking software is run on the
laptop. -e control board is in charge of driving the motor
and gathering sensor data. -e vision system can provide a
wealth of information to the intelligent mobile robot, such as
position and motion parameters, so that it can correctly
perceive itself. Make the best decisions about your own
behavior and the work environment in which you live.

3.2. Vision Based Object Tracking

3.2.1. Object Recognition Based on Local Features. Object
recognition has been widely used in medical diagnosis,
military technique, security detection, and other domains as
an important research orientation in the field of picture and
pattern recognition. Image understanding, automatic image
segmentation, moving object following, and scene under-
standing are all built on this foundation. Traditional object
detection and tracking algorithms typically only use the
image’s underlying visual features to construct object de-
scriptors in order to obtain a description of the object’s
appearance for object detection and tracking and obtain the
object’s location information in order to realize the object’s
detection and tracking. Machine vision research’s main goal
is to use computers to simulate and realize visual functions
similar to those performed by the human eye, such as object,
scene, and motion detection, as well as three-dimensional
reconstruction. -e most important way for humans to
obtain external information is through their vision system,
and object recognition is a key topic in the field of machine
vision and pattern recognition, which has a wide range of
potential applications. Long-distance object recognition is
difficult due to the image’s complex background and the
object’s small number of pixels. Object detection is a hotspot
of machine vision research, with applications in image re-
trieval, intelligent transportation, intelligent video surveil-
lance, advanced human-computer interaction, and other
areas. However, existing object detection methods have
significant drawbacks, and a high-precision, high-efficiency,
and high-robustness object detection algorithm in the field
of machine vision is still urgently needed.

Commonmoving object detection ways can be divided into
three categories: interframe differenceway, optical flowway, and
background subtraction way. Feature extraction is a key tech-
nique in object recognition, which plays a decisive role in the
final result of recognition. Aiming at the problem of viewing
angle, scale, and brightness condition changes in automatic
object recognition, and the disadvantage of low recognition rate
of local features is when the viewing angle and brightness change
are large. -e images generated in real scenes often have many
complex situations such as changes in illumination intensity,
object scale scaling, different imaging perspectives, object oc-
clusion, and redundant background interference [28]. A
problem in the actual process, in addition to the pose, scale,
rotation, and translation changes of the object itself, is that there
are also challenges such as illumination changes, complex
backgrounds, and object occlusion. Recognition of objects/ob-
jects is one of the important orientations and can be divided into
3 categories according to the generality of the recognition ob-
jects: recognition of specific objects (the same thing), recognition
of a series of objects (such as aircraft, ships, people, and face), and
object recognition in general (and the ability to spot any object).
In national defense construction, object recognition is a key
technique in training, reconnaissance, and defense systems. For
example, defense systems mostly use object recognition tech-
nique to track, identify, and guide missiles on mobile military
objects. Robot is a multidisciplinary application technique that
integrates machinery, computer, automatic control, etc.
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At present, the research in this territory is active and the
application is increasingly widespread. Object detection has
become a challenging problem due to the uncertainty of the
appearance shape of different objects, the complexity of the
application scene, the mutual occlusion between objects and
between objects and the background, etc. Neurophysio-
logical studies have revealed in recent years that, in the
primitive visual cortex of mammals, a sparse coding strategy
is used. -e human visual system can break down objects
into a variety of small, meaningful pieces and use this in-
formation to identify the object robust to occlusion and pose
changes, in addition other excellent properties. -e object
detectionmethod based on local features has quickly become
a research hotspot at home and abroad. -e purpose of the
local feature synthesis link is to combine a large number of
local features into a single feature, resulting in more reliable
features for the classifier design. -e detection algorithm
based on joint features is a new trend in current expansion
because a single feature mode cannot accurately detect the
object.

3.2.2. Object Description and Data Fusion in Visual Tracking.
In recent years, with the rapid expansion of computer
technique, computers no longer have simple data processing
functions, but have become more and more intelligent.
Target tracking is a research topic with extensive practical
application significance in military and civilian territories.
To realize the effective and accurate identification and
tracking of the object under the difficult problem of tracking,
the key is how to describe the tracking object adaptively and
accurately model the tracking object. Since the expansion of
object following technique in the middle of the last century,
it has been widely used in various territories such as in-
dustrial robots, video surveillance, and missile interception.
Intelligent video surveillance is a new type of video sur-
veillance technique gradually developed by introducing
relevant research results in machine vision into traditional
video surveillance. Since the birth of the first robot in 1959,
robot technique has made great progress and expansion and
has become a comprehensive cutting-edge science that in-
tegrates machinery, electronics, computers, control, sensors,
semaphore processing, and other disciplines. -e role of
robot object tracking in indoor environment is becoming
more and more important.

Artificial intelligence technique subverts the traditional
way of thinking of human beings, so that human beings have

a new understanding of artificial intelligence. -e key to
effectively complete the corresponding tasks of the UAV lies
in the various information provided by the external sensors
mounted on it. -e sensors usually used are mostly sonar,
inertial navigation systems, barometers, magnetometers,
etc., relying on Global Positioning System. -e so-called
machine vision is a simulation of biological vision using
computers and related equipment. -e origin of object
following can be traced back to 1937, that is, on the eve of
World War II, when a tracking radar named SCR-28
appeared for the first time, and its appearance marked that
object following officially entered people’s territory of vision.
Intelligent video surveillance automatically comprehends
image content without human intervention. When the in-
dividual or group behavior is abnormal, the alarm can be
timely, so that the video surveillance can get rid of the
dependence on the all-weather manual supervision. Intel-
ligent robots can acquire, process, and recognize a variety of
information and autonomously complete more complex
tasks.

Continuous and stable sports tracker objects can not
only obtain the position information of the current
moving object, but also help to conduct a more in-depth
analysis of the moving state of the object, so as to achieve
precise positioning and intelligent control of moving
objects. Guidance, vehicle navigation, human-computer
interaction, and other territories have broad application
prospects and great economic value. Detecting objects in
videos solely using still image object detection methods is
insufficient because they cannot handle useful informa-
tion such as temporal and contextual information. Sensors
commonly used are slightly insufficient for obtaining
more accurate information about the surrounding envi-
ronment or objects. When faced with this problem, ap-
plying machine vision techniques and visual sensors to
UAVs, which have developed rapidly in recent decades, is
an effective way to compensate for the shortcomings of
traditional common sensors. Computer vision is the use of
cameras or computers to simulate the capture of external
objects instead of human eyes, and machine vision can
process visual information according to the characteris-
tics of computer systems through processing to enable
people to understand intuitively. -e technique of target
tracking has grown in importance as a field of study. It has
been widely concerned and applied, and it plays a pivotal
and important role in industry, military affairs, and ev-
eryday life.
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Figure 1: Basic principle block diagram of maneuvering object following.
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4. Visual Object Tracking Algorithm Based on
Visual Information Features

4.1. Object Recognition Based on SIFT Features. Images have
become a necessary means for humans to obtain infor-
mation from the outside world as society has progressed
and information technology has rapidly expanded, and
the use of computers to process images to obtain infor-
mation of interest to humans has become a hot research
topic. Many vision appliances use image matching as a key
technique. In this paper, the video stream monitored by
the camera is used to control the specific object. Finally,
key frame image matching is required, and the effect of
matching has a direct impact on the effect of subsequent
analysis and processing. Detecting and tracking moving
objects has always been a challenge in video surveillance
systems. Many scholars have conducted extensive re-
search on this issue in recent years, but it remains a
difficult subject. At the moment, the most common
method of background modeling is to update the back-
ground statistics, with single Gaussian models, mixed
Gaussian models, and their improved algorithms being
the most commonly used methods. By modeling the
surveillance area scene’s mixed Gaussian background in
the video stream, each pixel of the background image is
modeled by a mixed Gaussian model made up of K
Gaussian distributions:

P Xi(  � 
K

i�1
ωi,t•μ Xt, ηi,t,Σi, t ,

Xt � x
r
t , x

g
t , x

b
t ,

ηi,t � μr
i,t, μ

g
i,t, μ

b
i,t .

(1)

Before extreme point detection, the original image is
preprocessed to remove noise. -en, an upscaled linear
interpolation is performed on the image. Next, construct
Gaussian pyramid and DOG pyramid to filter the image.

-e scale space L(x, y, σ) is established as follows:

L(x, y, σ) � G(x, y, σ))∗ I(x, y). (2)

Here I(x, y) is the original image, σ is the standardmean
square error, ∗ is the convolution operation, andG(x, y, σ) is
the scale-variable Gaussian.

G(x, y, σ) �
1

2πσ2
e

− x2+y2( )/ 2σ2( ). (3)

-e DOG filter is defined as follows:

D(x, y, σ) � L(x, y, kσ) − L(x, y, σ). (4)

Here k is a constant.
At the moment, most commercial object recognition

systems use a template-matching approach. -is method,
however, places strict limitations on the object’s position and
brightness, and the matching effect is not ideal when the
object’s rotation, scaling, brightness, or 3D pose change.
Many feature points are extracted by the traditional SIFT
algorithm during the feature extraction stage, lengthening

the recognition process and increasing the false matching
rate. -e camera is mostly stationary in most practical
scenes, creating a “static background.” However, as tech-
nology advances and the need to cut costs grows, the camera
must move more and more to achieve continuous sports
tracker objects and thus expand the monitoring range. -e
work-based object recognition technique is a type of pattern
recognition that has both theoretical and practical appli-
cations. Despite the fact that significant progress has been
made in this research, there are still numerous obstacles to
overcome.Moving object detection and tracking has become
commonplace in areas such as traffic management, image
analysis and processing, video conferencing, and bank
surveillance. -e object position, including the object’s pose
change, can be accurately identified using the method de-
scribed in this paper, and the recognition effect is good as
shown in Figures 2, 3, and 4.

Because of its excellent matching performance, the
matching algorithm based on multiscale space has
attracted the attention of many researchers in recent
years, and it has achieved great results by applying it to
various appliances. A SIFT extreme value detection al-
gorithm based on significant edge constraints is used to
detect the bottom of the pyramid in the research on the
identification of specific building areas in remote sense
images, based on the characteristics of large territory of
view remote sense images with large imaging range and
complex scenes, combined with the geometric charac-
teristics of the building area to be identified. To obtain
binary images, adaptive threshold segmentation of images
is used. To meet the requirements of object recognition,
the SIFTfeature matching algorithm needs to be improved
according to the specific scene. Because image feature
matching and object recognition have a lot in common, it
is a good idea to use feature matching to achieve object
recognition. -e entire background changes as the camera
moves, making it more difficult to detect moving objects
against a static background. -e flowchart of the back-
ground subtraction way is shown in Figure 5.

-e identification of a specific object belongs to static
image matching. -e feature point extraction of the image
and the calculation of the minimum distance are used as the
cardinal ways to find the difference between the pixels of the
same scene projected to the specific object image in the two
images of the specific object and the given scene. Corre-
spondence: in the past, object recognition technique based
on image features has achieved good results in specific
territories, and the emergence of feature extraction algo-
rithms has brought a new idea and way to object recognition
research. -e detection of moving objects can obtain the
relevant information of the object objects in the sequence
images. By extracting the moving objects and their related
information in the sequence images and segmenting and
analyzing the objects, it lays the groundwork for the later
part of the object following. In video surveillance system,
moving object detection is the basis and premise of moving
object tracking, which plays a very important role in many
territories and is of great significance to video surveillance
and so on.
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4.2. Tracking Algorithm Analysis. After decades of unre-
mitting efforts of scholars, moving object detection and
tracking technique has made great progress. However, due
to the complexity of the application environment of the eye
tracking system, such as illumination, occlusion, and other
factors and the diversity of the object itself, it brings great
difficulties to the object detection and tracking technique. In

terms of accuracy, the appearance of the background and the
object in the video image may change at any time, and it is
difficult for the existing picture algorithms to accurately
identify the object in the image sequence. Computer vision is
a highly comprehensive subject with many interlaced dis-
ciplines. Its content involves many disciplines such as pic-
ture, artificial intelligence, pattern recognition, and neural
network. -e image is sent to the computer for related
processing. Among the many research orientations of ma-
chine vision, eye tracking has always been one of the most
important research hotspots at home and abroad and be-
longs to the middle-level processing part of machine vision.
Its purpose is to process, detect, locate, and track objects of
interest in the video sequence captured by the camera.
Robotics is a combination of theoretical and scientific re-
search achievements in various territories such as computer
technique, automatic control, communication, machinery,
and artificial intelligence. As robots play an increasingly
important role in the current human economic expansion
and technological progress, the application territories of
robots continue to expand, the tasks faced by robots are
becoming more and more complex, and the working en-
vironment is becoming more and more complex.

-e research of machine vision has two meanings. One
is to meet the requirements of artificial intelligence ap-
pliances, i.e., to use computers to realize the requirements
of artificial vision systems. -ese findings can be installed
on a variety of robots, giving them the ability to “see.”
Second, the machine vision model’s research findings can
help us better understand and study the human visual
system’s mechanism, as well as the human brain’s
mechanism, which is also important to know about.
Picture algorithms generally model the appearance and
background of the object in the image based on pixel
points, which has the characteristics of a large amount of
calculation, especially when faced with a large number of
images to be processed, and the real-time performance of
the object following algorithm can be solved significantly.
Due to some flaws in human beings, they are unable to
meet the current needs in terms of time and work intensity
in such a big data era that today’s society is experiencing.
As the times demand, the intelligent video surveillance
system emerges, successfully defeating traditional sur-
veillance systems as well as human beings. -e intelligent
video surveillance system converts the traditional passive
monitoring strategy of “forensics after the event” into an
intelligent and active monitoring mode that incorporates
“real-time monitoring and prior prevention.” For incre-
mental subspace learning in this paper, two eigenvectors
are used. Figures 6 and 7 show how this works.

-e trend of each monitored object and the interaction
between the monitored objects can be obtained by tracking
in the intelligent monitoring system, allowing for more in-
depth analysis of the monitored object’s behavior and the
detection of specific events. In the realm of intelligent
transportation, vehicle and pedestrian tracking can improve
the degree of automation in traffic accident detection, as well
as enabling judgment of vehicle driving states, which can
then be used to understand road traffic conditions and
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provide intelligent traffic guidance. It is becoming in-
creasingly difficult to meet the task requirements due to the
limitations of a single robot’s movement and perception
abilities. -e collaborative theory of heterogeneous robots
was born out of this situation. People give multiple

heterogeneous robots the ability to collaborate with one
another, expand the robot’s scope of action, and improve the
robot’s ability to complete complex tasks. Many researchers
have conducted fruitful research on the eye tracking
problem and proposed many tracking algorithms in order to
achieve the goal of intelligent motion perception. -ey have
proposed a number of solutions to the eye tracking issues.
-rough the collaboration and cooperation of multiple
heterogeneous robots, the system can integrate all individual
resources, and the entire system has parallelism in terms of
space, time, information, and task execution. Improve the
efficiency of processing tasks, thereby improving the com-
pletion rate of tasks and enhancing the robustness of the
system.

5. Conclusions

Computer science, machine vision, picture, pattern rec-
ognition, artificial intelligence, automatic control, and
other theories have come together to form mobile robot
navigation and positioning. -rough correlation filtering
operations, the affine transformation information expe-
rienced by the object during motion can be extracted. A
visual object following algorithm based on visual infor-
mation features is proposed in this paper. -e algorithm
uses pixel-level object background segmentation to obtain
a rough object distribution template and then uses that
information to perform threshold-adaptive voting deci-
sion classification in the superpixel area to eliminate noise
interference and obtain a more accurate object distribu-
tion. Video object tracking combines machine vision,
image processing, pattern recognition, and artificial in-
telligence. It is a relatively new research approach. In
recent years, it has attracted more and more researchers’
interest. However, despite the extensive use of video
tracking, there are still a number of issues that need to be
investigated further.
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Figure 5: Flowchart of background subtraction way.

0

50

100

150

200

250

300

350

0 200 400 600

C
en

te
r D

ist
an

ce
 E

rr
or

Frame Number

Particle Filter 1
Particle Filter 2

Figure 6: Center distance error 01.

0

50

100

150

200

250

300

350

0 200 400 600

C
en

te
r D

ist
an

ce
 E

rr
or

Frame Number

Particle Filter 1
Particle Filter 2

Figure 7: Center distance error 02.

Computational Intelligence and Neuroscience 7



Data Availability

-e data used to support the findings of this study are in-
cluded within the article.

Conflicts of Interest

-e authors declare that they have no conflicts of interest.

Acknowledgments

-e study was supported by the “Science and Technology
Research Project of Henan Province of China (Grant No.
202102210133).

References

[1] H. Wu, Y. Chen, and H. Qin, “MPC based trajectory tracking
for an automonous deep-sea tracked mining vehicle,” ASP
Transactions on Internet of 6ings, vol. 1, no. 2, pp. 1–13, 2021.

[2] Z. Huang, Y. Liu, C. Zhan, and L. Chen, “A novel group
recommendation model with two-stage deep learning,” IEEE
Transactions on Systems, Man, and Cybernetics: Systems, 2020,
In press.

[3] O. Akbarzadeh, M. R. Khosravi, and L. T. Alex, “Design and
matlab simulation of Persian license plate recognition using
neural network and image filtering for intelligent trans-
portation systems,” ASP Transactions on Pattern Recognition
and Intelligent Systems, vol. 2, no. 1, pp. 1–14, 2022.

[4] H. Yang, D. Zhong, C. Liu, S. Chenyi, and Y. Kaiyou,
“Robust eye tracking based on deep convolutional neural
networks and kernelized correlation filters,” Journal of
Electronic Imaging, vol. 27, no. 2, p. 1, 2018.

[5] Y. Hu, J. Zhan, G. Zhou et al., Fast forest Fire Smoke Detection
Using MVMNet, Knowledge-Based Systems, vol. 241, Article
ID 108219, 2022.

[6] M. Zhao, A. Jha, Q. Liu et al., “Faster mean-shift: GPU-
accelerated clustering for cosine embedding-based cell seg-
mentation and tracking,” Medical Image Analysis, vol. 71,
Article ID 102048, 2021.

[7] J. Kong, H. Wang, X. Wang, X. Jin, X. Fang, and S. Lin,
“Multi-stream hybrid architecture based on cross-level fusion
strategy for fine-grained crop species recognition in precision
agriculture,” Computers and Electronics in Agriculture,
vol. 185, Article ID 106134, 2021.

[8] L. Wang and C. Pan, “Visual object tracking via a manifold
regularized discriminative dual dictionary model,” Pattern
Recognition, vol. 91, pp. 272–280, 2019.

[9] F. Li and S. Liu, “Object tracking via a cooperative appearance
model,” Knowledge-Based Systems, vol. 129, pp. 61–78, 2017.

[10] H. Yang, S. Qu, F. Zhu, and Z. Zheng, “Robust objectness
tracking with weighted multiple instance learning algorithm,”
Neurocomputing, vol. 288, pp. 43–53, 2018.

[11] M. K. Rapuru, S. Kakanuru, P. M. Venugopal, D. Mishra, and
G. R. K. S. Subrahmanyam, “Correlation-based tracker-level
fusion for robust visual tracking,” IEEE Transactions on Image
Processing, vol. 26, no. 10, pp. 4832–4842, 2017.

[12] Y. Lu, Y. Yuan, and Q. Wang, A Dense Connection Based
Network for Real-Time Object Tracking, Neurocomputing,
vol. 410, pp. 229–236, 2020.

[13] K. Chen and W. Tao, “Learning linear regression via single
convolutional layer for visual object tracking,” IEEE Trans-
actions on Multimedia, vol. 21, pp. 86–97, 2018.

[14] Y. Yin, D. Xu, X. Wang, and M. Bai, “Online state-based
structured SVM combined with incremental PCA for robust
visual tracking,” IEEE Transactions on Cybernetics, vol. 45,
no. 9, pp. 1988–2000, 2017.

[15] J. Shen, Z. Liang, J. Liu, H. Sun, L. Shao, and D. Tao,
“Multiobject tracking by submodular optimization,” IEEE
Transactions on Cybernetics, vol. 49, pp. 1–12, 2018.

[16] P. Feng, C. Xu, Z. Zhao et al., “A deep features based gen-
erative model for visual tracking,” Neurocomputing, vol. 308,
pp. 245–254, 2018.

[17] C. Li, Q. Xing, Z. Ma, and K. Zang, “MFCFSiam: a correlation-
filter-guided siamese network with multifeature for visual
tracking,” Wireless Communications and Mobile Computing,
vol. 2020, no. 1, 19 pages, Article ID 6681391, 2020.

[18] Y. Kuai, G. Wen, and D. Li, “Masked and dynamic Siamese
network for robust visual tracking,” Information Sciences,
vol. 503, pp. 169–182, 2019.

[19] D. E. Touil, N. Terki, and S. Medouakh, “Learning spatially
correlation filters based on convolutional features via PSO
algorithm and two combined color spaces for visual tracking,”
Applied Intelligence, vol. 48, no. 9, pp. 2837–2846, 2018.

[20] R. Duan, C. Fu, and E. Kayacan, “Tracking-recommendation-
detection: a novel online target modeling for visual tracking,”
Engineering Applications of Artificial Intelligence, vol. 64,
pp. 128–139, 2017.

[21] P. Chen, Y. Dang, R. Liang, and Z. Wei, “Real-time object
tracking on a drone with multi-inertial sensing data,” IEEE
Transactions on Intelligent Transportation Systems, vol. 19,
pp. 131–139, 2017.

[22] G. Jie, T. Xu, Z. Shen, and G. Shi, “Visual tracking via sparse
representation with reliable structure constraint,” IEEE Signal
Processing Letters, vol. 24, no. 2, pp. 146–150, 2017.

[23] G. Wu and W. Kang, “Exploiting superpixel and hybrid hash
for kernel-based visual tracking,” Pattern Recognition, vol. 68,
pp. 175–190, 2017.

[24] P. G. Bhat, B. N. Subudhi, T. Veerakumar, V. Laxmi, and
M. S. Gaur, “Multi-feature fusion in particle filter framework
for visual tracking,” IEEE Sensors Journal, vol. 20, no. 5,
pp. 2405–2415, 2020.

[25] K. Chen and W. Tao, “Learning linear regression via single-
convolutional layer for visual object tracking,” IEEE Trans-
actions on Multimedia, vol. 21, no. 1, pp. 86–97, 2019.

[26] X. Gu, X. Huang, and A. Tokuta, “Multiscale spatially reg-
ularised correlation filters for visual tracking,” IET Computer
Vision, vol. 11, no. 3, pp. 220–225, 2017.

[27] H. Alzarok, S. Fletcher, and A. Longstaff, “3D visual tracking
of an articulated robot in precision automated tasks,” Sensors,
vol. 17, no. 1, p. 104, 2017.

[28] C. Ma, Z. Miao, X.-P. Zhang, and M. Li, “A saliency prior
context model for real-time object tracking,” IEEE Transac-
tions on Multimedia, vol. 19, no. 11, pp. 2415–2424, 2017.

8 Computational Intelligence and Neuroscience



Research Article
Research on Optimization of Process Parameters of Traditional
Chinese Medicine Based on Data Mining Technology

Xue Li,1 Hao Yue ,1 Jinlong Yin,2 Yan Song,3 Jinling Yin,4 Xinlei Zhu,4

and Bingchang Huang4

1Jilin Ginseng Academy, Changchun University of Chinese Medicine, Jilin, Changchun 130117, China
2Department of Food Science and Engineering,Jilin Business and Technology College, Jilin, Changchun 130062, China
3Department of Clinical Medicine, Changchun University of Chinese Medicine, Jilin, Changchun 130117, China
4Jilin Haotai Health Industry Development Co., Ltd, Jilin, Changchun 130041, China

Correspondence should be addressed to Hao Yue; songyan@ccucm.edu.cn

Received 15 December 2021; Revised 2 January 2022; Accepted 3 January 2022; Published 2 March 2022

Academic Editor: Xin Ning

Copyright © 2022 Xue Li et al. )is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Data mining technology and methods are used to effectively optimize manufacturing process parameters due to the complexity
and uniqueness of the process parameters. )e data-mining-based optimization method for traditional Chinese medicine (TCM)
process parameters is presented, along with a list of process parameters that have shown to be effective in actual production. )e
influencing factors of process parameters are analyzed and modeled using an attribute weight analysis and classification analysis
algorithm. )e optimization scheme of process parameters that meet the requirements is selected, and an example is given for
verification, by selecting data records that fall within a certain error range and incorporating the rules of association knowledge
discovery. )e support vector classification algorithm has a higher accuracy, despite the algorithm’s results being understandable.
)e support vector regression algorithm developed a reliable process optimization model.

1. Introduction

Traditional Chinese medicine (TCM) is the treasure of the
Chinese nation. TCM-manufacturing industry is a sunrise
industry with international competitiveness and indepen-
dent intellectual property rights in China’s pharmaceutical
industry [1]. )e active ingredient extract of TCM has
various uses and can be used in drugs, health products, and
cosmetics. )erefore, the extraction of effective components
of TCM has a wide range of practical scope and application
prospects [2]. However, at present, the technical level of
China’s TCM-manufacturing industry has become in-
creasingly backward compared with foreign countries. It is
urgent to use modern science and tech to transform the
traditional manufacturing mode of TCM products, promote
the modern production of TCM, and then pave the way for
TCM to rush out of the country and go to the world [3].
TCM production has moved from digitization to intelligence
as a result of the rise of intelligent manufacturing technology

around the world. It is necessary to continuously optimize
the production process in the process of intelligent TCM
production in order to gradually improve the product
quality index [4]. One of the important contents of the
modernization of TCM manufacturing is extracting stable
active components from medicinal materials and ensuring
the uniformity and stability of the drug dose-response re-
lationship. As a result, TCM extraction is a critical step in the
TCM-manufacturing process [5, 6]. It is the process of a
solvent entering a medicinal material and transferring the
active ingredients from the solid to the liquid phase. )e
choice of process parameters, such as extraction tempera-
ture, extraction time, and solvent volume, has a significant
impact on the leaching of effective components in medicinal
materials during the extraction process. Currently, or-
thogonal design is used to optimize the extraction process
parameters [7].

With the promotion of advanced production technology,
the manufacturing of TCM has gradually tended to be
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standardized. However, at present, the intelligent produc-
tion of TCM has just started. It is a typical interdisciplinary
subject, which needs the cooperation of control theory,
pharmaceutical theory, and computer theory [8]. In the
production of TCM, the selection of process parameters has
an important impact on production efficiency and economic
benefits. )e selection of process parameters generally de-
pends on workers’ experience. )ese parameter values are
only applicable to specific TCM products. When the pro-
duction conditions change, the product quality is difficult to
guarantee [9]. In the production of TCM, the production
process needs to be continuously optimized to ensure the
stability of the production process and the reliability of
product quality. At present, the optimization of production
process is still in the primary stage. )e common method is
to design comparative experiments in the laboratory envi-
ronment to obtain the optimal production process scheme
and then move the last to the production environment. In
order to complete the comparative experiment, it often
requires huge human and material resources [10]. TCM
contains a variety of effective components, and different
effective components have different effects. )e extract can
be used in medicine, health care products, and cosmetics.
)erefore, the extraction of effective components of TCM
has a wide range of practical value and application prospects.
In this paper, data mining technology is applied to the
optimization of process parameters of TCM, and the opti-
mization model of process parameters of TCM is
established.

Large-scale production data can be obtained as a result of
the development of intelligent TCM manufacturing, and
these actual production data havemore practical significance
than laboratory experimental data [11]. It contains the harsh
conditions that occur during mass production. Using pro-
duction data to create a production process model and
optimize it through data mining rather than design and
comparative experiment is not only a future trend but also a
pressing problem to solve [12]. In the production of modern
TCM, computers collect a large amount of data. Manually
understanding, identifying, and optimizing these data and
their relationships is typically difficult. )ere is no reference
experience or manual for a new TCM product in the face of a
new process, only accumulated data, especially for a new
TCM product. At this time, it is necessary to quickly es-
tablish optimized process parameters according to tradi-
tional technologies and methods. )e difficulty is great. As
the manufacturing system of Chinese patent medicine is too
complex and the front and rear sections interact with each
other, at present, the TCM production still adopts the end-
point detection standard of production quality index for
quality control, which means that the inspection of the
effective components of finished drugs is the only standard
to judge whether the drugs are qualified [13]. In the actual
machining process of flexible manufacturing system, there
are often many factors affecting the results. It is difficult to
give an accurate mathematical model by using the traditional
reasoning method. )rough in-depth study of industrial
process optimization, this paper puts forward an intelligent
optimization scheme of TCM production process. Decision

tree algorithm and support vector classification algorithm
are used to construct the classifier of extraction times.
Support vector regression algorithm is used to establish
regression prediction models for extraction time and solvent
amount, respectively.)e experimental results show that the
error of the optimal process parameters obtained by this
algorithm is small, the results are accurate and reliable, and it
has practical value, which can provide some reference for the
industrialization of the extraction of effective components of
TCM.

2. Related Work

Zhang et al. [14] used association rules to investigate the
drug use law of ancient and modern asthma prescriptions,
compare ancient and modern asthma drugs, and identify the
core drugs for asthma treatment. Liu et al. [15] collected data
from qualitative and quantitative angles to explore the
syndrome differentiation of kidney yang deficiency syn-
drome based on the scale of kidney yang deficiency syn-
drome. A qualitative score was used to calculate the
occurrence frequency of syndrome differentiation factors,
and a quantitative score was used to perform hierarchical
cluster analysis. Chen et al. [16] discussed the stroke cases of
ancient famous doctors using data mining technology to
analyze association rules, obtain the TCM commonly used
by ancient famous doctors in the treatment of stroke, and
identify common medicinal materials for stroke treatment.
Data samples must be manually measured off-line in the
research field of ultrasonic extraction of effective compo-
nents of TCM, according to Hoogeveen et al.’s study [17].
)is method of data collection has a long cycle and is ex-
tremely difficult. As a result, the amount of sample data
available is limited, which is a small sample problem.
Chaovalitwongse et al. [18] believe that although there are
manymedical record databases, the simple database has only
query function and loses the core analysis function of the
database. Bandaru et al. [19] emphasize the application of
data mining technology in TCM medical case sorting and
give the process of data mining technology in medical case
information mining and the data mining method applied to
medical case sorting. Lee et al. [20] propose to use data
warehouse and data mining technology to save the clinical
diagnosis and treatment data of old experts, analyze and
mine the collected data using association rule analysis, factor
analysis, discriminant analysis, and decision tree and form a
knowledge base. Statistical analysis software is a data mining
tool, which uses descriptive statistics analysis, frequency
analysis, correlation analysis, discriminant analysis, decision
tree, and neural network to analyze andmine the data related
to syndrome differentiation in the database [21]. )is paper
explores the dialectical thinkingmode of famous TCM in the
diagnosis and treatment of vertigo and makes a preliminary
summary of the law. Asadi et al. [22] proposed a set of
relatively perfect time-series modeling theory and analysis
method. In the process of optimizing the process parameters
of coal plant sorting, Hyunjin and Eunok [23] designed a
process-prediction real-time feedback system, which can
detect the process parameters on the line in real time, predict
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the sorting index in real time, provide feedback and guide
the production, and finally achieve the optimal sorting effect.
Guo and Zhou [24] proposed data mining on medical
records of threatened abortion, summarized the treatment
characteristics and academic ideas of famous doctors in
treating specific diseases, and played a guiding role in clinical
diagnosis and treatment of diseases. When optimizing the
high-pressure water jet cutting process, Angeli et al. [25] and
Yd et al. established a polynomial regressionmodel using the
process parameters and cutting depth of the cutting process
and optimized the parameters in the cutting process through
the regression model. However, the ultrasonic extraction
mechanism is complex, and the optimal process parameters
are difficult to determine. )erefore, the information
technology method can be combined with the ultrasonic
extraction process. Introducing data mining technology into
the study of modernization of TCM is another new attempt
of applying computer technology to the study of modern-
ization of TCM. )is paper proposes an intelligent opti-
mization solution of production process based on data
mining, uses production data to establish an accurate quality
index prediction model, screens key process parameters, and
then optimizes key process parameters based on the above
two steps. )us, the intelligent optimization of process
parameters using historical data is realized. )e optimized
process parameters are used for actual production, and the
process parameters are monitored in real time. )e results
show that the model can optimize the process parameters
and achieve good results in practical application.

3. Methodology

3.1. Data Mining. Data mining is a very dynamic research
direction in the field of artificial intelligence [27, 28] and
database, including classification, clustering, regression,
association rule discovery, and other mining tasks. Data
mining is a process of automatically searching for hidden
and special relational information from a large amount of
data. For massive and disorderly data, comprehensive
analysis based on individual thinking will be limited by
cognitive level, thinking mode, subjective factors, research
methods, and research scope. It is an important part of the
research on modernization of Chinese medicine to use data
mining technology to acquire knowledge, remove the false
and preserve the true, remove the rough and extract the fine
from numerous Chinese medicine resources, so as to pro-
mote the development of Chinese medicine.

For complex andmultidimensional systems, data mining
technology is appropriate. We can find the rules using
corresponding algorithms and break through the limitation
of “information is jumbled and knowledge is scarce” in TCM
with the help of a large amount of data.)e primary function
of data mining is discovery or prediction, and it encom-
passes a wide range of disciplines and methods. After
“discovery,” find out the hidden information patterns in a
large amount of data, or find out the things or special cases in
the designated area that deviate from the normal situation
[29]. Prediction is the process of predicting the future based
on patterns discovered. It is currently a very active research

area in the fields of artificial intelligence and databases, with
mining tasks such as classification, clustering, regression,
and association rule discovery being included.

For the continuous storage and multilevel mining of
TCMdata, a high-quality and long-term updating of the data
mining platform is essential. In the age of Big Data, creating
a multimethod collaborative Chinese medicine mining
model can help with TCM inheritance and development.
Finding valuable hidden knowledge in large databases is the
main problem that data mining must solve. We can create a
systematic model and provide it to relevant departments for
reference by analyzing and summarizing this valuable in-
formation. )e medical field frequently employs drug fre-
quency analysis, association rules, factor analysis, cluster
analysis, and neural network analysis. Each of these algo-
rithms has its own set of characteristics, and different al-
gorithms can be used for different topics.

3.2. Application of Data Mining Technology in Optimizing
Extraction Process of TCM. TCM prescription is the main
means of TCM treatment. )rough legislation based on
differentiation of symptoms and signs, prescription is uni-
fied by law, and medicine is sent by prescription. In the
prescription, there is an intricate correspondence among
prescription, medicine, and syndrome [30]. As data mining
technology can reflect the mutual mapping relationship
between multidimensional data, it provides a very powerful
research tool for the research of modern prescriptions.
Under the premise of the trend of Big Data in the whole
medical industry, at present, there is no system as a research
system of TCM to be popularized and used in various fa-
mous doctor research systems. Only by accumulating data
can we develop more knowledge to guide clinical or pre-
scription research, which is more conducive to systematic
experience inheritance of famous doctors. China’s medical
industry is currently in the primary stage of Big Data, which
brings opportunities to the development of TCM. )rough
the platform of Big Data, there are more researches focusing
on the origin of academic theory of TCM. A common
problem is that the interpretation of data mining is not
detailed enough. Using data mining to dig out potential and
meaningful rules from the database can only be transformed
into knowledge through high-quality data interpretation and
analysis. )e system established in this paper consists of four
main modules: data preparation, data sorting, data analysis,
and data analysis result visualization module. )e main
functional modules of the system are shown in Figure 1.

At present, in the field of TCM, data mining is most
widely used in the research of TCM, and some progress has
been made. In the process of extraction, the changes of
temperature, density, pressure, liquid inlet, and other pa-
rameters have an impact on the quality of semifinished
products. Using the data mining algorithm for scientific data
analysis, the process parameters closest to the production
results and the data interval of the process parameters that
can produce qualified semifinished products can be ob-
tained. Data mining can find the relationship between
syndrome types and symptoms through a large number of
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clinical data, so as to assist clinical diagnosis. It has certain
reference value for clinical treatment of diseases to obtain
the commonly used drugs, pairs of drugs, and core pre-
scriptions for the treatment of diseases through data mining,
but it has the disadvantage of not ensuring the authenticity,
accuracy, and universality of the data.

Medical records are complicated records of Chinese
medicine diagnosis and treatment activities. We can master
more and more objective syndrome rules if the factors are
standardized first, and then data mining technology is used to
analyze the contribution of qualitative variables to diseases and
syndromes. )e study should focus on the quality of screening
documents, obtain first-hand case data from the original au-
thors, further investigate the etiology and pathogenesis, im-
prove clinical practice and observe the curative effect, or
conduct animal experiments to further verify the effect and
mechanism. )e characteristics of data in TCM are discrete,
continuous, mixed, and so on. )e preprocessing of these data
is extremely difficult, and the mining process necessitates
frequent human-computer interaction, necessitating the use of
professional technicians at every stage. We can only dig out
truly valuable knowledge by choosing reasonable digging
methods for different problems under the guidance of TCM
theory and closely combined with clinical practice.

3.3.OptimizationofProcessParametersofTCMBasedonData
Mining. In the research of TCM, there are a lot of qualitative
descriptions and a lot of vague concepts about the de-
scription of drugs, diagnosis and treatment process and
disease symptoms. Especially for the description of drugs,
the phenomenon that one drug has the same name as dif-
ferent drugs is also very common. )e prescription of TCM
takes the disease as the main body, adopts legislation based
on syndrome differentiation, unifies prescription by law and
sends medicine by prescription, and is determined by
clinical practice. As data mining technology can reflect the
mutual mapping relationship between multidimensional
data, it provides a very powerful research tool for the re-
search of modern prescriptions. In this paper, through the
seamless integration of database and data mining algorithm,
a process parameter optimization model based on data
mining is constructed, which mainly uses data mining
method to analyze and predict the extraction data of TCM.

)e data mining model of process parameter optimization is
shown in Figure 2.

)is system includes the function of adding multiple
data files for analysis. Users do not need to combine multiple
files into one by hand or third-party software to prepare
data.)e data related to the production of TCM are stored in
different files according to the date. When importing these
files, they are merged into a complete data set according to
the records, and the data are cleaned to ensure that more
accurate information can be mined.

)e basic idea of support vector machines (SVMs) is
dimension upgrading and linearization. )rough the kernel
function, the sample space is mapped to a high-dimensional
or even infinite-dimensional feature space, the optimal
linear hyperplane is found in the feature space, and the
solution of the optimal hyperplane of the SVM is reduced to
solving a convex optimization problem, so that the global
optimal solution. SVM includes support vector classification
(SVC) and support vector regression (SVR).

Let the sample set be AAA. For the linearly separable
case, the sample set is separated by the hyperplanewx+ b� 0.
)e problem of constructing the optimal hyperplane is
transformed into

minφ(w) �
1
2
‖w‖
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�
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w
T
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)en, the original problem can be transformed into the
dual problem of convex quadratic programming as follows:
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According to the Kuhn–Tucker condition, this optimal
solution must also satisfy:

ai yi w
T
xi + b  − 1  � 0. (3)
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Figure 1: )e functional structure diagram of the data mining system for Chinese medicine production.
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In the case of linear inseparability, non-negative relax-
ation variables can be introduced. )e specific solution
method is similar to the case of linear separability. Data
mining analysis function includes three functional modules:
cluster analysis, association rules, and neural network. By
analyzing the characteristics of data that enterprises need to
cluster, we know that all data attributes are continuous
attributes, and the demand of enterprises is to try to divide
the data with similar values into a group, so the best
grouping method is to group the data with similar values
according to the Manhattan distance between the data.

)e multiobjective problem is transformed into a single-
objective problem by linear fusion method, and then the
single-objective problem is solved. Assuming that the
number of process parameters to be optimized is Nv, the
number of optimized objective functions is N0, and the
objective function is f, the problem can be described as
follows:

maxF(x) � max f1, f2 . . . , fNo
 . (4)

Among them, the following constraints l and h, re-
spectively, represent the threshold range in the parameter.

X � x1, x2 . . . , xNv
|l≤x≤ h . (5)

Usually, the optimal global objective function is con-
structed by multiobjective fusion, and the multiobjective
problem is transformed into a single-objective problem. )e
general fusion methods include: (1) linear fusion. Linear fusion
is the sum operation of each objective function according to a
certain proportion, as shown in the following formula.

F(x) � β0 + β1f1 + β2f2 + . . . + βnfn. (6)

(2) Logical integration: Logic fusion means that the
output of the previous objective function is used as the input

of another objective function as shown in the following
formula.

F(x) � fn fn−1 . . . f2 f1( ( ( . (7)

Regardless of which model fusion method is used, the
goal is to reduce a multiobjective function to a single-ob-
jective function, which can then be solved using constraints.
In the preparation process, there are many process pa-
rameter points to investigate, and each process parameter
has a different unit of measurement. Even though some
parameters have the same unit of measurement, their
measured values vary widely, sometimes dramatically. If the
collected data are directly analyzed and modeled based on
their actual values, the role of some parameters with larger
dimensions will be exaggerated, and the actual change re-
lationship between the parameters will be obscured,
resulting in the so-called false variation. As a result, the
original data must be processed before being analyzed in
order to eliminate the influence of dimensional effects of
various variables on the model.

Many studies are unable to use randomized controlled
trials due to the influence of traditional medical treatment
modes and evaluation methods, and their clinical efficacy
evaluation is limited to some extent, and the efficacy eval-
uation system is not perfect, making their research results
difficult to be internationally recognized. )e majority of
data mining analyses are based on disease differentiation and
syndrome differentiation laws, such as drug frequency
analysis, association rule analysis, and cluster analysis and
are combined with current disease understanding. Associ-
ation rules can be used to analyze the patterns or rules of
prescription compatibility. We can analyze the results of
correlation data mining among different attributes such as
drugs and symptoms, drugs and pathogenesis, and symp-
toms and pathogenesis using the frequent set method.

4. Results Analysis and Discussion

)e neural network module uses the derived association rule
module to integrate data, and its attributes include
extracting the mean value of liquid inflow, extracting the
variance of liquid inflow, extracting the mean value of
temperature, extracting the variance of temperature and
blending the liquid-solid content. When using attribute
weight analysis algorithm and classification analysis algo-
rithm to analyze the data, it is necessary to discretize the
surface roughness in the sample data. )e main techno-
logical parameters affecting the water content of TCM in-
clude the water content of extract, the temperature of feed
liquid, the dripping humidity, the dripping time, the melting
time, and so on. )eir changes are shown in Figure 3.

From Figure 1, it can be seen that there are many un-
certain factors in the process of dropping the preparation
because the parameters affecting the water content change
irregularly. )rough the prediction of water content, the
value range of each process parameter can be further de-
termined, or the value range of some process parameters can
be reduced, so that the production quality can be controlled.

Analyze the data 
source

Data mining tools

Business understanding

Classification algorithm

Predictive model establishment

Model evaluation

Model application

Attribute weight analysis

Ranking of influencing 
factors

Result display

Data integrationData cleaning

Figure 2: Data mining model for optimization of process
parameters.
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)e optimization process of process parameters based on the
prediction model in this paper is shown in Figure 4. To
obtain the optimum conditions for ultrasonic extraction of
Shaoyao Gancao Decoction.

)e process parameters are modified, and the process
parameters are tested in parallel for three times, with the
average value taken, according to the aforementioned
method, which takes into account the limitations of actual
operation. )e application of data mining in the field of
TCM is dependent on the development of a data platform,
and the continuous storage and multilevel mining of TCM
data requires a high-quality and long-term updating of the
data mining platform. To better serve the inheritance and
development of Chinese medicine in the era of Big Data, a
good data mining platform must have powerful data col-
lection, management, and analysis functions, as well as the
ability to establish a multimethod collaborative Chinese
medicine mining model. )e association rule module’s data
discretization system automatically discretizes data using a
program that only requires the user to specify the number of
divided intervals. When discretizing, it is necessary to keep
track of the symbols for different attributes and intervals, as
well as the attribute names and marks, which adds to the
system’s complexity but makes it easier to use.

Fingerprint of TCM is characterized by quantification,
specificity, reproducibility and reproducibility, stability,
integrity, and fuzziness of detail processing. )rough data
mining of TCM fingerprint, we can extract the hidden and
potentially useful and ultimately understandable informa-
tion. Taking the collected samples as the test set, the pre-
diction model is simulated and analyzed, and the
comparison results of prediction errors of different methods
are shown in Figure 5.

Generally, neural network is a specific analysis of specific
problems. )ere is no fixed model for all problems. )e
design of this system has a wide range of applications. It does

not mean that a neural network structure is suitable for many
practical problems, but users can set the network structure by
themselves. Configure the input layer, output layer, and in-
termediate nodes according to different actual problems, so as
to achieve the purpose of predicting results. In order to
determine the relationship between process parameters and
solid content, we select each attribute in the data except solid
content as the input node, including: extracting the mean
value of the liquid volume, extracting the variance of the
liquid volume, extracting the average temperature, and
extracting the four attributes of the temperature variance.)e
system predicts the solid content based on the information of
these several production processes. )e optimized input and
output parameter values are converted into maximum and
minimum inverse transformations, and the process param-
eter values of the preparation process can be obtained. Based
on basic principles and training sample sets, a prediction
model was established for the ultrasonic extraction of licorice
and peony process parameters.)e training result is shown in
Figure 6, the test result is shown in Figure 7, and the test error
is shown in Figure 8.
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Figure 6 shows that the prediction model’s training effect
is good. Figures 7 and 8 show that the difference between the
predicted and actual values of the test sample obtained by the
prediction model is generally small, indicating that this
model’s prediction accuracy is high. Process design
knowledge is at the heart of all data in process parameter
optimization. )is model allows you to mine and analyze
any type of continuous data. )e importance of influencing
factors is determined by establishing the association model
of data mining and using attribute weight analysis, and the
classification model of data mining is used to predict the
cutting parameter scheme, and the scheme is optimized
based on the predicted results. )e system can analyze
quality analysis data and TCM extraction data while also
analyzing the data mining function of various data in various
fields. It has the advantages of flexible deployment, free
configuration, and expandability, and it better solves the
problems of TCM extraction production data quality in-
spection standard optimization and process parameter
optimization.

With the development of the times, the number of TCM
information resources is increasing rapidly, but the char-
acteristics of TCM information resources are complex and
disorderly, which has formed a serious contradiction with
the demand for information of professional and technical
personnel. To solve this contradiction, an important way is
to process all kinds of information and establish a relatively
perfect information resource database.)e algorithm of data
mining part consists of attribute weight analysis algorithm
and classification algorithm, and the classification model is
built by data mining tools to predict the results. Show the
results to users through visualization technology. In this
paper, a data mining system platform is built to realize data
mining of process parameter data and quality inspection
data. Using data mining technology, the relationship be-
tween the extraction parameters and the description of the
characteristics of TCM was discovered from the extraction
data of TCM. )e discovered knowledge can guide tech-
nologists to scientifically select the influencing factors of
orthogonal test and the variation range of each factor level
when determining the extraction process of a new drug, so as
to ensure that the orthogonal test can obtain reliable opti-
mized results.

5. Conclusion

In the research of modernization of TCM, the advanced
information processing technology, represented by data
mining, is used to study the knowledge acquirement of its
implied essence. Systematizing and standardizing the doc-
uments left over from past dynasties can further extract and
excavate the hidden essence. )e research on knowledge
acquisition with data mining technology has driven the
improvement of the academic level of TCM. In this paper, an
intelligent optimization scheme of TCM production process
is proposed. From the historical data of TCM extraction
process, the relevant knowledge of determining extraction
parameters is mined, which is used to guide technologists to
choose the influencing factors and the level of each factor in
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orthogonal test.)eoretical analysis and simulation research
show that this method has fast learning speed, good tracking
performance, strong generalization ability, low dependence
on samples, and good popularization ability. In today’s
information explosion era, the combination of data mining
technology and TCM is an inevitable trend. Data mining
technology will further accelerate the pace of knowledge
renewal of TCM, lay a solid foundation for the construction
of modern TCM theory, and is the only way for the vigorous
development of TCM.
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Online education is a popular way for college students at present, and it is also a good compensation way to meet the special
situation that traditional offline teaching cannot complete the teaching task. Traditional classroom teaching methods have
been difficult to meet the learning requirements of contemporary college students, while online classroom has made up for
the shortcomings of traditional classroom teaching to some extent because of its short class hours, prominent focus, and
online mobile learning. First, this paper proposes an online SSL (small sample learner) model for college students to
integrate healthy emotional factors. *e characteristics of learners are divided into three categories: basic characteristics of
learners, characteristics of behavioral factors, and characteristics of emotional factors, and the problem of solving mapping
functions is transformed into the problem of solving kernel functions. Second, a novel curriculum recommendation model
integrating healthy emotional factors is proposed, which fully considers the influence of user comments on similarity and
transforms the similarity of users in the overall score of the project into the similarity of users in the emotional tendency of
the special attributes of the project. *rough the experimental evaluation, the accuracy and stability of the recommendation
are greatly improved.

1. Introduction

With the continuous deep integration of big data, the In-
ternet of *ings, cloud computing, and other information
technologies and education fields, the intelligent transfor-
mation of education has been promoted, and the advanced
educational form in the era of educational informationi-
zation 2.0 represented by intelligent education has been
achieved [1, 2]. At present, there are still some technical
problems in intelligent education in the aspects of learning
guidance, recommendation, answering questions, and
evaluation, such as how to eliminate the semantic gap be-
tween learners and resources in resource recommendation;
how to realize the large-scale online learners’ answering
guidance [3]; how to carry out refined teaching evaluation
on learners, teachers, learning environment, and other
objects.

Learning and communication through the online
learning community provide people with a generalized
learning method without the limitation of the number of
participants and time and place [4]. Learning activities in
such an environment can make everyone enjoy high-quality
teaching resources and fair learning opportunities. Learning
behavior data of learners in online learning communities can
complete modeling and analysis of learners’ behaviors,
which can promote teachers and community managers to be
more professional and meticulous in teaching management.
A large amount of data has promoted the prosperity and
development of artificial intelligence in recent years, espe-
cially the direction of DL (deep learning) [5, 6]. Due to its
extremely nonlinear characteristics, DL can learn hidden
patterns from a large amount of data. On the other hand, the
rapid development of artificial intelligence in recent years
largely depends on the development of data. Using learning
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data for modeling and analysis can help them to improve the
quality of community content and various functions and
inspire new ideas: from the perspective of teaching mode
reform [7], by studying learners’ learning behaviors, and can
predict their learning trends, which can help them further in
the rapid development of educational informationization.

Building a user portrait system can accurately depict
each learner’s personalized characteristics and then create a
targeted study plan based on the subtle differences between
different learners, which includes recommending currently
suitable subjects based on learners’ background knowledge
structure, arranging course schedules based on learners’
learning ability, recommending relevant counterpart courses
based on learners’ interests and hobbies, and predicting a
learner’s future success. Based on a review of the literature
on learner models, this paper focuses on the recognition of
learners’ facial expressions and methods for obtaining
emotional data and builds an online SSL (small sample
learner) learner model that incorporates healthy emotional
factors in an online classroom setting. Following that, a
quantitative analysis method of curriculum recommenda-
tion model [8] suitable for integrating healthy emotional
factors is discovered through an in-depth study of quanti-
tative analysis technology of learners’ characteristics.

2. Related Work

In the analysis and mining of educational big data, related
universities have done a series of research and applications.
For example, literature [9] developed an online learning
assistant based on learner behavior analysis and intelligent
dialogue. Taking the learning subject as the object, the key
technologies such as the construction of an intelligent
teaching environment, educational measurement, and
evaluation are studied. Literature [10] constructs a learner
behavior model by extracting the characteristics of learners’
course completion rate and dropout rate and then predicts
learners’ learning behavior and judges whether learners can
finally complete the course learning. Literature [11] studies
the learning track and behavior data of college students
learning Russian on an online education platform, extracts
the data set of behavior characteristics for clustering analysis,
and classifies learners according to the clustering results, so
as to complete the special recommendation for learners. *e
literature [12] proposes a decision tree-based user perfor-
mance prediction model. *e end result reveals that the
majority of students are in a passive learning mode. It also
demonstrates how to use data mining technology to improve
online teaching and learning, as well as making recom-
mendations for students. Literature [13] proposes a com-
prehensive cognitive model for reconstruction analysis that
integrates learners’ comprehensive factors. A multimedia
cognitive model has been proposed in the literature [14].
Literature [15] investigates the relationship between Face-
book photos and users’ personalities, primarily through
Facebook’s basic visual feature coding, which associates the
activities associated with users’ photos with the five-factor
personality model. According to the literature [16], learners’
utterances contain a great deal of information about their

personalities, feelings, opinions, and habits in addition to
semantic content.

FSL is an important goal of researchers in the process of
exploring intelligent systems. Most researches on FSL are
focused on neural networks [16, 17]. Literature [18] proposes
to use a hierarchical nonparametric Bayesian model to re-
alize FSL. In this model, categories are represented as tree-
like hierarchical structures, such as sheep and horses for
animals, cars and trucks for motor vehicles, and both ani-
mals and motor vehicles belong to a superclass. Each cat-
egory is represented by two parameters, mean and variance,
and knowledge transfer between different categories is re-
alized by transfer parameters. Literature [19, 20] put forward
the application of twin networks to small sample problems,
which opened the prelude of neural networks to deal with
small sample problems. Literature [21, 22] also proposed
probability matrix decomposition and Bayesian probability
matrix decomposition. Literature [23] puts forward a rec-
ommendation algorithm, which can push hot topics per-
sonalized for users to solve the problem of information
overload faced by users.*e content-based recommendation
is simple and intuitive, but limited by the description degree
of project content, and the recommendation effect is not
good. Literature [24] combines and uses a variety of machine
learning methods to complete the classification of a large
number of movie commentary corpuses. Literature [25]
introduces new feature words of semantic role tagging and
discusses the application effect of multifeature word com-
bination mode through experiments. *is method has some
shortcomings. *e manual tagging process will take a lot of
time and manpower, and it is not suitable for large-scale
corpus analysis and research.

3. Research Method

3.1. Online SSL Modeling. *e set of fluctuating emotions
generated by learners in the learning environment that
accompanies the entire learning process is referred to as
learning emotion. Detailing learners’ emotional character-
istics, particularly the classification of basic emotional types
and specific emotional characteristics, is crucial to devel-
oping an online SSL model that incorporates healthy
emotional factors. In an online classroom setting, the basic
learning emotions are divided into six categories: happiness,
surprise, boredom, sadness, fear, and anger. Emotions can be
expressed in a variety of ways, the most intuitive and quickly
recognized being a change in facial expression.

*e learner model, which incorporates healthy emo-
tional factors, is the foundation and key to online classroom
learners’ learning analysis. *is chapter focuses on the study
of learners’ emotional characteristics, referring to the norms
of learners’ models and various learners’ personalized
models, and divides learners’ characteristic models into
learners’ basic characteristics, behavioral factor character-
istics, and emotional factor characteristics, based on con-
ceptual combing and theoretical analysis. A learner model
incorporating healthy emotional factors is formed based on
the above research. Most learners’ models are currently built
by analyzing and mixing learners’ models from a single
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dimension, and most studies focus on the characteristics of
learners with behavioral factors, with little attention paid to
the study of learners’ emotional factors. However, as in-
telligent teaching evolves, more educators must consider the
impact of learners’ emotional states on learning outcomes,
and the analysis of learners’ emotional states is becoming a
common concern in learning analysis.

In this chapter, on the basis of summarizing the learner
model specification and referring to the learner’s person-
alized model, an online SSL model integrating healthy
emotional factors is proposed, as shown in Figure 1.

Social network features include dot centrality, feature
vector, and reciprocity. Emotion features include emotion
data collection, expression recognition, and basic learning
emotion, and the model mainly shows the basic learning
emotion features. *e learner model integrating healthy
emotional factors is the basis and key to analyze the diverse
characteristics of learners in an online classroom
environment.

To analyze learners’ dynamic cognitive level, first, the
learning behavior of learners is indexed and then judged
whether these behavior indicators obey normal distribution. It
can be analyzed with corresponding correlation analysis
methods, and the significant correlation detection results are
obtained and judged whether to predict the model or abandon
the indicators. First, a learning behavior index set is established,
and the learning behavior index set is set as U, then

U � u1, u2, . . . un . (1)

Among them, un represents the learning behavior index,
and n represents the number of learning behaviors. *e goal
of creating a learning behavior index set is to convert
learners’ specific learning behaviors into data and visual set
elements, as well as to accurately present the cognitive level
hidden behind learning behaviors so that learners’ cognitive
level can be accurately analyzed.

*e data processed in SSL is often high-dimensional, and
the distribution of data has no obvious structural infor-
mation. Similarity wij between samples depends on the
mapping function to map samples into a new space and then
calculate wij in the new space. *e specific calculation is as
follows:

wij � e

f xi(  − f xj 
�����

�����
2

2σ2
,

i≠ j,

0, i � j.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(2)

where f: RD⟶ RM represents a mapping function. f map
all samples to an M-dimensional space.

Let the optimal solution of the objective function be the
kernel matrix K∗. *e next task is to infer the category of
query samples from K∗. *e category to which query x

belongs is obtained by the following type of weighted voting:

y � argmax
i


xj∈si

k
∗
j ,

(3)

where si represents the set of all support set samples of
category i. In fact, the formula classifies the query samples
into the category with the largest sum of kernel similarity,
which is consistent with the classification idea in the
matching network.

*e frequency of course visits, the length of learning
time, the degree of test completion, the number of data
downloads, and other factors reflect the degree to which
learners pay attention to education and reflect their behavior
after accepting an online education platform. As a result,
extracting and analyzing the characteristics of learners’
learning behaviors are necessary in order to analyze learners’
attitudes. To construct a learner’s personalized model, rel-
evant data from the database and behavior log data of an
online education platform are extracted and mined. Per-
sonalized modeling, to put it simply, is the process of cre-
ating a detailed and personalized portrait of a learner.

*e specific steps of the learner attitude analysis model
are shown in Figure 2. In this paper, both the original data
set and the feature set related to learners’ behaviors are
continuous data by default.

To analyze learners’ attitude model, data collection is
first needed. *e click data, watching video data, discussion
area data, and test data of learners are extracted from the
online education platform, and the data related to learners’
learning behaviors are extracted from them.

3.2. Curriculum Recommendation Integrating Health Emo-
tional Factors. Generally, universities offer many elective
courses, and students’ elective courses are limited to some
extent, so it is easy for students’ scoring data to be extremely
sparse. Due to the extreme sparseness of student rating data,
the traditional similarity measurement method cannot ef-
fectively calculate the nearest neighbor of the target user, and
the quality of CFR (collaborative filtering recommendation)
system is also difficult to guarantee. *e key to construct the
student rating data matrix is to solve the sparseness of the
data set.

Teaching quality evaluation, as an integral part of the
teaching management system, aids teachers and schools in
significantly improving teaching quality. Teaching quality
evaluation is the process of systematically collecting data and
assigning a value to teaching activities and outcomes in the
classroom based on the requirements of teaching objectives
and principles. *e main source of teaching feedback in-
formation is the evaluation of teachers’ classroom teaching
quality, and it is also an important way to test teaching effect
and evaluate teaching quality.

Research shows that in many recommendation methods,
the most critical “emotional intelligence” factor in commu-
nication between recommendation system and people is often
ignored. Especially for specific courses, such as music and
movies, emotional factors often play a decisive role in rec-
ommendation, which requires the recommendation system to
be able to actively meet the emotional needs of students.

*e main idea is to pay attention to and mine the user
comment data, mine the user’s evaluation attitude towards
each feature of the project, instead of calculating the user

Computational Intelligence and Neuroscience 3



similarity based on the score information, measure the user’s
emotional similarity to the feature level of the project, and
calculate the similarity and clustering by using the user’s
score of the feature of the project, so as to find the most
similar N users for recommendation. *e recommended
framework is shown in Figure 3.

Content-based recommendation algorithm uses feature
attributes to define course objects and makes recommen-
dations based on students’ evaluation of course objects.
*erefore, the algorithm can be used to recommend courses
in a sparse situation. First, the similarity between courses in
the database and favorite courses is calculated, and formula
(4)is used.

f(P, A) � 
n

i�1
wi × 1 − pi − αi


 , (4)

where P represents a course in the database; A is a course
that has been evaluated as a favorite by some students; n

represents the number, of course, attributes corresponding
to the category to which the course belongs; wi represents
the weight values of the above attributes; mi represents the
value of the i-th attribute of the course P; αi represents the
i-th attribute value of favorite course A.

By analyzing and calculating all the historical review data
of a project, with the help of popular wisdom, it is possible to
predict the scores of different attributes of the project.

Rk �


N
i�1 sik

N
, (5)

where N represents N comments under a specific course,
and Rk represents the average emotional score of the specific
course on the k-th feature.

Using natural language processing technology to analyze
the comment texts in the check-in history records, and
further explore the emotional tendency of the texts, can
accurately understand users’ preferences and further im-
prove the recommendation quality of POI (point-of-inter-
est) [12].

Text is composed of words, and the polarity of emotional
words in comments represents the tendency of text, so the
tendency of comments can be obtained by calculating the
polarity of emotional words. *ere are many ways to cal-
culate emotion, and PMI (point mutual information)
method is the simpler and more effective one.

Emotional polarity calculation usually assumes that
when a word has a strong correlation with positive words, it
has positive emotional polarity and vice versa. *e polarity
of emotion words is determined by calculating PMI between
target emotion words and terms in emotion vocabulary. *e
PMI value between words wi, wj is defined as shown in
formula (6).

PMI wi, wj  � log2
p wi, wj 

p wi( ∗p wj 
, (6)

where p(wi), p(wj) is the probability of wi, wj in corpus,
and p(wi, wj) is the probability of wi, wj co-occurrence.

Friends often have similar behaviors and many common
interests. Users usually refer to their opinions before visiting
unknown POIs. Friends can influence users’ choices of POIs
more than ordinary users [14]. *e distance between friends
can be described by the number of the same friends among
friends, and the similarity of interests among friends can be
measured by the number of friends visiting the same POI.

Learner characteristic model

Interactive behavior

Social network

Cognitive level

Emotional characteristics

Characteristics of behavioral factors Basic feature

Neutral Commonly Good Preferably Excellent

Figure 1: Online SSL model integrating health emotional factors.
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Figure 2: Generation flow chart of the multivariate cluster analysis
model.
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*erefore, the strength of the social relationship between
users and their friends can be calculated by equation.

srij �
Fi ∩Fj





Fi ∪Fj




∗

Li ∩Lj





Li ∪Lj




, (7)

where Fi, Fj, respectively, represents the friend set of user
ui, uj, and Li, Lj, respectively, represents the sign-in POI set
of user ui, uj.

Project recommendation generation is as follows:

R � 
8

k�1
Rk × λk, (8)

where λk is the attention of the target user to the k-th feature,
and R is the predicted score of the candidate project, which
can be regarded as the recommendation degree.

4. Results Analysis and Discussion

4.1. Emotional Feature Analysis. In this paper, emotional
analysis refers to the process of gathering user feedback on a
product, analyzing the content of the feedback, determining
the polarity of the user’s emotional tendency at the feature
level of the project, that is, the favorable or unfavorable
attitude and opinion toward the course or project, and then
extracting more useful information.

According to the facial expression data of learners ac-
quired by depth camera technology, the emotional state of
learners is identified. *e recognition result of the obtained
layered RF (random forest) in the mixed expression database
is shown in Figure 4.

Figure 4 shows that the hierarchical RF algorithm has a
high recognition rate for learners’ emotional state and can
accurately judge learners’ emotional state in the online
classroom learning process.

It can be deduced from this that learners’ emotional
states changed during the stage of introducing the curric-
ulum and teaching new lessons, and that learners always pay
attention to the gradual progression of teaching content, and
that learners’ cognitive levels turn old and new, and that they
actively construct meaningful knowledge. Features related to
learners’ learning behavior are extracted from all learners’
features to form a feature set, which is used to analyze
learners’ learning attitude. Figure 5 shows the comparison of
clustering results using SVS (single variable selection), RFE
(recursive feature elimination), PCA (principal component
analysis), and FSRF (feature selection based on the random
forest).

It can be seen that when the clustering is 4 and the
feature selection method is PCA, the contour coefficient
reaches themaximum, and the classification effect is the best.
Finally, the learner’s feature data set is divided into four
categories; that is, the learner’s attitude model is divided into
four categories.

In order to evaluate the performance of the algorithm, a
small sample experiment was carried out on two data sets,
namely, Omniglot [16] and miniImageNet [18]. On
Omniglot data set, this paper tests the performance of the

algorithm under 5-way 1-shot and 20-way 1-shot tasks. *e
experimental results are shown in Figure 6.

It can be seen from the figure that the performance of the
SSL method based on graph regularity is slightly worse than
that of prototype network with interval, because when there
is only one sample in each class, the relationship between
classes cannot be propagated, and it is a good strategy to
simply take this sample as the representative of this class.

4.2. Course Recommendation Analysis. Here, the criteria for
evaluating recommendation quality are set as MER (mean
error rate) and SV (standard variance). MER is to determine
the recommendation quality by predicting the deviation
between the category and the actual category. *e higher the
MER value, the worse the recommendation quality. *e
calculation of SV follows the statistical method, which can
directly measure the recommended quality. Here, the
content-based recommendation algorithm and CFR algo-
rithm are compared, and the three algorithms are repeatedly
executed 80 times, respectively, and the recommendation
quality is shown inFigures 7 and 8:

*e hybrid algorithm has higher recommendation ac-
curacy and better stability than the other two recommen-
dation algorithms, as shown in the above figure, and clearly
improves recommendation accuracy.*is paper designs and
compares four simplified models of curriculum recom-
mendation model incorporating healthy emotional factors,
namely, GP, CPP, SI, and ET, in order to analyze the im-
portance of GP (geographical position), CPP (classification
popularity preference), SI (social intensity), and ET (emo-
tional tendency) factors in POI recommendation in the
curriculum recommendation model incorporating healthy
emotional factors.

As the evaluation indexes, AR (accuracy rate) and RR
(recall rate) are chosen. *e experimental results are shown
in Figures 9 and 10.

Foreign countries have already integrated microcourses
into daily teaching for students to preview and study in-
dependently, but domestic research on the application of
microcourses is still relatively lagging behind, and the re-
search on the process and effect analysis and evaluation of
microcourses applied to teaching is not deep enough, and
the research on the application of microcourses resources
and learning experience tracking is almost blank. Because of
the different teaching systems at home and abroad, the
application of this model in China is still in the exploratory
stage. Lessons from the successful experience of foreign
applied microclass flipped classrooms are drawn, and the
curriculum standards of various disciplines in our country
are combined.

In this paper, the course features are clustered into 8
categories by analyzing the course evaluation set, and then,
the attention of users to various attribute features is sta-
tistically obtained from the user’s own comment set to form
user preferences.

Traditional information literacy courses, like other
courses, mostly use classroom teaching as the mainstay,
supplemented by computer operation, and teachers as the

Computational Intelligence and Neuroscience 5



mainstay and students as the supplement in the classroom, so
it is difficult for students to reflect their personalized learning,
and the teaching atmosphere can be imagined. Microcourses,
on the other hand, have outstanding advantages, such as short
time, abundant resources, and long online time, which meet
the needs of students to flexibly choose learning time, learning
place, and learning content to the maximum extent, and
autonomous learning is relatively easy. At the same time,
students can also reproduce the classroom teaching situation
of a certain knowledge point at any time, which can well solve
the problem of memorizing in class and forgetting after class,
which is an important supplement and resource expansion of
traditional classroom learning [7].

*e key link in consolidating and digesting the cur-
riculum’s key and difficult problems is classroom teach-
ing. Teachers break down teaching tasks and create
various links to assist students in solving problems based
on the syllabus. Teachers must periodically assess their
students’ knowledge and provide appropriate guidance
and correction, as well as timely feedback. Teachers

should be at the forefront of curriculum development,
extracting a series of knowledge points from each class’s
teaching tasks based on the needs of class hours, and
carefully designing and developing these knowledge
points into special microcourses and series microcourses.

4.3. Teaching Suggestion. For starters, online education
prevents students from interacting with teachers in real time,
reduces teacher-student communication, fails to stimulate
students’ thinking, and causes them to lose their ability to
think. Second, plagiarism in students’ homework is a serious
issue. Students are more likely to copy other people’s
learning achievements as the Internet has evolved, and they
are unable to do so independently. Finally, the impact of
paying attention in class has waned. After signing in before
class, many students fall asleep and only watch the video,
leaving the teacher to “perform” alone. To summarize, the
quality of online education cannot be guaranteed at this
time, and a good educational effect cannot be obtained in a
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Figure 3: Personalized recommendation framework based on sentiment analysis.
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holistic manner.*is development raises concerns about the
future of online education.

To digitize teaching, the online classroommakes use of big
data and cloud computing technologies. It comprehensively
assesses students’ learning quality and efficiency, starting with
daily classroom study, daily assessment, semester assessment,
and other aspects, making teachers’ evaluation of students
more objective, accurate, and fair, making teachers accurately
assess students’ growth, making teachers’ teaching more tar-
geted, and improving classroom teaching quality and effi-
ciency. Students can interact with teachers more effectively in
an online classroom environment. Interactive activities such as
sign-in, selection of students, competition for answers, and the
combination of online and offline interaction greatly improve
the interaction efficiency between teachers and students, which
is conducive to students’ autonomous learning and teachers’
accurate grasp of students’ learning situations.

Teachers in the new era should change their roles in
time, from the leader of the traditional classroom to the

leader of the online classroom, guide, organize, and co-
ordinate students’ learning activities, and cultivate stu-
dents’ autonomous learning and cooperative learning
ability. *e ability to master and apply modern information
technology is a new test for teachers, which not only re-
quires teachers to skillfully use all kinds of learning tools
and software but also requires teachers to establish data
awareness, master relevant data processing technologies,
and digitize and visualize the teaching process, so as to
more efficiently and accurately analyze the learning situ-
ation. To improve the information-based teaching quality,
an information technology mutual assistance group is
established, intragroup exchange and discussion activities
are organized, and teachers are helped with weak infor-
mation technology to improve their information tech-
nology teaching ability.

In the aspect of educational content, a student-centered
educational philosophy is established, pay attention to the
combination of theory and practice, the material needs of
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students are met, and their spiritual needs are emphasized;
that is, a balance among objective knowledge, value, and
morality is sought.

In terms of teachers, teachers should change their
teaching role orientation in time according to the changes of
the times, change the traditional knowledge transmitter to
become an interactive learner, and change the teaching
controller to become an activity leader. Only when teachers
take the lead in the initial change, students can make
progress.

5. Conclusion

Personalized learning research is based on the construction
of the learner model. *is study integrates the above re-
search emphases. In view of the current situation of in-
sufficient research on the characteristics of learners’
emotional factors in the study and analysis of learner
model, combined with online classroom teaching envi-
ronment, online SSL model research integrating healthy
emotional factors is carried out. Based on the proposed
learner model, this paper studies the learner feature
analysis technology, focusing on the learner’s emotional
feature analysis technology. In the experimental part, ex-
periments of multiple tasks are carried out on data sets,
which proves that SSL based on graph regularity is effective.
According to the social relationship, the social intensity
among users is calculated, and the emotional tendency of
users according to the comment text is analyzed and ef-
fectively combined them with collaborative filtering rec-
ommendation technology, so as to get the social-emotional
score. *rough experiments, even under extreme test
conditions, the algorithm still shows good recommenda-
tion accuracy and timeliness, which greatly improves the
recommendation quality.

In the future work, we will further explore the influence
of time factors and content information such as photos and
videos generated by users in POI on users’ sign-in behavior,
so as to further improve the recommendation quality.
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Speech recognition and semantic understanding of spoken language are critical components in determining the dialogue system’s
performance in SDS. In the study of SDS, the improvement of SLU performance is critical. By influencing the factors before and
after the input text sequence information, RNN predicts the next text information.'e RNN language model’s probability score is
introduced, and the recognition’s intermediate result is rescored. A method of combining cache RNN models to optimize the
decoding process and improve the accuracy of word sequence probability calculation of languagemodel on test data is proposed to
address the problem of mismatch between test data and training data in recognition. 'e results of the experiments show that the
method proposed in this paper can effectively improve the recognition system’s performance on the test set. It has the potential to
achieve a higher SLU score. It is useful for future research on spoken dialogue and SLU issues.

1. Introduction

Spoken Dialogue System (SDS) is composed of automatic
speech recognition, spoken language understanding (SLU),
dialogue management, language generation, speech syn-
thesis, and so on. SLU performance is very important for
SDS.'e SLU system is a key component of SDS, which aims
to help the computer “understand” the text recognized by
the speech recognition module [1]. An important task in
SLU is to automatically extract and classify semantic in-
tentions or to fill in a set of parameters or slots embedded in
the semantic framework so as to achieve the goal in man-
machine dialogue [2]. Although related researchers have
conducted research formany years, the task of slot filling and
intention determination in SLU is still a challenging
problem. 'e traditional methods to solve SLU are mainly
conditional random fields, hidden Markov models, and
other traditional methods based on statistics [3]. Natural
language understanding is an important factor that deter-
mines the usability and naturalness of human-computer
SDS. Its robustness directly affects the success rate of dia-
logue and the user-friendliness of the system [4]. However,
due to the randomness of user sentences in spoken dialogue

and the imperfection of speech recognition module, the
traditional whole sentence analysis method cannot achieve a
correct understanding of user sentences, but it is necessary to
introduce a robust understanding mechanism to extract the
key information in sentences. With the rise of deep learning,
the application of Neural Networks (NN) training in the field
of Nature Language Processing (NLP) has achieved great
success. People began to explore different functions of NN.

With the rapid development of artificial intelligence,
there are countless tasks in our society that need to process
serialized data [5].'e main goal of the early language
calculation method is to automatically analyze the language
structure and develop basic technologies like machine
translation, speech recognition, and speech synthesis [6].
Researchers can use these technologies to create SDS and
speech-to-speech translation engines in practical applica-
tions, mine social media content for health or financial data,
and identify customers’ feelings about products and services
[7]. 'e goal of SLU is to automatically identify the fields,
categories, and intentions of users’ spoken language in order
to express natural language and then extract related concepts
in order to achieve the goal of system understanding of users’
language. 'rough speech recognition, the computer
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converts it into corresponding text information, which is
then processed by SLU. In recent years, the NN method has
demonstrated remarkable performance in a variety of
Natural Language Processing (NLP) tasks, particularly the
method based on Recurrent Neural Networks (RNN), such
as language model, language semantic understanding, and
machine translation [8]. 'is paper employs RNN and its
variants to improve the performance of SLU. On this
foundation, an RNN-based SDS language understanding
method is proposed.

An important task in SLU is to automatically extract and
classify semantic intentions or to fill in a set of parameters or
slots embedded in the semantic framework so as to achieve
the goal in human-computer dialogue [9]. RNN has great
advantages in extracting sequence information of natural
language characters and using it to build mathematical
models to solve corresponding problems [10, 11]. RNN has
been verified to have a remarkable effect in solving the
serialization problem. In this paper, an algorithm based on
recurrent neural network is proposed, which stacks multiple
nodes at one time node to deepen the complexity of non-
linear transformation. 'is method can store longer-term
information with fewer parameters by adding storage history
state information. According to more information obtained,
feature information is extracted to increase the effectiveness
of obtained information, improve the accuracy of SLU, and
shorten the experimental time. 'e feature fusion network
structure is applied to the data set for SLU experiment.
Experimental results verify the effectiveness and reliability of
the algorithm.

2. Related Work

A new framework for understanding probability was pro-
posed in the literature [12]. A two-level search and com-
prehension algorithm is also used by the framework. 'e
concept map is created at the second level using a rule-based
tree expansion robust syntactic analysis algorithm in order
to effectively obtain the overall structure information of the
sentence. It solves the problem of a sentence’s meaning being
ambiguous and it being difficult to accurately extract the
sentence’s semantic information. To improve the robustness
of language comprehension in SDS. Literature [13] proposed
a two-level search understanding algorithm. Concept bun-
dling is used to generate the concept map in the first level,
and some interference components on the word map pro-
vided by the recognition module are removed.'e improved
robust syntactic analysis based on tree expansion is used to
search for the best understanding result at the second level.
'e literature [14, 15] primarily investigates and implements
the related technology of the SLU system’s slot filling task. A
joint model based on a two-way long- and short-term
memory network and label splitting was proposed in the
literature [16]. Furthermore, due to the ATIS data set’s low-
resource characteristics, an attempt was made to introduce
external semantic information using foreign pretraining
word vectors. An improved RNN language model based on
context word vector features was proposed in the literature
[17]. Enhance the RNNmodel’s structure by adding a feature

layer to the input layer. In response to the issue of language
models’ poor adaptability to different corpora, literature [18]
proposed an adaptive method based on the CNN language
model. Literature [19] proposes an RNN that uses external
memory to improve memory ability. Literature [20] pro-
posed a feature fusion-based RNN on the basis of RNN and
introduced the application of the structural principle and
method in SLU. Literature [21] proposed a feature fusion
RNN structure based on the analysis of the basic RNN and
its LSTM network and GRU network structure. Literature
[22] uses adaptive data to adjust the parameters of the
general background model and extracts topic features in the
adaptive data to join the adaptive training of the RNN
language model, enhances the model’s ability to describe the
adaptive corpus, and improves the language model’s ability
to adaptability under the corpus. Experimental results show
that this method can improve the system’s language rec-
ognition effect. Literature [23] mainly introduces the
principle and performance index of SLU and the structural
principle of basic RNN, mainly introduces two basic RNNs
in detail, and analyzes its main methods. Literature [24]
successfully trained a language model on a text corpus using
feedforward NN. By mapping discrete words into contin-
uous real number vectors, it successfully overcomes the
impact of data sparseness on statistical modeling and at the
same time solves the dimensionality disaster of model pa-
rameters’ problem. Literature [25] compares the NN lan-
guage model with other language models and finds that the
NN model is compared with other models. For example,
when the cache model or the part-of-speech-based model is
combined, the resultant hybrid model has a better effect.'e
article summarizes the key and related research progress of
the SLU task and compares the structure and principle of
RNN with different structures. Propose an SDS language
understanding algorithm based on RNN.'e input is sent to
the hidden layer for training to obtain a feature represen-
tation; then the feature information is sent to another hidden
layer for training along with the source input and historical
output information; finally, it is sent to the output layer to
get the result. Select the data set and performance evaluation
method widely used in this field and compare it with several
other advanced models on the data set. 'e results show that
the proposed RNN is effective for SLU tasks and has good
accuracy and robustness.

3. Methodology

3.1. SDS. Oral English is the most direct and simple com-
munication medium for people to communicate with each
other in their daily lives. People can get information through
language communication, which is one of the most im-
portant communication ways [26]. Based on this, whether
people can communicate with computers directly is one of
the research directions in the field of artificial intelligence,
and spoken language is the natural language between people.
In oral conversation, the speaker’s psychological state
inferred from various information can also be used to
supplement the system’s knowledge about the content of
user statements [27].
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'e purpose of SLU module is to extract semantic in-
formation from the user’s sentences, that is, to identify the
intention of the input sentence and extract the corre-
sponding semantic slot concept.'emain function of SLU is
to analyze sentences’ input by users, extract semantic in-
formation, and obtain semantic representation. For the
whole SDS, the key parts are SLU and dialogue management
part [28]. Research shows that deep learning can extract
high-level features from shallow features because of its
special hierarchical structure. 'e problems of lack of in-
formation and excessive dimension in semantic represen-
tation of unified text have been well developed in the fields of
image, pronunciation, and so on. At the same time, it has
achieved some research results in the field of NLP and shows
more potential application value.

SLU is an important component of the dialogue system,
and its purpose is to allow the computer to “understand” the
input language as if it were spoken by a human. As a result,
SLU’s performance is closely linked to that of the dialogue
system. SLU research can help people apply SDS more
accurately, which is more convenient for people’s lives and
work [29]. SLU’s goal is to automatically identify the fields,
categories, and intentions of users’ oral natural language
expressions and then extract related concepts in order to
achieve a systematic understanding of the language they use.
Domain detection, intention identification, and slot value
filling are the three main components of SLU. Slot filling is a
labeling task, while domain detection and intention iden-
tification are classification problems. 'e term “slot filling”
refers to the practice of marking every word in a sentence
[30]. Different semantic representations are used for dif-
ferent SLU tasks. We can use the semantic framework and
semantic slot that conform to the semantic structure of the
SLU task to model the input intuitively and clearly in the
simple understanding task. 'is framework and semantic
slot approach, on the other hand, are no longer suitable for
more complex SLU tasks, such as tasks with long phrases.

'e first step in a man-machine dialogue system is SLU.
Its primary function is to analyze the user’s conversation and
collect other relevant data about conversation behavior and
tasks. According to the information, the dialogue man-
agement part updates the current state of the dialogue and
generates a dialogue strategy. 'e dialogue generation part
outputs the natural language generated by the dialogue
management strategy to the user. 'ree parts constitute a
complete task-driven man-machine dialogue system, and
each part has an important influence on the performance of
the whole man-machine dialogue system, as shown in
Figure 1 below.

Deep Neural Network (DNN) is a successful SLU model
applied in NLP field. 'e biggest feature of DNN is that it
can train massive data and then extract the feature infor-
mation of these data by learning a lot of data. A remarkable
feature of NLP applied deep learning is that the input comes
from a large number of lexical symbols, which leads to the
initial work of Neural Networks (NN) language modeling;
that is, these lexical symbols are distributed through learning
in the input or output layer, and these embedding and tasks
are jointly trained and learned. Following this principle,

various network architectures and training methods have
been successfully applied.

'e main difference between RNN language model and
feedforward NN language model lies in the different rep-
resentations of the historical information of words. In
feedforward NN model, the representation method of his-
torical information is similar to that of n-gram model, and
the first n − 1 words are still used. RNN model, on the other
hand, obtains historical information through the constant
circulation of hidden layer and learning from it. In RNN, the
hidden layer can represent historical information, not just
the first n − 1 words. 'is model can theoretically represent
longer context information.

RNN is an NN structure composed of an input layer, a
circulation layer, and an output layer. Among them, the
input layer reads each input word and the probability that
the output layer generates the corresponding semantic tag.
'e most prominent feature of RNN is that the current
predicted value can be obtained through the common in-
formation of the previously input words and the current
input words. From the information processing ability of the
network, the nodes in the network include input nodes,
which are nodes that connect the outside world with the
internal network structure of the network; implicit layer
nodes and output nodes are nodes with processing capa-
bility. 'e RNN structure of feature fusion is shown in
Figure 2.

SDS is like a communication tool for communication
between human beings and machines. 'rough this com-
munication tool, computers can communicate with human
beings without obstacles, and computers can give correct
answers to various demands of human beings. SDS will meet
different users, and different users will have different speech
habits. Moreover, dialogue systems usually have to face a lot
of first-time users, and first-time users are generally not
familiar with the “capabilities” of dialogue systems.

RNN can theoretically predict current word tags based
on arbitrarily long historical data. However, because the
weight parameters are updated using the random gradient
descent method, there will be issues with gradient disap-
pearance and explosion, resulting in the error information
being unable to be transmitted far away in the back prop-
agation. At the same time, it restricts RNN’s storage and
memory capabilities. 'e accuracy rate is the ratio of rele-
vant labels to all labels trained by NN, which measures the
experiment’s accuracy rate; the recall rate is the ratio of
trained related labels to all related labels, which measures the
experiment’s recall rate. To put it another way, the accuracy
rate is the number of trained labels that are correct, while the
recall rate is the ratio of trained correct labels to all correct
labels.

3.2. SLU Algorithm Based on RNN. A careful analysis of the
sentences of the participants in the oral conversation shows
that the variability of sentence structure is mainly caused by
two reasons: (1) flexibility of word order and (2) frequent use
of nonkey components such as colloquial words, auxiliary
words, and parenthesis. 'e key components in the field
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often have relatively stable structures. Language under-
standing system is to process and output the input sentence
and predict the tag of each word in the sentence. Generally,
the input and output of these tasks are one-to-one corre-
spondence, the input is a sequence of words, and the output
is the corresponding tag sequence.

'e function of nonlinear NN is more powerful than that
of linear NN.'e main reason is that nonlinear network can
distinguish the nonlinear boundary between different data.
With nonlinear NN structure, unlike linear NN, neurons
with nonlinear activation function have strong learning
ability, which can learn new representations through the
nonlinearity of several hidden layers. 'is is because the
input and output of the nonlinear activation function are
mapped from one limited range to another.

'e number of neurons and activation function in each
layer of the NN, as well as between each layer, are mostly
determined by the different task types. What kind of
function can we use if it is a classification task? 'ere will be

different activation functions if it is a regression task. In
general, only the best sentences generated by the recognition
module are processed, but it is difficult to make use of the
word graph’s wealth of information. It is decided to use two-
level processing. As the understanding result, the word
graph is first transformed into a concept graph, and then an
optimal path is searched on the concept graph using the
concept binary grammar. 'e purpose of long-term de-
pendence of information can be achieved by putting forward
three gate units, the input gate, the forgotten gate, the output
gate, and the corresponding cell state, and the gradient
problem of RNN can be effectively solved by increasing the
state of control unit.

'e network structure of the model includes input layer,
hidden layer, and output layer. 'e network does not cal-
culate in the input layer and preprocesses the training corpus
according to a certain representation; then, the calculation
formula of the output of the input layer is

x(t) � w(t) + s(t − 1). (1)

'e hidden layer of the RNN processes the information
sent by input neurons, and the output layer is used to
represent the network’s output results. 'e neurons between
layers in the network communicate via synapses, and the
layers are linked by a weight matrix. 'e formula for the
hidden layer and the output layer is as follows:

sj(t) � f 
i

wi(t)uji+ 
l

sl(t − 1)wjl
⎛⎝ ⎞⎠,

yk(t) � g 
i

sj(t)vkj
⎛⎝ ⎞⎠.

(2)

In which f(z) is sigmoid activation function
f(z) � 1/1 + e− z. g(z) is sigmoid activation function
g(zm) � ezm /kezm . i, j, and k represent the number of
neurons in each layer.'e output of the network is expressed
in matrix form, and the above formula can be rewritten as

s(t) � f(Uw(t) + Ws(t − 1)),

y(t) � g(Vs(t)).
(3)

'e output vector y(t) represents the probability dis-
tribution P(w(t + 1) of the word to be predicted w(t + 1)
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Figure 1: Man-machine dialogue system.
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given the current word w(t) and historical information s(t −

1))∣w(t), s(t − 1). 'e time complexity of each step during
model training and testing is proportional to

O � H × H × H × V � H ×(H + V), (4)

whereH is the size of the hidden layer and V is the size of the
vocabulary.

At the first level, based on the word map given by the
recognition module, the concept is bound according to the
concept rules, and all possible concept candidates in the
sentence are obtained, and the concept map is generated. In
the second level, according to the sentence-level rule set, a
robust syntax analysis algorithm based on tree expansion that
can skip noncritical components is used to search for the
optimal whole sentence comprehension result on the gen-
erated concept map. In RNN structure, the state of infor-
mation is mainly nonlinear activation of input information.
Except for nonlinear property, the state of information can
only be updated through external input.'erefore, the storage
state is added in the loop layer to store and update the
historical information. While adding external information
input sources, different nonlinear processing information
flows are added so that long-term context storage information
can be obtained. Long-term historical information can be
stored and new information can be added through the added
information flow. 'e current input information and the
stored historical information are processed nonlinearly to-
gether, and more feature information that can express the
input concept can be obtained through the processing and
activation of nonlinear functions.

When the understanding module receives a new word
graph, it first creates an empty concept graph; then, it uses
the bottom-up chart syntax analysis method to analyze all of
the arcs in the word graph according to the defined concept
rule set and merges several word arcs that can be combined
into a single concept into a concept arc. By weighting the
input data, the perceptron activates the output vector, which
contains information about the input data. 'e score is
calculated and added to the concept map’s corresponding
nodes. 'e interaction between the unit that stores long-
term historical information and the loop node can provide
the most effective feature information.

'e ability of a model trained on a given data set to run on
previously unseen data that is similar to the training data is
referred to as generalization.'e following factors affect NN’s
generalization ability in order to make it more applicable: (1)
NN’s structural complexity, capacity, and scale. (2) Sample
quality, NN’s information content is the sum of all samples
trained in the network. 'e stronger the generalization ability
of NN, the more information content in the training samples.
(3) 'e starting weight. (4)Hours of study time, the time it
takes for a NN to learn is another factor that influences the
network model’s ability to generalize.

'e learning part consists of the following adjustment
parameters of RNN with n output layers.

Θ � E, h
(1)

(0), U
(1)

, U
’(1)

, . . . , h
(H)

(0), U
(H)

, U′(H), V .

(5)

To be precise, the shape of the matrix is (4) and (5).

U
(1) ∈Mdh×de(2d+1)(R)U

’(1)
, . . . , U

(H)
, U

’(H) ∈Mdh×dh
(R), (6)

V ∈MN×dh
(R). (7)

For training, use random gradient descent. After cal-
culating the gradient for each sentence in training set D,
update the parameters to minimize the negative log likeli-
hood. A sentence is considered as a word tuple and a slot
tuple.

L(Θ) � − 
(S,W)∈D



T

t�1
log PΘ st|l

t+d
0 . (8)

'e length of each sentence may vary from one training
sample to another, and the window size of context words is a
superparameter.

Because the concept extraction and sentence compre-
hension are handled hierarchically, only 300 rules are used at
the sentence level, which basically covers all kinds of user
input situations in this field. After obtaining the concept
map of the current user sentence, we do not simply search
for an optimal path on the concept map according to the
concept binary grammar as the final understanding result,
but search the sentence space composed of the concept map
by introducing sentence-level rules and adopting the im-
proved robust syntax analysis method based on tree ex-
pansion. 'e information about context is mainly obtained
by processing the input information and the saved context
state together to obtain the feature information of context.
'ese historical feature information are activated by non-
linear functions, and finally more detailed and specific
feature information is obtained. Finally, the training results
of the hidden layer are sent to the output layer for judgment
and calculation.

'e effect of network training can be influenced by data
preprocessing in some cases. As a result, some data pre-
processing decisions must be made. However, network
training after preprocessing can sometimes achieve the
same effect as training and learning the data directly, and
data without preprocessing can sometimes achieve better
results, making preprocessing redundant. In an RNN
structure, the unit structure with the function of saving
historical information primarily sends the current mo-
ment’s input data and the previous moment’s historical
storage data to the storage unit for activation processing.
'e activation function is a nonlinear function in this case,
and activation of the activation function yields feature
information that has a strong correlation with the input
historical data and current data.

4. Results Analysis and Discussion

In SDS, the meaning of the user’s current statement has a
strong correlation with the conversation history, so this
information can be used to infer the meaning of the current
statement. In order to bind concepts, which are the key
components in the word map, we first need to define a group
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of concepts in current application fields and their corre-
sponding composition rules. In order to prove the practi-
cability of the RNNmodel proposed in this paper, this paper
uses the data set widely used in experiments such as SLU,
that is, the experiment of oral semantic understanding on
the data set of Air Travel Information System (ATIS).

Check the analysis results of concept map. If there is a
whole sentence analysis result, select the path with the
highest score for semantic extraction; otherwise, search for
an optimal path on the concept map and perform semantic
extraction according to the context of dialoguemanagement.
'e tuning parameters in the experiment include the
number of units in the hidden layer. In this experiment, the
number of units in the hidden layer is set to 200, the di-
mension of the word vector in the word embedding layer is
set to 200, and the back calculation steps of the back
propagation algorithm applied in this paper are set to 10.'e
weight matrix and offset of NN are updated by back
propagation, respectively. In this section, the traditional
Condition Random Fields (CRF) is compared with Con-
volution Neural Networks (CNN) and this model. In order
to observe the process of network training and learningmore
intuitively, the performance index of the network is de-
scribed by describing the change process of F1 value, and the
line chart is drawn as shown in Figure 3.

Considering the guiding role of historical information in
SDS and the structural characteristics of user sentences in
the field of train information query, it is decided to use two
aspects of information to bias the search space: user in-
tention inference based on dialogue history and sentence
feature phrases. At the same time, the relationship between
entropy of training sets and iteration times of different
models is compared to compare their convergence speed.
'e results are shown in Figure 4.

'e training set entropy is expressed in logarithmic
form. Compared with other models, the proposed model has
lower training entropy and the best convergence speed.
Experimental results show that this model has good accuracy
and robustness and is suitable for SLU tasks. Defining the
dialogue state based on the recent dialogue history greatly
reduces the dimension of the state space, but it only uses
limited local historical information, which reduces the ac-
curacy of prediction. In order to give an efficient and ac-
curate prediction of subrule set by using historical
information as much as possible, a new prediction idea is
proposed, which is not based on each specific historical state
of conversation but based on the preconstructed user plan
model to infer the user’s intention.

CRF is the most commonly used method to deal with
sequence tagging, and it has achieved good results in se-
quence processing. In this paper, CRF model, RNN, and
CNN are used to perform feature fusion experiments on
ATIS dataset. By changing the neurons in the network
structure to process the data, the experimental results are
shown in Figure 5.

'e results of the above experiments show that the deep
RNN feature fusion model outperforms CRF and CNN in
SLU.When the optimal path analysis results are unavailable,
this algorithm analyzes all concept maps, which saves time

0 10 20 30 40 50

75

80

85

90

95

Epochs

F1
-s

co
re

s

CRF
RNN
CNN

Figure 3: Comparison of training results of three models.

0 10
Epoch
20 30 40

-5

Tr
ai

ni
ng

 en
tro

py

-4

-3

-2

-1

0

CRF
CNN
RNN

Figure 4: Comparison results of different models.

0 2 4 6 8 10

80

90

Iteration index

Fe
at

ur
e f

us
io

n 
in

de
x

RNN
CNN
CRF

Figure 5: Model depth feature fusion.

6 Computational Intelligence and Neuroscience



by not having to search all sentence spaces contained in
concept maps. 'e pruning-while-expanding strategy can
greatly reduce the scope of the search space during the
analysis process. 'e precision, recall, and F1 performance
indexes used in this experiment to assess oral semantic
understanding are precision, recall, and F1. 'e proportion
of correctly marked words to all correctly marked words is
referred to as the accuracy rate, while the proportion of
correctly marked words to all correctly marked words is
referred to as the recall rate. In the labeling of evaluation
data, the recall rate is the proportion of correct labels. 'e
following is how F1 is written:

F1 �
2 × precision × recall
precision + recall

. (9)

In the process of dialogue, every time the user inputs a
new sentence, the system reinfers and updates the user’s
intention according to the understanding result of the
sentence and the historical information of the user’s in-
tention and then predicts the possible input of the next
sentence by the user according to the inferred user’s in-
tention to determine the corresponding subrule set. Because
the user’s intention inference information and sentence
feature phrase information based on dialogue history come
from two independent information sources, the two kinds of
information can be directly combined to restrict the search
space. 'e three models are compared. Figure 6 shows the
comparison of the accuracy of different models. Figure 7
shows the comparison of recall rates of different models.
Figure 8 shows the F1 comparison of different models.

'e SLU experiment on ATIS data set can be seen from
the above results.'e experimental results obtained by RNN
model in this paper are always better than those obtained by
CRF and CNN methods. 'e superiority of this method is
verified. In this chapter, we propose the DNN structure of
feature fusion through the NN structure described earlier
and combine the features of DNN to concentrate multiple

features in a time node for calculation.'is paper introduces
the experiments of RNN, CNN, and CRF network structures
on the database. 'e results show that the proposed RNN
with external memory is effective for SLU tasks, has good
accuracy and robustness, and has certain advantages in
training error and convergence speed.

5. Conclusions

'e basis of SLU is to represent words as symbols that can be
read by machines, that is, the representation of words. In the
task of SLU, it is mainly to label each word in the input text
sentence with a corresponding label, and the most effective
model algorithm to solve SLU is RNN. On this basis, this
paper proposes an RNN that can store long-term historical
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information. 'e NN structure can solve the problem of
gradient disappearance with fewer parameters. Based on the
unified statistical framework of search, the information of
user’s intention inference and sentence feature phrases are
introduced to constrain the search space, which further
improves the robustness and real-time rate of under-
standing. At the same time, it achieves better results than
CNN and GRU. In order to further improve the robustness
and real-time rate of understanding, the information of user
intention inference based on dialogue history and sentence
feature phrases are introduced in the second level to restrict
the scope of search space. 'e path is evaluated and pruned
based on the statistical framework, which can ensure the
real-time performance of the algorithm and obtain high
understanding accuracy. 'e model in this paper is com-
pared with other models on ATIS data set. Experimental
results show that the SLU method based on RNN proposed
in this paper is effective for SLU tasks and improves the
robustness and accuracy of the original model. And the F1
value is significantly improved. 'e next task of this paper is
to apply RNN to other NLP tasks in order to increase the
universality of RNN network structure.
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In recent years, entity relation extraction has been a critical technique to help people analyze complex structured text data.
However, there is no advanced research in food health and safety to help people analyze the complex concepts between food and
human health and their relationships.)is paper proposes an entity relation extraction method FHER for the few-shot learning in
the food health and safety domain. For few-shot learning in the food health and safety domain, we propose three methods that
effectively improve the performance of entity relationship extraction. )e three methods are applied to the self-built data sets FH
and MHD. )e experimental results show that the method can effectively extract domain-related entities and their relations in a
small sample size environment.

1. Introduction

Food is inextricably linked to human health, particularly the
nutritional components that can significantly improve
health. For instance, increased spermidine intake protects
against cancer, metabolic disease, heart disease, and neu-
rodegeneration [1]. A higher intake of whole grains and
dietary fiber is associated with a decreased risk of death from
liver cancer and disease [2]. In addition, contaminants in
food or an excessive amount of artificial additives have a
detrimental effect on human health and even cause various
diseases. For instance, interference with the intestinal
microbiota’s metabolites caused by food contaminants
(polycyclic aromatic hydrocarbons, polychlorobiphenyls,
brominated flame retardants, dioxins, pesticides, and het-
erocyclic amines) may promote the establishment of an
inflammatory state in the intestine [3]. Food emulsifiers and
thickeners influence the intestinal microbiota, mucosal
barriers, and inflammatory pathways, and there are nu-
merous possible pathogenic mechanisms [4].

With the proliferation of available human health data,
humans use predictive or classification models to extract
useful information, which helps people enjoy better health
protection. Typical of this available human health data is the
electronic health record (HER), the largest source of medical
text data. One of the critical points in analyzing these un-
structured textual data is to extract vital medical concepts, so
many named entity recognition methods and entity relation
extraction methods have emerged. Wan et al. proposed an
ElMo-ET-CRF model approach for extracting medical
named entities from Chinese electronic medical records
(CEMR) using dynamic context-dependent ElMo character
embedding to merge more lexical, syntactic, and semantic
information that alleviate the long context-dependency
problem [5]. Luo et al. proposed a novel tagging scheme
considering overlapping relations to solve the overlapping
problem in biomedical texts and then built the Att-BiLSTM-
CRF model to extract the entities and their relations
according to the rules [6]. Fei et al. proposed a new cross-
graph neural model for joint extraction of overlapping entity
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relations in biomedical texts. )ey treat the entity relation
extraction task as a relational triad prediction and construct
entity graphs by enumerating possible candidate entity spans
[7].

It is possible to help explicitly store the relationships
between complex medical concepts for use in subsequent
tasks by extracting them. Similarly, for the food health and
safety domain, food regulators sample food products on the
market and examine the ingredients and form structured
data. However, in addition to structured data, more un-
structured textual data goes beyond the act of food sampling
and inspection to include announcements of food safety
events, news reports, and knowledge about food and human
health. Cenikj et al. proposed a method to detect the rela-
tionship between food and disease entities from text. )ey
explored the feasibility of migration learning using a pre-
trained model based on BERT and achieved good results
with few-shot learning [8]. Popovski et al. proposed a rule
engine for extracting food concepts called FoodIE, a rule-
based named entity recognition method with rule content
describing food entities’ computational linguistic and se-
mantic information [9].

However, the food health and safety field does not have
many available resources like the biomedical field, so few-
shot learning becomes an effective method to improve in-
formation extraction. Qu et al. proposed a Bayesian meta-
learning method for relation extraction in few-shot learning
environment, applying graphical neural networks to global
relation graphs to improve accuracy [10]. Sainz et al.
reformulated relation extraction as an entailment task with
good results for zero- or small-sample relation extraction
tasks [11].

)e essential technique for extracting valid information
in the food health and safety domain is entity relation ex-
traction. )is task requires the model to identify entities and
relations in a sentence correctly and combine them correctly.
)e complexity of the task and the small sample size together
contribute to the difficulty of the entity relation extraction
task with few-shot learning. For supervised deep learning
models, small sample size can lead to an underfitting of the
model. In other words, there is not enough information to
train a valid model. In addition, the model tends to converge
at a local optimum, leading to poorer practical results of the
model.

To solve the underfitting problem, we propose two
methods to enrich the semantic features of the input text.
)e first is to disassemble Chinese characters into radicals
(https://en.wikipedia.org/wiki/
Radical_(Chinese_characters)) and construct semantic in-
put at the radical level. As pictographs, radicals are part of
the structure of Chinese characters. )e radicals have spe-
cific meanings; in other words, they represent part of the
semantic information of the constituent characters. )ere-
fore, constructing semantic input at the level of radicals can
enrich the semantic information of the input text very well
[12, 13]. )e second approach to enrich semantic infor-
mation is to fuse input text characters and word vectors. As
units with independent meanings, characters are often given
new meanings after forming words, and word information

can significantly complement the interpretation of words
within words [14]. For instance, the Chinese character “瘦
(lean),” “肉 (meat),” and “精 (essence)” form the word “瘦肉
精,” which stands for a drug that is banned from being added
to animal feed. In their study, Chen and Hu also verified that
Chinese words contain rich semantic information [15]. Tran
et al. combined the advantages of character- and word-level
translation and proposed a new method for translating
Chinese into Vietnamese [16].

To solve the problem of the model falling into local
optimality, we propose a text noise removal model to help
the model converge quickly to the global optimum. As
shown in Figure 1, for a given input text: “Enrofloxacin
belongs to the third generation of quinolones, is a class of
synthetic broad-spectrum antibacterial drugs, according to
the “National Food Safety Standards Maximum Residue
Limits for Veterinary Drugs in Food,” the maximum residue
limit of enrofloxacin in the skin and meat of fish is 100 μg/
kg.” )ere are four groups of entity relations combinations
in the sentence.

We need to extract the two entity relation groups below
the sentence in Figure 1 (index values 3 and 4 in Table 1).)e
two entity relation groups above the sentence (index values 1
and 2 in Table 1) are weakly related to food health and safety.
In this paper, we believe that we need to accurately propose
the entity relation groups that are food-health-related. )e
entity relation groups that are weakly related to food health
and safety will become noise to affect the extraction effect.

To effectively extract entities and relations for texts in the
food health and safety domain in a small-sample learning
environment, this paper proposes a method for entity re-
lation extraction in the food health and safety domain, FHER
(food health entity relation extraction).

Our contribution can be summarized as follows:

(1) To reduce the influence of noise in the text, we
propose a text denoising method for domain entity
relation extraction to convert the text denoising task
into a sequence prediction task, which effectively
reduces the correct range of entity relation
extraction.

(2) To address the lack of semantic information due to
the small sample size under the few-shot learning, we
propose constructing the input at the part-head level
to enrich the semantic information.

(3) We propose the fused character and word method to
improve the ambiguity problem caused by errors in
Chinese word separation boundaries.

2. Related Works

)ere are two approaches in current research [17]. Tradi-
tionally, a pipeline approach is used to extract entity
mentions using a named entity recognizer and then predict
the relationship between each pair of extracted entity
mentions [18, 19]. )is approach inevitably brings the
problem of error propagation. To alleviate the error prop-
agation problem, Yu and Lam proposed a joint extraction
approach that performs two subtasks simultaneously [20].
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)e joint extraction approach is gradually becoming
mainstream in entity relation extraction tasks. Geng et al.
proposed an end-to-end joint entity and relation extraction
method based on a combined attention mechanism of
convolutional and recurrent neural networks [21]. Wan et al.
proposed a region-based hypergraph network (RHGN) for
joint entity and relation extraction, introducing the concept
of regional hyper nodes to enhance contextual connections
[22]. Wei et al. proposed a cascading pointer labelling ap-
proach, which solves the problem of overlapping entity
relations [23]. Qiao et al. proposed a joint entity relation
extraction model BERT-BiLSTM-LSTM for agriculture and
verified that the BERT model has better migration in agri-
culture [24].

Due to the scarcity of textual data in the food health and
safety domain, few-shot learning can effectively improve the
effectiveness of entity relation extraction. Most of the cur-
rent research on small-sample learning has focused on re-
lationship extraction tasks. For relation extraction in a few-
shot learning environment, Qu et al. propose a Bayesian
meta-learning method that applies graphical neural net-
works to global relation graphs to improve accuracy [10].
Sainz et al. reformulate relation extraction as an entailment
task with good results for zero- or small-sample relation
extraction tasks [11].

For the entity relation extraction task in food health and
safety, we propose a joint entity relation extraction method
FHER with noise removal and feature enhancement, which
mainly addresses how to perform effective entity relation
extraction in a few-shot learning environment with high
noise and low data volume. Our model adopts a cascading
pointer annotation approach [23] to mitigate the entity
overlap problem in the entity relation extraction task.

3. Methodology

3.1. Overview. )e FHER method divides the whole entity
relation extraction task into five parts: the first is a text noise
removal model, the second is the construction of a radical

level input, the third is the fusion of character and word
features, the fourth is the prediction of possible subjects in a
sentence, and the last is the prediction of relations and
corresponding objects.

Figure 2 shows the overall structure of the model. )e
input sentence In passes through the BERT Encoder layer to
obtain vector Hc. )e prediction sequence Ps is obtained
after passing through the text noise removal model. )e
position vector E can be obtained through the binary
function. )en, the input Inr of sentence In at the radical
level is constructed, and the vector Hr is obtained after
passing through the BERTencoder layer. )e vectors Hc and
Hr and the position vector E are fed into the fusion function
to obtain the vector Hcw after fusing the characters and
words. Using the position vector S and the fusion vector
Hcw, we can obtain the possible object positions corre-
sponding to each relation and thus the combination of entity
relations present in the sentence.

We define the entity relation extraction task in the food
health and safety domain: unstructured input text, output
extracted human health-related concepts and their rela-
tionships, and further form food- and health-related
knowledge triad. Formally, for a given sentence x, all pos-
sible triples T s, r, o{ } are extracted, with s representing the
subject in sentence x, o representing the object in sentence x,
and r representing the relationship between the subject and
the object. For sentence x, the probability of all possible
triples T that it contains is as follows:


(s,r,o)∈T

p((s, r, o)|x) � 
s∈T

p(s|x) 
(r,o)∈T|s

p((r, o)|s, x), (1)

where, according to the chain rule, s ∈ T denotes the
subject appearing in the triplet T, T|s denotes the triplet T

containing the subject, (r, o) ∈ T|s denotes the combination
of objects and relations appearing in the triplet containing
the subject, and R is the set of relations. For a given training
set D, the probability that all sentences may contain the
triplet T is as follows:

100 μg/kg

(BELONG)

(IS)

(I(CONTAINS) S)

Figure 1: Examples of sentences in the field of food health and safety and the entity relations that exist within it.

Table 1: )e combination of entity relations present in the text.

Index Subject Relation Object Definition
1 Enrofloxacin Belong )e third generation of quinolones Noise
2 Enrofloxacin Is Synthetic broad-spectrum antibacterial drugs Noise
3 Skin and meat Contain Enrofloxacin Useful
4 )e maximum residue limit Is 100 μg/kg Useful
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(s,r,o)∈Ti

p (s, r, o)|xi( ⎡⎣ ⎤⎦. (2)

)e goal of the entity relation extraction task in the food
health and safety domain is to find all possible triples (s, r, o)

in the data set D.

3.2. BERT Encoder. )e implementation of the language
model basis of the model is the encoder layer (BERT en-
coder). )e BERT model consists of a multilayer bidirec-
tional transformer consisting of an encoder that learns the
valid information in the context very well [25]. We use a
pretrained BERT model using a Chinese corpus from the
food domain to encode the context of the input sentence In.
Formally, for a sentence of length M can be represented as
In � [w1, w2, w3, . . . , wM]. We input these tokens into the
same BERT encoder layer as the trained one to obtain a
vector representation Hc of the input sentences as follows:

Hc � h
1
c , h

2
c , h

3
c , . . . , h

M
c  � BERTEncoder(In). (3)

3.3. TextNoise RemovalModel. We summarized the possible
relationships between concepts related to food health and
safety into 12 kinds by reading many food health and safety
information. Table 2 lists the details of the relations since the
text contains combinations of entity relations with low
relevance to the domain; these irrelevant combinations of
entity relations act as noise. It will interfere with identifying

entity relation combinations in the food health and safety
domain. To reduce the influence of noise in the text, we
propose a text denoising method for domain entity relation
extraction to convert the text denoising task into a sequence
prediction task, which effectively reduces the correct range
of entity relation extraction. Figure 3 shows the structure of
the text noise removal model structure.

We transformed the text noise removal task into a se-
quence prediction model. To capture the sentence context
information, we used the BiLSTM layer for further feature
extraction. )en, considering the dependencies between the
labels, we use the undirected probabilistic statistical
graphical model CRF layer to handle the exact sequence

H
cw

H
cw

S

H
w

InIn

H
cr

H
c

H
r

In
r

E

E

P
s

hM

c
h1

c
...

LSTM LSTM LSTM LSTM

LSTM LSTM LSTM LSTM

h0 h1 h2 ht

...

...

BERT Encoder

C T2...

CRF Layer

...Olive oil contains unsaturated fatty acids...

Fusion Function

Bert Encoder Layer

1

1

Fusion Function

.

.

.

CONTAINS

ADVERSE
REACTIONS

FOOD
CATEGOY

Start

End

Start

End

1

1

Text Noise Removal Model

Binary Function

Figure 2: FHER model structure diagram.

Table 2: Definition of relationships for the FH data set.

ID Relation name
(CH) Relation name (EN) Abbreviations

1 含有 Contains CO
2 别名 Another name AN
3 属于 Belong BE
4 查处 Investigation IN
5 功效 Efficacy EF
6 不符合 Noncompliance NC
7 是为 Is IS
8 检出 Detection DE
9 污染物 Contaminants CT
10 食品类别 Food category FC
11 不良反应 Adverse reactions AR
12 无关 Other O
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labelling problem. Each character is assigned a BIO tag (B
represents the beginning of an entity, I represents In an
entity, and O represents Out of an entity). At the same time,
we modified this tagging method to predict the possible
types of entities (see Figure 4).

With the BERT encoder, we obtain the vector repre-
sentation Hc of the sentence, which is then fed to the
BiLSTM layer to obtain the intermediate vector represen-
tation HBi as follows:

HBi � h
1
Bi, h

2
Bi, h

3
Bi, . . . , h

M
Bi . (4)

For the input sequence In and the corresponding pre-
dicted label sequence Y, the model is trained to obtain the
prediction sequence result Ps as follows:

Ps � y1, y2, y3 . . . , yM  � CRF HBi( . (5)

3.4. Construction of the Radical Feature. As the smallest
semantic unit, radicals themselves have particular semantic
meanings. Chinese characters are usually composed of
smaller primary radicals, which are the most basic units that
constitute the meaning of Chinese characters. In essence,
this radical semantic information helps make characters
with similar radical sequences (writing order) close to each
other in the vector space, so it can be used to enrich the
semantic information of the word vector and enhance the
model effect. As shown in Figure 5, the sentence “Olive oil
contains unsaturated fatty acids” can be represented at the
radical level as “木木水口月一食口月月酉.” )e radical for
the word fat is “月.” When “月” is used as a radical, it can be
interpreted as relating to the moon or meat. )e radical of
the character “酸” is “酉,” and its meaning is related to
alcohol and fermentation. )e meaning of the decomposed

radicals can enhance the semantic information of the word
itself.

Formally, for the input sentence In, the corresponding
radical input Inr is generated based on the radical decom-
position, and for each character wri in In, the radical is added
to Inr if there is a radical, or directly to Inr if it is a unique
word. Finally, we get the input Inr at the radical level as
follows:

Inr � wr1, wr2, wr3, . . . , wrM . (6)

Similarly, the vector representation Hr corresponding to
the input Inr can be obtained through the BERT encoder
layer as follows:

Hr � h
1
r , h

2
r , h

3
r , . . . , h

M
r  � BERTEncoder Inr( . (7)

)e sequence prediction result Ps obtained from the text
noise removal model is converted into a position vector E by
a binary function I(·). I(·) will mark the food health-related
tag positions as 1 and the irrelevant tag positions as 0.

E � e1, e2, . . . , eM  � I Ps( . (8)

)e input vectors Hc and Hr and the position vector E

are input to the fusion function G(·). )e function G(·)

multiplies the position vectors E with the input vectors and
concatenates them. At last, the vector Hcr is calculated as
follows:

Her � concatenates G Hc, Hr, E( ( . (9)

3.5. Character and Word Fusion. As in Section 3.1, we use
the BERT encoder layer to get the vector representation of
the input sentence Hw. )e difference is that the BERT
pretraining model used in the previous section is to segment
the text into Chinese characters before training, while the
BERTpretraining model used here is first to segment the text
into Chinese words before training. )e length of the input
sentence after Chinese word separation is N.

Hw � h
1
w, h

2
w, h

3
w, . . . , h

N
w  � BERTEncoder(In). (10)

Because of the difference between Chinese and English
word construction methods, different characters will be
combined into words in Chinese word construction. )en
the generated words will generate new meanings. So, in the
food health and safety domain, especially in few-shot
learning, we need to use as much prior knowledge as possible
to help us improve the recognition, so we fuse the character-
based vector representation Hc and the word-based vector
representation Hw.

We multiply the position vector E obtained from the text
noise removal model with Hw to obtain the vector Hwe.)en
we concatenate Hcr to Hw according to the corresponding
position to obtain the fused vector Hcw (see equation (11)),
where the K(·) function expands the vector Hcr to the same
length as Hw. For example, the vector for the word “食物” is
A, and the vectors for the characters “食” and “物” are B and

LSTM LSTM LSTM LSTM

LSTM LSTM LSTM LSTM

h0 h1 h2 ht

...

...

BERT Encoder

C T1 Tn...

CRF Layer

 Predict Sequence

Figure 3: Text noise removal model structure.
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C, respectively. )en, concatenate vectors A and B, and
concatenate vectors A and C.

Hcw � concatenate G Hcr( EHw( . (11)

After combining characters and words, we can predict
the location in the sentence where the subject may be.
Because the entity relation extraction task itself suffers from
the problem of overlapping entity relations, according to the
view proposed by Wei et al. [23]: for a given subject s, any
relation related to s (relations in T) corresponds to the
corresponding object o in the sentence, while all other re-
lations necessarily have no corresponding object in the
sentence, that is, the set of corresponding objects is the
empty set. So we first predict the possible positions of the
subject in the sentence.

For a given input, we predict the location of potential
subjects. Two binary classifiers form a subject marker, which
marks potential subjects’ starting and end positions. )e
subject marker is expressed as follows:

P
subhead
i � σ KheadH

i
cw + bhead , (12)

P
subtail
i � σ KtailH

i
cw + btail , (13)

where P
subhead
i denotes the probability that each position

in the input vector may be the start position of the subject
and P

subtail
i in denotes the probability that each position in the

input vector may be the end position of the subject. If this
probability is greater than the threshold τ set in advance, it is
for the position is a candidate for the start or end of the
subject, marked as 1, and the rest is marked as 0. Khead and
Ktail are learnable parameters, and bhead and btail are devi-
ation parameters.

3.6. Relation Extraction. We obtain all possible sets of entity
relations in the input sentence by object identification of
each subject to all relations. After the subject tagger, we
obtain the candidate subject position information, incor-
porated into the fusion vector as follows:

H � H
i
cw + sub. (14)

Similarly, the object tagger predicts the potential object
location, consisting of two binary classifiers. )e object
tagger is expressed as follows:

P
objhead
i � σ K

r
head

H + b
r
head , (15)

P
objtail
i � σ K

r
tail

H + b
r
tail . (16)

)e process of predicting the location of the object is
similar to that of predicting the location of the subject.
P
objhead
i in equation (15) denotes the probability that each

position in the input vector may be the start position of the
object, and P

objtail
i in equation (16) denotes the probability

that each position in the input vector may be the end po-
sition of the object. Kr

head and Kr
tail are learnable parameters,

and br
head and br

tail are deviation parameters. All relations in
the set R have an object tagger to mark the start and end
positions of candidate objects.

4. Result Analysis and Discussion

4.1. Data Set and Evaluation Metrics. )is paper uses an
independently constructed food health-related data set FH
(Food Health Dataset). Twelve types of food-health-related
relationships are defined, and then “OTHER” relationship
types are defined to represent less relevant relationships to
food health in the sample data. Table 2 lists the 12 rela-
tionship types, the Chinese and English names of the in-
cluded relationships, and their abbreviations. In addition,
the paper constructs a small sample data set MHD (Medical
Health Dataset) of medical-health-related data to measure
the method’s generalization performance.)e data set MHD
consists of 5 relationship types with 200 sentences. )e
training set contains 180 sentences, and the test set contains
20 sentences.

)e total number of valid annotated sentences in the FH
data set is 1,420. )is paper divides the FH data set into a
training set and a test set. Figure 6 shows the details of the
data set.

-
B

F
o
o
d
-
I

F
o
o
d
-
I

F
o
o
d
-
I

F
o
o
d
-
I

F
o
o
d
-
I

F
o
o
d
-
I

OO

Domains-Related
Entities

Tag Irrelevant Entities

O (Out of Entities)

Noise-B (Beginning)

Noise-I (Inside)

Food-B (Beginning)
Food-I (Inside) N

o
is
e
-
B

N
o
is
e
-
I

O O O OOF
o
o
d

······

Figure 4: Modified BIO tagging method. )e input text characters can be tagged as the beginning and middle positions of the entity and
outside the entity. )e “Food” prefix indicates that the entity is related to food health and safety, and the “Noise” prefix indicates that the
entity is a noise that is not related to food health and safety.
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Figure 5: Representing sentences with radicals.
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To improve the performance of the model, we intro-
duced more data samples from the public domain into the
data set FH to form the incremental data set FH++, which is
expanded from 1,420 sentences to 11,327 sentences to get
better results in the text noise removal model. For the entity
relation extraction task, we remove the “Other” relationships
from the FH data set to form the FFH (filtered food health
data) data set (http://39.96.33.199:9009/FFH_dataset.zip)
used for entity relation extraction experiments.

For the evaluation metrics used in the experiments, we
used three commonly used evaluation metrics, precision (P),
recall (R), and F1 value, to measure the experimental results
from different aspects. )eir calculation criteria are as fol-
lows: in the formula, TPi indicates that the model correctly
predicts the number of relationships present in given sen-
tence Ini, FPi indicates that the model incorrectly predicts
the number of relations that do not exist in given sentence
Ini, and FNi denotes the number of relations that the model
failed to predict for given sentence Ini contained in the
sentence.

P �
TPi

TPi + FPi

R �
TPi

TPi + FNi

F1 �
2∗P∗R

P + R
.

(17)

For the text-to-noise model, we use the metric P to
measure whether the model is predicting the location se-
quence correctly, the metric R to measure the model’s ability
to predict the location of entities in a complete way, and the
metric F1 to measure model performance in aggregate. We
focus more on metric P than on metrics R and F1, as it is
more important to find the noise accurately.

For the entity relation extraction task, we use indicator P
to measure how well the model extracts the correct com-
bination of entity relationships in a sentence, indicator R to

measure the model’s ability to extract coverage in the face of
sentences containing multiple relationships, and indicator
F1 to measure the model’s performance in aggregate.

4.2. ImplementationDetails. )e pretrained BERTmodel we
implemented in the deep learning framework PyTorch uses
the Chinese pretrained BERT model (BERT-wmm) pub-
lished by Cui et al. [26] with its default hyperparameter
settings. )e models in this research are implemented on a
PC with the configuration of Intel(R) Xeon(R) CPU
3.50GHz, 64Gb RAM, and GTX3090 graphics. Table 3
records the other parameters used in the experiment.

)e parameters used for the text noise removal model,
construction of features at the part-head level, the fusion of
character and word features, and entity relation extraction
experiments are listed in Table 4.

4.3. Result of Text Noise Removal. )e following are the
experimental results of text noise removal, and the model is
trained iteratively on the data set FH++. Figure 7 records the
loss values and the final precision/recall curves during the
training process, and it can be observed that the loss values
gradually decrease, and the model gradually converges as the
number of iterative training increases. )e precision/recall
curves indicate that the model has a good performance.
Table 5 records the precision, recall, and F1 values for the
text noise removal experiments on FH and the incremental
data set FH++.)emodel can obtain better convergence and
accuracy when training with the incremental data set. )e
positive and negative values in the experimental results
shown in this paper are confidence intervals calculated by
combining multiple results at a confidence level of 95%.

Table 6 records the experimental results obtained on the
FH++ data set where we tried different structures to remove
the noise, containing precision, recall, and F1 values. In
Table 6, both the CNN and CNN-BiLSTM models use the
softmax function as the activation function to transform the
denoising task into a classification task.)e results show that
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Figure 6: Details of the FH data set show: (a) the number of 11 food health and safety-related relationships and (b) the amount of data in the
training and test sets.
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Table 4: Detailed parameters of the experiment.

Model Construction and output Training hyperparameters

Text noise removal classifier

Input
BERT character

Bi-LSTM layer× 8
CRF

Batch size: 128
Learning rate: 0.001

Epochs: 100
Loss function: negative log-likelihood

Update strategy: Adam

Feature enhancement
Input

Convert function
BERT character

—

Chars and words fusion
Input

BERT words
Combine function sigmoid× 2

Batch size: 128
Learning rate: 0.001

Epochs: 200
Loss function: binary cross-entropy

Table 3: Hyperparameter setting.

Hyperparameter Search space

Bert encoder Base-uncased
BERT-wmm

Bi-LSTM layer Number of recurrent layers: [2–14, 16, 17]
Batch size [128, 256, 512, 1024]
Learning rate [1× e−3, 1× e−4, 1× e−5]
Epochs [50, 100, 200]

Loss function Binary cross-entropy
Negative log-likelihood

Update strategy [SGD, Adam]
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Figure 7: Loss values and PR curves.)e blue curve represents the data set FH++, and the red curve represents the data set FH. (a))e curve
represents the value of the loss function of the FHER method during the training phase. (b) Curve represents the PR curve based on the
training results.

Table 5: Result of text noise removal experiments on data sets FH and FH++.

Data set P (%) R (%) F1 (%)
FH 87.64± 0.47 70.12± 0.51 77.90± 0.53
FH++ 91.12± 0.33 75.34± 0.21 82.48± 0.51
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the sequence task using the BiLSTM+CRF model has a
better denoising effect.

4.4. Result of Entity Relation Extraction. For the entity re-
lation extraction task, Table 7 records the effect of the model
on the data set FFH, which contains the values of precision,
recall, and F1 for a given sentence containing one to five
relationships. )e experimental results show that the ex-
traction effectiveness of the model decreases as the number
of relations in the input sentences increases, which is related
to the imbalance of the data itself, with most of the samples
in the data set having less than three relations. However, the
overall recognition effect is still good.

)e FHER method achieves 91.32% accuracy, 82.21%
recall, and 86.52% F1 value on the FFH data set and achieves
good extraction results in few-shot learning.

We did ablation experiments on the proposed denoising
model to verify the effectiveness of few-shot learning for
denoising. In Table 8, N represents the number of relations
in the sentence, and the value in the table is the precision
values for the entity relation extraction task. )e experi-
mental results show a significant decrease in recognition
precision after the denoising model for a sentence con-
taining multiple relations because the model identifies group
or entity relations that we do not want. )erefore, denoising
the input samples in few-shot learning is an effective
method.

Similarly, we conducted ablation experiments to add
prefix features to enhance and fuse character and word
features. Table 9 records the experimental results. According
to the experimental results, richer semantic information can
effectively improve the effect of entity relation extraction
during few-shot learning. )e NIC model represents no
features at the constructive radical level in themodel, and the
NCWmodel indicates that there are no fused characters and

words in the model, and the whole model uses a vector of
characters as units.

At last, we test the generalization performance of the
method on the data set MDH.)e experimental results show
that constructing the input at the radical level and fusing
characters and words can achieve good results even with
smaller data set volumes. Table 10 records the results of the
method FHER on the data set MDH.

4.5. Discussion. We discuss the degree of semantic infor-
mation in the text after its transformation into a radical.
)ere are as many as 3,500 commonly used Chinese char-
acters (http://www.gov.cn/gzdt/att/att/site1/20130819/
tygfhzb.pdf). )ese 3,500 characters can be combined in
vast amounts of meaningful words, making the vector space
generated after representation learning of Chinese through
language models more complex. In contrast, the radicals,
which are the main constituents of Chinese characters, can

Table 6: Comparison of noise removal models on data set FH++.

Model P (%) R (%) F1 (%)
CNN 65.34± 0.47 33.21± 0.31 44.03± 0.23
CNN-BiLSTM 78.12± 0.33 75.21± 0.71 76.63± 0.51
BiLTSTM+CRF 91.12± 0.33 75.34± 0.21 82.48± 0.51

Table 7: Experimental results for different number relations on data set FFH.

Number of relations P (%) R (%) F1 (%)
N � 1 88.64± 0.27 63.13± 0.31 73.74± 0.53
N � 2 70.12± 0.13 61.24± 0.11 65.37± 0.31
N � 3 55.45± 0.42 53.81± 0.33 54.61± 0.31
N � 4 43.10± 0.12 50.01± 0.09 46.29± 1.21
N � 5 33.10± 0.12 42.01± 0.09 37.02± 2.21

Table 8: Text removal noise ablation experiment results.

Model N � 1 (%) N � 2 (%) N � 3 (%) N� 4 (%) N � 5 (%)
FHER (noise) 85.31± 0.87 63.13± 0.31 42.74± 0.53 21.10± 0.32 12.21± 0.21
FHER 88.64± 0.27 70.12± 0.13 55.45± 0.42 43.10± 0.12 33.10± 0.12

Table 9: Comparison of different degrees of semantic information
on data set FFH.

Model P (%) R (%) F1 (%)
NIC 88.91± 0.25 81.34± 0.86 84.95± 0.53
NCW 91.12± 0.13 80.24± 0.21 85.33± 0.31
FHER 92.32± 0.14 82.21± 0.23 86.97± 0.77

Table 10: Method generalisation performance experiments on data
set MDH.

Model P (%) R (%) F1 (%)
NIC 75.23± 0.75 64.14± 0.77 69.24± 0.81
NCW 73.03± 0.86 66.13± 0.92 69.40± 0.91
FHER 79.32± 0.53 74.21± 0.99 76.67± 0.63
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be grouped into 201 radicals for 20,902 Chinese characters
(http://www.moe.gov.cn/downloadvideo/yuxinsi/
15hanzibushou.zip). )erefore, radicals reduce the com-
plexity of the Chinese vector space.

For the entity groups “olive oil” and “unsaturated fatty
acid” and their radical representations, we used the Chinese
pretrained language model BERT-wmm to calculate their
similarity based on the distance (see Figure 8). We collected
subject-object combinations from the data set FFH.)e sum
of subject and object text lengths ranged from 4 to 20, so text
similarity at the character level and the radical level was
calculated between each pair of subjects and objects in them.
Figure 9 shows the results of the text-similarity calculation.
)e experiment proves that the decomposition of Chinese

characters into radical representations reduces the com-
plexity of the text to a certain extent.

5. Conclusions

)is paper proposes a method for entity relation extraction
in food health and safety. )ree methods are proposed for
entity relation extraction under small sample learning to
improve the entity relation extraction effect. Firstly, we
propose removing text noise according to domain special-
ization. )e experimental results show that removing entity
relations in the text unrelated to the domain can significantly
improve the effect of entity relation extraction. )en, we
construct text features at the radical level by disassembling
individual Chinese characters from the characters’ structure.
)e experimental results show that the input at the radical
level has low complexity and contains rich semantic features.
Finally, we fuse the input text’s character vectors and word
vectors from the Chinese character constructions. )e ex-
perimental results show that fusing characters and words can
effectively enrich the semantic information in the input
vectors. )e above method has a good extraction effect in
few-shot learning. In the method FHER, the effect of the
entity relationship extraction task is subject to a threshold,
which leads to an unstable performance of the model. In the
future, we will further explore the influence of noise in the
text on the degree of deep learning models, the semantic
relationships, and differences between the three different
levels of Chinese radicals, characters, and words. Moreover,
we attempt to transfer the proposed method to other ap-
plication fields such as agricultural image recognition,
greenhouse environmental time-series prediction, and food
safety risk assessment [27–31].

Data Availability

)e FFH data sets used to support the findings of this study
are included within the article.

Conflicts of Interest

)e authors declare that they have no conflicts of interest.

Acknowledgments

)is study was supported by Beijing Natural Science
Foundation (No. 4202014), Natural Science Foundation of
China (62006008 and 61873027), Humanity and Social
Science Youth Foundation of Ministry of Education of
China (No. 20YJCZH229), and Open Project Program of
National Engineering Laboratory for Agri-Product Quality
Traceability (AQT-2020-YB6).

References

[1] F. Madeo, T. Eisenberg, F. Pietrocola, and G. Kroemer,
“Spermidine in health and disease,” Science (New York, N. Y.),
vol. 359, no. 6374, p. 2788, 2018.

[2] X. Liu,W. Yang, J. L. Petrick, and L.M. Liao, “Higher intake of
whole grains and dietary fiber are associated with lower risk of

BERT EncoderBERT Encoder

Vector C
h

Vector R
a

Distance Calculate Function

Similarity Value

Input (characters) Input (radical)

Figure 8: Text similarity calculation structure. )e input at the
character level and the input at the radical level are transformed by
the pretrained model into vectors Ch and Ra. )e text similarity is
obtained by calculating the distance between the vectors Ch and Ra.

4 5
0.0

0.1

0.2

0.3

0.4

0.5

0.6

6 7 8 9 10 11 12 13
Text Length

Si
m

ila
rit

y 
Sc

or
es

Character
Radical

14 15 16 17 18 19 20

0.41

0.25

0.44

0.32

0.62

0.5
0.48

0.27

0.55

0.39

0.5

0.28

0.65

0.380.37

0.1

0.26
0.29

0.31

0.38

0.27

0.45

0.32

0.48

0.31

0.22

0.47

0.52

0.27

0.32

0.240.24

0.41

0.47

Figure 9: Results of text similarity calculations at the character
level and the radical level. )e horizontal coordinates represent the
sum of the text lengths of the subject and object, while the vertical
coordinates represent the similarity results. )e blue bars represent
radicals, and the red bars represent characters. )e text similarity
calculated at the radical level is higher than that at the character
level.

10 Computational Intelligence and Neuroscience

http://www.moe.gov.cn/downloadvideo/yuxinsi/15hanzibushou.zip
http://www.moe.gov.cn/downloadvideo/yuxinsi/15hanzibushou.zip


liver cancer and chronic liver disease mortality,” Nature
Communications, vol. 12, no. 1, pp. 1–9, 2021.

[3] C. Defois, J. Ratel, G. Garrait et al., “Food chemicals disrupt
human gut microbiota activity and impact intestinal ho-
meostasis as revealed by in vitro systems,” Scientific Reports,
vol. 8, no. 1, Article ID 11006, 2018.

[4] E. P. Halmos, A. Mack, and P. R. Gibson, “Review article:
emulsifiers in the food supply and implications for gastro-
intestinal disease,” Alimentary Pharmacology & >erapeutics,
vol. 49, no. 1, pp. 41–50, 2019.

[5] Q. Wan, J. Liu, J. Wei, and B. Ji, “A self-attention based neural
architecture for Chinese medical named entity recognition,”
Mathematical Biosciences and Engineering, vol. 17, no. 4,
pp. 3498–3511, 2020.

[6] L. Luo, Z. Yang, M. Cao, L. Wang, Y. Zhang, and H. Lin, “A
neural network-based joint learning approach for biomedical
entity and relation extraction from biomedical literature,”
Journal of Biomedical Informatics, vol. 103, Article ID 103384,
2020.

[7] H. Fei, Y. Zhang, Y. Ren, and D. Ji, “A span-graph neural
model for overlapping entity relation extraction in biomedical
texts,” Bioinformatics, vol. 37, no. 11, pp. 1581–1589, 2021.

[8] G. Cenikj, T. Eftimov, and B. K. Seljak, “SAFFRON: tranSfer
leArning for Food-disease RelatiOn extractioN,” in Pro-
ceedings of the 20th Workshop on Biomedical Language Pro-
cessing, pp. 30–40, online, Jun 2021.

[9] G. Popovski, S. Kochev, B. Korousic-Seljak, and T. Eftimov,
“FoodIE: a rule-based named-entity recognition method for
food information extraction,” in Proceedings of the ICPRAM
2019, Prague, Czech Republic, February 2019.

[10] M. Qu, T. Gao, L. P. Xhonneux, and J. Tang, “Few-shot re-
lation extraction via bayesian meta-learning on relation
graphs,” in Proceedings of the 37th International Conference on
Machine Learning, vol. 199, pp. 7867–7876, PMLR), July,
2020.

[11] O. Sainz, O. L. de Lacalle, and G. Labaka, “Label verbalization
and entailment for effective zero-and few-shot relation ex-
traction,” in Proceedings of the 2021 Conference on Empirical
Methods in Natural Language Processing, Punta Cana, Do-
minican Republic, November 2021.

[12] Y. Wu, X. Wei, and Y. Qin, “A radical-based method for
Chinese named entity recognition,” in Proceedings of the 2nd
International Conference on Big Data Technologies, Jinan,
China, August 2019.

[13] C. Dong, J. Zhang, C. Zong, M. Hattori, and H. Di, “Char-
acter-based LSTM-CRF with radical-level features for Chinese
named entity recognition,” in Proceedigs of the 5th CCF
Conference on Natural Language Processing and Chinese
Computing and 24th International Conference on Computer
Processing of Oriental Languages, Kunming, China, December
2016.

[14] F. Wu, P. P. Zhu, Z. Q. Wang, P. F. Li, and Q. M. Zhu,
“Chinese event detection with joint representation of char-
acters and words,” Computer Science, vol. 48, no. 4,
pp. 249–253, 2021.

[15] Z. Chen and K. Hu, “Radical enhanced Chinese word em-
bedding,” in Chinese Computational Linguistics and Natural
Language Processing Based on Naturally Annotated Big
DataSpringer, Berlin, Germany, 2017.

[16] P. Tran, D. Dinh, and H. T. Nguyen, “A character level based
and word level based approach for Chinese-Vietnamese
machine translation,” Computational Intelligence and Neu-
roscience, vol. 2016, Article ID 9821608, 11 pages, 2016.

[17] T. J. Fu, P. H. Li, and W. Y. Ma, “GraphRel: modeling text as
relational graphs for joint entity and relation extraction,” in
Proceedings of the 57th Annual Meeting of the Association for
Computational Linguistics, Florence, Italy, July 2019.

[18] G. Zhou, J. Su, J. Zhang, and M. Zhang, “Exploring various
knowledge in relation extraction,” in Proceedings of the 43rd
Annual Meeting of the Association for Computational Lin-
guistics (Acl’05), Ann Arbor, Michigan, June 2005.

[19] Y. S. Chan and D. Roth, “Exploiting syntactico-semantic
structures for relation extraction,” in Proceedings of the 49th
Annual Meeting of the Association for Computational Lin-
guistics: Human Language Technologies, Portland, Oregon,
USA, June 2011.

[20] X. Yu and W. Lam, “Jointly identifying entities and extracting
relations in encyclopedia text via a graphical model ap-
proach,” in Proceedings of the Coling 2010, Posters, Beijing,
China, August 2010.

[21] Z. Geng, Y. Zhang, and Y. Han, “Joint entity and relation
extraction model based on rich semantics,” Neurocomputing,
vol. 429, pp. 132–140, 2021.

[22] Q. Wan, L. Wei, X. Chen, and J. Liu, “A region-based
hypergraph network for joint entity-relation extraction,”
Knowledge-Based Systems, vol. 228, Article ID 107298, 2021.

[23] Z. Wei, J. Su, Y. Wang, Y. Tian, and Y. Chang, “A novel
cascade binary tagging framework for relational triple ex-
traction,” in Proceedings of the 58th Annual Meeting of the
Association for Computational Linguistics, pp. 1476–1488, July
2020.

[24] B. Qiao, Z. Zou, Y. Huang, K. Fang, X. Zhu, and Y. Chen, “A
joint model for entity and relation extraction based on BERT,”
Neural Computing & Applications, pp. 1–11, 2021.

[25] Y. Zhu, W. Zheng, and H. Tang, “Interactive dual attention
network for text sentiment classification,” Computational
Intelligence and Neuroscience, vol. 2020, Article ID 8858717,
11 pages, 2020.

[26] Y. Cui,W. Che, T. Liu, B. Qin, and Z. Yang, “Pre-training with
whole word masking for Chinese BERT,” IEEE/ACM
Transactions on Audio, Speech, and Language Processing,
vol. 29, pp. 3504–3514, 2021.

[27] J. Kong, H. Wang, X. Wang, X. Jin, X. Fang, and S. Lin,
“Multi-stream hybrid architecture based on cross-level fusion
strategy for fine-grained crop species recognition in precision
agriculture,” Computers and Electronics in Agriculture,
vol. 185, Article ID 106134, 2021.

[28] J. Kong, C. Yang, J. Wang et al., “Deep-stacking network
approach by multisource data mining for hazardous risk
identification in IoT-based intelligent food management
systems,” Computational Intelligence and Neuroscience,
vol. 2021, Article ID 1194565, 16 pages, 2021.

[29] X. B. Jin, W. Z Zheng, J. L. Kong et al., “Deep-learning
forecasting method for electric power load via attention-based
encoder-decoder with Bayesian optimization,” Energies,
vol. 14, no. 6, p. 1596, 2021.

[30] X. B. Jin, W. Z. Zheng, J. L. Kong et al., “Deep-learning
temporal predictor via Bi-directional self-attentive encoder-
decoder framework for IOT-based environmental sensing in
intelligent greenhouse,” Agriculture, vol. 11, no. 8, p. 802,
2021.

[31] Y. Y. Zheng, J. L. Kong, X. B. Jin, X. Y. Wang, M. Zuo, and
M. Zuo, “CropDeep: the crop vision dataset for deep-learn-
ing-based classification and detection in precision agricul-
ture,” Sensors, vol. 19, no. 5, p. 1058, 2019.

Computational Intelligence and Neuroscience 11



Research Article
An Online Weighted Bayesian Fuzzy Clustering Method for Large
Medical Data Sets

Cong Zhang ,1 Jing Xue,2 and Xiaoqing Gu 3

1School of Computer and Information Engineering, Nantong Polytechnic College, Nantong 226001, Jiangsu, China
2Department of Nephrology, "e Affiliated Wuxi People’s Hospital of Nanjing Medical University, Wuxi 214023, Jiangsu, China
3School of Computer Science and Artificial Intelligence, Changzhou University, Changzhou, 213164, Jiangsu, China

Correspondence should be addressed to Xiaoqing Gu; guxq@cczu.edu.cn

Received 31 December 2021; Revised 22 January 2022; Accepted 26 January 2022; Published 21 February 2022

Academic Editor: Xin Ning

Copyright © 2022 Cong Zhang et al. +is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the rapid development of artificial intelligence, various medical devices and wearable devices have emerged, enabling people
to collect various health data of themselves in hospitals or other places.+is has led to a substantial increase in the scale of medical
data, and it is impossible to import these data into memory at one time. As a result, the hardware requirements of the computer
become higher and the time consumption increases. +is paper introduces an online clustering framework, divides the large data
set into several small data blocks, processes each data block by weighting clustering, and obtains the cluster center and cor-
responding weight of each data block. Finally, the final cluster center is obtained by processing these cluster centers and
corresponding weights, so as to accelerate clustering processing and reduce memory consumption. Extensive experiments are
performed on UCI standard database, real cancer data set, and brain CT image data set. +e experimental results show that the
proposed method is superior to previous methods in less time consumption and good clustering performance.

1. Introduction

In recent years, smart medical care has emerged with the
vigorous development of artificial intelligence (AI) tech-
nology. At present, the application of AI technology in the
medical field involves many aspects such as disease pre-
diction, intervention and consultation, disease diagnosis and
treatment, drug research and development, and health
service management [1]. +e fusion of AI and healthcare
services can help clinicians reduce reading time, aid in early
detection, and improve diagnostic accuracy. +e technology
of clustering plays a very wide role in the fields of medical
data analysis.

As a typical unsupervised learning method, clustering
mines the internal relationship between data samples and
then puts the samples with the same or similar attributes in
the same cluster, which avoids the dependence on the label
data and saves a lot of manpower and material resources [2].
Fuzzy clustering is a typical representative of clustering
methods, and the most classic fuzzy clustering is the fuzzy C-

means algorithm (FCM). Fuzzy clustering improves the
traditional hard clustering partition. +ere are a large
number of derivative algorithms based on the FCM, in-
cluding the probabilistic C-means algorithm (PCM), which
uses probabilistic methods to express fuzzy membership to
improve the limitation of fuzzy membership [3]. Recently,
many researchers have improved the traditional FCM
method from multiple perspectives and applied them in
various scenes [4]. Hua et al. [5] developed a multiview fuzzy
clustering based on the framework of FCM. Gu et al. [6]
proposed a probabilistic FCM method to be used for an-
tecedent parameter learning in Takagi-Sugeno-Kang fuzzy
system. Zhou et al. [7] proposed a new membership scaling
FCM method by selecting the unchanged clustering centers
through triangular inequality, which solves the problems of
slow convergence and a large amount of calculation when a
FCM algorithm is dealing with large data sets. Mishro et al.
[8] proposed a new type 2 adaptive weighted space FCM
clustering algorithm to solve the problem of noise mis-
classification and inaccurate clustering center obtained by
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FCM in the process of MR brain image segmentation. Wang
et al. [9] proposed an FCM algorithm for irregular image
segmentation, which has higher robustness and less com-
putational effort compared to traditional segmentation al-
gorithms. Based on hyperplane partitioning, Shen et al. [10]
developed a feasible and efficient FCM algorithm to deal
with large data sets. Jha et al. [11] designed and implemented
a kernelized fuzzy clustering algorithm using its in-memory
cluster computing technology. Liu et al. [12] proposed a
FCM algorithm based on multiple surface approximate
interval membership for processing artifacts in brain MRI
images.Wang et al. [13] proposed a FCM algorithm based on
wavelet frame, which can effectively remove image noise and
preserve image details. +is algorithm can provide a new
way to segment images in an irregular domain. Li et al. [14]
proposed a domain-qualified adaptive FCM method for
processing MRI brain images with noise and uneven in-
tensity. Zhang and Huang [15] studied the generalization
error of a FCM algorithm from the perspective of theory and
limited the generalization error from the perspective of
convergence, which can provide guidance for the application
of the sampling-based FCMmethod. Wu et al. [16] proposed
an online clustering algorithm by combining FCM algo-
rithmwith an online framework set to solve the problem that
batch learning cannot deal with large-scale data sets. Zhang
et al. [17] combined FCMwith a nonlinear genetic algorithm
and proposed an apple defect detection method to improve
fruit defect detection. Shen et al. [18] proposed a hyperplane
partition method based on FCM to deal with big data
clustering. Recently, the Bayesian fuzzy clustering (BFC)
[19] algorithm is proposed to combine the fuzzymethod into
a probability model. BFC reinterprets the fuzzymethod from
the perspective of probability, expands the value range of the
fuzzy index, and solves the problem that the fuzzy method is
prone to local optimization. +e many characteristics of the
BFC algorithm make it very widely used in medical data
processing. But due to the high complexity of the BFC
method, its efficiency is not high, and it has received great
limitations in practical applications.

Inspired by the above ideas, this paper proposes the
online weighted Bayesian fuzzy clustering method
(OWBFC) and uses an online clustering framework, which
not only retains all the advantages of the Bayesian fuzzy
clustering algorithm but also improves the efficiency of the

Bayesian fuzzy clustering method through the online clus-
tering framework. We verify the OWBFCmethod on a series
of real-world data sets. Compared with the existed Bayesian
fuzzy clustering algorithms, the contributions of our study
are concluded as follows:

(1) OWBFC combines the probability method with the
fuzzy method and realizes the fuzzy clustering
through the probability method, which has the
common advantages of the probability method and
the fuzzy method.

(2) In the process of solving the parameters, the Markov
chain Monte Carlo method (MCMC) is used for
sampling instead of a closed solution, so the global
optimal solution of the parameters can be obtained
in OWBFC.

(3) +e online clustering framework is used in OWBFC
to deal with the problem that large data sets cannot
be imported into memory, and the weighting
mechanism is used to improve the clustering
efficiency.

2. Related Work

+e BFC algorithm combines the probabilistic method with
the fuzzy method. From the perspective of prior knowledge
and Bayesian theory, it expands the range of the fuzzy index
of the traditional fuzzy method. +e BFC algorithm uses the
MCMC strategy [20] and particle filter method [21, 22] to
solve the optimization problem. +e maximum posterior
probability (MAP) is used to process fuzzy clustering, and
the normal distribution is further used to predict the number
of clusters. +erefore, the BFC method is superior to the
previous fuzzy or probabilistic methods in many aspects.
However, the algorithm complexity of BFC is relatively high.
+is shortcoming makes the BFC method not suitable for
large-scale data, and its application range is greatly limited,
which does not meet the current actual needs. +e BFC
algorithm aims to solve fuzzy clustering from the perspective
of probability. +e probability model of BFC consists of
three parts, namely fuzzy data likelihood (FDL), fuzzy
membership prior (FCP), and cluster center prior, as fol-
lows. +e fuzzy data likelihood is as follows:

p(X |U,C) � 
K

k�1
FDL xk | uk,C(  � 

K

k�1

1
Z uk, m,C( 



N

n�1
N xk | μ � cn,Λ � u

m
knI( , (1)

where X, U, and C are matrices of training data, fuzzy
member, and cluster centers, respectively. K and N repre-
sent the numbers of samples and the numbers of clusters,
respectively. ukn is the membership of data point xk in cluster
n. +e parameters m, cn, and I represent the fuzzy index, the

cluster center, and the identity matrix, respectively. And,
Z(uk, m,C) is the normalization constant, andm is the fuzzy
index. Since Z(uk, m,C) will be eliminated by the following
equation (2), it does not need to be calculated.

+e prior of fuzzy membership is expressed as
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p(U|C) � 

K

k�1
FCP un|C(  � 

K

k�1
Z uk, m,C(  

N

n�1
u

−m D/2
kn

⎞⎠Dirichlet uk|α( .⎛⎝ (2)

p(U|C) consists of three parts as follows: F1 � Z(uk, m,C),
F2 � 

N
n�1 u−m D/2

kn , and F3 � Dirichlet(uk|α). F1 is to elim-
inate the normalizing constant in equation (1). F3 is the
Dirichlet distribution as follows:

Dirichlet(x|α) �
Γ 

N
n�1αn 


N
n�1Γ αn( 



N

n�1
x
αn−1
n , (3)

where xn ≥ 0, n� 1,. . .,N and
N
n�1 xn � 1.+e parameter α is

the Dirichlet prior parameter, which controls the mem-
bership degree of the sample. +rough Dirichlet distribu-
tion, the BFC algorithm breaks the constraint that the fuzzy
index in the FCM algorithm must be greater than 1, so that
the fuzzy index in the BFC algorithm can take any value.

Cluster center prior is defined as

p(C) � 
N

n�1
N cn|μc,Σc( . (4)

It is noted that p(C) is to match the high degree of
membership produced by equation (4). μc and Σc are the
mean and variance of all samples, as follows:

μc �
1
K



K

k�1
xk

Σc �
c

K


K

k�1
xk − μc(  xk − μc( 

T
,

(5)

where c is a parameter that affects the strength of the prior,
which is set by the user, and we use c � 3 in our study. +e
joint likelihood of X, U, and C is obtained by multiplying
equations (1), (2), and (4).

p(X,U,C) � p(X|U,C)p(U|C)p(C)

∝ exp −
1
2



K

k�1


N

n�1
u

m
kn||xk − cn||

2⎧⎨

⎩

⎫⎬

⎭ × 
K

k�1


N

n�1
u
αn−1
kn × exp −

1
2



N

n�1
cn − μc( 

T


−1

c

cn − μc( 
⎧⎨

⎩

⎫⎬

⎭
⎤⎦.⎡⎣

(6)

According to map theory, the joint likelihood form of
equation (7) is its negative logarithm, and a factor of 2 can be
multiplied to simplify.+e joint likelihood form is as follows:

J(X,U,C) � 
K

k�1


N

n�1
u

m
kn||xk − cn||

2
− 2 

K

k�1


N

n�1
αn − 1( logukn + 

N

n�1
cn − μc( 

T


−1

c

cn − μc( . (7)

Finally, BFC uses MAP inference and uses sampling to
filter membership and cluster centers to obtain their optimal
values.

From the above introduction, we can see that the BFC
algorithm breaks through the constraints of the traditional
fuzzy clustering fuzzy index and can obtain the global op-
timal solution, but its time complexity is too high to handle
large data sets.

3. Online Weighted Bayesian Fuzzy Clustering

3.1.WeightedBayesianFuzzyClustering. For large data sets,
it is a difficult problem that the data cannot be imported
into the computer at one time. In this paper, the online
clustering framework is adopted. By dividing the large

data set into several easy-to-handle small data blocks, the
clustering center of each data block is defined as the
representative point. In the process of processing the
data blocks, the representative points of each data block
and the corresponding weights of the representative
points are combined into two new different sets, and
then, the two new sets are processed to get the clustering
center of the whole data and accelerate clustering. Since
the OWBFC method uses a block and weighting mech-
anism to introduce weights for the clustering centers of
each data block, the weighted Bayesian fuzzy clustering
(WBFC) algorithm is introduced, and then, WBFC is
extended to its online version.

To further judge the contribution of each sample point to
the cluster in the process of clustering, this paper introduces
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the WBFC algorithm, which adaptively weights different
sample points to select the representative sample points. +e
objective function of WBFC is defined as

p(X,U,C) � p(X|U,C)p(U|C)p(C)

∝ exp −
1
2



K

k�1


N

n�1
wnu

m
kn||xk − cn||

2⎧⎨

⎩

⎫⎬

⎭ × 
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k�1


N

n�1
u
αn−1
kn × exp −

1
2



N

n�1
cn − μc( 

T


−1

c

cn − μc( 
⎧⎨

⎩

⎫⎬

⎭
⎤⎦,⎡⎣

(8)

where wk > 0 represents the contribution of the nth sample
to the final cluster division. How to set wk will be described
in detail in the next section. Following [19], the MCMC
parameter optimization strategy is used in the WBFC al-
gorithm. First, we initialize the parameter uk and cn by
Dirichlet distribution and normal distribution. We sample
the U matrix according to U ∼ p(U|X,C)∝p(X,U,C)

using the Gibbs sampling. We judge whether the new
membership sample is accepted. If it is accepted, then uk is

set as uk � uΨk , u
Ψ
k as a new membership sample. +e ac-

ceptation rate Au is computed as

Au � min 1,
p xk, uΨk |C 

p xk, uk|C( 

⎧⎨

⎩

⎫⎬

⎭. (9)

If p(xk,uΨk |C∗)>p(xk, u∗k |C∗), we set the current u∗k as
u∗k � uΨk . +e p(xk, uk|C) is computed as

p xk, uk|C(  � p xk|uk,C( p uk|C( ∝
N

n�1
exp −

1
2
wku

m
kn xk − cn

����
����
2

 u
αn−1
kn . (10)

+en, we sample C according to
C ∼ p(C|X,U)∝p(X,U,C). We judge whether the new
cluster center sample is accepted. If it is accepted, then cn is
set as cn � cΨn . +e acceptation rate Ac is computed as

Ac � min 1,
p xk, cΨk |C 

p xk, ck|C( 

⎧⎨

⎩

⎫⎬

⎭. (11)

If p(X, cΨn |U∗)>p(X, c∗n |U∗), we set the current c∗n as
c∗n � cΨn , cΨn as a new cluster center. +e p(X, cn|U) is
computed as

p X, cn|U(  � p X|U, cn( p cn( ∝ exp −
1
2
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⎭ × exp −
1
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T
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cn − μc( 
⎧⎨

⎩

⎫⎬

⎭. (12)

Finally, we check the maximum likelihood of all samples
using equation (9). +e whole training process circulates
several times until the model converges. +e training pro-
cedure of WBFC is shown in Algorithm 1.

3.2. Online Weighted Bayesian Fuzzy Clustering. +e WBFC
algorithm aims to introduce object weights based on the BFC
algorithm, so more representative sample points can be
selected while clustering. Based on the characteristics of the
WBFC algorithm, we further proposed the online version of
WBFC algorithm called OWBFC algorithm. Inspired of the
online algorithm advantage, the OWBFC algorithm can
handle large data sets based on the WBFC algorithm.
OWBFC divides the large-scale data into several easy-to-
process data blocks. +en, OWBFC uses the WBFC

algorithm to process each data block, merges the cluster
center of each data block into a new set, calculates the weight
of each cluster center, and merges the obtained weight.
Finally, the new cluster center set and the corresponding
weight set are processed to obtain the final cluster center.
+e weight factor wn in OWBFC is computed as follows:

wq � 

Kl

k�1
ukq, q � 1, . . . ,Q, (13)

where wq represents the weight of representative points of
each data block. Here, we give the training procedure of the
OWBFC algorithm as shown in Algorithm 2. +e parameter
Kl represents the number of sample points in the lth block,
ukq is the membership of xk in cluster q, andQ represents the
number of clusters. First, we divide the training data X into d
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blocks asX � X1, . . . ,Xd , and each blockXl has Kl sample
points, l� 1, 2, ..., d.Ul and Cl are the fuzzy membership and
clustering center matrices, respectively. We run the WBFC
algorithm in the first block X1 and obtain the fuzzy
membership and clustering center matrices in X1. +en, we
run the WBFC algorithm in the rest blocks with the clus-
tering center matrix Cl-1.

4. Experiments

4.1.Data Sets andExperiment Settings. In the experiment, we
use several medical data sets, including two cancer data sets,
Armstrong-2002-v2 and Bhattacharjee-2001 [23], three
medical data sets, and brain images in the UCI database [24].
Armstrong-2002-v2 is a data set to distinguish the expres-
sion of leukemia genes. It is divided into three categories,
with a total of 72 samples. Bhattacharjee-2001 is a lung
cancer classification data set, including five categories, a total
of 203 samples. Because of the small sample size of these two
data sets, they are not segmented here.+e heart disease data
set, diabetic retinopathy Debrecen (DRD) data set, and
hepatitis C virus (HCV) for Egyptian patient data set are
three UCI medical data sets. +e heart disease data set
contains 303 samples, and only 14 of them are used in this
article. +e DRD data set contains 1151 samples, and the
HCV data set contains 1385 samples. To facilitate the di-
vision, this study takes 1000 samples for the diabetic reti-
nopathy Debrecen data set. +e HCV data set took 1,200
samples. A total of three brain CT images were selected as
CT1, CT2, and CT3, with pixels of 275× 273, 273×277, and
264× 271. To facilitate segmentation, the pixels of the three
pictures are reduced to 272× 272, 272× 272, and 264× 264,
respectively. +e comparison algorithms include OFCM
[25] and SPFCM [25], which can process large-scale data
clustering. Among them, the two cancer data sets and one
UCI medical data set are used to compare the clustering
effects of OWBFC, OFCM, and SPFCM algorithms without
segmentation. +e remaining two UCI medical data sets are
used to compare the clustering effects and time of OWBFC,
OFCM, and SPFCM algorithms in different proportions of
segmentation. +e brain images are used to show the
running time comparison of OWBFC and BFC. +e
OWBFC, OFCM, and SPFCM algorithms have two pa-
rameters: fuzzy indexm and prior parameter α. In this study,
we set m� 1.7 and α� 1. To visually display the clustering
performance, we use four clustering performance indicators
of accuracy, entropy, F-measure, and purity to show the
clustering results. R � fullt/blockt represents the ratio of the
running time of the whole processing data set and the block
processing data set of the algorithm, fullt represents the
running time on the whole data set, and blockt represents the
sum of the running time on each block. Although this part
loads the data set into the memory at one time, this paper
believes that R is similar to the data that cannot be loaded,
because the total amount of data is the same, whether it is
processed separately or at one time. Our experimental
platform is AMD R5-5600X, six cores, 16G memory,
Windows10 operating system, Matlab2016a.

4.2. Experimental Results on the Armstrong-2002-v2, Bhat-
tacharjee-2001, andHeartDiseaseDataSet. Tomake SPFCM
and OFCM algorithms run better, according to the sug-
gestions of Havens et al. [25], we set the fuzzy indexm� 1.7.
For the Armstrong-2002-v2 data set, Bhattacharjee-2001
data set, and heart disease data set, the number of clusters is
set to 3, 5, and 5, respectively. Because the sample size of
these three data sets is small, they are not processed in
blocks. Table 1 shows the experimental results of the OFCM,
SPFCM, and OWBFC algorithms. We can see that the
OFCM algorithm and the SPFCM algorithm have similar
clustering performances on these three different data sets,
and it is difficult to compare the advantages and disad-
vantages of the two algorithms. But comparing the OFCM
algorithm, SPCM algorithm, and OWBFC algorithm, it is
easy to see that the OWBFC algorithm has the best clustering
results except for some special cases.

4.3. Clustering Performance on DRD and HCV Data Set.
Like the parameter setting in Section 4.2, the DRD and HCV
data sets are divided into 5%, 10%, and 50% of the whole data
set, and the last column of the HCV data set is selected as the
basis for the number of clusters, the fuzzy indexm� 1.7, and
the number of clusters is set to 4. +e OFCM, SPFCM, and
OWBFC algorithms run independently 10 times on the basis
of random initialization to calculate the maximum, mini-
mum, and average values of accuracy, entropy, F-measure,
and purity. +e clustering results of the two data sets are
shown in Tables 2–5. From Table 2, it can be seen that the
accuracy of the OFCM is slightly lower than that of the
SPFCM algorithm when the number of data blocks is large,
and the accuracy of the OFCM algorithm is higher than that
of the SPFCM algorithmwhen the number of blocks is small.
Overall, the accuracy of OFCM algorithm is similar to that of
SPFCM algorithm, and the accuracy of OWBFC algorithm is
the best. Tables 2–5 show the accuracy, entropy, F-measure,
and purity of these two different data sets. For example,
74.78/74.90/74.66 represents the mean, max, and min ac-
curacy values, respectively. Compared with the OFCM al-
gorithm and SPFCM algorithm, the OWBFC algorithm has
the best results whether it is entropy or F-measure or purity.
Because the OWBFC algorithm uses the MCMC sampling
method to solve the parameters, it can obtain the global
optimization of the parameters. +erefore, the OWBFC
algorithm can obtain better clustering performance. Only
from Tables 3–5, the gap between the three algorithms is not
obvious. Combining with Table 8, it can be clearly seen that
the OWBFC algorithm has good clustering performance and
also greatly reduces the time consumption of the algorithm.
Table 8 shows the running time at different division ratios.
Because the data set name is too long, the abbreviation is
used in the experiment.

4.4. Brain Images. +ree brain images are shown in Figure 1.
We use them to verify the clustering performance of OWBFC
for large-scale image segmentation.We compare the OWBFC
and BFC algorithms in this subsection. According to the
recommendations [19, 25], the parameters α set to 1, and the
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Input:Training data X, fuzzy index m, number of clusters N, number of sampling iteration Niter, weight w
Output:Fuzzy membership U∗ and cluster prototypes C∗
Step 1. Initialize parameters μc and Σc
Step 2. Initial uk ∼ Dirichlet(α � 1N), k � 1, . . . , K

Step 3. Initial yc ∼ N(μy,Σy), c� 1, . . . , C

Step 4. u∗k � uk, c∗n � cn,//assign map sample to current sample
Step 5. For iter� 1,. . ., Niter
//Sample U according to U ∼ p(U|X,C)∝p(X,U,C)

Step 7. for k� 1,. . .,K
Step 8. Sample new membership uΨk by equation (3)
Step 9. Judge whether the new membership sample is accepted by equation (10). If it is accepted, then uk � uΨk
Step 10. if p(xk, uΨk |C∗)>p(xk, u∗k |C∗) //Use Eq. (11)
Step 11. u∗k � uΨk
Step 12. end
Step 13. end
//Sample C according to C ∼ p(C|X,U)∝p(X,U,C)

Step 14. for n� 1,. . .,N
Step 15. Sample new cluster center cΨn from N(cn,Σc/δ)

Step 16. Judge whether the new cluster center sample is accepted by equation (12). If it is accepted, then cn � cΨn
Step 17. if p(X, cΨn |U∗)>p(X, c∗n |U∗) //Use equation (13)
Step 18. c∗n � cΨn
Step 19. end
Step 20. end
Step 21. //Check the maximum likelihood of all samples
Step 22. if p(X,U,C)>p(X,U∗,C∗) //Use equation (9)
Step 23. U∗� U

C∗� C
Step 24. end
Step 25. end

ALGORITHM 1: Weighted Bayesian fuzzy clustering (WBFC) algorithm.

Input: Training data X, fuzzy index m, number of clusters Q, number of sampling iteration Niter, weight wn, number of data blocks d

Output: Cluster prototypes C∗
Step 1. Divide X into d blocks X � X1, . . . ,Xd //Each block has Kl sample points, 1≤ l≤d

Step 2. Initialize w � 1Kl

Step 3. Use algorithm to obtain the U1,C1 � WBFC(X1, Q1, m) with w
Step 4. for l� 2 to d
Step 5. Use algorithm to obtain the Ul, Cl �WBFC(Xl, Ql, m) with Cl-1
Step 6. end
Step 7. C∗ � C1 ∪C2 . . . ∪Cd

Step 8. wq � 
Kl

k�1 ukq, q � 1, . . . , Q

Step 9. C∗�WBFC(C∗, N, m, {w1 ∪ . . . ∪wd})
Step 10. end

ALGORITHM 2: Online Weighted Bayesian Fuzzy Clustering (OWBFC) algorithm.

Table 1: Clustering performance on Armstrong-2002-v2, Bhattacharjee-2001, and Heart Disease data sets.

Data sets Algorithms Accuracy Entropy F-measure Purity

Armstrong-2002-v2
OFCM 0.7235 0.4728 0.7948 0.7331
SPFCM 0.7237 0.4697 0.8011 0.7372
OWBFC 0.7548 0.4632 0.7964 0.7489

Bhattacharjee-2001
OFCM 0.8213 0.2879 0.8637 0.8235
SPFCM 0.8635 0.2455 0.9294 0.8769
OWBFC 0.8792 0.2423 0.9328 0.8817

Heart Disease
OFCM 0.7643 0.4675 0.7921 0.7039
SPFCM 0.7659 0.4678 0.7914 0.7054
OWBFC 0.7768 0.4679 0.7932 0.7258

+e best average performances are shown in bold type in Tables 1–7.
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parameters m set to 1.7. We split brain images at a ratio of
25% and set all classes to 3. Figures 2 and 3 show the clus-
tering results of three brain images by BFC and OWBFC
algorithms, respectively. Table 6 shows the experimental
results on three brain images. Table 7 shows the running time
results of BFC and OWBFC on three brain images. We can

see from Table 6 that the clustering performance of OWBFC
is better than that of BFC. Meanwhile, from Table 7, we can
clearly see that OWBFC has a shorter time consumption
compared with BFC. In summary, compared with BFC, the
OWBFC algorithm not only maintains a good clustering
effect but also consumes less time.

Table 2: Accuracy (mean/max/min) on the DRD and HCV data sets (%).

DRD data set
Block size OFCM SPFCM OWBFC
5 73.16/73.32/72.95 73.26/73.37/73.18 74.78/74.90/74.66
10 73.34/74.44/73.12 73.37/73.54/73.15 74.83/74.97/74.72
50 73.53/73.64/73.31 73.51/73.62/73.43 75.02/75.16/74.93

HCV data set
Block size OFCM SPFCM OWBFC
5 74.16/74.41/74.11 74.17/74.31/74.09 75.61/75.78/75.52
10 74.29/74.44/74.16 74.24/74.42/74.13 75.65/75.80/75.52
50 74.37/74.48/74.31 74.33/74.47/74.25 75.73/75.86/75.66

Table 3: Entropy (mean/max/min) on the DRD and HCV data sets (%).

DRD data set
Block size OFCM SPFCM OWBFC
5 47.72/47.88/47.65 47.77/47.92/47.61 47.34/47.49/47.26
10 47.75/47.89/47.67 47.77/47.91/47.63 47.39/47.54/47.28
50 47.81/47.95/47.76 47.82/47.97/47.74 47.44/47.57/47.33

HCV data set
Block size OFCM SPFCM OWBFC
5 46.65/46.78/46.52 46.79/46.87/46.68 46.84/46.97/46.75
10 46.69/46.78/46.53 46.81/46.89/46.72 46.84/47.03/46.72
50 46.71/46.82/46.66 46.88/46.96/46.75 46.87/47.11/46.76

Table 4: F-measure (mean/max/min) on the DRD and HCV data sets (%).

DRD data set
Block size OFCM SPFCM OWBFC
5 77.96/78.13/77.81 77.93/78.15/77.82 78.42/78.57/78.30
10 77.96/78.15/77.81 77.96/78.17/77.84 78.47/78.60/78.33
50 78.04/78.21/77.85 77.98/78.22/77.88 78.51/78.63/78.38

HCV data set
Block size OFCM SPFCM OWBFC
5 75.02/75.14/74.93 75.02/75.16/74.89 75.96/76.13/75.84
10 75.13/75.25/75.02 75.10/75.24/74.90 76.03/76.17/75.91
50 75.17/75.31/75.05 75.16/75.36/75.03 76.15/76.31/76.02

Table 5: Purity (mean/max/min) on the DRD and HCV data sets (%).

DRD data set
Block size OFCM SPFCM OWBFC
5 74.58/74.63/74.34 74.55/74.67/74.43 75.27/75.43/75.16
10 74.64/74.72/74.49 74.59/74.75/74.48 75.31/75.46/75.24
50 74.72/74.88/74.62 74.66/74.81/74.57 75.37/75.50/75.26

HCV data set
Block size OFCM SPFCM OWBFC
5 74.61/74.79/74.48 74.55/74.67/74.38 75.25/75.37/75.18
10 74.67/74.83/74.54 74.60/74.77/74.45 75.29/75.43/75.16
50 74.71/74.88/74.62 74.66/74.79/74.52 75.33/75.46/75.19
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Table 7: Running time on three brain images (s).

Image BFC OWBFC
Cta 1224.23 345.36
Ctb 1231.14 339.45
Ctc 1219.56 326.72

(a)

Figure 2: Continued.

Table 8: OWBFC running time on different block ratios (s).

Data sets
Block size R

100% 50% 10% 5% 100%/50% 100%/10% 100%/5%
DRD 85.31 67.54 15.67 12.51 1.26 5.44 6.82
HCV 97.25 70.26 17.48 13.16 1.38 5.56 7.38

(a) (b) (c)

Figure 1: +ree brain images used in the experiment. (a) cta, (b) ctb, and (c) ctc.

Table 6: Clustering results of BFC and OWBFC on three brain images (%).

Data sets Methods Accuracy Entropy F-measure Purity

Cta BFC 87.54 23.64 91.26 87.43
OWBFC 88.01 21.98 91.32 88.15

Ctb BFC 88.65 21.38 91.97 88.76
OWBFC 89.23 21.05 92.28 89.61

Ctc BFC 86.91 24.33 90.65 87.15
OWBFC 87.06 23.96 91.43 87.34
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(a)

(b)

(c)

Figure 3: Clustering results of OWBFC on three brain images. (a) cta, (b) ctb, and (c) ctc.

(b)

(c)

Figure 2: Clustering results of BFC on three brain images. (a) cta, (b) ctb, and (c) ctc.
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5. Conclusion

With the advancement of science and technology, the col-
lection of variousmedical data has becomemore frequent and
easier, which makes the scale of medical data larger and
larger, and it is impossible to import the data into thememory
at one time, so the hardware requirements for processing
these data become higher and the time consumption in-
creases. +is paper proposes an OWBFC method, which
reduces the memory consumption of the computer and the
time consumption of the algorithm by introducing an online
clustering framework to process the data set in blocks. From
the experimental results, the block processing can effectively
reduce the time consumption of the algorithm. However, the
online clustering framework adopted in this paper needs to
merge and save the cluster centers of each data block in the
process of processing data, which raises the space con-
sumption of the algorithm. +erefore, how to avoid excessive
space consumption while ensuring low time consumption is a
problem worth thinking about.

Data Availability

Armstrong-2002-v2 and Bhattacharjee-2001 data sets can be
downloaded from https://schlieplab.org/Static/Supplements/
CompCancer/datasets.htm. +e other data sets can be
downloaded from http://archive.ics.uci.edu/ml/index.php.
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Soil temperature (Ts), a key variable in geosciences study, has generated growing interest among researchers. (ere are many
factors affecting the spatiotemporal variation of Ts, which poses immense challenges for the Ts estimation. To enrich processing
information on loss function and achieve better performance in estimation, the paper designed a new long short-term memory
model using quadruplet loss function as an intelligence tool for data processing (QL-LSTM). (e model in this paper combined
the traditional squared-error loss function with distance metric learning between the sample features. It can zoom analyze the
samples accurately to optimize the estimation accuracy.We applied themeteorological data from Laegern and Fluehli stations at 5,
10, and 15 cm depth on the 1st, 5th, and 15th day separately to verify the performance of the proposed soil temperature estimation
model. Meanwhile, this paper inputs the variables into the proposed model including radiation, air temperature, vapor pressure
deficit, wind speed, air pressure, and past Ts data. (e performance of the model was tested by several error evaluation indices,
including root mean square error (RMSE), mean absolute error (MAE), Nash-Sutcliffe model efficiency coefficient (NS), Willmott
Index of Agreement (WI), and Legates and McCabe index (LMI). As the test results at different soil depths show, our model
generally outperformed the four existing advanced estimation models, namely, backpropagation neural networks, extreme
learning machines, support vector regression, and LSTM. Furthermore, as experiments show, the proposed model achieved the
best performance at the 15 cm depth of soil on the 1st day at Laegern station, which achieved higher WI (0.998), NS (0.995), and
LMI (0.938) values, and got lower RMSE (0.312) andMAE (0.239) values. Consequently, the QL-LSTMmodel is recommended to
estimate daily Ts profiles estimation on the 1st, 5th, and 15th days.

1. Introduction

Soil temperature (Ts) is a main physical variable of the land
surface, which has a direct influence on the atmosphere [1].
Relevant fields including geoscience and forestry application
aspects have drawn attention from researchers [2, 3]. In
principle, all the interactions in terrestrial ecosystems are
companied by Ts variations since they involve energy ex-
changes. Ts is an essential factor for growing crops that can
facilitate the development of the root system by impacting
microbial activity, soil decomposition, and fluidity of soil
water [4]. In addition, the death of animals and plants
produces plenty of carbon substrates and a high volume of

greenhouse gases in the soil. Consequently, it results in an
increase in Ts, thus expediting carbon dioxide emission to
the atmosphere [5]. (erefore, accurate Ts monitoring is
crucial for agricultural management and atmosphere envi-
ronment forecast. However, Ts data in most areas is still
measured by using traditional sensors, and the Ts data
cannot be collected at different depths [6].

(erefore, it can be used to solve some problems in
different fields for the study of Ts estimation. (e essential
environmental factors have a great influence on the accuracy
of Ts estimation. At present, Ts is mainly predicted by
methods based on physical models and data-driven
methods. (e physical method is based on the heat
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conductionmodel to estimate Ts [7]. Meanwhile, the method
is greatly affected by related physical parameters and the
scale problem [8].

(e data-driven methods can explore the internal re-
lationship between Ts and the surrounding environmental
factors for Ts estimation. At present, several predictive
models based on machine learning methods are used for
estimating Ts [9–14]. For example, ANN is composed of a
complex network structure that imitates the structure and
function of the brain’s neural network, and it has powerful
data processing capabilities. Bilgili applied the multilayer
perceptron (MLP) model to adequately describe Ts distri-
bution at a monthly temporal scale frommeteorological data
[15]. Kisi et al. used three machine learning models to es-
timate monthly Ts at the soil depth of 5 cm and 10 cm,
respectively, and verified the predictive performance of
radial basis neural networks performed better than that of
generalized regression neural networks and multilayer
perceptron models [9]. But generalized regression neural
networks had the better performance for deeper depth
(50 cm and 100 cm). Kisi et al. applied ANN-based models to
predict long-term Ts at a monthly temporal scale, and they
found that genetic programming generated the best per-
formance with the meteorological data [16]. Zeynoddin et al.
applied a multilayer perceptron (MLP) model to describe
daily Ts distribution at three soil depths (5, 10, and 20 cm)
from past measurements of Ts [17]. Samadianfard et al.
processed the meteorological data such as Ta, W, RH, Rs,
Sunshine hours (Sh), and air pressure (Ap) and integrated
ANN-based models separately to predict Ts at a monthly
temporal scale [18]. Mehdizadeh et al. noted that machine
learning models combined with time series models per-
formed better performance than the predictive models based
on the single machine learning method or single time series
method for predicting Ts at a daily temporal scale [19].
Moazenzadeh et al. proposed SVR with krill herd algorithm
(SVR-KHA) method in modeling Ts estimation at different
depths (5, 10, 20, 30, 50, and 100 cm), which achieved the
best performance, compared to SVR and SVR with firefly
algorithm (SVR-FA) [11]. Delbari et al. proposed an SVR-
based model to compute daily Ts at three depths (5, 30, and
100 cm) in Iran [12]. (e ELM network featured by a single
hidden layer could improve the learning speed and accuracy
of the algorithm and can model the accurate Ts. Nahvi et al.
used the improved ELM model on daily Ts estimation based
on the self-adaptive evolutionary method and verified the
improved predictive model can estimate the adequate Ts
[20]. Sanikhani et al. tested the data from the Mersin station,
and the results that show the performance of ELM has the
best predictive performance than other predictive models.
[14]. Feng et al. tested the loess plateau data with ELM and
random forests (RF) and ANN-based models showed that
ELM had the better performance for estimation Ts of half-
hourly at different soil depths [13].

As a time loop neural network containing complex
neural network modules, LSTM is used in this paper to solve
long-term dependence problems, which can effectively al-
leviate gradient vanishing through the extraction of required
features by the gate control unit. LSTM network [21] can

learn long-term and short-term behaviors, and it has seen
application in vast areas. By integrating LSTM and SVR, Guo
et al. significantly improved the prediction accuracy of
abnormal passenger flow fluctuations [22]. In hydrology,
Zhang et al. designed a novel LSTMmodel with the dropout
scheme to estimate the depth of the water table [23]. In the
atmosphere field, Qing et al. estimated the solar irradiance
based on the LSTM network [24]; the results showed the
method could avoid the overfitting of the model. Li et al.
designed a new GANs-LSTM model and noted that it could
serve as an alternative method to estimate Ts [25].

(is article focuses on the following issues. First, we
select the environmental factors which will affect Ts esti-
mation. Ts memory can help the predictive model “re-
member” a warm or cold condition when the anomaly is
forgotten by the atmosphere forcing. In addition, recent
literature reviews have revealed that the input for prediction
models is either the past measurements of Ts or other
meteorological information (Ta, W, RH, Rs, Sh, and Ap).
Assume that the prediction models are constructed using
input combinations of past Ts and other meteorological
information; how does the prediction model performance?
(e second question is about the construction of loss
function in LSTM. (e predictive model for Ts estimation is
a regression predictive modeling problem that involves
predicting a real-valued quantity. (e loss function is crucial
for optimizing the predictive model which could express the
degree of difference between predicted and observed Ts;
meanwhile, it can optimize the predictive model by updating
the weights. Recently, most previous studies in loss function
of regression predictive model mainly focused on the dis-
tance metric learning between predicted values and real
values [26–29]. However, the distance metric learning be-
tween the sample features (environmental factors) is usually
ignored which has already been successfully applied to image
processing [30–32]. To enrich information processing in loss
function and further improve the estimation performance,
how can we construct a novel loss function by combinations
of distance metric learning? (e last question is about
timescale evaluating for Ts estimation. In previous studies,
any evaluation at short-term Ts estimation (half-hourly,
hourly, daily timescales) does not consider the timeliness of
long-term Ts estimation. However, any evaluation at long-
term Ts estimation (monthly timescale) does not include the
information of Ts in a small timescale. An ideal decision-
support tool for Ts estimation should provide a multifarious
decision-making basis. How can we design a prediction
scheme at the same timescale evaluation that provides not
only the short-term decision-making basis but also the long-
term decision-making basis?

(is paper proposed a novel quadruplet loss function
based on the LSTM network that combines traditional
squared-error loss function with distance metric learning
between the sample features, called QL-LSTM. (e tra-
ditional squared-error loss function is usually applied to
the predictive task with great accuracy. (e current
limitation of this loss function, however, involves the
special variation on Ts based on different predictors. As
shown in Figure 1, we have made labels according to Ts
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values. (e Ts data which are in the same range are made
the same label (the Ts data which are in the range of 8–12°C
are labeled as “1”, the Ts data which are in the range of
12–16°C are labeled as “2”, and the Ts data which are in the
range of 16–22°C are labeled as “3”). Meanwhile, Ta data
are labeled as the same as Ts data. In Figure 1(a), we
noticed that the Ts data with the same label are almost
within a stable range. However, in the red ellipse,
Figure 1(b), we observed that similar Ta values may have
different labels (Ts data with similar Ta values may vary
considerably). (e data with this feature will prevent
predictive models from accurately exploring the internal
relationship between Ts and the surrounding environ-
mental factors discovering. To address this problem, the
idea of triplet loss [33] is considered in this paper. Triplet
loss optimization allows the anchor and positive points to
accumulate and therefore prevent the negative points and
realize the similarity calculation of samples. (is approach
can enrich processing information of loss function and
overcome the disadvantage of the traditional squared-
error loss function and further improve the estimation
performance.

(e main three contributions of this research paper are
summarized as follows:

(1) As we know, the proposed method that combined
traditional squared-error loss function with distance
metric learning between the sample features is a new
approach to be used for Ts estimation.

(2) Daily-scale prediction scheme was designed to
provide the multifarious decision-making basis
and was used to estimate the Ts on the next 1st, 5th,
and 15th day. To achieve this end, we input the

meteorological and past Ts data to the estimation
model.

(3) Results showed that our QL-LSTM method out-
performed the existing advanced methods in most
cases.

2. Data and Methods

2.1. (e Framework of Soil Temperature Estimation. (e
corresponding meteorological data Ts as the input of our
QL-LSTM model are obtained from FLUXNET at first. In
the meantime, several other advanced models based on
data-driven technology (SVR, BPNN, ELM, and LSTM)
were considered in Ts estimation. Traditional squared-
error loss function and distance metric learning between
the sample features were integrated into our model for
accurate exploration of the internal relationship between
Ts and the surrounding environmental factors. Finally, the
comparison of model performance is reflected by five
evaluating indicators (RMSE, MAE, NS, WI, and LMI).
Figure 2 denoted the flow chart of soil temperature
estimation.

2.2. Long Short-Term Memory (LSTM) Network. LSTM can
process and learn long-term dependence problems. Due to
the characteristics of the LSTM network, we use it to explore
the internal relationship between Ts and the surrounding
predictors. LSTM controls the transmission state through
the gating state, remembers what needs to be remembered,
and forgets unimportant information. Figure 3 shows the
internal structure of an LSTM cell, and the calculation
formula of the LSTM is as follows:
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Figure 1: Variations of the daily air temperature (a) and soil temperature (b) at Laegern station (located in Switzerland) during 1st, January
2003–9th April 2003 (100 days).
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i(t) � σ Wihh(t − 1) + Wixx(t) + Wixc(t − 1) + bi( ,

f(t) � σ Wfhh(t − 1) + Wfxx(t) + Wfxc(t − 1) + bf ,

c(t) � f(t)⊗ c(t − 1) + i(t)⊗ tanh Wchh(t − 1) + Wcxx(t) + bc( ,

o(t) � σ Wohh(t − 1) + Woxx(t) + Wocc(t) + bo( ,

h(t) � o(t)⊗ tanh(c(t)),

y(t) � Wyhh(t) + bo,

(1)

where x(t) is the input data, and y(t) is the output data; i(t),
f(t), and o(t) denote the input gate, forget gate, and output
gate; c(t) represents the unit status at the current moment;
h(t) is the current output value; σ(·) and tanh(·) are the
activation functions; W and b denote the weight matrix and
bias term.

2.3. Triplet Loss. Triplet loss is a significant “learning
criterion” for optimizing the predictive models, which is
applied for adjusting the weight parameters of predictive
models, including anchor (Anchor) example, positive

(Positive) example, and negative (Negative) example. (e
similarity calculation of the samples is realized through
triplet loss learning, which makes the anchor-to-positive
distance smaller than the anchor-to-negative distance.
And Figure 4 denoted the visual representation of triplet
loss.

Equation (2) expresses the objective function of triplet
loss as follows:
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Figure 2: (e flow chart of soil temperature estimation.
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where f(xa
i ), f(x

p
i ), and f(xn

i ) are the corresponding
feature expression obtained by training a parameter in the
triplet; α represents the minimum interval between the
anchor-to-positive distance and the anchor-to-negative
distance; the value of [·]+ defines the degree of loss.

2.4. QL-LSTM Model. Previous analysis shows that LSTM
with traditional squared-error loss function could not ac-
curately discover the special relationship between Ts and
surrounding predictors. To address this problem, inspired by
the study of triplet loss, we combined a predictive model
with distance metric learning between the sample features.
As far as we know, the method based on distance metric
learning between the sample features has not been used to
estimate Ts ever. It must be noted that the distance metric
learning between the sample features is first proposed in the
field of image processing. However, there is no description of
the similarity of samples for Ts estimation. In this paper, the
clustering method is used to label samples; thus, distance
metric learning between the sample features could be further
applied in Ts estimation.

(e framework of our QL-LSTM is shown in Figure 5.
Firstly, for its ability to cluster data efficiently and scalability,
the Ts data were quantized by the clustering method (called
Birch) [34]. In the quantization step, any Ts data quantized to
the same label will be defined as similar samples (positive).
In contrast, any Ts data quantized to different labels will be
defined as the dissimilar samples (negative). It is worthwhile
to observe that the number of labels should be neither too
large nor too small [35]. Hence, the Calinski Harabasz Score
(CH) and Y_Silhouette_score (S) are used to evaluate the
quality of the cluster [36]. (e larger value of CH or S, the
better quality of the clustering results. Second, the labeled
data are input into the predictive model (LSTM network).
Finally, the weights of the predictive model are updated to
reduce the loss based on our quadruplet loss function.

We set X � (xi, li) 
N
i�1 as the input data, where li rep-

resents Ts labeled as “i” and xi represents the labeled en-
vironmental factors. Assume C is the total number of labels,
where li ∈ [1, 2, 3 . . . , C]. (en, we project an instance xi

onto the estimate Ts by fLSTM(.; θ): Rd⟶ S1, where fLSTM
is an LSTM network parameterized by θ. Let Xc

i 
Nc

i�1 be the
environmental factors in the i -th labeled samples. Nc

represents the total number of samples. We evaluate the
similarity between samples through cluster analysis and
expect the output of the model closer to the true value.

2.4.1. Hard Sample Mining. Hard sample mining generally
refers to hard negative mining. Adding negative sample sets
to participate in model training can improve the

effectiveness of learning and training and mine hard neg-
atives as much as possible [37, 38]. For each fixed picture, the
farthest sample picture and the nearest negative sample
picture in a training batch are applied to train the network to
enhance the generalization ability of the network, so that the
network can learn better representations.

Inspired by TriHard loss, we first define xc
i as the test

sample: Pc,i(Pc,i � xc
j|j≠ i , |Pc,i| � Nc − 1) is a collection,

which includes the samples with the same label; Nc,i(Nc,i �

xk
j |k≠ c , |Nc,i| � k≠cNk) represents the other samples’

collection. (xc
i , yc

i , P∗c,i, N∗c,i) is the quadruplet data set we
defined. P∗c,i is the positive set; N∗c,i represents the negative
set, |P∗c,i| and |N∗c,i| represent positive and negative sample
pairs, and these tuples form the training sample pairs. (e
query sample is represented as xc

i ; when S+
ij satisfies the

formula (3), xi, xj  is the pair that we need.

S
+
ij > min

xk∈Pc,i

Sik + μ, (3)

where S+
ij〈fLSTM(xi; θ), fLSTM(xj; θ)〉 represents the simi-

larity between two samples, where 〈·, ·〉 represents the
calculation of an n × n similarity matrix. Sij is the element in
S at (xi, xj), and μ as a hyperparameter impacts the qua-
druplet that can control the number of hard positive
samples. (e condition for selecting a hard and negative pair
is the same as above:

S
−
ij < max

xk∈Nc,i

Sik − μ. (4)

2.4.2. Optimization Objective. For each test sample xc
i , we

use the margin m to make it as close to the positive set Pc,i as
possible, and as far away from the negative set Nc,i as
possible. All the nontrivial positive points in Pc,i are pulled
together by minimizing:

Lp x
c
i ; fLSTM(  �

1
2


xc

i
∈P∗

c,i

fLSTM x
c
i(  − fLSTM x

c
j 

�����

����� − (r − m) 
+

 
2
, (5)

where fLSTM(xc
i ) and fLSTM(xc

j) denote the estimated Ts of
samples xc

i and xc
j, respectively, and

‖fLSTM(xc
i ) − fLSTM(xc

j)‖ is the Euclidean distance between
fLSTM(xc

i ) and fLSTM(xc
j). Similarly, all nontrivial negative

points in Nc,i need to push out of the boundary τ, by
minimizing:
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2
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Meanwhile, we applied the squared-error loss function
to the LSTM model for Ts estimation, as follows:

LMSE x
c
i ; fLSTM(  �

1
2


xc

i
∈Nc

fLSTM x
c
i(  − y

c
i( 

2
. (7)

In the QL-LSTM, three minimization objectives were put
into the model, and they are optimized at the same time:

LQL-LSTM x
c
i ; fLSTM(  � LP x

c
i ; fLSTM(  + LN x

c
i ; fLSTM( 

+ LMSE x
c
i ; fLSTM( ,

(8)
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Figure 4: A visual representation of triplet loss.
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We incorporate stochastic gradient descent and
minibatch into the QL-LSTM to optimize the estimation
model.

xc
i is a sample of the minibatch, which is obtained by

sampling the labels of the training samples randomly, and
serves as an anchor. We represent the QL-LSTM of each
minibatch as

LQL− LSTM(X; f) �
1
N


∀c∀i

LQL− LSTM x
c
i ; f( , (9)

where N denotes the batch size. Figure 6 represented the
learning procedure of our QL-LSTM model.

2.5. Model Training and Testing. (e input of our model is
the corresponding meteorological data (Ta, W, Ap, Rs, VPD,
and Ts) from Laegern and Fluehli stations in Switzerland.
And we downloaded the data at https://fluxnet.fluxdata.org/
on FLUXNET with a total of 3,287 patterns from 2006 to
2014. Training datasets had 2465 patterns, and the rest as
testing datasets.

Comparing our QL-LSTM model with the other ad-
vanced methods (SVR, BPNN, ELM, and LSTM), mean-
while, we calculate several evaluation criteria to analyze the
model performance, including model fitting degree and the
accuracy of the estimation model, as follows:

distance metric learning
between predicted values 

and real values
squared-error loss

function

distance metric learning between sample
features (environmental factors)

Easy sample
u 
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τ
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Figure 5: (e framework of QL-LSTM.

6 Computational Intelligence and Neuroscience

https://fluxnet.fluxdata.org/


RMSE �

�������������


N
n�1 yi − yi( 

2

N
,



WI � 1 −


N
n�1 yi − yi( 

2


N
n�1 yi − y


 + yi − y


 

2,

NS � 1 −


N
n�1 yi − yi( 

2


N
n�1 yi − y( 

2 ,

MAE �


N
n�1 yi − yi




N
,

LMI � 1 −


N
n�1 yi − yi





N
n�1 yi − y



,

(10)

where N is the number of the whole data, yi denotes the
observed value, yi is the predicted value, and y is the average
of the true values.

2.6. Experiments. (e data within half an hour is obtained
from two meteorological stations in an ecological nature
reserve, located in Switzerland, namely, Legern and Fluley.
(e corresponding meteorological data (Ta,W, Ap, Rs, VPD,
and Ts) and past Ts data were input into the models.
Meanwhile, the input variables are normalized to eliminate
the dimensional influence between indicators. And the
formula is as follows:

xnorm �
x − xmin

xmax − xmin
, (11)

where the minimum value of the sample data is repre-
sented by xmin, and the maximum value is represented by
xmax. Moreover, we have conducted research on the in-
fluence of the surrounding environmental factors on the
model prediction. And we found the value of Rs in the data
of the two stations is low, which is close to the normal
distribution.

We conducted a statistical analysis of the data from
the two stations. Table 1 listed the details of variables
(minimum value (xmin), maximum value (xmax), average
value (xmean), standard deviation (zsd), skewness (zs),
and variation coefficient (zv)). We used the daily data to
verify the performance of the model with every half an
hour data. (e results showed in Table 1 that Ap had the
highest negative skewness and presents a normal dis-
tribution at 5 cm depth, which presented similar char-
acteristics in both stations. Meanwhile, zv showed the
biggest difference between the two stations. Ts at the 5 cm,
10 cm, and 15 cm depths range − 1.888–26.876°C,
− 0.181–22.193°C, and 0.16–20.826°C, respectively. In
summary, results showed that the values of zsd, zs, and zv

change very slightly.

3. Results and Discussion

For testing the superiority of our QL-LSTM model per-
formance for Ts estimation using scikit-learn, we compared
our test results with those of other advanced models (SVR,
BPNN, ELM, and LSTM).

We choose default parameters for the SVR model. For the
BPNNmodel, the square error is used as the loss function, and
the optimization is Adam. (e number of samples selected for
the model is 400, the iteration is set to 500, the learning rate is
set to 5.0e-4, and the size of the nodes is set to 128. (e elm
function was used to model the ELM model, the sigmoid
served to activate the function in the hidden layer, and we set
the same size of the nodes to BPNN. Furthermore, we set the
hyperparameters of the LSTM to be the same as that of QL-
LSTM. As can be seen from Table 2 and 3, the different values
of the hyperparameter can generate the different predictive
results. When the number of samples selected for the model is
set to 400, the iteration to 500, the numQL− LSTM to 128, and set
the learning rate to 1.0e-3, the QL-LSTM model has the best
performance.

3.1. Evaluation for the Hyperparameters in Quadruplet Loss
Function. (e quadruplet loss function has five main
hyperparameters, which are the total number of labels C,
hyperparameter μ in equations (3) and (4), and τ and m in
equations (5) and (6). When we evaluate the above
hyperparameters in the quadruplet loss function, we set the
parameters numQL− LSTM to 128, the learning rate to 1.0e-3,
the iteration time to 500, and the batch size to 400. We first
select the best C based on the Calinski Harabasz Score and
Y_Silhouette_score. Figure 7 denotes the Calinski Harabasz
Score and Y_Silhouette_score with different numbers of
labels. It is observed that both scores achieve the best result
when C is 25. (en, we gradually tune the hyperparameters,
τ and m. Figure 8 represented the results of the estimation
model with different μ, τ, and m in Laegern meteorological
station. We can see that when we set μ to be 5.0e-3, τ to be
1.0e-3, and m to be 5.0e-5, and our QL-LSTM model could
achieve the best estimation performance (RMSE� 0.789,
MAE� 0.605, NS� 0.977, WI� 0.994, and LMI� 0.865). It is
probably because the smaller hyperparameters we set, the
less hard samples would be computed. Meanwhile, when we
set the larger hyperparameters, the more redundant samples
would be computed.

3.2. (e Impact of Different Inputs on the Performance of the
Predictive Model. In this part, we analyzed the environ-
mental factors that may affect our QL-LSTM model for Ts
estimation. Considering that the interaction between dif-
ferent environmental factors would have an impact on the Ts
estimation, we combine the meteorological variables ac-
cordingly and input them into the submodels we set as
follows:

Computational Intelligence and Neuroscience 7
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Figure 6: (e learning procedure of QL-LSTM.

Table 1: Statistical results of the applied data for Laegern and Fluehli stations.

Station Variable xmin xmax xmean zs d zs zv

Laegern

Ta (°C) − 14.509 23.646 7.857 7.084 − 0.118 0.901
Rs (W/m2) 175.545 379.458 305.081 35.164 − 0.418 0.115
VPD (hpa) 0.54 15.937 3.271 2.334 1.424 0.713
W (m/s) 0.668 8.025 2.237 1.005 1.411 0.449
Ap (kpa) 89.876 95.163 93.237 0.714 -0.630 0.007

Ts − 5 cm (°C) − 1.888 26.876 10.104 6.061 0.103 0.599
Ts − 10 cm (°C) − 0.181 22.193 9.726 5.435 − 0.031 0.558
Ts − 15 cm (°C) 0.16 19.394 9.010 5.025 − 0.068 0.557

Fluehli

Ta (°C) − 14.448 22.877 7.708 6.906 − 0.100 0.895
Rs (W/m2) 194.734 377.444 306.015 32.805 − 0.327 0.107
VPD (hpa) 0.416 9.662 2.129 1.543 1.410 0.724
W (m/s) 0.342 4.636 1.476 0.619 0.894 0.419
Ap (kpa) 82.308 87.164 85.493 0.711 − 0.843 0.008

Ts − 5 cm (°C) − 0.35 21.822 8.729 6.338 0.075 0.726
Ts − 10 cm (°C) − 0.044 21.727 8.836 6.242 0.071 0.706
Ts − 15 cm (°C) 0.432 20.826 8.813 6.023 0.062 0.683
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(i) Input I1: Ta (d − 1)
(ii) Input I2: Ta (d − 1) +Rs(d − 1)
(iii) Input I3: Ta (d − 1) +Rs(d − 1) +VPD(d − 1)
(iv) Input I4: Ta (d − 1) +Rs(d − 1) +VPD(d − 1)

+W(d − 1)
(v) Input I5: Ta (d − 1) +Rs(d − 1) +VPD(d − 1)

+W(d − 1) +Ap(d − 1)

(vi) Output: Ts (d)

(en, we consider that the past Ts will continue to have
an impact on the future Ts estimation, so we have carried
out lag processing for the past Ts on different days, as
follows:

(i) Input I6: Ts (d − 1)
(ii) Input I7: Ts (d − 1) +Ts (d − 2)

Table 2: Predictive performance with different numQL− LSTM and learning rates at Laegern station.

Learning rate numQL− LSTM RMSE MAE NS WI LMI

1.0e-5

16 4.735 4.059 0.1799 0.325 0.093
32 2.970 2.508 0.677 0.845 0.439
64 1.346 1.061 0.933 0.980 0.763
128 1.365 1.073 0.931 0.982 0.760
256 1.341 1.049 0.934 0.983 0.765
16 1.230 0.962 0.944 0.986 0.785

1.0e-4

32 1.175 0.915 0.949 0.987 0.795
64 1.167 0.903 0.950 0.987 0.798
128 1.159 0.884 0.950 0.987 0.802
256 1.148 0.871 0.951 0.987 0.805
16 1.129 0.855 0.953 0.988 0.808

5.0e-4

32 1.076 0.809 0.957 0.989 0.819
64 1.001 0.757 0.963 0.990 0.830
128 0.817 0.629 0.975 0.993 0.859
256 0.852 0.657 0.973 0.993 0.853
16 1.069 0.802 0.958 0.989 0.820

1.0e-3

32 0.950 0.716 0.966 0.991 0.839
64 0.880 0.676 0.971 0.992 0.848
128 0.817 0.625 0.975 0.993 0.860
256 0.825 0.634 0.975 0.993 0.858
16 0.871 0.675 0.972 0.993 0.849

5.0e-3

32 0.858 0.661 0.973 0.993 0.852
64 0.868 0.661 0.972 0.993 0.852
128 0.852 0.648 0.973 0.993 0.855
256 0.854 0.649 0.973 0.993 0.855

Table 3: Predictive performance with different numbers of batch size and iterations at Laegern station.

Batch Iteration RMSE MAE NS WI LMI

100

100 0.860 0.666 0.972 0.993 0.851
200 0.873 0.676 0.972 0.993 0.848
500 0.880 0.667 0.971 0.992 0.850
800 1.073 0.825 0.957 0.989 0.815
100 0.849 0.654 0.973 0.993 0.853

200

200 0.817 0.625 0.975 0.993 0.860
500 0.843 0.642 0.973 0.993 0.856
800 0.916 0.692 0.969 0.992 0.845
100 0.973 0.739 0.965 0.991 0.834

300

200 0.831 0.644 0.974 0.993 0.856
500 0.817 0.626 0.975 0.993 0.860
800 0.869 0.664 0.972 0.993 0.851
100 1.038 0.784 0.960 0.990 0.824

400

200 0.851 0.654 0.973 0.993 0.853
500 0.809 0.622 0.976 0.993 0.860
800 0.817 0.628 0.975 0.993 0.859
100 1.076 0.812 0.957 0.989 0.818

500
200 0.868 0.666 0.972 0.993 0.851
500 0.809 0.623 0.976 0.993 0.860
800 0.811 0.626 0.975 0.993 0.860

Computational Intelligence and Neuroscience 9
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Figure 7: (e Calinski Harabasz Score and Y_Silhouette_score with different numbers of labels.

500450 475
0.6

0.602
0.604
0.606
0.608

0.61
0.612
0.614
0.616

125 250 375 5001

iteration times

0.6

0.8

1

1.2

1.4

1.6

1.8

2

M
A

E

m=1.0e-5, τ=1.0e-3, μ=0
m=5.0e-5, τ=1.0e-3, μ=5.0e-2
m=5.0e-5, τ=1.0e-3, μ=5.0e-4
m=1.0e-5, τ=1.0e-3, μ=5.0e-3

m=5.0e-5, τ=1.0e-3, μ=5.0e-3
m=1.0e-4, τ=1.0e-3, μ=5.0e-3
m=5.0e-5, τ=5.0e-3, μ=5.0e-3
m=5.0e-5, τ=5.0e-4, μ=5.0e-3

Figure 8: (e estimation results with different μ, τ, and m at Laegern meteorological station.

10 Computational Intelligence and Neuroscience



(iii) Input I8: Ts (d − 1) +Ts (d − 2) +Ts (d − 3)
(iv) Input I9: Ts (d − 1) +Ts (d − 2) +Ts (d − 3) +Ts (d − 4)
(v) Input I10: Ts (d − 1) +Ts (d − 2) +Ts (d − 3) +Ts

(d − 4) +Ts (d − 5)
(vi) Output: Ts (d)

We input what we specified above into QL-LSTM to
predict the Ts (d) at the 5 cm depth of the Laegern station.
For our model, we first selected the hyperparameters μ as
5.0e-3, τ as 1.0e-3, m as 5.0e-5, C as 25, numQL− LSTM as 128,
learning rate as 1.0e-3, iteration time as 500, and batch size as
400, and the results are presented in Table 4. Obviously, the
methods of QL-LSTM(I3) and QL-LSTM(I8) are better than
the others, respectively. Meanwhile, we could conclude that
W (d − 1), Ap (d − 1), Ts (d − 4), and Ts (d − 5) all have an
influence on the performance of the predictive model. In
addition, by comparing the estimation results between
meteorological variables input and past Ts input, we found
that our model with past Ts could achieve greater accuracy in
modeling than the one with meteorological variables. (e
reason may be that the predictive model with past Ts input
has stronger memory for Ts variables. (e estimation of the
future Ts should make the best use of its continuity; in this
way, we can make a reliable Ts estimation, which not only
continues its historical tendency but also conforms to its
actual performance. Hence, we construct the predictive
model (QL-LSTM(I11)) by combining the environmental
factors (Ta (d − 1), Rs(d − 1), VPD(d − 1)) with past Ts (Ts
(d − 1), Ts (d − 2), Ts (d − 3)), which is also considered in
estimating the Ts (d) at the 5 cm depth of the Laegern station.
Experiment results prove that it could achieve the best es-
timation performance (RMSE� 0.789, LMI� 0.865,
WI� 0.994, NS� 0.977, and MAE� 0.605). Hence, the final
input for the predictive models is the environmental factors
(Ta(d − 1), Rs(d − 1), VPD(d − 1)) and the past Ts (Ts (d − 1),
Ts (d − 2), Ts (d − 3)).

(e three methods (QL-LSTM(I3), QL-LSTM(I8), and
QL-LSTM(I11)) are used to test the data of the Laegern
station. Figure 9 shows the linear relationship between the
predicted value and the observed value. (e QL-LSTM(I11)
model gets the best predictive performance with
y� 0.9899x+ 0.3022 and the higher R2 (0.9792) compared
with the others. In the frequency diagram (Figure 10) of the
models (QL-LSTM(I3), QL-LSTM(I8), and QL-LSTM(I11)),
the QL-LSTM(I11) also has a higher frequency (91%)
compared to the others.(erefore, we can draw a conclusion

that the predictive model (a combination of the environ-
mental factors and the past Ts) normally outperformed the
other two (by either past measurements of Ts or other
meteorological information) in the Ts estimation.

3.3. Comparison with DifferentModels. In this part, our QL-
LSTM model was compared with several advanced models,
including SVR, BPNN, ELM, and LSTM. (e data of Ta, Rs,
and VPD on day “d − 1”, and Ts data on different days were
acted as input data to different predictive models, and the
output was the predicted value of Ts on days “d”, “d + 5”, and
“d + 15”. Time steps were in days.

(e testing results of five different models at 5, 10, and
15 cm depth on the 1st, 5th, and 15th days of the Laegern
station were shown in Table 5. And we can see that our QL-
LSTM model performs better than the existing advanced
models at the 5 cm depth on the 1st day. Specifically, the
value of RMSE is 0.789, which is reduced relative to 13%
(LSTM), 22% (ELM), 28% (BPNN), and 22% (SVR), re-
spectively. (e MAE values amount to 0.605 (QL-LSTM),
and the others are 0.813 (SVR), 0.872 (BPNN), 0.824 (ELM),
and 0.821 (LSTM). Meanwhile, the QL-LSTM model
achieved a higher value of NS, WI, and LMI. Hence, it is
obvious that our model had the best performance in this
case. For the results of 5 cm depth on the 15th day, the LSTM
achieved a higher WI (0.892) than estimation from other
models on the 15th day, but it is similar to the WI (0.891) of
our model. For 10 and 15 cm depth results on the 1st, 5th,
and 15th days, the performance of our QL-LSTM model
remains stable, although our QL-LSTMmodel has the lower
values of WI (0.952 and 0.933) than the values of WI (0.954
and 0.934) on the LSTM model in individual cases. It can be
found that the predictive performance will get better as the
soil depth decreases (from 5 cm to 15 cm), but it will decrease
as time goes on (from 1st to 15th days).(e systematic errors
caused this phenomenon for long-term estimation [39].

(e same strategy was applied in the Fluehli station to
further verify the performance of the models, with the results
shown in Table 6. And our QL-LSTMmodel performs better
compared with others. However, for 5 cm depth on the 15th
day and 15 cm depth on the 5th day, the BPNN model
performs better with the results of RMSE� 2.081,
LMI� 0.584, WI� 0.937, NS� 0.769, and MAE� 2.099, and
RMSE� 1.832, LMI� 0.726, WI� 0.973, NS� 0.897, and
MAE� 1.352 and LMI� 0.726. Our method does not

Table 4: Predictive performance of QL-LSTM at 5 cm depth for the Laegern station.

Method RMSE MAE NS WI LMI
QL-LSTM(I1) 1.469 1.143 0.921 0.980 0.744
QL-LSTM(I2) 1.444 1.113 0.923 0.981 0.751
QL-LSTM(I3) 1.221 0.937 0.945 0.986 0.790
QL-LSTM(I4) 1.396 1.078 0.928 0.982 0.759
QL-LSTM(I5) 1.454 1.143 0.922 0.980 0.744
QL-LSTM(I6) 1.143 0.866 0.952 0.987 0.806
QL-LSTM(I7) 1.095 0.823 0.956 0.988 0.815
QL-LSTM(I8) 1.077 0.815 0.957 0.989 0.817
QL-LSTM(I9) 1.096 0.834 0.956 0.988 0.813
QL-LSTM(I10) 1.115 0.842 0.954 0.988 0.811
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Figure 9: (e scatterplots of the predictive model testing results (the values of estimated and observed) for the Laegern station.
(a) QL-LSTM(I11), (b) QL-LSTM(I8) model, and (c) QL-LSTM(I3) model.
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Figure 10: (e frequency plot of the predictive models (absolute estimation error) for the Laegern station. (a) QL-LSTM(I11),
(b) QL-LSTM(I8) model, and (c) QL-LSTM(I3) model.

Table 5: (e predictive performance with different models at the Laegern station.

Depth (cm) Day Method RMSE MAE NS WI LMI

5

d

SVR 1.007 0.813 − 1315.5 0.412 − 882.6
BPNN 1.101 0.872 0.930 0.982 0.838
ELM 1.016 0.824 0.925 0.983 0.849
LSTM 0.910 0.821 0.926 0.983 0.850

QL-LSTM 0.789 0.605 0.977 0.994 0.865

d + 5

SVR 2.665 2.133 -1205.3 0.419 -845.1
BPNN 2.812 2.230 0.700 0.919 0.535
ELM 2.832 2.261 0.693 0.916 0.528
LSTM 2.643 2.113 0.730 0.926 0.560

QL-LSTM 2.436 1.908 0.782 0.937 0.573

d+ 15

SVR 3.322 2.680 − 1215.2 0.422 − 846.9
BPNN 3.271 2.657 0.601 0.886 0.438
ELM 3.403 2.723 0.572 0.881 0.424
LSTM 3.278 2.652 0.601 0.892 0.439

QL-LSTM 3.078 2.428 0.651 0.891 0.455
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Table 5: Continued.

Depth (cm) Day Method RMSE MAE NS WI LMI

10

d

SVR 1.011 0.850 − 1291.5 0.414 − 870.2
BPNN 0.986 0.831 0.923 0.983 0.837
ELM 1.090 0.862 0.916 0.981 0.830
LSTM 0.980 0.824 0.923 0.983 0.839

QL-LSTM 0.761 0.605 0.975 0.993 0.854

d + 5

SVR 2.173 1.752 − 1211.9 0.417 − 842.1
BPNN 2.188 1.751 0.774 0.935 0.608
ELM 2.291 1.833 0.762 0.938 0.596
LSTM 2.181 1.745 0.781 0.954 0.615

QL-LSTM 1.973 1.545 0.833 0.952 0.628

d+ 15

SVR 2.794 2.220 − 1244.5 0.431 − 850.8
BPNN 2.831 2.263 0.652 0.909 0.493
ELM 2.920 2.300 0.632 0.899 0.484
LSTM 2.763 2.131 0.667 0.907 0.509

QL-LSTM 2.538 1.975 0.724 0.917 0.524

15

d

SVR 0.531 0.450 − 1304.5 0.424 − 873.5
BPNN 0.525 0.442 0.942 0.987 0.921
ELM 0.637 0.488 0.940 0.987 0.913
LSTM 0.512 0.436 0.944 0.988 0.927

QL-LSTM 0.312 0.239 0.995 0.998 0.938

d + 5

SVR 1.761 1.400 − 1262.3 0.426 − 857.9
BPNN 1.773 1.441 0.826 0.957 0.667
ELM 1.921 1.532 0.800 0.950 0.643
LSTM 1.742 1.408 0.831 0.958 0.675

QL-LSTM 1.533 1.203 0.882 0.968 0.687

d+ 15

SVR 2.396 1.937 − 1266.3 0.431 − 857.4
BPNN 2.406 1.926 0.707 0.933 0.537
ELM 2.508 2.008 0.674 0.925 0.518
LSTM 2.401 1.918 0.707 0.934 0.539

QL-LSTM 2.189 1.719 0.760 0.933 0.553

Table 6: (e predictive performance with different models at the Fluehli station.

Depth (cm) Day Method RMSE MAE NS WI LMI

5

d

SVR 0.691 0.549 − 1311.5 0.429 − 868.5
BPNN 0.718 0.550 0.942 0.918 0.916
ELM 0.693 0.538 0.942 0.988 0.918
LSTM 0.723 0.549 0.941 0.987 0.916

QL-LSTM 0.492 0.352 0.992 0.998 0.930

d + 5

SVR 2.316 1.745 − 1266.6 0.431 − 851.7
BPNN 2.297 1.716 0.820 0.955 0.687
ELM 2.463 1.880 0.799 0.949 0.654
LSTM 2.291 1.718 0.821 0.956 0.686

QL-LSTM 2.084 1.526 0.872 0.966 0.698

d + 15

SVR 3.023 2.316 − 1257.5 0.433 − 847.4
BPNN 2.801 2.099 0.769 0.937 0.584
ELM 3.143 2.400 0.694 0.918 0.534
LSTM 2.971 2.353 0.723 0.922 0.557

QL-LSTM 2.815 2.165 0.766 0.933 0.570
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perform well in some cases probably because the weights of
the LSTM model are randomly selected to generate the
nonoptimal solution. Meanwhile, our novel loss function
(quadruplet loss) is applied based on the LSTM model; it
only improved estimation performance to a certain extent
against the LSTM model. All in all, the results of our testing
on the data of different regions show that the performance of
our QL-LSTM model is usually better for Ts prediction with
different depths and days.

4. Conclusions

Soil temperature (Ts) is a main physical variable of the land
surface, which has an impact on many aspects, such as the
growth and yield of crops. (erefore, how to predict Ts
accurately is very important. (is paper proposed the QL-
LSTM model and compared it with the state-of-the-art
predictive models to use the meteorological data and past Ts
of the Laegern and Fluehli stations (Switzerland) for daily Ts
estimation at 5, 10, and 15 cm depth on the 1st, 5th, and 15th
days. (e experiment results showed that the QL-LSTM
model performed better than the existing advanced models
for Ts estimation in multifarious cases.

In addition, to enrich processing information in loss
function and further improve estimation performance, we
attempt to design the novel quadruplet loss function that
combines the traditional squared-error loss function with

distance metric learning between the sample features.
Similar samples can be zoomed and the dissimilar samples
can be pushed.

(e distancemetric learning between the sample features
is combined with the squared-error loss function, which
could improve the estimation performance to a certain
extent. However, the many hyperparameters in our method
may cause sensitivity issues in estimation, which may lead to
poor generalization ability of other estimations. In the fu-
ture, the parametric adaptive method will be explored for a
new loss function in the follow-up study.
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Table 6: Continued.

Depth (cm) Day Method RMSE MAE NS WI LMI

10

d

SVR 0.628 0.518 − 1310.1 0.428 − 870.4
BPNN 0.635 0.508 0.944 0.988 0.926
ELM 0.621 0.510 0.944 0.988 0.926
LSTM 0.610 0.500 0.944 0.988 0.928

QL-LSTM 0.381 0.286 0.995 0.998 0.941

d + 5

SVR 2.043 1.529 − 1274.5 0.430 − 856.9
BPNN 2.021 1.510 0.846 0.963 0.721
ELM 2.153 1.600 0.830 0.958 0.697
LSTM 1.777 1.506 0.901 0.973 0.732

QL-LSTM 1.794 1.307 0.899 0.973 0.732

d + 15

SVR 2.813 2.143 − 1271.7 0.432 − 854.43
BPNN 2.792 2.112 0.738 0.933 0.594
ELM 2.926 2.300 0.717 0.926 0.558
LSTM 2.802 2.108 0.736 0.932 0.597

QL-LSTM 2.601 1.906 0.789 0.948 0.612

15

d

SVR 0.631 0.506 − 1291.9 0.430 − 862.9
BPNN 0.642 0.500 0.943 0.988 0.926
ELM 0.407 0.468 0.944 0.988 0.930
LSTM 0.618 0.465 0.944 0.988 0.931

QL-LSTM 0.409 0.290 0.994 0.998 0.941

d + 5

SVR 2.028 1.551 − 1269.3 0.429 − 853.7
BPNN 1.832 1.352 0.897 0.973 0.726
ELM 2.173 1.638 0.830 0.958 0.691
LSTM 2.042 1.555 0.846 0.962 0.715

QL-LSTM 1.835 1.354 0.896 0.972 0.725

d + 15

SVR 2.771 2.156 − 1257.7 0.433 − 848.4
BPNN 2.762 2.134 0.748 0.935 0.595
ELM 2.802 2.200 0.741 0.931 0.579
LSTM 2.795 2.112 0.742 0.933 0.597

QL-LSTM 2.552 1.931 0.805 0.949 0.608
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Aiming at the detection of athletes in sports videos, an automatic detectionmethod based on AMNN is proposed.+e background
image from the image sequence is obtained, the moving area is extracted, and the color information of pixels to extract the green
stadium from the background image is used. In order to improve the accuracy of athletes’ detection, the texture similarity
measurement method is used to eliminate the shadow in the movement area, the morphological method is used to eliminate the
cracks in the area, and the noise outside the stadium is removed according to the stadium information. Combined with the images
of nonathletes, a training set is constructed to train the NN classifier. For the input image frames, image pyramids of different
scales are constructed by subsampling and the positions of several candidate athletes are detected by NN.+e center of gravity of
candidate athletes is calculated, a representative candidate athlete is obtained, and then, the final athlete position through a local
search process is determined. Experiments show that the system can accurately detect the motion shape of moving targets, can
process images in real time, and has good real-time performance.

1. Introduction

Detecting and tracking athletes in sports videos can provide
important information for high-level sports video pro-
cessing, such as motion analysis, event detection, and 3D
reconstruction [1, 2]. Attaching various sensors to athletes
and then acquiring data through sensors are the traditional
method of detecting and tracking athletes. +ese methods,
on the other hand, place additional constraints on athletes
and have a negative impact on their normal performance [3].
As a contactless method, the video-based athlete detection
and tracking method developed in recent years have been
widely studied and applied [4].

It is of great significance to detect and track athletes in
sports videos, which is conducive to various higher-level
processing of videos, such as adding automatic explanation
function to videos, quick retrieval of important events in
videos, and tactical analysis of videos [5, 6]. Moving target
detection and tracking mainly involve the knowledge of
image processing, pattern recognition, computer vision,

artificial intelligence, and other disciplines, in many fields.
For example, human-computer interaction, video surveil-
lance, traffic management, and content-based video retrieval
have wide application prospects and potential economic
value [7]. +erefore, researchers have been inspired to do a
lot of research on it, and many different methods have been
put forward. Another important direction in sports video
analysis is the detection of exciting events. Segmentation and
tracking of sports videos can assist the detection of exciting
events, as well as semantic and strategic analysis. We can
judge the detection of some specific events through target
detection and tracking analysis. In this paper, the neural
network (NN) technology [8, 9] with associative memory
(AM) function is studied. And, a sports video athlete de-
tection model has been put forward based on associative
memory neural network (AMNN).

Digital video technology has been developed
and popularized in tandem with scientific and technological
advancements. It is now possible to obtain various types of
videos through various channels, thanks to increased
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network transmission bandwidth and lower costs of various
hardware devices [10]. Computers can now execute various
complex algorithms, thanks to increasing storage capacity
and computing power [11]. +ese technological and
equipment advancements lay the groundwork for future
image processing and video analysis systems research and
development. +e focus of these people’s attention to sports
video also focuses on sports targets, balls, or players.
Detecting athletes’ areas in sports videos is the premise of
tracking athletes [12]. +e application based on AMNN can
extract athletes’ trajectory and other information from the
game video, which can help coaches analyze players’ be-
haviors and study opponents’ strategies and weaknesses.
Based on the analysis of the current main moving target
detection and tracking algorithms, this paper focuses on the
methods of detecting and tracking athletes in sports videos
and improves the traditional moving target detection and
tracking algorithms. Aiming at the characteristic that
AMNN is easy to fall into local minimum, particle swarm
optimization is introduced to optimize the network weights,
and a network with high convergence performance is ob-
tained. A prototype system is developed to verify the ef-
fectiveness of the algorithm.

2. Related Work

+e athlete detection algorithm based on middle-level fea-
ture blocks and the athlete segmentation algorithm based on
superpixel classification are realized in the literature [13, 14]
based on a detailed analysis and summary of the charac-
teristics of sports videos and related rules. +e literature [15]
proposed a method for detecting the stadium area by
obtaining the stadium’s adaptive color. A method to auto-
matically extract the venue color in sports videos was
proposed in the literature [16, 17]. It uses a Gaussianmixture
model to calculate the parameters with an algorithm, which
is different from previous studies, and the experiment is
similar to the previous one. +e Kalman filter models each
pixel and tracks its change in the literature [18, 19]. +is
method can handle scene lighting changes, but it becomes
invalid when new objects are added to the scene or the
original objects are removed. For the detection of multiscale
athletes in sports videos, literature [20] proposes an auto-
matic detection method based on CNN. +e literature [21]
describes the function realization and concept of AM in
detail, as well as the drawbacks of having to use a binary
input signal in practice. By combining the advantages of
strong nonlinear processing of BP networks with the ad-
vantages of fitting the network structure reasonably, the
network structure can be widely used in practice. +e dy-
namic method based on prediction is used to model the
dynamic scene in literature [22, 23]. +is method can deal
better with light changes and subtle movements in the scene,
such as water waves and branches swinging, but it requires a
large number of images without moving objects to train the
model. A key pose extraction system for weightlifting video
was designed by literature [24]. A display module and a key
frame extraction module are included in the system.+e key
frame extraction module includes feature extraction and key

frame extraction of weightlifting video frames, while the
display module includes video playback and key frame
display. Literature [25] uses the Gaussian mixture model to
model every pixel in the scene and updates the model in real
time by the online approximation method, which can re-
liably deal with the situation of illumination change and
disturbance of chaotic motion in the scene. At present, the
commonly used tracking methods include model-based
tracking, region-based tracking, and feature-based tracking.
Literature [26] studied discrete Hopfield NN and discussed
the structure and the theory of convergence stability in
detail. +e continuous adaptive mean shift algorithm pro-
posed in literature [27] uses the color features of objects to
track irregularly moving nonrigid objects in video frame
sequence quickly and robustly. Literature [28] uses the
combination of adaptive Gaussian mixture model and
CamShift algorithm to detect and track players in bad-
minton video. In this paper, a method of moving object
detection in sports video based on the AMNN model is
proposed. +e experiment shows that the system can ac-
curately detect the motion shape of moving targets, process
images in real time, and has good real-time performance.

3. Methodology

3.1. AMNN. Artificial neural network (ANN) is an infor-
mation processing system that simulates the structure and
function of a simplified biological NN and abstractly utilizes
some basic characteristic theories. +is network receives
external information through vision [29], smell, and taste,
processes it in the brain, and then outputs signals through
the executive organs, thereby forming a system with the
characteristics of a closed-loop control system.

Humans can study ANN in the same way they can study
the various functions of the human brain. Distributed
storage and fault tolerance, large-scale parallel processing
capabilities, self-learning, self-organization and adaptability,
and the ability to handle complex systems are all features of
ANN [30]. AM is a key component of NN theory, as well as a
key function of NN in intelligent control, pattern recogni-
tion, and artificial intelligence. It primarily makes use of
NN’s high fault tolerance, which allows it to reconstruct
incomplete, defaced, and distorted input samples into a
complete prototype suitable for identification, classification,
and other purposes.

+e Hopfield network, also referred to as the AM net-
work, is a type of computer network. Hopfield network is a
typical single-layer feedback NN, with rich dynamic be-
havior, simple structure, and higher computing power when
compared to other networks. A discrete-time system is a
discrete Hopfield neural network (DHNN). A weighted
undirected graph can be used to show it. Every node has a
threshold, and each side of the graph has a weight. +e
graph’s order corresponds to the network’s order. As a
standard network for classification tasks, NN will typically
add a fully connected layer and a classifier to the final layer.
During the training process, a dropout operation is added to
the fully connected layer to prevent overfitting, and the
output value of the node is randomly set to 0 to prevent
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overfitting. Although this slows down training, it effectively
prevents overtraining. +e basic structure of the Hopfield
network is shown in Figure 1.

+e network weakens the false state by adding an additional
attractor to improve the fault tolerance of the network. Because
one of the fundamental problems of Hopfield is that in addition
to the existence of attractors with memory samples, there are
also “redundant” stable states, that is, the existence of pseudo-
states. +e existence of pseudo-states affects Hopfield’s fault
tolerance. If the pseudo-states can be reduced or even elimi-
nated, the attraction domain of the state can improve the fault
tolerance of Hopfield and increase the memory capacity. Be-
cause the neurons in the Hopfield network are connected to
each other, this fully interconnected way makes the output of
each neuron in the network feedback to the input of other
neurons at the same level, so the network has no other external
input. Under these circumstances, it can also enter a stable state.

+e learning process of DHNN, like that of other NNs, is
the formation of a network connection weight matrix.
Hopfield is a constantly changing system. Once the net-
work’s connection weight matrix is learned and formed, as
long as a specific pattern sample is input, the network will
continue to evolve until the system reaches the state space’s
steady state.+is steady state is the network’s output state, or
the input vector’s associative memory output. After the
network has been trained, it can be run with an initial input
X to determine the network’s initial output state. +is state is
fed back to the input terminal and used as the input signal
for the network processing stage’s next iteration. Because the
network takes a certain amount of time to transmit and
process information, the two input signals may differ before
and after the new input gives birth to the next output. +e
network’s operation process, or the repeated feedback
process, is an example of such a cycle. If the network is
stable, the change in the output state of the network will
decrease as the network runs with multiple feedbacks until it
no longer changes and reaches a steady state.

3.2.DetectionandTrackingofMovingObjects inSportsVideos.
+e so-called moving target tracking is to detect each in-
dependently moving target or region of interest to users in
each frame of images and locate these targets or regions in
subsequent frames. In practical application, tracking the
moving target is very important. By tracking the moving
target, we can get its motion parameters, such as position,
velocity, and acceleration, which not only helps to calculate
the motion trajectory of the moving target but also provides
a reliable data source for the motion analysis and scene
analysis of the target in the scene. Sports videos have dif-
ferent characteristics of different lens types, which can
provide prior knowledge for video content analysis. +e
video is divided into shot sequences by shot boundary de-
tection, and the types of shots are detected; that is, the shots
are divided into short shots, medium shots, and long shots.
+is series of processing before athlete detection and seg-
mentation is called video preprocessing. +e athlete de-
tection process is shown in Figure 2.

+ere are three commonly used algorithms in motion
detection research: interframe difference, background sub-
traction, and optical flow.+e difference between the current
frame and the previous frame image is calculated using the
interframe difference method, which is suitable for a dy-
namically changing environment. However, it only extracts
the part of the logo that moves in relation to the background;
it is not a fully moving object. +e optical flow method is
used to detect the application logo’s changing optical flow
characteristics over time. Its advantage is that it can detect
moving objects independently without prior knowledge of
the scene, and it can be used while the camera is moving.+e
disadvantage is that the calculation is time-consuming and
difficult. Real-time detection is difficult to achieve without
the necessary hardware support. Background subtraction is
the most common technique for separating moving objects
from a scene, particularly when the scene is relatively stable.
+e background subtraction method’s main idea is to
compare the current image to the background image by
using a reference image that represents the background. If
there are differences in pixel features, pixel area features, or
other features in the same position, these are motion areas,
which may correspond to actual moving targets.

Before detecting and identifying the image, it is
necessary to preprocess the image, try to eliminate the
noise, improve the image quality, protect the trade in-
formation, reduce the calculation amount of subsequent
processing, and improve the accuracy of processing. +ere
are strong rules in shooting and editing techniques in
sports videos, and the characteristics of different shots and
the differences between different shots are obvious. In the
telephoto lens, the competition field occupies the largest
proportion, and the athletes are also concentrated on the
competition field, so the competition field area is detected
first, and after the athletes are detected, more accurate
athletes can be obtained by using the uniform color of the
sports field and removing the color of the sports field. In
the middle shot, the field color still occupies a certain
proportion in the image, and if the telephoto scene has
been processed, the stored ground color is used to remove
the nonathlete area of the image of the middle shot that
belongs to the competition field part.

In order to achieve an accurate positioning effect, a local
search process is performed on the area around the center of
each candidate athlete in the image scale space. In the image
scale space, a small search space focused on the position of the
candidate athlete is defined, which corresponds to a small
pyramid focused on the center of the candidate athlete. +e
pyramid covers a scale from 0.8 to 1.5 times the size of the
candidate athlete. For each scale, the candidate athlete is
marked with a 16×16 pixel grid around the center of the
candidate athlete. Mutual information can measure the
similarity between two things. If two things are more similar,
the mutual information between them will be smaller; oth-
erwise, it will be larger. For shots, the frame images inside a
shot are very similar, but the frame images between different
shots are quite different. +erefore, mutual information is
considered to measure the similarity between two frames.
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3.3. Construction of the Detection Model Based on AMNN.
+e model-based tracking method models the shape char-
acteristics of the target object and then tracks the model in
the image sequence.+e extraction of moving targets, that is,
on the basis of existing images, extracts the required fore-
ground targets through image segmentation.

Because an object is sometimes not a whole after image
segmentation, it will be divided into several parts, or an
object will be divided into several close independent areas.
+is paper makes a copy of the segmented image, expands
it, and then assigns a number to it. If the areas after the
expansion are connected to form a whole, they are

identified as a whole, and the whole is marked as a region
to be detected on the original image. +e tracking ac-
curacy of a model-based tracking method is dependent on
the accuracy of the target object’s geometric model. +e
main state transformations for a rigid moving target
during movement are translation, rotation, and so on.
When tracking a moving target, this method can produce
better results.

Suppose a group composed of M particles flies at a
certain speed in the n-dimensional search space, and the
state attributes of particle i in the t-th iteration are set as
follows:

Video image

Motion foreground detection

Subsequent processing at the pixel level
(remove noise, detect and remove shadows)

Regional growth, connectivity analysis

Subsequent processing at the regional level
(delete small regions, classify regions)

Extract athlete area

Background model

Site inspection

Initialize, update

Background image

Foreground map

Foreground image with shadows and
noise removed

Foreground area

Site

Figure 2: Athlete detection process.
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Figure 1: Basic structure of the Hopfield network.
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search space, respectively.
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where vmin ,n and vmax ,n are the minimum and maxi-
mum speeds, respectively.
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Here, 1≤ i≤M. With the above definition, the iterative
formula of the algorithm can be described as follows:
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Here, r1, r2 is a random number between (0, 1). c1, c2 is
the acceleration factor. w is called the inertia weight,
which determines how much the particle inherits to the
current velocity. Appropriate value helps to balance
search ability and development ability, and usually, a
linear decrease method from 0.9 to 0.4 is used. +e
linear decreasing formula is

w � wstart −
wstart − wend

tmax
× t, (6)

wheretmax is the maximum number of iterations; t is the
current iteration number; wstart is the initial inertia
weight; and wend is the termination inertia weight.

Because the selection of threshold can’t make all video
frames have a better segmentation effect, when this paper
intercepts the region of interest, more background infor-
mation will be mistakenly regarded as foreground infor-
mation. Mapping the detected pixel points of candidate
athletes into the input image, the candidate athletes are
grouped according to their distance in the image and scale
space. Each group of candidate athletes is fused into a
representative candidate athlete, whose center and size are
the average of the center and size of each candidate athlete in
this group. After the grouping algorithm is applied, a rep-
resentative set of candidate athletes is obtained, which is
used as the basis for accurately locating athletes and elim-
inating false positives in the next stage of the algorithm.

Occlusion between athletes and other objects is common
in sports videos. In some videos, for example, athletes are

blocked by the net, and there are various types of motion
disturbances, as well as shadows. Because of the complexity
of sports video, the detected motion foreground map fre-
quently contains a lot of noise or has gaps in the motion area.
To extract the athlete area more precisely in subsequent
processing, the foreground image must be processed at the
pixel level, removing noise, filling gaps, and eliminating
shadows. Pixels are divided into boundary points and
nonboundary points, with boundary points being classified
as brighter or darker depending on the brightness of their
surroundings. +e gray level corresponding to the highest
peak in the two histograms is used as the threshold, and the
gray level corresponding to the highest peak in the two
histograms is used as the histogram. +is method is re-
cursively applied to image system points whose gray levels
are higher or lower than this threshold until a predetermined
threshold number is obtained. In the iterative process, the
centroid (xc, yc) of window w is as follows:

xc �
x∈wy∈wxP(x, y)

x∈wy∈wP(x, y)
,

yc �
x∈wy∈wyP(x, y)

x∈wy∈wP(x, y)
.

(7)

Resize the window to

s � 2 ×

���������������
x∈wy∈wP(x, y)

256



. (8)

If only a fixed global threshold is used to segment the
entire image when there are some situations in the image,
such as shadows, uneven illumination, different contrasts in
different places, sudden noise, and changes in background
gray level, the segmentation effect will be affected because
the situations in different parts of the image cannot be taken
into account. To segment each part of the image separately,
one option is to use a set of thresholds related to pixel
positions. Athlete detection results based on middle-level
feature blocks can provide polygonal areas of athletes in
addition to rectangular box representation. To obtain more
accurate segmentation results, the relationship between
polygon domain representation and athlete contour is
combined, using superpixels as the basic unit, marking the
classification of superpixels according to the overlapping
ratio of superpixels and polygon regions, and using the
marking information and rectangular frames as interactive
information.

4. Results Analysis and Discussion

In sports videos, athletes’ movements are irregular, and their
postures will change in various ways. +e colors of athletes
and scenes may be similar, and there is often mutual oc-
clusion between athletes. In this paper, the obtained video is
converted into a frame-by-frame video stream image as the
system input. +e system detects the input image, and if it is
the first frame image, the image as the background is pre-
processed and initialized the background model. +en, it is
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judged whether the input image is the second frame image,
and if it is the second frame image, the image is pre-
processed. +e experimental results are shown in Figure 3.

Expansion is the process of merging the reasonable area
in contact with the edge of an object into the object and
expanding the boundary outward. If the number of ex-
pansions is too small, the lines forming the capture area are
too thin to cover all possible ranges of soldiers, resulting in
missing capture. If the expansion times are too large and the
lines forming the capture area are too thick, the range of the
capture area will be too large, which will increase the number
of pixels searching for nonzero gray values and slow down
the running speed of the algorithm. In further experiments,
the detection speed of moving targets by different methods is
compared, and the results shown in Figure 4 are obtained.

Noise and light sources often affect the sample points
around the players, reducing their reliability.+e farther away
from the center of the athlete’s area, the lower the pixel’s
reliability, and the greater the chance that the pixel is covered
by other objects or belongs to the background. As a result,
when calculating the histogram of the athlete area, it is
reasonable to give different weights to pixels at different
positions in the athlete area. +e greater the weight corre-
sponding to the pixel, the closer it is to the region’s center, and
vice versa.When the same video sequence is fast-forwarded at
4x speed under different quantization parameters, Figure 5
compares the number of transmission bits required by this
method and the traditional method.

Even in the case of occlusion, the head of the human
body still has obvious characteristics, so it is possible to
divide multiple human bodies that are stuck or occluded into
a single human body according to the characteristics of the
head of the human body. Figure 6 is a comparison result of
moving object segmentation results by different threshold
processing methods.

+ere is a lot of foreground noise in the picture, which
will have a great influence on the detection results. Because
the moving target is blocky and has a moving rule, the
foreground noise appears sporadically, and the position is
random. In the following moving target tracking algorithm,
the foreground noise can be removed according to these
features to get the accurate moving target.

We can compare the textures of the corresponding areas
in the foreground area and the background image and judge
whether the foreground area is a shadow or a real moving
target according to the similarity of the textures. +e veri-
fication of the detection range is extracted from the position
coordinates of the correct moving target in the detection
result, as shown in Figure 7.

It can be seen that this method is superior to the other
two methods in detecting athletes in sports video. +e other
twomethods and this method are also used to detect athletes.
+e comparison results of interference handling capabilities
of these three methods are shown in Figure 8.

As can be seen from the data in Figure 8, this method has
the best interference handling ability. +is method provides
a better tracking effect while also achieving the desired
result. To fully realize the detection of moving targets, a
frame of the system’s input image will first undergo image
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Figure 3: Comparison of detection accuracy of three methods.
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scale transformation, filtering, and denoising through image
preprocessing and then undergo the steps of image binar-
ization, morphological processing, target edge detection,
and so on. Finally, the blocks in the tracking area are merged
based on adjacency and similarity, and a unified gray value is
assigned, revealing the moving target’s detected shape.
Experiments show that the system can detect the motion
shape of moving targets with high accuracy, process images
in real time, and perform well in real time.

5. Conclusions

Motion detection and tracking are difficult fields of study. In
this field, researchers have done a lot of work and have made
some breakthroughs in theory and application. +e key step
in analyzing and processing sports videos is detecting and
tracking athletes. +is paper focuses on the methods of
detecting and tracking athletes in sports videos, based on an
analysis of the current commonly used methods of detecting
and tracking moving targets. +is paper proposes an
AMNN-based method for moving object detection in sports
video that takes full advantage of various technologies and
processing means and outperforms previous inspection
models. To address the issue of the model’s learning rate
being too slow in the early stages, the model’s updating
method has been improved, and the learning rate has been
accelerated.+e detection method used in this paper is more
capable of dealing with slow changes in illumination in a
dynamic background. Furthermore, different lens types in
sports videos have distinct characteristics, and athletes who
use the same lens type compete under the same set of rules.
+is paper summarizes these traits and rules and employs a
middle-level feature block classifier to distinguish between
different lens types and train different athletes to detect
athletes in the video. Simulation experiments back up the
method presented in this paper. +e results show that the
method presented in this paper has a wide detection range
and strong interference processing ability. +is scheme has a
high rate of detection.
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Choreography is an art form in and of itself. Because music and dance have always appeared at the same time throughout human
history, music has had a significant influence on dance arrangement. It is important to arrange appropriate dance movements
based on the music pieces chosen by users when creating choreography. *is paper proposes a mixed density network-based
music choreography algorithm in response to the current state of music choreography. *e algorithm should be able to convert
motion and music signals into a high-level semantic meaning that is compatible with human cognition, compare the degree of
matching, and arrange the dance based on the music and motion segments that match. Furthermore, the consistency and
authenticity of the movements in the dance created in this paper have been improved. Users’ subjective feedback indicates that the
choreography results in this paper are more closely aligned with the music. In the field of music choreography, it has some
practical utility.

1. Introduction

Dance with music, as a form of artistic expression, enriches
people’s cultural lives and stimulates the public’s creative
enthusiasm [1]. It is the heart and soul of both music and
dance. *e most common variation is that the dance form
changes as the music changes. *e information of the music
theme is conveyed through various forms of dance. Dance
action matching technique in music choreography [2] is a
type of dance work that is determined by the music style.
People’s matching effect of music and dance in modern
music choreography requires strong synchronization be-
tween music changes and dance movements, as well as a
deep understanding and strong grasp of music [3, 4]. In
computer choreography, two major issues must be
addressed. First, without using motion capture or manual
production, how can you get real and unique dance moves?
Second, how to improve the synchronization of music and
dance by using appropriate music and motion features and
matching algorithms.

As we all know, the element of music that appeals to
individuals the most is “rhythm.” We can see from the
evolution of music in various countries that, even if the
language is absurd, people in various countries will express
their personal feelings through the rhythm of music [5]. As a
result, it can be said that “music rhythm” has become a
universal element. We pay more attention to rhythm than
ever before, especially with the development of modern
music [6]. Movement and rhythm are two essential core
requirements in the process of music development, starting
from the very beginning. In the fields of choreography and
score, the matching of movements and music pieces is
widely used [7]. It is necessary to arrange appropriate dance
movements according to the music pieces chosen by users in
choreography; it is also necessary to create appropriate
background music for the dance actions chosen by users in
score creation [8]. Action and music, on the other hand, are
time series signals from two different perceptual channels. It
is necessary to establish a reasonable action-music feature
matching model [9] in order to properly evaluate the degree
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of matching between them. In light of this, this paper
proposes a mixed density network-based music choreog-
raphy model.

Dance is a form of performing art in which the main
means of expression is rhythmic movements accompanied by
music [10]. It necessitates a good sense of movement control
and balance, accurate timing and rhythm, a rich imagination,
and high aesthetic quality because it involves complex sensory
and cognitive processes. In music and dance, the phenom-
enon of alternating strength and length is known as “rhythm”
[11]. Humans can perceive human walking gait, strength, and
action rhythm, as well as musical characteristics such as tone,
pitch, timbre, and musical rhythm of note duration.*emost
easily perceived feature by the audience is rhythm, which is a
common feature of dance and music, according to research.
Animators manually establish the matching model of action
and music in the traditional animation creation process.
Animators must frequently create and listen to different
music for the soundtrack and then manually select the music
segment that best matches the given dance action segment.
*is is a time-consuming and tedious task. Based on the
foregoing, this paper proposes a hybrid density network-
based automatic music choreography algorithm. *e algo-
rithm uses a deep learning (DL) algorithm [12, 13] to train the
model, which can automatically and intelligently generate
dance actions that meet the expectations in combination with
screening conditions, based on a large amount of existing
music and dance data. Also, according to the established
matching relationship, effectively store, retrieve, and edit the
dance data. *is algorithm can generate unique and imagi-
native dance movements, which is extremely useful.

2. Related Work

Based on genetic theory, literature [14] proposed an optimi-
zation method for matching dance technical movements to
music. *is method’s correspondence can effectively show
synchronization of music and dance movements, but it has
some drawbacks, such as a time-consuming and tedious cal-
culation process. Based on music emotion and sports style,
literature [15] created a matching model of motion and music
features. *e choreography process is primarily driven by the
rhythm of music and movements, as well as the correlation of
density characteristics, according to literature [16]. By pre-
constructing an action graph to search for candidate actions,
literature [17] improved the search efficiency of the chore-
ography system. Literature [18] used an artificial neural net-
work to create a motion-music matching model and to
automate the creation of gesture animation based on music. A
method of synthesizing dance movements was proposed and
introduced in literature [19]. Manually marking the movement
as a specific pattern synchronized with the beat is required
during the training stage. First, beat detection is used to
segment the audio, and then, the Mel frequency cepstral co-
efficient-recognized audio pattern is used to select the action
pattern to be generated during the generation stage. Literature
[20] used a dynamic programming algorithm to create a

matching model between dance action and music feature
points and then edited the music to match it, resulting in a
semiautomatic score. Literature [21] suggests using machine
learning to optimize the matching of dance technical move-
ments and music in music choreography. First, by combining
machine learning theory and historical sample data sets, the
mapping relationship between dance movements and music is
established, and the evaluation function of the dance move-
ments-music matching relationship is obtained. As matched
dance action feature sequences, we use constraint-based dy-
namic planning process matching and input music. Although
this method has a high matching efficiency, the quality of the
music and dance movements that it matches is poor. On the
basis of greed theory, literature [22] proposed an optimization
method for matching dance technical movements with music.
*is method produces a good match between dance move-
ments and music rules, but it is time-consuming. Literature
[23] introduces a sample-based matching model and uses it to
test the feasibility and practicality of computer-generated
choreography using the soundtrack score system of movies.
Literature [24] sets scheduling rules based on aesthetic con-
cepts, uses basic action segments to generate dance sequences
unrelated to music, and then edits them properly when
matching with music. *e final result obtained is affirmed by
dance professionals. Literature [25] puts forward the rhythm
analysis method, which defines the rhythm of movements
according to the vertical direction of feet and the change speed
of hand displacement, takes the extreme point of joint angular
velocity as the rhythm segmentation point, and then refits the
movement characteristic curve. Literature [26, 27] added in-
tensity features to the rhythm features and then used the
rhythm and intensity features of music and movements as the
matching basis to synthesize dance movements. *e algorithm
holds that the rhythm ofmusic and the rhythm of action have a
strong correlation, and the rhythmof action presented by “Stop
Action” should be synchronized with the rhythm point of
music. At the same time, the intensity of action has a strong
correlation with the intensity of music and should also be
synchronized. *is paper proposes an automatic music cho-
reography algorithm based on mixed density network. In
addition, the entire process of computermusic choreography is
thoroughly examined, and a framework for computer music
choreography is proposed. User control is introduced into the
dance choreography module to improve the framework’s
practicability, and the user influences the choreography results
by setting the thresholds of local bone speed and spatial
characteristics.*is framework can generate dancemovements
that are synchronized with the music. *e results of the ex-
periments show that this framework is very stable and
generalizable.

3. Methodology

3.1. Automatic Music Choreography Technology.
Automatic music choreography has a long history of study.
*e goal of the study is to use computer technology to reduce
the amount of manual intervention in the music
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choreography process. People have gained a lot of valuable
experience in the matching model of motion and music
features [28] up until now. In terms of choreography, a
matchingmodel of motion andmusical features is developed
based on musical emotion and sporting style. To make the
choreography process go more smoothly, research how to
use the rhythm and density characteristics of music and
movements. It is also possible to create action diagrams in
advance for searching and selecting, which will improve the
choreographer system’s searching efficiency.

To create computer-assisted music choreography, dance
action data must first be collected. Motion data are currently
classified into two categories: motion capture data and key
frame-based motion data. *ese two types of data, on the
other hand, require a lot of manual processing, which is
costly to obtain and difficult to edit. *e DL algorithm has
been applied to the field of motion generation as artificial
intelligence technology [29] has progressed.

In music or dance, “rhythm” refers to the phenomenon
of regular intensity and length appearing alternately. *ere
are numerous types of perceptible human movements and
musical characteristics. Rhythm is one of the most easily
perceived features of an audience, according to research,
and it is a common feature of dance movements and music.
*e action and rhythm sequences are both interdependent
and independent in terms of the overall development of
music. No matter how inventive the action sequences are,
they are always bound by the rules of rhythm and melody.
*is is the rule that governs the progression of rhythmic
sequences and movements. *e introduction and wide-
spread use of computers have resulted in a more precise
system for dividing rhythm and the formulation of a set of
standards. However, as computer technology advances and
people’s expectations for sound discrimination rise, the
requirements for music rhythm measurement become
more stringent [30]. *e motion segments matching the
target music are selected from the constructed motion
database using the traditional artificially designed music
and motion features and feature matching algorithm,
synthesizing the dance. *e motion database is usually
composed of motion capture data. Figure 1 shows the
framework of music choreography system.

In order to match the rhythm of computer action and
music, it is necessary to turn the action andmusic signal into
a sequence of feature points in rhythm semantics, that is, to
express the rhythm information of music and action data
abstractly in the form of functions. *e collected music data
are segmented, the action segments in the dance action
database are connected and organized, the underlying fea-
tures of historical music and dance actions are obtained,
some feature pairs are extracted by correlation analysis, and
the correlation coefficient between music and dance action
features is calculated in order to establish the principle
model of dance technical action system. It is more rea-
sonable for all kinds of specifications required in the da-
tabase to match the movements and music rhythms with
computers. *e function of information is required for its
expression, and the final forms of expression are sequence
and rhythm.

As computer animation and robotics advance, more and
more applications require a large amount of real human
motion data. In general, action diagrams and music dia-
grams are used to store and organize movement and music
data, and automatic choreography and score are performed.
*at is, rhythm is used to segment motion and music data,
and each segment is then turned into a node in the motion or
music map. Data set construction, model training and action
generation, dance choreography and synthesis, and dance
visualization with 3D character animation are the four parts
of the framework for music choreography system based on
mixed density network proposed in this paper. Model
training, action generation, and dance choreography based
on music and action features are the main steps. Figure 2
shows the overall framework of the music choreography
system based on mixed density network.

In comparison with traditional computer animation of a
3D model based on key frames, motion capture technology
can more easily reconstruct complex motion and realistic
physical interaction, and the obtained motion data are more
realistic, as well as the workload of acquiring motion.
Motion capture, on the other hand, necessitates specialized
hardware and software to capture and process the data. *e
cost of required software, equipment, and personnel may be
prohibitively expensive for small-scale production. Fur-
thermore, editing the captured data twice is difficult. If there
is a problem with the data, all you have to do is reshoot the
scene. *e path with the highest degree of matching will be
chosen by the output result of automatic choreography or
score. However, because the calculation process is time-
consuming, it is necessary to create an action-music map
based on rhythm to speed up the search for potential actions
or music data.

When the action sequence is converted into the sequence
value of action rhythm feature points and the music se-
quence is converted into the sequence value of music rhythm
feature points, the matching degree between them needs to
be calculated. *e methods include using the classical Eu-
clidean distance to solve the above problems, but the
movement and music feature point sequences tend to have
similar trends and they cannot be aligned on the time axis. In
order to train the action generation model, it is necessary to
construct the action data set and express the action data as
vector as the input feature of the model.

3.2. Action Generation Algorithm Based on Mixed Density
Network. *e hybrid model is primarily used in computer
vision for inverse or ambiguous problems. Instead of relying
on manual production and motion capture data from users,
it is necessary to solve the problem of motion generation in
order to realize an effective computer choreography algo-
rithm and ensure that the choreographed dance is real
enough and novel. *e mixed density network-based action
generation algorithm is implemented in this chapter. *e
hybrid model has the capability of simulating the general
distribution function in its entirety.

Extract the angular velocity curve of each joint point of
the action data, and mark the extreme point of the curve as
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the rhythm reference point to form the time series
(t0, t1, . . . , tk, . . . , tn) of the reference point. *en, use the
cosine curve to fit all the reference points, and the con-
struction of the cosine function uses:

yt �

cos 2π
t − tk−1

tk − tk−1
  , tk−1 < t< tk,

k � 2, . . . , n,

1, t � tn.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

Among them, yt is the function value of the curve fitting
at time t, and the extreme point of the angular velocity curve

of the joint point is regarded as the rhythm candidate point
of the joint point.

Convert the input music data file into discrete sam-
pling points, and take 2N sampling points as a time
window. *ere are N sampling points between different
time windows, and the Fourier coefficient X0, . . . , XN−1 is
obtained after combining short-time Fourier analysis.
DH(n) represents the mutation point function value of the
nth time window, which is expressed by the following
formula.

DH(n) � 
N

k�0
k Xk[n]


, (2)
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Figure 1: Music choreography system framework.
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where Xk[n] represents the k-th coefficient of the nth time
window.

It is necessary to transform movements and music
signals into feature point sequences in rhythm semantics,
that is, to abstract the rhythm information of music and
movement data into one-dimensional feature point func-
tions, in order to calculate the degree of rhythm matching
between movements and music. When the action and music
sequences are transformed into the sequence values of the
action and music rhythm feature points, the matching de-
gree between them must be calculated. *e matching degree
can be calculated in a variety of ways. In general, the classical
Euclidean distance is adequate for solving the problems
listed above. However, while the general trends of the action
and music feature points are similar, their similar forms are
not aligned on the time axis. *is problem can be effectively
solved by combining time planning and distance mea-
surement, and the cumulative distance function it provides
can be used as a criterion to calculate the degree of matching
between actions and music pieces.

Assuming that the mutation point function value of the
nth time window is Ds(n), the extreme value detection is
performed on the mutation point function of each time
window, the obtained extreme point sequence is aligned
according to the beat, and the final mutation point function
is expressed by (3) value D(n).

D(n) � DH(n) × Ds(n). (3)

Assuming the position of the music beat in the per-
formance stage of the Tn generation, the position of the next
music beat can be estimated through the music beat cycle:

T
’
n+1 � Tn + τmax. (4)

Among them, T’
n+1 represents the predicted value, and

Tn+1 represents the real beat position.
When a user inputs a music sequence, the system au-

tomatically outputs a dance action that matches the music
sequence, which is called automatic choreography. Starting
from the instructions of choreography, there are a large
number of dance styles and types in the computer database.
Different styles and types are the main body that is proficient
in the early cutting and optimized to form music resources,
and meet the basic requirements mentioned by users to a
certain extent.

Based on the rate of change of velocity, the consistency of
the motion sequence is screened. Firstly, the sum of absolute
values of the first-order velocity difference of each joint in
adjacent frames V(f) is calculated:

V(f) � 
c

k�1
|v(f + 1, k) − v(f, k)|,

v(f, k) � x
(k)
f+1 − x

(k)
f

�����

�����.

(5)

Among them, f is the sequence number of the frame in
the action segment Ni, and x represents the action vector.
x

(k)
f represents the k-th dimensional motion data of the f-th

frame, and c is the vector dimension of each frame of

motion. v(f,k) represents the speed of the k-th dimension
data in the f-th frame.

In computer music choreography, it is necessary to
extract features that can reflect the common characteristics
of music and actions in order to select dance actions that
match the given target music. *e complete action-music
map is useful for automatic score and choreography, and its
workflow can be broken down into two stages: pre-
calculation and real-time operation. However, the candidate
movements and music must still be processed in order to
improve the rhythm matching between them and the music,
as well as to meet the quality requirements of customers.

According to prior knowledge, the actual music beat
position is usually the same as the extreme point of the
mutation point function.*e threshold ε is set in the vicinity
of the estimated music beat position T’

n+1, and all the ex-
treme points within the interval [T’

n+1 − ε, T’
n+1 + ε] are

regarded as aligned candidate points. Define the extreme
point function according to the obtained extreme point
sequence, and use the following formula to express.

Peak(t) �
1, t is the extreme point,

0, t is the nonextreme point.
 (6)

Suppose (Mj, Ai) represents an example of combined
action-music segment training in music choreography. For
each action feature p in Mj andmusic feature q in Ai, use the
following formula to calculate the correlation coefficient
between the two.

C(p,q) �
E X − μX(  Y − μY( 

δXδY

. (7)

Among them, μX, μY, δXδY stands for mathematical
expectation and standard deviation, respectively. X repre-
sents the characteristic sequence of dance movements
Fm

j,l(p), . . . , Fm
j,6(p). Y represents the musical characteristic

sequence Fa
i,l(q), . . . , Fa

i,6(q). Fm
j,k(p) represents the k-th

window of the j-th dance action segment Mj. Fa
i,k(q) rep-

resents the qth window of the i-th music segment Ai.
After the motion generation model has been trained, the

output of the model can be used to determine the spatial
distribution probability of each bone joint point in the next
frame, and the results obtained using various parameter
control methods when estimating the position coordinates
of each joint point are also different. *e action and music
data are usually stored and organized in the form of an
action diagram and a music diagram, respectively, when
performing automatic choreography and score. *at is,
rhythm is used to segment the action and music data, and
each segment is then used as a node in the action and music
graphs. *e automatic choreography and score problem is
thus transformed into a traversal problem on the action
chart and music chart. *at is, the rhythm matching model
of actions and music calculates the degree of matching of all
possible combinations of actions andmusic pieces, and then,
the path with the highest degree of matching with the input
actions or music data is chosen as the automatic choreog-
raphy or score’s output result.
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4. Result Analysis and Discussion

Music features can be roughly divided into bottom features
and top features. *e bottom features include amplitude
envelope, short-term energy, spectrum features, short-term
power spectral density, etc. High-level features include the
emotion and style of music. Because it is difficult to quantify
and evaluate the high-level features of music, the current
popular classification algorithm of music emotional style is
to use machine learning algorithm to obtain the mapping
relationship between the low-level features of music and
emotional style. *at is, the high-level features of music can
be described by the low-level features.

Integration of movement and music has always been a
difficult problem that needs to be improved and addressed
more thoroughly. We should start by establishing the po-
sition of the action and music rhythm points and then
segment the action and music data and the distance between
nodes to establish their connectivity. It is divided into two
categories: timbre distance and chord distance. *e cubic
spline interpolation function is used to fit the curve in this
paper. To begin, the maximum value of continuous frame
change data in video is obtained, and the upper envelope of
the data sequence is fitted by a cubic spline function, fol-
lowed by the minimum value of the lower envelope of the
data sequence being fitted by a cubic spline function. Finally,
as the final current data series fitting result, the mean value
between the upper and lower envelopes is calculated as
shown in Figure 3.

After obtaining the fitting results, we can observe the
obvious segmentation points between various dance
movements in a dance video. Two adjacent minima can
determine a simple action sequence, and the minima po-
sition indicates the segmentation position of the action
sequence frame.

When creating an action map or a music map, the action
and music data must be segmented separately based on the
positions of the action and music rhythm points. *e con-
nectivity between nodes is then analyzed and established based
on the distance between nodes, making graph traversal easier.
Each action sequence in the action database is divided into
“action sections” based on the position of the action rhythm
point. Each action bar has four action rhythmpoints, which are
regarded as nodes in the action diagram and simulate the score
structure of 4/4 beats. *e action features are divided into two
categories: bottom features and high-level features. *e
movement speed, acceleration, movement direction change,
and action shape of each joint are the low-level features, while
the emotion and style of action are the high-level features.With
the help of a user score, analyze the synthesis effect of three
different dance styles. To begin, analyze the music style in
relation to the target music’s overall characteristics, and then
create choreography actions to match. Several target music
pieces were analyzed in this experiment, and three target music
pieces appropriate for street dance, classical dance, andmodern
dance were chosen and choreographed. *e test participants
scored the degree of matching between music and dance by
judging the three segments’ dance styles.*e evaluation results
are shown in Figure 4.

*e choreography only considers the action connection
between the segments, rather than the connection as a
whole. To deal with the problem holistically, we can improve
the agreement between some paragraphs by informing the
connections between them, allowing the actions in the
paragraphs to achieve complete overall coherence and
matching. In music, on the other hand, in order to show the
perfect melody completely between segments, the connec-
tion between segments can be obtained using the music
cohesion rules of a computer database in this regard,
resulting in the perfect integration of the entire melody.

Using this method and the method based on genetic
theory and the method based on machine learning, the
optimization experiment of dance action matching in music
choreography is carried out, and the matching degree of
dance action matching in music choreography is compared
with the three methods. *e comparison results are de-
scribed in Figure 5.

It can be seen from the analysis that when using this
method for music choreography, the matching degree of
dance movements is better than that based on genetic theory
and machine learning. *e superiority of this algorithm is
further verified. Using this method, the method based on
genetic theory and the method based on machine learning,
respectively, the optimization experiment of dance move-
ment matching in music choreography is carried out. *e
three methods are compared for the synchronization of
dance action matching in music choreography, and the
comparison results are described in Figure 6.

*e analysis shows that the synchronization of dance
action matching is better than that of dance action matching
based on genetic theory and machine learning. *e simu-
lation results show that the proposedmethod can fully reflect
the synchronization of music and movement changes, and
the music-dance matching quality matched by the improved
dance movement matching method is higher.

Although qualitative experiments can verify the algo-
rithm’s effectiveness through visual effects, relying solely on
this index makes it impossible to assess the experimental
results quantitatively in all aspects. It is difficult to objec-
tively and quantitatively evaluate the choreography effect in
the field of computer-assisted music choreography. *ere is
no universal objective and quantitative evaluation index
available at the moment. As a result, subjective evaluation
criteria are frequently used to assess the results of experi-
ments. 200 students were asked to research the user expe-
rience using the user manual scoring method in this paper.
In the training data set, show the participants two pieces of
music and dance. One piece of music is paired with a dance,
while the other is paired with mismatched dances to the
same music. After the manual scoring, this paper counts the
final scores of the experimental segments, and the results are
shown in Figure 7.

In the process of matching and optimizing dance
movements in music choreography, the synchronized dance
movements and music data are divided by integrating the
theory of music beat extraction, and a plurality of short
movements-music fragment combinations are obtained.
Detect the abrupt change point of the music segment, align
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the beat predicted position obtained in each step, calculate
the correlation coefficient between dance movements and
music segments, and obtain the dance movement matching
optimization objective function. *e effectiveness of the

hierarchical feature matching algorithm proposed in this
paper is verified by comparing the users’ scores of dances
generated with or without music overall feature matching
algorithm. *e scoring situation is shown in Figure 8.

*e results show that dance segments synthesized with
the hierarchical feature matching algorithm proposed in this
paper are better matched to music than dance segments
synthesized with only the local feature matching algorithm.
It demonstrates the effectiveness of the hierarchical feature
matching algorithm proposed in this paper. *e music-
action data set is built in this chapter, as well as the data
classification and feature representation of training data.
Build an action generation model, complete the model’s
training and action generation, and control the parameters
during the action generation process.*e generated action is
suitable for the subsequent dance arrangement in order to
ensure the quality of the generated action. Both the local
bone motion speed feature extraction algorithm and the
dance spatial feature extraction algorithm proposed in this
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paper can effectively reflect the corresponding dance fea-
tures, according to the experimental results. Overall musical
characteristics can accurately reflect musical style types and
synthesize choreography actions of corresponding styles.
*e hierarchical feature matching algorithm outperforms
the local rhythm and intensity feature matching algorithm,
and the entire feature matching can be combined to create a
dance that is better suited to the target music.

5. Conclusions

Dance with music enriches our cultural life as a form of
artistic expression. *e integration of technology and art is
making a computer realize music-based automatic chore-
ography. When artists use scientific and technological
methods to create, this type of technology can act as a
catalyst for inspiration and has a lot of potential. *e data set
created in this paper obtains enough dance data through
motion capture devices, and downloading motion data
corresponding to different music from the Internet is more

cost-effective and convenient. *e matching degree of all
potential combinations of actions and music pieces in the
database is precalculated with the rhythm feature matching
model in the preprocessing stage, and an action-music map
is created. In the real-time matching stage, the method of
graph traversal is used to find the candidate actions or music
that have the best rhythmmatch with the input, and then the
rhythm feature points of these candidate actions or music
data are further optimized and adjusted to form the auto-
matic choreography result. Furthermore, the automatic
music choreography algorithm proposed in this paper,
which is based on a mixed density network, considers the
coherence between adjacent motion segments as well as the
naturalness of the entire dance motion. *e experimental
results show that this algorithm can generate a sufficient
number of realistic and diverse dance movements, with the
mean method producing the most stable movements. *e
human skeleton structure that generates movements be-
comes more and more real as training time goes on, and the
relative relationship of joints becomesmore andmore stable.
*e coherence-based motion screening algorithm can also
produce the desired results.
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With the advent of the era of big data, the rise ofWeb2.0 completely subverts the traditional Internet model and becomes the trend
of today’s information age. Simultaneously, massive amounts of data and information have infiltrated various Internet companies,
resulting in an increase in the problem of information overload. In the online world, learning how to quickly and accurately select
the parts we are interested in from a variety of data has become a hot topic. Intelligent music recommendation has become a
current research hotspot in music services as a viable solution to the problem of information overload in the digital music field. On
the basis of precedents, this paper examines the characteristics of music in a comprehensive and detailed manner. A knowledge
graph-based intelligent recommendation algorithm for contemporary popular music is proposed. User-defined tags are described
as the free genes of music in this paper, making it easier to analyze user behavior and tap into user interests. It has been confirmed
that this algorithm’s recommendation quality is relatively high, and it offers a new development path for improving the speed of
searching for health information services.

1. Introduction

Recommendation system is a smart software technology
that can provide personalized recommendation services for
users based on their interests, preferences, and charac-
teristics [1]. -e amount of music available is growing at an
exponential rate, making it difficult for users to search for
and find related music. As a result, researchers from all over
the world are increasingly focusing on music retrieval
research [2]. Intelligent music recommendation has be-
come a research hotspot in current music services [3] as an
effective way to solve the problem of information overload
in the field of digital music. As the number of users has
grown significantly, more and larger amounts of data have
been generated. -e recommendation system was created
to address the issue of how to best use these data in order to
provide more accurate services. To retrieve eligible music
benefits, traditional music retrieval uses metadata. -is
retrieval method necessitates users remembering relevant
information from the target track prior to retrieval, which
is incompatible with users’ fast-paced lives [4]. In modern

life, what users need is to be able to play music that suits
their interests continuously. However, how to provide
different users with a list of songs that suit their interests or
recommend interesting songs for them has become a
problem that the current music recommendation system
needs to solve. Intelligent music recommendation system is
faced with the problems of accuracy, diversity, and novelty
of recommendation, while its data set is sparse and in-
formation is missing.

In recent years, although the recommendation algo-
rithms [5] in the fields of movies, news, and books have
emerged one after another, there are not many recom-
mendation systems in the field of music, mainly because the
data in this field are often not made public, and unlike the
ratings we usually use, there is basically no public data set
that mentions the user’s ratings [6]. Intelligent music
recommendation system is an effective way to solve “in-
formation overload.” -e recommendation system mines
users’ potential interest preferences according to their
historical behaviors, calculates the similarity between users
and resources, and recommends music resources that users
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may be interested in [7]. At present, in the research of
intelligent music resource recommendation methods, re-
searchers focus on user feature modeling and resource
attribute modeling and recommend by calculating the
similarity between users and resources. In most cases,
people background music and listen to music while
studying, working, or exercising [8]. -e emergence of
music recommendation system enables users to quickly
and continuously obtain music that suits their interests.
-e emergence and development of Web2.0 and social
media allow users to act freely [9]. Users can define labels
for music through their own understanding and feelings,
and different labels can interpret users’ understanding of
music from different angles. Knowledge map is often used
in intelligent search engines, recommendation systems,
and other fields to improve its accuracy because of its
strong organizational ability and relationship processing
ability [10]. At present, the recommendation system based
on a knowledge map is mainly divided into feature-based
recommendation and path-based recommendation.
Knowledge features are extracted through knowledge
feature learning, and the ability of feature extraction, that
is, the quality of knowledge representation, not only de-
termines whether it can bring useful information for
recommendation but also determines the quality of
knowledge map construction. -erefore, this paper con-
structs a small-scale knowledge map in the field of machine
learning and, on this basis, proposes a music resource
recommendation algorithm based on a knowledge map,
which integrates music connectivity and user interests.

In a broad sense, the recommendation system can be
understood as recommending items that users may be in-
terested in. -e recommended items can be movies, music,
books, short videos, and so on, depending on the specific
field of application [11]. Today, with the continuous ex-
pansion of the Internet, the amount and types of infor-
mation are increasing, and users put forward higher
requirements for information retrieval and recommenda-
tion of related items [12]. Because different users have
different interest preferences, the focus of attention, personal
personality orientation, and so on, in order to meet the
different recommendation needs of different users, an in-
telligent recommendation system featuring that everyone
can get different recommendations from others came into
being [13]. Traditional music recommendation algorithms
based on “User-Item” usually only pay attention to the two-
dimensional scoring relationship, ignoring the situation
information of users when listening tomusic [14].-is paper
proposes an improved algorithm based on a knowledge map,
which is based on the traditional music recommendation
algorithm and incorporates the users’ situation information
when listening to music. Simultaneously, this paper ex-
amines the existing music recommendation system in depth,
combining it with some of the benefits provided by the
recommendation algorithm. By analyzing the recommen-
dation results, we can see that the system’s overall perfor-
mance is good and that it can effectively recommend results

that users might be interested in to a degree, essentially
achieving the system’s intended goal.

2. Related Work

Literature [15] proposes to recommend music that meets
users’ needs and preferences by analyzing users’ listening
habits and the characteristics of the music itself. Literature
[16] proposes that, in order to meet the personalized needs of
different users for music, major well-known music recom-
mendation systems are increasingly favored by consumers.
Convolution matrix decomposition based on file additional
information is proposed in literature [17]. Literature [18]
introduces the information in the knowledge base such as
structure information, text data, and image data into the
recommendation system to improve the quality of the rec-
ommendation system. A session-based recurrent neural
network recommendation model is proposed in literature
[19]. A multirate depth learning model based on time rec-
ommendation is proposed in literature [20, 21]. Literature
[22] introduces the concept of similarity based on meta path,
in which meta path is a path composed of a series of rela-
tionships defined between different object types. A new
similarity measure called PathSim is defined under the meta
path framework, which can find objects in peer-to-peer
networks. References [23,24] propose the method of using
depth hierarchy model in film recommendation task. Ref-
erences [25, 26] propose a novel knowledge representation
learning method named embodied type by using the naming
of entity level type. Literature [27] introduces the potential
features based on meta paths to represent the connectivity
between users and projects on different types of paths and
uses the relationship heterogeneity in the information net-
work to provide high-quality intelligent recommendation
results. Based on previous studies, this paper proposes an
intelligent recommendation algorithm for contemporary pop
music based on a knowledge map. -e algorithm compre-
hensively analyzes user behavior by analyzing user interests
and user preferences for differentmusical gene characteristics.

3. Methodology

3.1.Related%eories andTechnologies. Music is an abstract art
form that reflects people’s real life and expresses their inner
thoughts [28]. It is also a way to express their feelings and
repose their feelings. With the rapid decline of the status of
traditional records and the rapid promotion and spread of
digital music, online audition and mobile music have become
new ways for people to obtain music [29]. However, the
keywords used by users do not correspond well with the item
description tags, and converting audio information into digital
information will lead to problems such as increased compu-
tation and prolonged response time. -is content-based
method also ignores the similar interests of different users, so it
cannot adapt to the community-based network well.

Feature-based recommendation algorithms directly
represent knowledge using a knowledge map, which fails to
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introduce multihop relationships and makes it difficult to
use knowledge semantic network information. -e path-
based recommendation algorithm makes use of the
knowledge map’s multihop knowledge and effectively uses
the knowledge map’s semantic network information, but it
usually relies on prior knowledge. As a result, studying the
application of the knowledge map in the recommendation
system is of great research value in addressing the problem of
how to effectively use the semantic association information
of knowledge in recommendation algorithms.

A web crawler is a program that requests websites and
extracts information from them [30]. In the study of music
recommendation systems, there are numerous data sets.
However, it was discovered in this paper through the col-
lection of various data sets that none of the existing data sets
can contain weather information when users listen to music.
-is paper abandons existing public data sets in favor of
using a web crawler to capture specific data sets in order to
meet the research needs of intelligent music recommen-
dation. -e process of obtaining web page data by crawler is
shown in Figure 1.

-e construction of the knowledge map mainly includes
three processes. -ey are information extraction, knowledge
fusion, and knowledge processing. -rough the above
process, we can build a relatively complete and reliable
knowledge map. According to the actual situation of users,
this paper adopts a recommendation algorithm based on the
knowledge map to form a recommendation list. Figure 2
shows the flowchart of intelligent recommendation of
popular music based on the knowledge map.

Recommendation systems are intelligent software
technologies that can provide personalized recommenda-
tions for users based on their interests, preferences, and
characteristics. -ere are many definitions of recommen-
dation systems available today, and different fields have
different rules for defining them. -e recommendation
system is primarily used to estimate a user’s preference for
items that they have never seen before. It can be roughly
divided into scoring prediction, ranking prediction, and
classification prediction based on the output of the rec-
ommendation system. -e scoring prediction is primarily
aimed at the scoring matrix, with the goal of supplementing
the matrix’s vacancy scores. -e ranking prediction is pri-
marily intended to recommend items to a specific user who
may be interested in them. Classification prediction is the
process of categorizing items and recommending them to
users who are interested in that category. Although the
content-based recommendation is simple to calculate and
understand and has been widely used in some fields, such as
text recommendation, it is not without flaws that limit its
development, as evidenced by the wide range of content
feature extraction and recommendation results.

3.2. Intelligent Music Recommendation System Based on
KnowledgeMap. -e algorithm approaches the target user’s
score of an item according to the score of the target user’s
nearest neighbor. Define the target user a and the item i that

has not been rated excessively, and then predict the score of a
to i:

pa,i � ra +


K
u�1 ru,i − ru ωa,u


N
u�1 ωa,u

. (1)

Among them, ru,i represents the score of user u on item i,
ru and ra represent the average scores of user a and user u,
respectively, and ωa,u represents the similarity between user
u and user a.

However, the collaborative filtering algorithm based on
items thinks that users’ scores of different items are similar.
When users’ scores of a certain item need to be estimated,

Start

End

Is it over?

Y

N

Get the target data and the next webpage link

Positioning data labels

Get web source code

Original web page URL

Figure 1: Process of obtaining web page data by crawler.

Waiting for users

Register or
not?

Read user rating data

Collaborative filtering

Submit user information

Content filtering

Generate recommendation list

Figure 2: Technical framework of knowledge map.
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users’ scores of several similar items of the item can be used
to estimate, as shown in the following formula:

pa,i � ri +


M
k�1 ra,k − rk ωi,k


M
k�1 ωi,k

. (2)

Among them, ri represents the average score of item i,
and ωi,k represents the similarity between item i and item k.
In actual commercial applications, user-based collaborative
filtering algorithms are more efficient than item-based. -e
number of songs in the corpus used in this paper is far
greater than the number of users. In this paper, a user-based
collaborative filtering algorithm is used as a comparative
experiment to improve efficiency.

Knowledge map can filter data from the Internet and has
multisource heterogeneous association information among
entities. -e filtered association information can fine-tune
the feature information in users’ projects, calculate the
correlation between users and users, users and projects, and
projects more precisely, and improve the recommendation
system’s interpretability, diversity, and accuracy.

If the current user’s neighbors listen to a certain piece of
music many times, it will greatly affect the recommendation
effect. -erefore, in order to avoid this deviation, according
to the characteristics of this corpus, the prediction score
formula in collaborative filtering is treated as follows:

Pa,i �


K
u�1 ru,i − ra/σa − ru − ra/σa ∗ωa,u


n
u�1 ωa,u

. (3)

-e threshold Tr of the number of times of listening to
the same songs between two users is selected, and the
number K of similar users of the current user is selected.
After many experiments, it has been proved that these two
parameters are Tr � 20 and K � 15, and the experimental
effect is the best.

Knowledge features are extracted through knowledge
feature learning, and the ability of feature extraction, that is,
the quality of knowledge representation, not only deter-
mines whether it can bring useful information for recom-
mendation but also determines the quality of knowledge
map construction. When learning vectors, the knowledge
model needs to construct negative triples to train the loss
function. -e usual method is to construct negative samples
by randomly replacing the head entity or tail entity in the
correct triples. -e random method is effective at the be-
ginning of training. However, with the continuous training,
the scores of these randomly generated negative triples may
exceed the sum of the correct triples scores and interval
values, resulting in zero losses. As a result, the convergence
speed gradually decreases, and the best result cannot be
obtained.

For each relation r in the knowledge graph, two values
are first counted. One is the average number of tail entities
corresponding to each head entity, denoted as Ntph. -e
other is the average number of head entities corresponding
to each tail entity, denoted as Nhpt. -en, defining the
probability p, the calculation formula is as follows:

p �
Ntph

Ntph + Nhpt

. (4)

-en, the replacement head entity and replacement tail
entity obey the Bernoulli distribution with parameter P. Set

X �
1, Replace head entity,

0, Replace tail entity.
 (5)

-en the distribution law of X is

P X � x{ } � p
x
(1 − p)

1− x
, x � 0 · 1. (6)

-e purpose of a content-based recommendation al-
gorithm is to make recommendations for users based on the
similarity of their interests and project contents and to make
recommendations independently for each user without
taking into account the interests and hobbies of other users.
For text information recommendation, this method is
simple and effective.-e goal of learning is to encode entities
and relationships into a continuous low-dimensional vector
space, according to the knowledge map. Many existing
methods focus solely on learning representations of struc-
tured information from triples, ignoring the rich hierar-
chical type information of entity species available from most
knowledge maps.

Assuming that the set that user u and user v have scored
together is denoted by Ic and Iu, Iv are the set of items rated
by user u and user v, respectively, the similarity sim (u, v)
between user u and user v is

sim(u, v) �
i∈Ic

Ru,i − Ru  Rv,i − Rv 
���������������

j∈Iu
Ru,j − Ru 

2
 ��������������

j∈Iv
Rv,j − Rv 

2
 . (7)

Among them, Ru,i represents the rating of user u on
item i, and Ru and Rv, respectively, represent the average
rating of user u and user v on the item. Ic represents the set
of items scored by users u and v, Iu represents the set of
items scored by user u, and Iv represents the set of items
scored by user v.

Assuming that the set that user u and user v have
evaluated at the same time is represented by Ic, the similarity
sim(u, v) between user u and user v can be expressed by
Pearson similarity as

sim(u, v) �


K
k�1 Ru,k − Ru  Rv,k − Rj 

���������������


K
k�1 Ru,k − Ru 

2
 ���������������


K
k�1 Rv,k − Rj 

2
 , (8)

where Ru,k and Rv,k, respectively, represent the ratings of
user u and user v on item k, Ru and Rv, respectively, rep-
resent the average ratings of user u and user v on a common
rated item, and K is the number of repeated reviews of user u
and user v.

Knowledge map is stored in triples composed of entities
of entity relations, and entity relations will appear in mul-
tiple triples, presenting polysemy and complex relationship
types.
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In this section, several items with the highest analysis
and forecast scores are presented to target users as rec-
ommended clearing units. User-based recommendation
algorithm is more accurate when the data set is complete and
the similarity algorithm is reliable, and it can avoid the
differences in project content and make accurate recom-
mendations and can implicitly and transparently explore the
relationship between projects and user preferences.

4. Results Analysis and Discussion

-e number of times users listen to a certain song to express
the user’s favorite degree of that song and the user’s rating of
the project according to his favorite degree is the data set
used in this paper. When calculating the similarity between
two documents in the context of data query, documents are
frequently regarded as word frequency vectors, with the
cosine value of the included angle between the two word
frequency vectors used to express their similarity. -e al-
gorithm sort calculates the user-item relationship. A user
query node in the algorithm is represented by a vector, with
each dimension representing an item node in the association
graph. Its value in this paper represents the number of times
the user query node has listened to the music node or
whether it has used the tag, indicating the degree to which
users are interested in songs or tags.

-e validity of the sequential user relationship model is
the foundation of algorithm recommendation. To demon-
strate the validity of the sequential user relationship model,
the first step of the experiment is to compare the traditional
nearest neighbor recommendation algorithm with the se-
quential nearest neighbor recommendation algorithm. -e
experimental results of the root mean square error com-
parison between them under different nearest neighbor
numbers are shown in Figure 3.

From the graph, it can be seen that the effect of time-
series nearest neighbor recommendation is always better
than that of traditional nearest neighbor recommendation,
whether the value of root mean square error is rising or
falling, which proves the effectiveness of the time-series user
relationship model. User preference extraction is the pre-
condition of context awareness recommendation, and the
purpose of contextual user preference extraction is to in-
troduce contextual information into the user preference
model. At present, there are two main types of situational
user preference extraction technologies: quantitative anal-
ysis and qualitative analysis. -e node type and relationship
type in the knowledge map contain the design idea of the
ontology library, and the entity information and semantic
information between entities in the map show the extracted
movie knowledge. -e constructed knowledge map nodes
and relationship types are reasonably designed, and the
knowledge is accurate and comprehensive, which can be
used for pop music retrieval.

In order to verify the effectiveness of the recommen-
dation algorithm, the differences among traditional nearest
neighbor recommendation, time-series nearest neighbor
recommendation, and knowledge map recommendation are
compared according to the different intervals in which users

listen to music records.-e root mean square error results of
the three methods in different training set intervals are
shown in Figure 4.-e results fully prove the effectiveness of
the recommendation.

-e matrix decomposition model, also known as the
hidden semantic model, assumes that several hidden factors
influence a user’s rating of a specific item. -e matrix de-
composition model decomposes the large problem scale
“user-item” scoring matrix into the product of two small
matrices, the user potential feature vector matrix and the
item potential feature vector matrix, respectively, and the
product of the two matrices maps the user and the item to a
common hidden factor space. We ran 20 tests for each
combination configuration and then averaged the test results
to find the best parameter configuration based on the av-
erage ranking of the correct triples. Figure 5 shows the
average ranking results under different embedded
dimensions.

From the figure, we can see that, in all the dimensions of
the experimental test, the improved negative sampling al-
gorithm has a significant improvement in the average
ranking compared to the original negative sampling algo-
rithm. Figure 6 shows the top ten hit rate results in different
dimensions.

-e top ten hit rate results of negative sampling using the
improved negative sampling algorithm are better than the
original results in all dimensions, according to experimental
results. -e situational user preferences are converted into
numerical scores in quantitative form using the quantitative
analysis method, and mathematical calculations are per-
formed using the corresponding preference extraction
technology. In order to quantify situational user preferences,
multidimensional vector scoring models and hierarchical
models are commonly used. Heuristic and model-based
technologies are two types of quantitative analysis methods.
Similarity calculation, nearest neighbor algorithm, cluster-
ing, and other heuristic methods for extracting user pref-
erences in scenarios are common. Users’ playing records will
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be written into the database when they play music. All of the
playedmusic analyzed in this paper is recordedmusic for the
sake of research. After existing users log in, the system will
generate a list of recommendations based on the user’s
situation and then finish the prediction recommendation
work. -e user satisfaction of the music recommendation
prototype system is assessed in this section, as well as the
system’s usability. -e comparison of user satisfaction
evaluation is shown in Figure 7.

By evaluating the recommendation results, we find that
the overall performance of the system is good, and it can
effectively recommend the results that users may be inter-
ested in to a certain extent, basically reaching the expected
goal of the system design. Comparative experiments are
carried out for different algorithms, in which each group of
experiments is designed to compare the recommended al-
gorithm with a simple model after adding tag information.
-e comparison results are shown in Figure 8.

It can be seen that, in the same data set, the recom-
mendation effect of the recommendation algorithm pro-
posed in this chapter is obviously better than the
collaborative filtering algorithm based on users.-e purpose
of the algorithm is to get the music items that are most
closely related to the user. -e content-based recommen-
dation method has the advantages of avoiding cold start and
data sparseness because it does not need other users’ related
data. However, the premise of this method is to extract the
project content into meaningful features, and the features
require good structure, which is very restrictive in many
recommendation systems. An important part of the rec-
ommendation algorithm experiment is to select and set
reasonable experimental standards. If we want to detect the
performance of the algorithm well, we must have a reliable
evaluation standard. With the reliable evaluation standard,
we can also detect the areas to be revised in the recom-
mendation algorithm.

-e recommendation system based on the knowledge
map constructed in this paper realizes the function of
recommending popular music for users and shows the actual
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effect of the system. Experiments show that the algorithm
can make full use of historical preferences and knowledge
map relationship structure to deeply mine users’ interests
and hobbies. It has certain practicability.

5. Conclusions

With the advancement of the Internet and mobile networks,
music has become an increasingly important form of en-
tertainment in people’s lives. Users, on the other hand, have
higher standards for intelligent music recommendation. As a
new application in the field of recommendation systems,
intelligent music recommendation has a lot of research
potential. Users’ interest and loyalty to the system can be
improved by using a knowledge map to analyze users’ in-
terests and accurately recommend personalized items that
meet their interests, which is an inevitable trend in the
development of commercial music systems and a hot field
that scholars are scrambling to study. -is paper builds a
knowledge map-based recommendation system that is
oriented to the application of music recommendation, re-
alizes the function of recommending popular music to users,
and shows the system’s actual effect. A content recom-
mendation algorithm with a unified embedding of behavior
and knowledge features is proposed to solve the problem of
knowledge map application in recommendation systems. To
fully explore users’ interests and hobbies, the algorithm
makes extensive use of historical preferences and the
knowledge map relationship structure. -is paper uses the
click prediction experiment to demonstrate the model’s
ability to dynamically learn related information and mine
preferences deeply.
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Traditional machine learning algorithms are susceptible to objective factors such as video quality and weather environment in the
vehicle detection of Unmanned Aerial Vehicle (UAV) videos, resulting in poor detection results. A vehicle image detection
method using deep learning in UAV video is proposed. )e algorithm in this paper treats surveillance video as many frames of
images for vehicle detection in the image. First, perform HSV (Hue-Saturation-Value) spatial brightness translation operation on
the original sample to increase the adaptability to different light conditions and sample diversity. )en, the Single Shot MultiBox
Detector (SSD) model framework is used as the basis for vehicle detection. In order to obtain a better feature extraction effect,
focus loss is added to the basic SSD for optimization. Finally, the trained network model is used to analyze the UAV video, and the
detection performance is analyzed experimentally. )e results show that the vehicle detection rate of this algorithm has reached
96.49%. It can ensure that the vehicle is accurately detected from the drone video.

1. Introduction

As the pace of urbanization in our country continues to
accelerate, the number of roads and family cars in our cities
is increasing, and road traffic pressure is increasing day by
day. )e research of intelligent transportation system is very
important to ensure the smoothness and safety of roads
[1, 2]. Intelligent transportation system uses information
technology, such as image recognition, computer vision, etc.
to realize more intelligent and automated road trans-
portation system. It improves the throughput capacity of the
road area and greatly facilitates the dispatch of the traffic
management department. However, real-time acquisition of
road traffic information is the basis for the realization of an
intelligent transportation system. How to obtain high-
quality road vehicle information has become an urgent
problem to be solved.

At present, the collection methods of vehicle infor-
mation mainly include loop coil detection, infrared de-
tection and intelligent video surveillance detection [3–5].
Among them, the loop coil detection work is stable, the
detection accuracy is high, and the traffic information can

be counted. It is easy to install and set up, and is mostly
used in areas such as traffic toll crossings and parking lots.
Infrared detection mainly uses light-emitting diodes to
detect vehicle speed, with high detection sensitivity. But it
is easily affected by the environment, such as temperature,
humidity, etc., resulting in low detection accuracy and low
robustness. With the development of technologies such as
image recognition and computer vision, intelligent video
surveillance and detection has taken up an increasingly
important position in traffic information collection. In-
telligent video surveillance detection uses a camera set up at
a traffic intersection to perform target analysis on the
camera monitoring area to obtain unstructured informa-
tion of the target in the video. )e traffic monitoring video
contains a wealth of information and is an important data
source for intelligent traffic monitoring systems [6].
However, the data resources acquired by fixed cameras are
limited. With the development of drone technology, it has
begun to be widely used in trafficmonitoring, with rich data
types and efficient data acquisition. But how to detect the
vehicle from the massive data is the difficulty of the re-
search [7, 8].
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At present, there have been many researches on vehicle
identification in surveillance video. Reference [9] proposed
an automatic detection method for smoke vehicles in traffic
surveillance videos based on vehicle rear detection and
multi-feature fusion. Using the Vibe background subtrac-
tion algorithm to detect foreground objects and remove
non-vehicle objects according to the rules. An improved
integral projection method is used to detect the rear of the
vehicle to obtain the key area behind the rear of the vehicle.
Effectively improve the accuracy of road safety early
warning. Reference [10] proposed a smoke vehicle detection
method by learning spatio-temporal representation from
image sequences. )e motion detection algorithm is used to
obtain the tail of the vehicle that needs to be identified. And
using time multi-layer perception or long short-term
memory network to effectively train the smoke vehicle
recognition model, which effectively improves the recog-
nition accuracy. Reference [11] proposed a preprocessing
framework with virtual single-layer sequences in traffic
video surveillance. By fusing the effective element estimation
module and the dynamic multi-stage parallel video image
processing module, the robustness and effectiveness of ve-
hicle detection in the video are improved.

With the rapid development of computer technology,
machine learning algorithms have also been widely used in
the field of image recognition. Reference [12] compares
several commonly used video vehicle recognition methods
including deep learning models and computer vision
methods.)e average accuracy, the semantics of recognizing
vehicles, and the robustness of recognition when applied to
data sets containing images with different lighting condi-
tions are used to compare detection accuracy. )e results
show that the proposed deep learning method has better
recognition performance. Reference [13] proposed a driver
warning and collision avoidance system based on vehicle
trajectory characteristics and long- and short-term memory
neural network. By judging the video behavior of vehicles,
road safety is effectively improved. However, the initial
detection performance of the vehicle in the video still needs
to be optimized. Reference [14] proposed a new type of
hybrid artificial neural network and a mobile vehicle de-
tection system based on the opposing gravity search opti-
mization algorithm. Used to detect moving vehicles in traffic
scenes to achieve effective traffic video surveillance. Opti-
mizing the selection weights through the opposing gravity
search optimization algorithm, effectively improving the
recognition accuracy and speed of the artificial neural
network. Reference [15] proposed a region-based Con-
volutional Neural Network (CNN) in vehicle detection al-
gorithm. )e rapid aggregation of road traffic data is
effectively realized to improve traffic automation manage-
ment. However, the above method is limited to the trans-
mission image of the fixed camera for traffic video, and the
flexibility is poor. Compared with ordinary video surveil-
lance scenes, the video collected by drones has the advan-
tages of wide surveillance range, less target occlusion, and
more macroscopic traffic information provided. However,
most existing machine learning methods are difficult to
process real-time and massive drone video data. For this

reason, a vehicle image detection method using deep
learning in UAV video is proposed. )e innovations of the
proposed method are summarized as follows:

(1) Because a variety of different models, different ap-
pearances, and vehicle videos shot from different
angles are collected frommultiple video scenes. Light
has a great influence on video recognition. )e
proposed method performs a spatial brightness
translation operation on the original sample. To
increase the adaptability of the classifier to different
light conditions and sample diversity.

(2) In order to obtain a better feature extraction effect,
the proposedmethod adds focus loss to the basic SSD
for optimization to improve the detection accuracy.

2. UAV Video Characteristics Analysis

)e video data used was hovered 50meters directly above the
road by the DJI phantom3 professional drone, and the camera
lens was shot at −90°. )e video resolution is 3840 × 2160.
Video characteristics affect the choice of vehicle detection
methods. Compared with ground-based fixed video, UAV
video is mainly different in the following six aspects:

(1) Traffic information is more comprehensive, which is
more valuable for application and research. From the
UAV video, not only traffic information such as
traffic flow and speed can be obtained, but also the
traffic density of the road section and the accurate
vehicle trajectory can be directly obtained [16]. It has
important value in the study of traffic flow theory,
driving behavior, car following (lane changing) and
other traffic theories.

(2) )ere are more vehicles in the detection range, the
smaller the vehicle size, and the greater the difficulty
of detection. )e UAV video image can contain
hundreds of vehicles, so the vehicle size is small and
the feature information is less.

(3) )e video coverage is wider and the interference in-
formation is more. Under the premise of being able to
detect vehicles, the UAV video range can reach up to
several hundred meters. In addition to the concerned
vehicle information in the image, there is also a large
amount of invalid information. For example, build-
ings, street lights, signs andmarkings,motorcycles, etc.

(4) Different vehicle imaging has different vehicle de-
tection methods. Usually, a fixed ground camera
shoots the front or back of the vehicle. )e drone
shoots the top of the vehicle and uses the line
characteristics to detect the vehicle in the fixed video.
UAV video uses other methods.

(5) Video jitter is more obvious. Although the camera is
installed on the drone’s airborne gimbal, the drone is
affected by the wind during the hovering flight, and
the captured video image still exhibits irregular jitter.
)is increases the difficulty of accurately detecting
vehicles [17].
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(6) Due to the limitations of the drone’s flight capability
and endurance, it is usually only possible to obtain
traffic videos in better weather conditions. )e ef-
fective shooting time does not exceed 20 minutes.

)e experimental data is a traffic video taken by a drone
in a certain place in Zhengzhou in 2020.)e video frame rate
is 30 frames per second, and the video resolution is 1920 ×

1080. Video 01 was shot at a straight intersection. Video 02
was shot at a T-junction. Video 03 was shot on an elevated
section. )e first frame of the experimental data is shown in
Figure 1. And the detailed information of the experimental
data is shown in Table 1.

3. Algorithm Design

3.1. Design Ideas of Vehicle Classifier. To achieve vehicle
detection from the perspective of deep learning, use CNN
method in deep learning to design a vehicle detector. )e
vehicle detector is realized by detecting whether the object in
each detection frame is a vehicle. )erefore, it is necessary to
design a vehicle classifier with improved CNN to realize the
two-class classification of cars and non-cars. )e process of
training and testing the classifier model is shown in Figure 2.

First carry out a preprocessing operation on the training
samples. )en put the training samples and corresponding
labels into CNN for training, and get an improved CNN
model. )en the test samples are also preprocessed, and the
prediction results of the model are obtained by improving
the CNN model. )e prediction result is compared with the
test sample label, and the final test result is obtained.

3.2. Dataset Preprocessing

3.2.1. Sample Collection. )e size of 50 × 50 is selected as the
input image size of the trained classifier, which is also the
size of the vehicle detection frame in the actual video. For
images whose sample size does not meet the requirements,
the original samples that meet the requirements are obtained
through cropping and scaling operations.

Because there is no vehicle sample set that includes different
models and different angles. In multiple videos and many
pictures, 2503 positive samples and 2,698 negative samples are
collected to form a relatively complete vehicle classification data
set. )e pictures in the positive sample set include vehicles of
different brands and types, and the angles at which they are
taken are also different.)e light conditions and background of
each sample are also different, which fully guarantees the di-
versity of positive samples. If the classifier can identify these
types of vehicles with different backgrounds, it is enough to
show that the proposed classifier has strong adaptability [18, 19].
)e negative sample set includes various background scenes
without vehicles that may appear around the road. For example,
there may be road signs, tree shades, pedestrians, trees, etc.,
which are also sufficiently diverse [20, 21].

3.2.2. Data Preprocessing. In order to enhance the adapt-
ability of the classifier to different lighting environments and
in the shade, the original data set is preprocessed in the HSV

space. In the HSV color space, the V value represents the
brightness, which is the brightness of the color, and it is also
expressed as a percentage. Its value ranges from 0%, which
means completely black, to 100%, which means completely
bright. )erefore, the brightness can roughly indicate the
brightness of the entire scene, and the brightness of the scene
can be changed by the brightness shift operation. Shift the
average V value of each original picture to 20%, 30%, 40%,
50%, 60% (because it is too dark at 20%, and the scene is too
bright at 70%). While keeping the H value and S value
unchanged, the new V value corresponding to each point is:

Vnew(a, b) �
Vold(a, b) × Vnew

Vold
, (1)

where Vnew(a, b), Vold(a, b), Vnew, Vold represent the new
lightness value, the old lightness value, the new lightness
mean value and the old lightness mean value, respectively.

)rough the above processing, a sample set covering
multiple different brightness values is obtained. )e number
of positive and negative samples in the sample set has in-
creased to 15,426 and 17,071 respectively. Before processing,
first convert the image from RGB (Red-Green-Blue) to HSV
space. After processing, all pictures need to be converted
back to RGB space.

After that, all the samples processed above are grayed
out. Using R(a, b), G(a, b) and B(a, b) to denote the
components of the R, G, and B channels of the pixel at
position (a, b), respectively. )en the gray value of the
corresponding point:

G(a, b) � 0.2989 × R(a, b) + 0.5870 × G(a, b) + 0.1140

× B(a, b).
(2)

After grayscale, the grayscale value range of the grayscale
image is [0, 255]. Finally, perform a simple normalization
operation on the grayscale image data to obtain the input
layer sample data:

I(a, b) �
G(a, b)

255
. (3)

In summary, the preprocessing process of the original
image is shown in Figure 3.

3.3. SSD Target Detection. )e SSD network uses the classic
network VGG as the basic network. Adding auxiliary
structure after the basic network produces a detection with
the following main characteristics.

)e SSD network uses multi-scale feature map detection.
)e network adds the convolutional feature layer to the end
of the extreme base. )e size of these layers gradually de-
creases, and multiple scale detections are predicted values
[22, 23].)e detected convolutionmodel is different for each
feature layer. Each feature layer (or optional existing feature
layer of the base network) can use a set of convolution filters
to generate a fixed set of predictions. For the feature layer of
size m × n with d channels, use the 3 × 3 × d convolution
kernel convolution operation to generate the score of cat-
egory or the coordinate offset relative to the default box. At
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each m × n size position where the convolution kernel op-
eration is applied, an output value is generated. )e output
value of the bounding box offset is measured relative to the
default box, and the default box position is relative to the
feature map. )e core of the SSD algorithm is to use both

high-level feature maps and low-level feature maps for
detection. )e feature maps of different layers are used to
imitate the detection of objects at different scales.)e default
candidate box refers to a series of fixed-size bounding boxes
on each small grid of the feature map, as shown in Figure 4.

Assume that there are k default candidate boxes for each
cell in each feature map. Each default candidate box needs to
predict p category scores and 4 coordinate information. If
the size of a feature map is m × n, then each feature map has
m × n × k × (p + 4) outputs.)emeaning of these outputs is
that a 3 × 3 convolution kernel is used, and the number of
convolution kernels when convolving the feature map of this
layer contains two parts. )e first part of the quantity m ×

n × k × p is the output of confidence, which represents the
confidence of each default candidate box, that is, the
probability of the category. )e second part 4 × m × n × k is
the output of the coordinate position, which represents the
coordinate of each default candidate box after returning.

In training, another concept is a priori candidate box.
Refers to the default alternative box selected in practice.
During training, a complete picture is input to the network
to obtain several feature maps [24]. For positive sample
training, it is necessary to first match the prior candidate box
with the correctly labeled candidate box. A successful match
indicates that the a priori candidate box is the target to be

(a) (b)

(c)

Figure 1: First frame image of experimental data (a) Video 01 (b) Video 02 (c) Video 03.

Table 1: Details of experimental data.

No. Length of time Total frames
01 3 minutes and 35 seconds 5189
02 6 minutes and 12 seconds 12037
03 5 minutes and 49 seconds 10915

Training 
samples Preprocessing CNN network Training 

sample label

Test 
samples Preprocessing

Test sample 
label

Improved 
CNN model

Prediction 
results

Test result

Train

Figure 2: Process of training and testing CNN classifier.
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Figure 3: Preprocessing process of sample set.

(a) (b)

Figure 4: Continued.

Computational Intelligence and Neuroscience 5



detected, but there is still a certain gap from the complete
target. )e purpose of training is to ensure the classification
confidence of the default candidate box while returning the
prior candidate box to the correctly labeled bounding box as
much as possible. For example, suppose there are 2 correctly
labeled bounding boxes in a training sample. )ere are
totally 8732 default candidate frames obtained in all feature
maps. )en there may be 10 and 20 a priori candidate boxes
that can be matched with the two correctly labeled bounding
boxes respectively. )e training loss includes positioning
loss and regression loss.

Experiments have shown that the greater the number of
default candidate box shapes, the better the final effect. )e
default candidate box used here is the same as the candidate
box in Faster R–CNN. )e difference is that the candidate
box in Faster R–CNN is only used in the last convolutional
layer, but in SSD, the default candidate box is applied to
multiple different feature maps. )e size and aspect ratio of
the default candidate box are determined by certain cal-
culations. Assuming that g feature maps are used for pre-
diction, the size of the default candidate box for each feature
map is calculated as follows:

sk � smin +
smax − smin

g − 1
(k − 1), k ∈ [1, g], (4)

where, smin � 0.2 indicates that the size of the bottom layer is
0.2. smax � 0.9 indicates that the size of the highest layer is
0.9.

For the aspect ratio, it is represented by βr. )ere are five
aspect ratios, namely βr � 1, 2, 3, 1/2, 1/3{ }. )erefore, the
width of each default candidate box is calculated as
w

β
k � sk

��
βr


. )e calculation formula for height is

h
β
k � sk

��
βr


. In addition, when the aspect ratio is 1, specify

the size as sk �
�����
sksk+1

√ additionally. )at is, there are a total
of 6 different default candidate boxes.

)e center position of each default candidate box on the
feature map is set to (a + 0.5/|fk|, b + 0.5/|fk|). Where |fk|

represents the size of the k th feature map.)e default frame
coordinates captured by a, b ∈ (0, |fk|) make it always
within [0, 1]. In fact, the distribution of default boxes can be
designed to best fit a particular database.

By combining the predictions of all default boxes of
different sizes and aspect ratios of many feature maps at all
positions, a diversified set of predictions can be obtained,
covering various input object sizes and shapes [25].

After the default candidate box is matched with the
correctly labeled target box, it can be known that most of the
default candidate boxes are negative samples, especially
when the number of possible default selected boxes is large.
)is leads to a serious imbalance of positive and negative
samples during training. )e SSD algorithm is sorted
according to the highest confidence of each default candidate
box. And choosing those candidate boxes with high confi-
dence so that the ratio between positive and negative
samples is at most 3 :1, instead of using all negative samples.
After such processing, the optimization speed of the training
process is faster and more stable.

In order to make the model more robust to the size and
shape of various input objects, each training image is ran-
domly sampled by one of three methods. (1) Using the entire
original image as input. (2) Sampling a small fragment to
make the object’s smallest Intersection over Union (IoU)
overlap of 0.1, 0.3, 0.5, 0.7, or 0.9. (3) Randomly sample a
segment. )e size of each sample segment is between 0.1 and
1 times the size of the original image, and the aspect ratio is
between 0.5 and 2. If the correctly labeled target frame is in
the sample segment, the overlapped part is retained. After
the above sampling steps, the size of each sampling slice is
adjusted to a fixed size and flipped horizontally with a
probability of 0.5.

)e commonly used objective loss function for multi-
classification tasks is cross-entropy loss. Assuming that there
are n samples in the task and the classification target has C

class, the cross entropy CE is defined as follows:

loc : ∆ (∂x, ∂y, w, h)
conf : (∂1, ∂2, •••, ∂q)

(c)

Figure 4: )e generation of default candidate box (a) Image with GT boxes (b) 8 × 8 characteristic map (c) 4 × 4 characteristic map.
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C
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− y

(i)
j lb f x

(i)
 

j
 , (5)

where, f(x) represents the predicted class probability. y is
the one-hot vector of the actual category. )e cross entropy
function itself treats all types of objects equally. When en-
countering category imbalance phenomenon, it is easy to
cause prediction deviation, and it is impossible to strengthen
training on difficult-to-separate samples. In view of the
category imbalance phenomenon, a weighting factor α can
be introduced for different categories to weaken the influ-
ence of a large number of categories on the loss value:

CE �
1
n



n

i�1


C

j�1
− αjy

(i)
j lb f x

(i)
 

j
 . (6)

Aiming at the problem of difficult samples, the higher the
predicted probability of a sample, the stronger the model’s
ability to recognize the sample. )is sample becomes an
easy-to-separate sample, and vice versa, it is a difficult-to-
separate sample. Based on the predicted probability, a
weighting factor β can be introduced to weaken the influence
of easily divided samples on the loss value. β is defined as
follows:

β(i)
j � 1 − y

(i)
j 

c
, (7)

where c is an adjustable hyper parameter. )e focus loss FL
is defined as:

FL �
1
n



n

i�1


C

j�1
− αjβ

(i)
j y

(i)
j lb f x

(i)
 

j
 . (8)

)is paper applies the above-defined multi-category
focus loss to the SSD model. )e values of α and c are both
0.75.

)e SSD algorithm uses VGG16 as the basic network.
First, perform pre-training on the data set, and convert Full
Connection Layer (FC) 6 and FC7 into convolutional layers.
)e parameters are sampled from the FC6 and FC7 layers,
and all dropout layers and FC8 layers are deleted. And using
Stochastic gradient descent (SGD) to fine-tune the model.
For each data set, the learning rate decay strategy is slightly
different.

3.4. Network Training. Before training, perform image en-
hancement by performing operations such as horizontal
flipping, contrast enhancement, saturation enhancement,
and color transformation on all images. All models are
implemented using the Tensorflow framework and trained
for 400 cycles on the Nvidia1080 graphics card. For the
Faster R–CNN model, the images are uniformly scaled to
1280 × 720 input network.)e initial learning rate is 0.001. It
drops to 1/10 of the previous value every 100 cycles. )e
gradient update method uses small batch stochastic gradient
descent with momentum.)emomentum factor is 0.99. For
SSD models, the images are uniformly scaled to 500 × 500
input network. )e initial learning rate is 0.001. Every 10

cycles it drops to 0.96 times the previous value. )e gradient
update uses RMSProp optimizer. )e momentum factor is
0.99.

4. Experiment and Analysis

)e hardware operating environment of the experiment is
an Intel Core i5-6500 CPU, a notebook computer with a
frequency of 3.20GHz and a memory of 32GB.)e software
environment mainly includes Windows 10 system, Visual
Studio 2017 development environment and Open CV 3.2.0.
Open CV is an open source computer vision library that
provides various graphics processing functions. Open CV
implements many general algorithms in graphics processing
and computer vision. Among them, modules such as 2D
features in Open CV, high-level interaction, video image
reading and writing, image processing, and target tracking
are mainly used. )e proposed method is developed inde-
pendently, and the development language is C++.

4.1. Evaluation Index. )e goal of vehicle detection is to
detect as many vehicles as possible. At the same time, as little
as possible misdetection of vehicles occurs. In a real-world
vehicle video stream, True Positive Rate (TPR), False Pos-
itive Rate (FPR), Average True Positive per Frame (ATP/
Frame), Average False Positive per Frame (AFP/Frame),
Average False Positive per Vehicle (AFP/Vehicle) and other
indicators are evaluated. Among them, the last three index
parameters are related to the actual video stream. )erefore,
it is only used to evaluate the detection effect of the vehicle
detection method in the real scene video stream. )e first
two parameters are not necessarily related to the video
stream, and can also be applied to the training set and test set
to evaluate the vehicle classification method.

TPR is the proportion of the number of vehicles QTP
correctly detected as TP by the detector or classifier in a
video stream segment or sample set to the actual total
number of vehicles QTotal:

TPR �
QTP

QTotal
. (9)

FPR is the proportion of the number of targets QFP
incorrectly determined as vehicles (FP) by the detector or
classifier in all target QP determined as vehicles in a video
stream segment or sample set:

FPR �
QFP

QP
. (10)

ATP/Frame is the average number of vehicles correctly
detected per frame in a video stream segment:

ATP
Frame

�
QTP

zFrames
. (11)

AFP/Frame is the number of vehicles that have been
misdetected as non-vehicle targets in each frame in a video
stream segment:
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AFP
Frame

�
QFP

zFrames
. (12)

AFP/Vehicle is the ratio of the number of misdetected
targets to the total number of vehicles ΩVehicles in a traffic
video stream segment:

AFP
Vehicle

�
QFP

ΩVehicles
. (13)

By evaluating the above indicators of the video stream or
sample set, the detection performance of a classifier or
detector can be evaluated. Based on the above indicators, the
higher the TRP, ATP/Frame, and the lower the FPR, AFP/
Frame, AFP/Vehicle, the better the performance of vehicle
detection method.

4.2. Compare the Classification Effects of Different Classifiers.
First, compare the classification results of the proposed
method with linear discriminant analysis (LDA), support
vector machine (SVM) and other shallow classifiers on the
test sample set.

It can be seen from Table 2 that among the shallow
classifiers, the SVM classifier performs well in many sample
sets. )e same applies to the test sample set consisting of
3068 test samples.)e classification accuracy rate using LDA
is only 70.89%. Using the SVM classifier can increase the
accuracy by about 19% to 89.11%. )e proposed method has
undergone 10-fold cross-validation, and finally obtained a
relatively stable classification accuracy of 94.92%, which is 5
percentage points higher than the SVM method. )is shows
that the proposed method has a better classification effect
than shallow classifiers in processing two-dimensional data
sets. It is more suitable for vehicle detection.

Specifically, the entire test sample set is classified by the
proposed method. )e results are shown in Table 3.

According to the number of TP, TN, FP, and FN in
Table 3, the sensitivity of the proposed method can be
obtained: Sn � TP/TP + FN � 1399/1399 + 62 × 100% �

95.76%; )e specificity is: SP � TN/TN + FP � 1581/1581
+26 × 100% � 98.38%; )erefore, the first type of error rate
(false positive rate) of the classification model:
1 − Sp � 1.62% indicates that 1.62% of the real non-vehicle
samples were incorrectly judged as vehicle samples. )e
second type of error rate (false negative rate): 1 − Sn � 4.24%
indicates that among all the vehicle samples, 4.24% of the
vehicles were not detected and were misjudged as vehicles.

)e detailed classification results of the proposed
method and LDA and SVM methods on the test set are
shown in Table 4.

It can be seen from Table 4 that in the entire sample set,
the TPR of the proposed method is 16.77% and 7.94% higher

than that of the LDA and SVM classifiers, respectively. )e
FPR is 18.03% and 5.27% lower than LDA and SVM, re-
spectively. It shows that under the comprehensive evaluation
of these two performance indicators, the proposed method
has better detection effect and fewer false detections.

)e preprocessing of the original sample will have a
greater impact on the later vehicle detection. )erefore,
before and after preprocessing, the classification accuracy
results of the threemethods are shown in Table 5.)e second
column of data in the table is the classification accuracy of
the three methods for the original samples without HSV
spatial brightness translation. )e third column of data
corresponds to the training result after the original sample is
subjected to a large brightness shift in the HSV color space.

It can be seen from Table 5 that the classification ac-
curacy of LDA in the two cases is not much different, the
difference is only 0.36%. However, the accuracy of SVM and
the proposed method under the preprocessing of HSV data
is about 5% higher than that of unprocessed data. It can be
seen from this that sample training is required for vehicle
detection. A richer sample set can significantly improve the
classification performance of the classifier.

4.3. PerformanceComparisonofDifferentModels. In order to
demonstrate the detection performance of the proposed
model, compare it with reference [9, 11], and [15], and the
results are shown in Table 6.

It can be seen from Table 6 that compared with other
comparison models, the detection effect of the proposed
model is better, and its TPR reaches 96.49%. Reference [9]
realizes the automatic detection of smoke vehicles based on
multi-feature fusion and improved integral projection
method. It can accurately detect vehicles to a certain extent.
However, the detection method is relatively traditional, and
it is difficult to apply to UAV video data. )erefore, the
detected TPR is only 81.92%. Reference [10] uses motion
detection algorithms to acquire vehicle information, and
uses temporal multi-layer perception or long- and short-
term memory networks to train vehicle recognition models.
Compared with reference [9], it can effectively improve the
recognition accuracy, with a TPR of 88.61%. However, the
UAV moves fast and has a lot of video data, so the rec-
ognition effect is limited to a certain extent. Reference [15]
uses the regional CNN network to achieve vehicle detection,
which can quickly aggregate road traffic data, thereby im-
proving automated traffic management. However, it lacks
data preprocessing, so the recognition accuracy rate of the
proposed method is reduced by 3% to 6%. All the proposed
models can achieve better vehicle detection. It uses HSV for
data preprocessing, and both deep learning models can
complete accurate learning of massive data.

Table 2: Classification accuracy of different classifiers.

Classifier type Number of correct tags/total tags Accuracy rate (%)
LDM 2175/3068 70.89
SVM 2734/3068 89.11
Proposed method 2912/3068 94.92
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5. Conclusion

)e accuracy and stability of UAV video vehicle detection
is crucial to extracting traffic information. For this reason,
a vehicle detection method using deep learning in UAV
video is proposed. Based on the HSV spatial brightness
translation operation of the original samples, two deep
learning models, the improved Faster R–CNN and SSD,
are used to detect vehicles in UAV videos. Based on the
DJI UAV’s shooting video data set for experimental
analysis. )e results show that the use of HSV for data
transformation can enrich the sample set, thereby im-
proving the detection accuracy. )e accuracy before and
after pretreatment is increased by about 5%. )e SSD
model of the proposed method processes the data after
HSV transformation, and the powerful data learning
ability of the model can improve the detection effect. Its
vehicle detection rate reached 96.49%. And the SSDmodel
can act on multiple feature maps, and its detection effect is
better.

Deep learning technology has shown great potential in
target detection, and it is more advantageous for rapid target
detection in complex scenes. However, deep learning re-
quires large samples for support, and speed is not an ad-
vantage. )ese two determine the limitations of deep
learning in real-time target tracking applications. )erefore,

in the future, we will focus on the application of deep
learning under small sample training in video target de-
tection, and focus on solving real-time problems.
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To overcome the limitations of conventional breast screening methods based on digital mammography, a quasi-3D imaging
technique, digital breast tomosynthesis (DBT) has been developed in the field of breast cancer screening in recent years. In this
work, a computer-aided architecture for mass regions segmentation in DBT images using a dilated deep convolutional neural
network (DCNN) is developed. First, to improve the low contrast of breast tumour candidate regions and depress the background
tissue noise in the DBT image effectively, the constraint matrix is established after top-hat transformation and multiplied with the
DBT image. Second, input image patches are generated, and the data augmentation technique is performed to create the training
data set for training a dilated DCNN architecture.1en the mass regions in DBT images are preliminarily segmented; each pixel is
divided into two different kinds of labels. Finally, the postprocessing procedure removes all false-positives regions with less than
50 voxels. 1e final segmentation results are obtained by smoothing the boundaries of the mass regions with a median filter. 1e
testing accuracy (ACC), sensitivity (SEN), and the area under the receiver operating curve (AUC) are adopted as the evaluation
metrics, and the ACC, SEN, as well as AUC are 86.3%, 85.6%, and 0.852 for segmenting the mass regions in DBT images on the
entire data set, respectively. 1e experimental results indicate that our proposed approach achieves promising results compared
with other classical CAD-based frameworks.

1. Introduction

Breast cancer is one of the leading causes of diseases in
women worldwide, and it is also the most common cause of
cancer deaths in women. Since the late 70s of the last
century, the incidence of breast cancer worldwide has been
increasing. According to the report “1e Status and Trends
of Cancer in China 2017” released by the National Cancer
Center, the incidence of breast cancer ranks first among
female malignant tumours [1]. Early diagnosis and treat-
ment can effectively reduce the mortality of breast cancer
patients and improve their quality of life [2]. In developed
countries, organized and opportunistic screening programs
have significantly reduced breast cancer mortality. Although

two-dimensional mammography uses a new detector, it is
well known that it still has its limitations because the normal
structures and pathological structures may overlap each
other when obtaining the transmission X-ray image [3].

Digital breast tomosynthesis (DBT) is a quasi three-
dimensional imaging technology. An X-ray tube rotates in a
limited arc, and a digital detector obtains a series of low-dose
projection images to reconstruct the tomographic images
[4]. DBT can evaluate the dense breast tissues in detail by
describing the breast tissues in three dimensions to over-
come the limitation that standard mammography only
displays a two-dimensional image. In addition, the recon-
structed DBT slice images can partially reduce the often
called “anatomical” or “structure” noise caused by tissue
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superimposition in conventional mammography [5]. It is
crucial to segment the breast mass regions in DBT slice
images to provide accurate radiologists’ qualification. Al-
though DBT has higher sensitivity and specificity in breast
mass regions detection, it has dramatically increased the
amount of data in the image, resulting in manually anno-
tating breast mass regions in DBT images. It is not only
tedious but also time consuming for radiologists [6]. Hence,
it is significant to develop a computer-aided segmentation
framework for DBTmass regions to aid radiology clinicians
to reduce the workload of manual annotation for the
radiologists.

Automatic segmentation of breast mass regions is
challenging because the breast mass regions have low
contrast differences among their neighboring tissues [7].
Although it is difficult to achieve accurately segment breast
mass regions, many studies focus on designing various
automatic or semi-automatic learning-based approaches for
breast mass regions segmentation in recent years [8–10].
Whereas automatic segmentation of breast masses from
two-dimensional (2D) mammography has been widely in-
vestigated, little has been reported on segmenting breast
mass regions automatically for DBT slice images. For each
mass region, eight shape parameters and ten enhancement
texture features were extracted and then an artificial neural
network was used to build the diagnostic model; the average
area under the receiver operating curve (AUC) reported by
the systemwas 0.76 [11]. Breast tissues detection results were
obtained using the multivariate statistical analysis of mass
spectrometer data with a sensitivity of 90.9% and specificity
of 98.8% [12]. If two-dimensional projected slice images and
three-dimensional reconstructed volume can be combined
for analysis, a computer-aided diagnosis (CAD) system of
DBTcan produce a lower false-positive rate [13]. In addition
to research on breast segmentation by maximizing the radial
gradient index in three dimensions of Reiser et al. [14], some
publications only used a single representative two-dimen-
sional slice [15, 16] to quantitatively evaluate the accuracy of
mass regions segmentation in DBT images. Chan et al. [17]
presented an approach on automatic detecting for breast
mass regions. van Schie et al. [18] proposed an automated
segmentation approach of breast mass regions, which used
the mammography image data set to train the models. Kim
et al. [19] concentrated on the influence of the saliency of the
reconstructed slices on DBT mass regions’ detection per-
formance and then presented an automated detection sys-
tem of breast mass regions based on the saliency of DBT
reconstructed slices. Palma et al. [20] built a CAD frame-
work based on the antagonistic reasoning and fuzzy theory,
which can detect breast mass regions in reconstructed DBT
images.

In recent years, deep learning has been successfully
utilized in various medical image recognition tasks, such as
tumour boundary detection, region segmentation, and
pattern classification, because it does not adopt various
handcrafted features in supervised manners [21–23]. 1e
ResNet-50 model pretrained with transfer learning and class
activation map technique were employed in breast cancer
classification and localization, resulting in an AUC of 0.96

[24]. Sampaio et al. [25] proposed a computational meth-
odology, where the quality of mammography image was
improved initially by preprocessing, and the external region
of breast was removed to reduce noise and highlight the
internal structure of breast; next, the region was segmented
and shape descriptors (such as eccentricity, circular dis-
proportion and density) were extracted by using cellular
neural networks, followed by an SVM classifier; they re-
ported a sensitivity of 80% and AUC of 0.87. Wichakam and
Vateekul [26] used support vector machines (SVMs) with
ConvNets to detect mass on mammograms, where the re-
ported accuracy was 98.44%, which was superior to the
baseline (ConvNets) by 8%.

In this study, we combine DBT, a breast cancer screening
method, with the latest machine learning and deep learning
technologies. We focus on the accurate segmentation of the
mass regions in DBT images using a deep convolutional
neural network (DCNN) architecture, which is a fully
convolutional network with dilated filters (dilated DCNN)
instead of pooling filters. Besides, instead of training the
model with the whole image, we implement a patch-based
training approach. To produce an end-to-end segmentation
output, we apply a fully convolutional network approach.
Our system is used to every slice in a volume separately.

1e structure of the paper is as follows: In Section 2, the
data sets used and dilated DCNN architecture are intro-
duced in detail, and then the training and testing methods of
the dilated DCNN model for the mass regions segmentation
in DBT images are introduced; Section 3 provides the details
and results of the experiments performed in this study;
Section 4 introduces the discussion, and the paper ends with
Section 5, in which the conclusions and future work are
presented.

2. Methodology

In this section, we will describe the data set used, the
sampling procedure for generating input image patches, the
architecture of the dilated DCNN, and the strategy for
training the dilated DCNN, followed by the approach ap-
plied to segment the mass regions in DBT images and the
evaluation metrics used.

A fully automatic framework for mass regions seg-
mentation in DBT images is developed, an overview of the
proposed architecture is shown in Figure 1. We apply a fully
convolutional network approach to produce an end-to-end
segmentation output. Our system is used to every slice in a
volume separately.

2.1. DBT Image Data sets. 1e benchmarking clinical DBT
image data used in this study are obtained from the Zhejiang
Chinese Medical University Affiliated Guangxing Hospital
(DBT_gx) and Zhejiang Provincial Hospital of Traditional
Chinese Medicine (DBT_tcm) with Institutional Review
Board (IRB) approval. Each DBT volume is produced by
low-dose exposure, and the total shot dose should be within
the range of a regular mammogram dose. Each patient’s
DBT data is acquired in medio-lateral oblique and cranio-
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caudal views (Siemens Mammomat Inspiration DBT sys-
tem), using a total tomographic angular range of 60° with a 5°
rotation increment and 12 projection views. Both sets of
DBTs are reconstructed to 1mm spacing slice with a res-
olution of 1200× 901 pixels using the simultaneous algebraic
reconstruction technique. We convert the images into TIFF
stack/slices and used data in TIFF format to keep more
details.

A total of 66 cases of breast cancer patients is included
with a mean age of 53.65 years and an age range of 28–70
years. 1e entire DBT data set includes 146 views from 73
breasts with 97 masses, with size ranged from 4.7 to 37.8mm
(mean� 16.3mm, median� 17.6mm). Among them, 42 are
benign lesions (absolutely healthy) and 55 were malignant
lesions as determined by biopsy with subsequent histo-
pathologic analysis. For each view (medio-lateral oblique or
cranio-caudal), the number of slices ranged from 50 to 80
(mean� 69, median� 61). Two experienced radiologists
manually annotate 97 masses and compared their annota-
tions to reduce possible subjective errors. If there are any
inconsistencies, the correct annotation of themass regions in
the image is determined by doctor consultation.

2.2. Slice Image Preprocessing. For a typical DBT screening
system, radiation exposure is a vital factor to avoid the risk of
radiation-induced cancer. Hence, the low radiation dose is
usually used to generate the DBT images. However, the total
radiation dose of DBT is slightly higher than that of standard
mammography. Generally, DBT image generally contains
Poisson distribution noise. Considering the top-hat trans-
formation can not only preserve more local details and
highlight the hidden information but also suppress noise
amplification. DBT images are preprocessed before the input
patch extraction step, including using the top-hat trans-
formation to enhance the contrast between the candidate
breast mass location regions and background tissues. Fur-
thermore, to improve the low contrast of breast tumour
candidate regions and depress the background tissue noise
in the DBT image effectively, a constraint matrix generated
by an isotropic radial basis function centered on the can-
didate breast mass location region with a variance δ2 (δ is
5mm) is established and multiplied with the DBT image.

Figure 2 shows the DBT image preprocessing results before
and after preprocessing procedure, where Figures 2(a), 2(b)
are the DBT image before and after preprocessed,
respectively.

2.3. Input Patch Extraction. In our research work, compared
with other DCNN-based detection problems, the DBT data
sets available have a small number of image samples, so
using the whole image directly is likely to result in over-
fitting. We split the entire DBT images into patches to
address this issue, which increases data set dimension and
complexity. As shown in Figure 3, we apply the sliding
window method to scan the entire DBT image data and
extract all possible input patches. All the patches are then
classified according to the ground truth provided in the data
sets. If the central pixel of an input patch is in the breast mass
region, the input image patch is marked as positive (breast
mass region candidate); Otherwise, it is designated as a
negative (no mass region) label. Because the no mass regions
can also provide valuable information for breast mass re-
gions segmentation in DBTimages, we extract image patches
from breast mass regions and no breast mass region to
augment the training image data. In other words, we use the
image patches extracted from the no breast mass regions as
the additional negative sample of dilated DCNN architecture
training to help the proposed model distinguish the con-
founding regions and breast mass regions in the DBT
images.

2.4. Dilated DCNN Architecture. 1is part will briefly in-
troduce the architecture of the proposed dilated DCNN
model and its application to our DBT mass regions seg-
mentation framework. One of the problems of traditional
typical CNN architectures using the max-pooling technique
is that they will down-sample the image, resulting in seg-
mented output with a resolution smaller than the input size.
As shown in Figure 4 and Table 1, we use a new convolution
network architecture, using dilated convolutions specially
designed to get dense segmented output. 1e purpose of this
model is to combine the multiscale context information
systematically without losing the resolution, which is based
on the dilated convolution to support the exponential

Online Training Stage

Offline Testing StageTest Image

Training Images

Labels Loss–Function

DCNNDBT Image
Pre–processing

DBT Image
Pre–processing

Patch
Extraction

Patch
Extraction

Labeled
Segementation

Data
Augmentation

Rotations

Learned
Model

Post–processing

Figure 1: Overview of the proposed dilated DCNN approach.
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expansion of the received field without losing the resolution
or coverage.

Let f: Z2 be a discrete function. Let Ωk � [−k, k]2Z2, and
let r: Ωk⟶ R be a discrete filter of size (2k + 1)2. 1e
discrete convolution operator can be defined as

(f∗ r)(p) � 
s+t�p

f(s)r(t). (1)

We now generalize this operator. Let d be a dilation
factor and let ∗d be defined as

f∗dr( (p) � 
s+dt�p

f(s)r(t).
(2)

We will refer ∗d as a dilated convolution or d-dilated
convolution.

2.5. Patch-Based Training. 1e DBT image data sets used in
our work exhibit serious class imbalance, i.e. the number of
pixels in no breast mass regions is far more than that in
breast mass regions. 1is brings a problem to the model’s
training because the pixels in the no breast mass regions
influence the total loss function more than those in the
breast mass regions. To settle this problem, we adopt an
image patch-based training approach. In the training pro-
cess, we balance the training image data by randomly
resampling the same number of image patches of every class
from all possible patches in each epoch. However, breast
mass regions segmentation still has a similar problem of class
imbalance. 1e number of positive samples is far less than
the number of negative samples. 1erefore, we adopt
fα-measure as cost function, which is also known as the Dice

(a) (b)

Figure 2: DBT image preprocessing results before and after preprocessing procedure. (a) DBT image before preprocessed. (b) DBT image
after preprocessed.

y

x

Figure 3: Sliding window method to scan the entire DBT image data and extract all possible input patches.

Conv × 1 Conv × 1

Convolutional + Batch Normalization + ReLU
Convolutional

Conv × 2 Conv × 4 Conv × 8 Conv × 16 Conv × 1 Conv × 1

Figure 4: 1e proposed DCNN architecture.
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coefficient. Compared with conventional loss (e.g., mean
square error), the fα-measure enforces a better balance
between performance on positive and negative regions, and
thus is suitable for the task of mass regions in DBT images
(having unbalanced samples in mass regions and nonmass
regions).

Denote T and S as the ground truth heatmap and the
predicted heatmap, respectively. LetM represent the number
of elements (pixels) in T and S, and the fα-measure-based
loss function is defined in formula (3)

fα(S, T) �
1 + α2  

M
i�1 siti


M
i�1 si + 

M
i�1 ti

, (3)

where ti is the ith element of the ground truth heatmap and
si is the i-th element of the predicted heatmap. In this paper,
we set α � 1 based on the number of pixels inmass regions to
the number of pixels in nonmass regions. If α is set to a
higher value, the model loss mostly comes from the error of
the mass regions, thus ignoring the error of the nonmass
regions; otherwise, if setting to a smaller value, the model
does not pay enough attention to the mass region because of
the class imbalance, which reduces the segmentation
accuracy.

2.6. DBT Image Data Augmentation. Extend the image data
and generate more training data from the original image
data to improve the performance of the proposed dilated
DCNN model. Typical applications of the DCNN model for
medical image analysis and computer vision tasks, rotations,
and translations are often used to augment the data. In our
work, the DBT image data consist entirely of 2D image

patches. Hence, translation operation cannot augment the
image data because it will cause a different image patch to
have a possibly different class label. However, using rotation
operations of the image patches might give some perfor-
mance improvements. 1erefore, we perform the rotation
operation by using angles multiple of 90o.

2.7. Segmentation Postprocessing. In DBT images, some
small clusters may be mistakenly classified as the breast mass
regions. To deal with the problem, we impose a constraint by
removing clusters in the segmentation output obtained by
the proposed dilated DCNN-based system with less than 50
voxels in volumes.

2.8. Performance Analysis. To compare and analyze the
performance with other classical CAD-based frameworks,
the evaluation metrics used in this paper are (a) accuracy
(ACC), sensitivity (SEN), and specificity (SPE) of the model;
ACC refers to the ratio of the number of pixels correctly
segmented to the number of total pixels in the image, SEN
refers to the likelihood of a positive test among the subjects
with the condition, and SPE refers to the probability of a
negative test among the subjects without the condition.
1ese three evaluation metrics are defined as follows:

ACC �
TP + TN

TP + TN + FP + FN
, (4)

SEN �
TP

TP + FN
, (5)

Table 1: 1e proposed dilated DCNN configuration and parameters.

Layer Type Configuration Dilation Number of parameters

1
Convolutional

3× 3×1× 32 1 2256Batch normalization
ReLU

2
Convolutional

3× 3× 32× 32 1 18464Batch normalization
ReLU

3
Convolutional

3× 3× 32× 32 2 36928Batch normalization
ReLU

4
Convolutional

3× 3× 32× 32 4 73856Batch normalization
ReLU

5
Convolutional

3× 3× 32× 32 8 147712Batch normalization
ReLU

6
Convolutional

3× 3× 32× 32 16 295424Batch normalization
ReLU

7
Convolutional

3× 3× 32× 32 1 295424Batch normalization
ReLU

8 Convolutional 1× 1× 32× 2 1 16384
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SPE �
TN

TN + FP
. (6)

TP, FP, TN, and FN denote true positive, false positive,
true negative, and false negative, respectively, (b) free-re-
sponse receiver operating characteristic curve (FROC), and
(c) the area under the receiver operating curve (AUC). 1e
FROC is used to evaluate the performance of the segmen-
tation system on the DBT_gx and DBT_zcm data sets and is
plotted between the fraction of correctly identified lesions as
true-positive rate and the number of false-positive per
volume (FPV) for all decision thresholds.

3. Results

3.1. Experimental Details. In this section, experiments with
different training data sets are performed to evaluate the
performance of the proposed dilated DCNN model. Note
that in all cases, the original resolution of the processed DBT
image is used. Patch-level data sets containing image patches
of size 256× 256 pixels are generated and used as the pro-
posed dilated DCNN model inputs. In all experiments, a
stride of 28× 28 pixels is used to create the input image
patches for training the dilated DCNN. 1e selection of the
stride value is balanced according to the computational
requirements and the number of training samples.

We apply the machine learning library Keras to im-
plement the training and testing of the dilated DCNNmodel
in Python 3.6. 1e training and testing experiments are
performed on an NVIDIA Geforce Titan RTX 24G GPU
with Intel Xeon Silver 4210 2.2G GPU.1e presented figures
are generated using the plotting library matplotlib. To train
the dilated DCNN, we used a batch size of 150 input image
patches, 1000 batches per epoch, and 1000 epochs. We used
an Adagrad optimizer [27] with a learning rate of 0.01.

3.2. Evaluation on Test Data sets. Given the limited data sets
available in our study, mass regions segmentation in DBT
images is performed using a ten-fold cross-validation
strategy. Figure 5 presents FROC curves measuring the
proposed dilated DCNN model trained on the DBT_gx and
DBT_zcm data sets, respectively. Our dilated DCNN-based
model’s performance is substantially higher when the
framework is tested on the DBT_gx data set with TPR �

0.971 ± 0.029 at 3.3 FPV, compared with that obtained on
the DBT_zcm data set with TPR � 0.937 ± 0.008 at 4.0 FPV.

To further assess the mass regions segmentation per-
formance in DBT images of our proposed method based on
dilated DCNN, we evaluated the overlap between the pro-
posed DBTmass labels and the ground truth maps. Figure 6
illustrates mass regions segmentation in DBT images on a
few testing images using our proposed model. 1e 1st
column shows individual segmentation results with our
proposed dilated DCNN model for case #5, case #16, case
#20, the 2nd column shows the corresponding ground truth
maps, and a red arrow is used to indicate the lesion without
obscuring the lesion in the 3rd column, respectively. 1e
examples shown in Figure 5 indicate that the mass regions

segmentation outputs predicted by our proposed dilated
DCNN model are in high agreement with the manual
annotations.

4. Discussion

In this study, a dilated DCNN architecture is specifically
designed for the dense prediction of mass regions in DBT
images, which systematically aggregates multiscale contex-
tual information without losing resolution. Our proposed
model adopts the fα-measure as the cost function to sup-
press the influence of class imbalance. To generalize the
applicability of the proposed dilated DCNN-based frame-
work, we combine the two DBT image data sets into a larger
data set, which is called the entire data set. In the experi-
ments, we compare the performance of various typical
automatic detection methods of breast mass regions in DBT
images in terms of classifier used, DBT image data set size,
SEN, ACC, and AUC. As can be seen in Table 2, our model
based on dilated DCNN has achieved competitive results
than some of them. Among these classic models, we will
discuss the research work of Kim et al. [28], Fotin et al. [29],
and Samara et al. [30] in detail.1ey applied deep learning to
the detection and segmentation of breast mass regions in
DBT images. 1eir research works evaluated the automated
segmentation CAD frameworks for breast masses in DBT
images using the hand-crafted feature- and DCNN-based
models. 1e DCNN model proposed by Kim et al. [28]
extracted low-level features from the regions of interest
(ROIs) and corresponding ROIs, respectively, through the
convolutional layers separately, which can recognize the
latent bilateral feature representations of breast masses in the
reconstructed DBT volumes. To represent the high-level
bilateral features of breast masses in DBT images, they
combined the low-level features into the fully connected
layer. It was reported that the AUC of the latent bilateral
feature representation model was 0.847. Fotin et al. [29]
developed a DBT mass detection CAD framework using
DCNN model. 1ey trained the DCNN with the generated
candidate ROIs, which included 1864 mammography breast
lesions and 339 breast lesions from DBT images data.
According to the report, 86.40% of ACC and 89% of SEN
were obtained in their model. Samala et al. [30] proposed a
DCNN framework composed of four convolutional layers
and three fully connected layers. First, the DCNNmodel was
trained on a large-scale two-dimensional mammography
data set. 1e weights of the first three convolutional layers
were frozen, and the rest weights continued to be trained and
updated. 1rough the calculation results of the DCNN
model, it can be seen that the AUC value was more than 0.8,
and the SEN value was over 80%. As for the method pro-
posed in our work, 87.1% ACC, 86.9% SEN, 88.2% SPE, and
0.859 AUC for the testing data set with 89 DBT volumes are
obtained.

In other models not based on DCNN network, we select
the studies of Chan et al. [17], van Schie et al. [16], Palma
et al. [20], and Reiser et al. [31] for comparative analysis.
Chan et al. [17] introduced three methods based on two-
dimensional and three-dimensional, as well as the
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combination of two-dimensional and three-dimensional
methods. For the data set contained 100DBTimages from 69
patients with malignant patient cases, they obtained 80%
SEN and 1.23 FPs/volume using the hybrid method. van
Schie et al. [16] proposed a two-stage method, the first step
was to locate ROIs in 2D slice images, and the second step
was to locate 3D ROIs on DBT volumes combined with the
extracted regions in 2D slice images. 1e results obtained
from the DBT image data of 49 patients with one or more
malignant tumours in 192 cases showed that 80% of the Sen
was 3 FPs/volume. Palma et al. [20] developed a dual-
channel DBT masses detection CAD framework in which
each channel classified a type of DBT lesions.1ey combined
discoveries and disjunction fusion methods from the
channels.1eir results showed that 90% SEN of the 101 DBT
volumes contained 53 lesions. Reiser et al. [31] introduced a

method of detecting DBT breast mass in two-dimensional
projection views, and then reported 90% SEN for 36 DBT
volumes using the visual angle range found in combination
with detections.

Figure 7 shows examples of automatic segmentation of
breast mass regions in DBT images by our dilated DCNN
architecture and other typical CAD architectures, which is
obtained by overlaying the breast mass regions in DBT
images segmented by our proposed architecture and other
typical CAD architectures to the original image, respectively.
We carefully studied these methods presented by Kim et al.
[28], Fontin et al. [29], Samala et al. [30], and Reiser et al.
[31], then we configurated the frameworks and developed
these models in Python 3.6 with the machine learning library
Keras and applied the models to our own data set in our
study. Otherwise, it is unfair to make a comparison of the
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Figure 5: FROC curves for mass segmentation in DBT images on DBT_gx data set and DBT_zcm data set, respectively.
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Figure 6: Illustration of mass segmentation examples in DBT images using proposed model compared with manual labeled. (a) Seg-
mentation result. (b) Ground truth map. (c) Lesion location.
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performance between our dilated DCNN model with other
CAD models in automatic segmentation of breast masses in
DBT images because other CAD models are trained and
tested on different private data sets that are not available in
public. Although the automatic segmentation model pro-
posed in this paper cannot achieve the best overall DBTmass
regions segmentation performance, our dilated DCNN
framework achieves 86.3% ACC and 85.6% SEN with AUC
of 0.852. 1e experimental results of this paper also indicate
that our framework can get sound segmentation outputs on
DBT image data set, and the dilated DCNNmodel is trained
on the two-dimensional slice images of DBTvolumes, not on
the two-dimensional mammography data set. Although the
proposed DCNN-based CAD framework has achieved
promising results in automated segmentation of breast mass
regions in DBT images, it can be further improved when
there are more DBT image data. 1e main limitation of this
study is the lack of sufficient DBT image data. To achieve
satisfactory overall segmentation performance, our pro-
posed automated segmentation framework for breast mass
regions in DBT images needs more diverse data and
structural distortion samples. Our proposed dilated DCNN-
based approach can be applied to detect all early signs of
breast tumour in DBT images, which is vital to decrease the
review time for radiologists while maintaining or decreasing
false positives.

5. Conclusions

1is article presented a novel dilated DCNN-based architec-
ture for mass regions segmentation in DBT images, performed
experiments on an in-house collected DBT image data set, and
obtained promising results. 1e constraint matrix is generated
by using isotropic radial basis function and multiply with the
DBTimage to effectively improve the low contrast of candidate
breast tumor regions and suppress the noise of background
tissue regions. Our dilated DCNN architecture is specifically
designed for dense prediction, systematically aggregating
multiscale contextual information without losing resolution.
Moreover, the proposed model adopts the fα-measure as the
cost function, further effectively suppresses the influence of
class imbalance, and can improve the generalization ability of
the segmentation. 1e average ACC, SEN, AUC obtained on
the entire data set are promising and they are 86.3%, 85.6%,
and 0.852, respectively. 1is study demonstrates that the
presented dilated DCNN network has the potential to segment
the mass regions in DBT Images accurately.

Data Availability

1e raw/processed data required to reproduce these findings
cannot be shared at this time as the data also forms part of an
ongoing study.

Figure 7: Examples of mass regions in DBT images segmented by our dilated DCNN framework and other typical CAD systems.

Table 2: Comparisons of typical studies in mass regions detection of the DBT images.

Method Classifier DBT image data set size Sensitivity Accuracy AUC
Chan et al. [17] LDA 100 80% / /
van Schie et al. [18] NN 752 80% / /
Palma et al. [20] SVM 101 90% / /
Kim et al. [28] SVM 160 / / 0.847
Fotin et al. [29] DCNN 344 89% 86.4% /
Samala et al. [30] DCNN 324 80% / 0.80
Reiser et al. [31] LDA 36 90% / /
Proposed Dilated DCNN 97 85.6% 86.3% 0.852
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Research-based learning is a comprehensive practical course that requires students to identify research topics from their study life
and social life and acquires knowledge and applied knowledge through independent inquiry in a way similar to scientific research.
Under the framework of CT (constructivism theory), through the study of English research-based learning and its functions,
starting from few-shot learning, a college English teaching model based on the integration of network and research-based learning
is constructed to explore the realization method of this model in the teaching process. UCSR-EW (user context-aware semantic-
aware recommendation for English words) algorithm is used to generate English word recommendation, and the English word
records are represented by the semantic model. *en, the acceptance of English words is measured according to the learning stage
and English word records, and then, the similar users are matched, and finally, the intelligent recommendation of English words is
realized. CC (confidence coefficient) is introduced into the pronunciation error correction algorithm to improve the traditional
pronunciation error correction algorithm, so as to improve the error correction effect.

1. Introduction

Research-based learning is a concept opposite to receptive
learning. It has many important functions, which are
mainly manifested in helping to cultivate students’ sci-
entific inquiry ability, scientific spirit, independence and
cooperation, social responsibility, innovative spirit, and
innovative ability, helping to develop students’ awareness
and habits of exploration, helping to turn the learning
process into a process of independent exploration,
stimulating and enhancing learning motivation, and
helping to cultivate students’ sustainable development
ability [1]. *erefore, as the inevitable trend of the current
university curriculum reform, research-based learning
has also become the focus of attention in the English
teaching circle [2, 3]. More and more researchers are
discussing the connotation of research-based learning and
its application in English courses from theoretical and
practical perspectives [4, 5].

CT (constructivism theory) is an important branch of
cognitive learning theory, which is the result of

psychologists’ in-depth research on the cognitive law of the
human learning process, and the further development of
learning theory from behaviorism to cognitivism [6]. Be-
cause the learning environment required by CT is strongly
supported by the latest information technology achieve-
ments, CT is increasingly combined with the teaching
practice of teachers, thus becoming the guiding ideology of
deepening teaching reform in schools at home and abroad
[7, 8]. In order to meet the needs of modern quality edu-
cation, middle school English curriculum standards have
been revised several times, requiring middle school teachers
to teach with brand-new teaching concepts, teaching
methods, and means, take students as the center, pay at-
tention to students’ emotional factors, intelligence devel-
opment, learning methods training and ability training, and
teach them how to learn [9]. To achieve this goal, educators
should provide a beneficial environment for students to help
them create their own opinions independently or collectively
[10]. *e popularity of multimedia and network technology
also makes the student-centered teaching structure have the
material conditions for realization.
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*e importance of students’ participation in research-
based learning activities cannot be overstated. Amultiperson
activity is more likely to generate this type of participation.
Building a learning society [11] necessitates multiperson
activities, which are not only required by learning content.
User information and English word learning records are
collected and uploaded to the recommendation system, and
a new recommendation method based on user similarity, as
well as the recommendation system’s model and process
under the group intelligence perception mode, is explored
and designed. Detection algorithms are created for various
types of errors. Finally, various error detection algorithms
detect the pronunciation to be processed separately, and
corresponding corrective suggestions are provided for the
incorrect pronunciation based on the results of the
detection.

2. Related Work

*e development of cognitive psychology and meta-
cognition research provides rich theoretical knowledge for
the study of learning strategies. Especially, cognitive psy-
chology uses the viewpoint of information processing to
explore the psychological mechanism within cognition,
which makes it possible for human beings to explore their
own implicit learning [12, 13]. Literature [14] divides
learning strategies into macrostrategies and microstrategies.
*e former has a wider range of applications, involvingmore
factors of emotion and motivation; the latter involves more
special knowledge and skills, has a closer relationship with
the cognitive execution process, and is easily influenced by
education. In Literature [15], according to the theory of
information processing and metacognition, it is proposed
that learning strategies include cognitive strategies and
metacognitive strategies. *e former is the related method
and technology for directly processing information, while
the latter is the related method and technology for moni-
toring and mediating the information processing process.
Literature [16] divides learning strategies into eight cate-
gories: retelling strategies of simple and complex learning
tasks and finishing strategies for simple and complex
learning tasks, simple and finishing organizational strategies,
comprehensive adjustment strategies, and emotional strat-
egies. Literature [17] puts forward the importance and ne-
cessity of learning strategy training in English learning.
Literature [18] pointed out that research-based learning is a
learning activity in which students, under the guidance of
teachers, choose and determine topics for research from
nature, society, and life, and actively acquire knowledge,
apply knowledge, and solve problems during the research
process. Literature [19] also gives two types of research-
based learning: project research and project design. It is
considered that objective knowledge structure is internalized
into the cognitive structure through individual interaction
with it. *e interaction between learners and the environ-
ment involves two basic processes: “assimilation” and “hue”.

A recommendation system is a software tool and
technology that suggests items to users based on their
preferences. *ese recommendations cover a wide range of

decision-making processes, including purchasing goods,
listening to music, and reading online news [20]. Cinema
recommendations are made to a virtual community of movie
aficionados via e-mail and the Internet bibliography [21].
Bibliography literature [22] introduces eight attack strate-
gies, which are mainly divided into four categories: basic
attack, weak cognitive attack, nuclear attack, and informed
attack. *e challenges of modeling the simulated human
score at the process and result levels are listed in literature
[23], and it is noted that in the field of speech features and
speech recognition, it is currently impossible to model the
evaluation process comprehensively. Literature [24] evalu-
ates the speaker’s speech at the phoneme level, which has the
benefits of accurately locating the speaker’s pronunciation
errors, evaluating the similarity between the speaker’s speech
and the target speech, and detecting systematic differences
by comparing with a standard speech database. *e user’s
voice data should be scored in segments at the phoneme
level, and the overall score of this voice should be calculated
by combining the scores of each phoneme, according to
literature [25].

3. Research Method

3.1. English Research Study Based on CT. *e key to English
research study is students’ activities. It is a tool of language
communication, and any tool has one characteristic activity.
If people want to learn a language, they must master the
language through activities, learn to communicate, and
achieve the purpose of communication through restricted
and purposeful language activities. *e development of
research-based learning is mainly manifested in two aspects:

(1) *e model of research-based learning gives students
full freedom, makes students truly become the main
body of learning, fully demonstrates students’ au-
tonomy, and creates a good space for students’ in-
dividual development

(2) *e evaluation of research-based learning is not to
compare students horizontally but to make every
student have a successful psychological experience
through positive evaluation, and have enough self-
confidence, so as to motivate every student to make
new progress and achieve new success on the basis of
the original, thus inspiring the internal needs and
motives for improvement and improvement, and
starting internal vitality and subjective initiative [5]

*e teaching effect is determined by the design of the
teaching model. In essence, research-based learning is a type
of resource-based learning. In order to fully embody the
characteristics of resource utilization learning, self-discovery
learning, negotiation and cooperation learning, and practical
and creative learning, the construction of a college English
research-based learning mode in a network environment
should take full advantage of the network platform’s ad-
vantages, such as diversity, sharing, expansibility, and
interactivity, and fully utilize the advantages of the network
platform, such as diversity, sharing, expansibility, and
interactivity. CT learning is emphasized as a process in
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which students actively construct meaning. In order to
cultivate their autonomous, research-oriented, and coop-
erative learning abilities, students should actively explore,
analyze, and discover the essence of things and their in-
terrelationships using various methods, resources, and tools
that are beneficial to the construction of meaning, from
mastering little knowledge to constructing a complicated
knowledge network.

CT teaching thought includes the following aspects:
knowledge view, learning view, student view, evaluation
view, the orientation and role of teachers and students, and
learning environment (Figure 1).

Learning is always associated with a certain social and
cultural background, that is, the “situation”. Learning in the
actual situation can enable learners to assimilate and lead out
the new knowledge that they have learned so as to endow the
new knowledge with a certain meaning. If the original ex-
perience cannot assimilates the new knowledge, it will cause
the process of “adaptation”, that is, the original cognitive
structure will be reformed and reorganized. In a word, only
by “assimilation” and “adaptation” can the meaning of new
knowledge be constructed.

Whether it is the study of language knowledge such as
phonetics, vocabulary, and grammar or the cultivation of
basic skills such as listening, speaking, reading and writing,
student-centered, aiming at how to guide students to learn
and teach them to learn. Teachers should be good at creating
situations, stimulating students’ interest and motivation,
setting appropriate learning tasks, creating lively and diverse
activity environments, providing ample opportunities for
practical language communication, allowing students to
explore and solve problems by using their knowledge and
original abilities, and also using language knowledge to
communicate in activities to complete various tasks.

Combining the dominance and operability of classroom
teaching, this study constructs a college English classroom
teaching model based on the integration of network and
research-based learning (Figure 2).

Research-based learning mode relying on network
technology is subject-oriented, which changes the
teaching process from traditional inheritance to inquiry.
Students use the Internet to do a lot of online reading and
online audio-visual, get “information input”, accumulate
materials, and then refine their own views, transfer the
perceived information to oral, form materials for oral
expression, and provide “speaking” with the contents and
ways of oral communication through logical transfor-
mation of thinking.

Teachers use the Internet to create real problem situa-
tions, guide students to discover and put forward problems
that need to be explored, and generate a strong desire for
research based on the teaching objectives, based on the
content of teaching materials, and based on the principles of
creativity, practicality, and novelty. Because the information
on the computer network is linked by hypertext, it is easy for
students to become disoriented, making teacher guidance
crucial. *e author primarily provides advice to students
when they are debating a topic that is off-topic or disorderly.

However, affirming students’ primary role in learning
does not negate teachers’ hegemony in the classroom. *e
essence of teaching is guidance, and the shift in teachers’
roles is more focused on the promotion of educational
concepts and the innovation of teaching strategies, which is
to set new and higher standards for teaching and educating
people in the new situation, rather than on the transfer of
teaching and educating responsibilities and status. In es-
sence, student-centered education requires teachers to create
favorable conditions for students’ development and fully
recognizes teachers’ dominant position.

Teachers should provide topic-related language ma-
terials, such as video or audio, while also supplementing
literature materials with orientation and the appropriate
degree to integrate language learning and consolidation
into the application. *e task’s input materials primarily
come from English resources on the Internet, which are
directly from the front lines of application and have
authentic, rich, and practical characteristics. *rough
research-based learning, students find, sort, and use them,
resulting in language acquisition.

Knowledge view
That is, the dialectical unity of objectivity and 
subjectivity of knowledge
View of learning
Learner-centered learning
Student view
Treat students as developing people
Evaluation view
Focus on the process of knowledge acquisition
Orientation of teacher-student role
Teachers' role is a loyal supporter of students' 
knowledge construction
Learning environment
The ideal learning environment should include 
four parts: situation, cooperation, 
communication and meaning construction

Figure 1: Teaching thought of CT.
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3.2. UCSR-EW Algorithm. UCSR-EW (user context-aware
semantic-aware recommendation for English words) algo-
rithm uses word vectors to represent words, considers the
relationship between English words from the semantic point
of view, and, on this basis, introduces the context infor-
mation of users, matches the words that users are interested
in, and realizes intelligent recommendation of English
words.

Word recommendation algorithm introduces the se-
mantic model based on English word browsing records to
calculate interest similarity among users. *e context sim-
ilarity between users is calculated by using the context in-
formation of users, and then, user similarity is calculated
according to interest similarity and context similarity; the
neighbor of the target user is selected according to the user
similarity; neighbors generate neighbor recommendation
lists according to their English word records; finally, all
neighbor recommendation lists are merged to generate the
final recommendation result. *e specific algorithm
framework is shown in Figure 3.

UCSR-EW algorithm first uses the trained semantic
model to calculate the semantic similarity of words and then
constructs the feature vector of English word browsing
records.

Formula (1) is used to calculate the similarity between
feature vector fu and feature vector fv, that is, the interest
similarity of user u, v:

Simic(u, v) � −

���������������
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2
i − fv( 

2
i

k

2


. (1)

Feature vector fv represents the semantic similarity of
user v English word browsing records in user u word di-
mension, so the interest similarity of user u, v can be cal-
culated by calculating the normalized Euclidean distance
between feature vector fu and feature vector fv.

*e age and geographical location of the user are used as
context information, and the learning stage of the user is
described by the context information of the user. *e

contextual similarity Simsc of users will be calculated
according to the age similarity Simage and the regional
similarity Simlocation, as shown in the following formula:

Simsc � α · Simage + β · Simlocation. (2)

Among them, α, β, respectively, represent the weight of
age similarity Simage and regional similarity Simlocation in the
calculation process of user context similarity Simsc, satis-
fying the condition α + β � 1.

User-aware word semantic-aware recommendation al-
gorithm is a recommendation method based on user sim-
ilarity, which matches the neighborhood of the target user,
and then generates recommendation results according to the
neighbors of the target user (users in the neighborhood).
User similarity Simuser can be calculated according to in-
terest similarity and user context similarity, as shown in
following formula:

Simuser � Wic · Simic + Wsc · Simsc, (3)

where Wic, Wsc represent the weights of interest similarity
Simic and user context similarity Simsc, respectively.

After English words are duplicated and sorted, English
words with large semantic similarity will always be ranked
first, so that English words with small similarity but
appearing in many neighbors’ recommendation lists will
never appear in the recommendation results. *e word
scoring model considering the frequency of English words is
shown as follows:

score � Di · Simword wi( , (4)

where Di is the number of times the English word wi appears
in the neighbor recommendation list.

3.3. English Pronunciation Error Correction Algorithm. At
present, the error correction evaluation of English pro-
nunciation mainly focuses on the evaluation of acoustic
characteristics, and the user’s voice signal is cut into
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Figure 2: Web-based research-based learning model of college English.
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phoneme-level voice signals by forced alignment. *en, an
evaluation score is obtained by calculating various simi-
larities between the voice segments of each phoneme level
and the standard phoneme acoustic model library.

*is study develops a reasonable pronunciation error
correction algorithm based on the above evaluation process
and discusses and improves acoustic model training, pho-
neme segmentation, and similarity evaluation based on the
characteristics of Chinese people speaking English. *is
study introduces the concept of CC (confidence coefficient),
which calculates the confidence parameters such as likeli-
hood ratio, likelihood ratio, and segment time to measure
the similarity between this phoneme speech segment and the
standard acoustic model, in order to correct users’ pro-
nunciation errors at the phoneme level and provide
meaningful feedback information to users.

*e pronunciation of this voice segment is the standard
pronunciation. If the CC value of the observed sequence and
the model of the standard phoneme is not within the range
of the threshold value, the phoneme pronunciation of this
speech segment is not standard, so as to further determine
the wrong pronunciation of the user.

Assume that the phonetic sequence of word work is cut
into three phoneme segments through a forced alignment
network, corresponding to phoneme W, phoneme ER, and
phoneme K, respectively. Let us take the phoneme ER as an
example. First, let the observation sequence of the seg-
mented ER be Ot, and the corresponding standard phoneme
model be λER.

*e acoustic likelihood value of the frame corresponding
to the standard phonememodel ER is defined as li(ot) where

li ot(  � P ot|λER( . (5)

*e likelihood of the inverse model corresponding to the
phoneme ER is

li ot(  � P ot|λER , (6)

where λER represents the inverse model of the phoneme ER.
*erefore, in the above formula, Ben multiplies the

difference of ranking by the proportional difference of
logarithmic probability, so that the reliability value of each
phoneme will be influenced by ranking and logarithmic
probability. *e following is the set formula:

Confc � PLLRER ot( ∗Confc, (7)

where Confc stands for the final CC.
*e ratio of the number of phonemes whose error

correction results are completely consistent with the expert
labeling results to the total number of phonemes is known as
the correct rate of phonemes. *e algorithm’s error cor-
rection rate is the ratio of the number of incorrect phonemes
corrected by the algorithm to the total number of incorrect
phonemes marked by all experts.

4. Results Analysis and Discussion

4.1. Analysis of English Word Recommendation Algorithm.
In the process of research, using the method of group
discussion, students are required to cooperate and help each
other, which embodies the spirit of cooperation and mutual
assistance among students. When the results are displayed
between groups, they compete to show each other, hoping
that their group is the best and the most perfect, which
stimulates students’ competitive consciousness. Pleasant
cooperation and fair competition are two essential spirits for
talent development today.
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Figure 3: English word recommendation algorithm framework.
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Students’ ability to communicate correctly with pro-
nunciation and intonation can only be cultivated in the real
communication situation because changes in English stress,
intonation, and rhythm are influenced by the actual com-
munication environment and purpose. As a result, teachers
should combine teaching materials to create language sit-
uations in which students can negotiate meanings and ex-
change emotions in communication and interaction, thereby
assisting students in understanding the communicative
function of pronunciation and intonation and forming an
understanding of the English language. When speaking,
students should be able to think clearly and express
themselves using a variety of pronunciations and
intonations.

*e goal of the experiment of the word recommendation
algorithm is to evaluate the word recommendation algo-
rithm. *e accuracy rate precision and recall are used to
evaluate the effect of the recommendation algorithm. *e
higher the accuracy rate and recall rate, the better the
recommendation effect.

*e input of the UCSR-EW algorithm includes the user
information file and English word record file. In addition,
the algorithm also needs to input English word record
length, English word number in the recommendation list,
interest similarity weight Wic, age similarity weight α, and
user similarity threshold λ.

*e key to learning a language is to imitate it. When
students first learn how to pronounce vowels and conso-
nants, it is critical that they imitate the pronunciation and
practice it repeatedly in order to become proficient and
accurate at it. Listening to the English pronunciations of
many British and American people and imitating their
pronunciation and intonation can help students to improve
their English language skills.

*e optimal value shown in Figure 4 is for the experi-
mental data itself. When the experimental data change, the
size of the optimal value and the value of the parameters may
not be as shown in the experimental results.

In order to verify the performance of the English word
recommendation algorithm proposed in this study, a
comparative experiment was designed, and experiments of
UCAR (user context-aware recommendation algorithm)
algorithm and EWSAR (English word semantic awareness
recommendation) algorithm were carried out on the same
experimental data.

Without considering the browsing records of English
words, the contextual similarity of users is the similarity of
users, while the recommended English words will depend on
the browsing records of other users with similar age and
small city distance and have nothing to do with the English
words browsed by the target users. Figure 5 shows the
improved results of age similarity calculation, and Figure 6
shows the experimental results of the UCAR algorithm.

*e communicative approach is helpful to improve
students’ communicative competence and enable them to
learn to use correct and appropriate pronunciation and
intonation. Teachers can provide students with various real
communication situations and help students to correctly
understand and choose the pronunciation and intonation

suitable for the language environment, so as to achieve the
purpose of communication.

Comparison of performance between UCSR-EW algo-
rithm, UCAR algorithm, and EWSAR algorithm is shown in
Figure 7, and UCSR-EW algorithm is superior to UCAR
algorithm and EWSAR algorithm in performance.

It replaced indoctrination with grammar instruction as
the mainline of English instruction, and it transformed
knowledge-imparting classroom instruction into ability-
cultivating classroom instruction, improving students’ in-
terest in learning, assisting them in developing better
learning strategies, improving their comprehensive English
ability, cultivating their innovative spirit and practical
ability, and improving teaching quality.

Of course, the single use of any kind of teaching method
in teaching is not easy to get the best teaching effect.
Teaching is an art in itself. Only by guiding teaching with
advanced educational concepts, taking the best teaching
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Figure 4: Experimental result.
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Figure 5: Improved results of age similarity calculation.
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methods that meet the needs of the times, such as research-
based learning as the leading factor, and combining all kinds
of good teaching methods and creatively designing teaching
can you get twice the result with half the effort.

*e setting of learning objectives, the design of learning
content, the provision of exercises, the transfer of adjacent
knowledge, feedback, teaching assistance, learning evalua-
tion, information organization, and other aspects should all
well reflect the teaching nature. Teaching methods are not
based on the learning content itself but attach importance to
the creation of the learning environment. E-learning English

does not just move the contents of English textbooks to the
Internet intact but should combine learning theory and
network characteristics to create a virtual learning envi-
ronment for students and to pay attention to the organi-
zation of the teaching content, the richness, and the novelty
of the content, so that students can find it worthwhile after
browsing.

4.2. Analysis of Pronunciation Error Correction Algorithm.
*e main content of this section is to give the experimental
results of adding the CCmetric mentioned above to improve
the traditional pronunciation error correction algorithm
based on log likelihood. *e experiment is designed and
analyzed the experimental results in detail. *e lower the
threshold value, the more rigorous the algorithm is, the
lower the phoneme accuracy rate, and the higher the
threshold value, the looser the algorithm recognition, and
the higher the phoneme accuracy rate. Figure 8 shows the
phoneme accuracy of the traditional log-likelihood ratio and
improved CC-based error correction algorithm.

*e CC-based error correction algorithm outperforms
the traditional log-likelihood algorithm in terms of phoneme
accuracy, as shown in Figure 8. It is necessary to identify
correctly pronounced phonemes in order to provide reliable
feedback to users, but it is not sufficient to do so alone. *e
scale of phoneme recognition is relaxed as the ranking
domain value increases, and the algorithm’s error correction
rate decreases. Although the user’s pronunciation is assumed
to be the same as the standard phoneme, experts have de-
termined that the user’s pronunciation is incorrect. At this
time, the system missed a detection error, lowering the
system’s error correction rate.

*e following experiment is designed to discuss the
relationship between the correct rate of phonemes and the
error correction rate of the algorithm. *e experimental
results are shown in Figure 9.

From the above experiments, it can be seen that with the
increase of the threshold value, the limitation of the algo-
rithm on phoneme ranking is relaxed, and the phoneme
accuracy rate increases, but the phonemes that users send
wrong may also be regarded as correct phonemes, so the
error correction rate of the system will decrease accordingly.

In this way, by using the sigmoid function, the CC value
relative to each phoneme model is limited between [0,1].
Figure 10 shows a discussion about the constant port and the
relationship between CC value and rank when α takes
different values.

English research-based learning evaluation is a type of
evaluation that aims to fulfill the full scope of the evaluation.
It emphasizes that the core of evaluation is students’ ab-
sorption andmastery in the learning process, emphasizes the
role of evaluation in students’ development, and pays at-
tention to positive encouragement and encouragement. It
takes the promotion of students’ development as the fun-
damental purpose, takes the promotion of students’ devel-
opment as the orientation, embodies the people-oriented
thought, emphasizes that the core of evaluation is stu-
dents’ absorption and mastery in the learning process,
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emphasizes the role of evaluation in students’ develop-
ment, and pays attention to positive encouragement and
to students’ own interpretations of various phenomena,
listen to their current perspectives, consider the origins of
these ideas, and assist students in expanding or revising
their own explanations, pay attention to students’ per-
sonal development, and do not dismiss external guidance,
such as teacher influence, pay attention to student in-
spiration and induction during teaching activities, and
guide students through discussion activities and con-
nection reasoning to explore and find problems, solve
problems, and acquire knowledge.

A colorful learning environment for students is created
by creating situations that meet the requirements of teaching
content and clues that suggest the relationship between old
and new knowledge and help students to construct the
meaning of what they are currently learning, to pay attention
to the cultivation of cross-cultural awareness, method
guidance, and strategy training, and to pay attention to
guiding students to explore and discover the research-based
learning style not only trains students’ thinking but also
cultivates their learning ability.

With the rapid development of multimedia computer
and network education applications, CT is showing its
strong vitality and expanding its influence in the world.
Studying some learning theories of CT and carrying out
teaching practice based on CT will carry out quality edu-
cation with moral education as the core and cultivating
students’ spirit of exploration and innovation, active re-
search and learning, cooperative learning, and practical
ability as the focus, and promote the reform of teaching
materials, which will have far-reaching influence and pos-
itive promotion.

5. Conclusion

Research-based learning is a teaching method in which
subjects and objects are transformed and promoted by one
another.*is teaching model embodies the student-centered
educational philosophy and emphasizes language acquisi-
tion and learning in the process and practice through the use
of modern teaching methods. *e central tenet of CT is that
students are self-control knowledge builders. Teaching is
primarily concerned with assisting students in improving
their cognitive abilities. *e UCSR-EW algorithm is pro-
posed, which calculates an English word score based on
semantic similarity and frequency of occurrence of English
words and then recommends English words based on the
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score. In this study, we introduce CC into the phoneme error
correction process and use it to calculate the CC rank of
segmented phoneme segments and standard phoneme
models to determine the accuracy of phoneme level in users’
pronunciation. *e results of the experiments show that
including CC improves the correlation between system error
correction and expert error correction significantly.

*is study only looks at how phonemes are evaluated in
spoken English, but there are many other aspects of spoken
English that need to be highlighted for English learners, such
as rhythm, and stress. Furthermore, the research and ex-
periment in this study did not take into account the impact
of regional dialects on English pronunciation. *is will be
the subject of more research in the future.
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*e data used to support the findings of this study are in-
cluded within the article.
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At present, China’s population aging presents the characteristics of large base, fast aging process, and old age, but the research and
development of product aging design in China is relatively late, which brings additional pressure to the daily life of the elderly. In
such an environment, higher requirements are put forward for product aging design and service provision. Only products or
services that timely meet the personalized and diversified needs of different customers can attract customers and improve
customer satisfaction. How to design aging products with satisfactory appearance and humanized function is the focus of current
research. Based on the product quality division of Kano model, this paper summarizes the domestic mainstream products and
their functions. *e designed questionnaire data are summarized; reliability and validity analysis, as well as descriptive statistical
analysis, is performed on this basis for the constructed product service quality evaluation system.*e service quality indicators are
divided into three categories according to the Kano model: overall one-dimensional quality, charm quality, and necessary quality.

1. Introduction

With the refinement of management and the deepening of
customer-centered management concept into enterprise
management, the quality management of products and
services has become a hot management issue [1]. Quality
management methods and systems emerge one after an-
other, and they have played an important role in different
fields and contents. At the same time, with the deepening
trend of aging in China, the number of elderly groups is
increasing [1]. *e educational needs of the elderly are also
increasing. *e popularity of smart phones and mobile
Internet is affecting the daily life of the elderly. *is paper
collects and analyzes the relevant literature on product in-
teractive aging design at home and abroad and finds that the
current product interactive aging design in China is poor,
and the product delivery design experience for the elderly
needs to be improved [2]. Quality evaluation is a core part of
quality management. Different quality management
methods are permeated with corresponding quality

evaluation methods. How to select scientific means to
evaluate the service quality of enterprises in order to im-
prove customer satisfaction and loyalty is a practical
problem faced by enterprises [3]. At present, Kano model
still has many limitations in practical application, and its
quality evaluation method needs to be further supplemented
and modified [4]. *e Kano model is applied to the research
of products for the elderly, mining the characteristics of
products used by the elderly, and the corresponding design
strategies are summarized, which is of great significance to
guiding the aging design of products.

Today’s environment faced by enterprises is not what it used
to be.With the further interruption of monopoly industries, the
market presents a strong competitive situation, which has
played a significant role in promoting economic development,
but at the same time, it poses severe challenges to competitive
enterprises [5]. Population aging refers to the rising trend of the
proportion of the elderly population in the total population
under specific time and space conditions. With the increase of
the number of the elderly in China, the educational needs of the
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elderly are becoming increasingly prominent [6]. In this en-
vironment, the interactive aging design of products is chal-
lenged. At present, many research contents focus on putting
forward suggestions from the aspects of product interaction
design and visual design, but there is lack of research on users’
overall perception of product attributes. *e overall perception
research includes which attributes of the product are more
important to users and which characteristics can better affect
use satisfaction [7]. *e introduction of Kano model into the
design of aging interaction boundary of products can study the
impact of different functions on user satisfaction and help
designers reasonably allocate design resources. *e service
product itself has the characteristics of intangibility, which is
more complex than the evaluation of physical products, which
increases the risk in the process of consumer purchase [8].
*erefore, how to select scientific means to evaluate the service
quality of enterprises in order to improve customer satisfaction
and loyalty is a practical problem faced by enterprises. *is
paper constructs a service quality evaluation model of product
interactive aging design, in order to help enterprises improve
service quality and product interactive aging design.

*e key to accelerating economic development is quality.
*ere will be no real and tangible benefits unless quality is
improved. Appropriate quality evaluationmethods are essential
for improving product quality and increasing enterprise in-
ternational competitiveness [9]. To construct the nonlinear
relationship between consumer satisfaction and product per-
formance, a two-dimensional model can be used: on the one
hand, it is the subjective feeling of consumers; on the other
hand, it is the objective state of products. *e Kano model
converts specific attributes of products or services into cus-
tomers’ income, which is then divided into quality factors in
order to analyze consumers’ consumption intention and atti-
tude [10]. As a result, the Kano model is widely used in quality
control, new product development, and other areas. *e rise in
the number of elderly groups has heightened interest in their
spiritual lives. Despite the fact that there are a lot of elderly
products on the market, there are not many products specifi-
cally designed for them [11]. *e current products are geared
more toward teenagers, college students, and workers on the
job. *is paper examines the physiological and psychological
characteristics, as well as the motivation and challenges of using
a smartphone app by the elderly, and summarizes the pertinent
information. *is paper constructs a product interactive aging
design quality evaluation model based on Kanomodel and uses
Kano questionnaire to collect users’ attitudes toward functions,
so as to divide the functional attributes of products and rank the
importance of each functional attribute. Combined with Kano
model research results and interactive evaluation dimensions,
the corresponding design strategies are obtained. *e aging
principle is verified by usability test and satisfaction evaluation,
and the product interaction aging practice based on Kano
model is completed.

2. Related Work

According to literature [12], quality means those charac-
teristics in a product or service that can meet customer needs
andmake customers satisfied; it also means that a product or

service is free of defects. According to literature [13], quality
factors require not only a large category of judgment, but
also a quantity that can effectively measure the category of
quality factors in the Kano model’s limitations. Only with
this amount of data can a horizontal and comprehensive
comparison of different products (or the same product) be
made. Literature [14] proposed a Kano model-based system
for evaluating personal online banking service quality and
divided the service quality of personal online banking in
China. According to the article, banks must improve the
reliability and security of personal online banking; for one-
dimensional quality, banks must improve the ease and speed
of their operations and establish good communication with
customers; and for charm quality, banks must improve
innovation and market segmentation to improve service
efficiency. According to the literature [15], customer satis-
faction and perceived service quality have different rela-
tionships with expectations. A higher level of satisfaction
does not imply a higher level of perceived quality. Expec-
tations are divided into three categories: core attribute ex-
pectations, important attribute expectations, and other
attribute expectations. Customers’ perceived quality evalu-
ation can be improved by meeting consumers’ expectations
of important attributes, and consumer satisfaction can be
improved by meeting consumers’ expectations of additional
attributes. Customers’ perceptions of service quality are
multidimensional, according to literature [16], and service
quality can be measured from five perspectives: reliability,
responsiveness, assurance, empathy, and tangibility. Con-
sumers’ expected quality is determined by their personal
needs and previous experience. A combination of four types
of gaps can be used to express the gap between the quality of
service and the quality expected by customers. Literature
[17] believes that in the Kanomodel, a lot of information can
be obtained by using sample data, which also plays an
important supporting role for the dynamic changes of
quality factors. Literature [18] proposed an I-Kano for
customer satisfaction improvement decision-making, pro-
posed Kano index and priority index, in order to use
quantitative analysis methods, in the framework of the Kano
model, combined with customer satisfaction, product, or
service. *e quality factors are judged and ranked by im-
portance. Literature [19] applies the Kano model to engi-
neering mechanics to determine the impact of various
service qualities in the real estate industry on customer
purchasing decisions. Literature [20] believes that perceived
service quality includes two aspects: technical quality and
functional quality. Literature [21] improved the calculation
method of the Kano model and proposed a calculation
method of the importance of the fuzzy Kano model. On the
one hand, the fuzzy Kano questionnaire is used, and on the
other hand, the demand importance adjustment function is
introduced to calculate the importance of different quality
attributes.*is method is applied to the demand analysis of a
company’s combine harvester. Literature [22] proposed that
customer expectation means the level expectation that
customers can achieve for products or services, which is an
exogenous variable. Perceived value is the perceived actual
quality level, which is divided into two observation variables:
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the price evaluation of relative quality and the quality
evaluation of relative price. Literature [23] believes that the
more sufficient the service quality is, the higher it is than
consumers’ expectations, the more satisfied consumers will
be. Literature [24] proposed an analytical Kanomodel on the
basis of analytical customer relationship management. *e
model realizes the objective classification of quality factors
by constructing Kano satisfaction index and importance
index. *ey integrate consumers’ important perception of
each product or attribute in the questionnaire design, and
finally obtain the priority to improve the service quality
attribute. Literature [25] holds that when incentive factors
are available, they will increase people’s job satisfaction, but
when they are lacking, they will not lead to people’s dis-
satisfaction. When health care factors are available, they will
eliminate people’s dissatisfaction, but will not increase
people’s satisfaction, while when they are lacking, they will
cause people’s dissatisfaction. Literature [26] uses the
methods of fuzzy clustering and fuzzy transformation se-
mantics to judge the quality attributes based on Kano model
and puts forward a way to obtain product personalized
requirements. In this paper, Kano model is used to explore
the interactive aging design of products. And it explores the
rules of consumers’ judgment on the quality characteristics
of products or services, find out the key quality factors such
as charm quality, one-dimensional quality that affect con-
sumers’ satisfaction or attract consumers’ attention, and
explore the correlation degree between consumers’ different
personality characteristics and their judgment on quality
factors, so as to provide suggestions for interactive aging
design of products.

3. Methodology

3.1.%eDesignofProduct InteractionAdaptiveAgingBasedon
Kano Model. With the development of information age,
China has entered a sub-deep aging society. In order to make
the decline of old people’s function and follow-up study of
individual ability adapt to the rapid change of product in-
teraction information, we should reconstruct the prototype
of old people’s interaction, optimize the interaction mech-
anism of old people’s products, and build the design method
system of product interaction suitable for aging [27].
*erefore, the interaction of products is more suitable for
the physiological and psychological characteristics of the
elderly group, the interaction of the elderly users is more
accurate, natural, smooth, and relaxed, and the elderly
products are safer, more comfortable, healthier, and more
efficient.

Aging design is a design based on the physiological and
psychological needs of the elderly and their experience,
taking into account the security needs and belonging needs,
and at the same time trying to realize the spiritual needs and
self-realization needs of the elderly to improve their quality
of life [28]. *e research of product interaction aging design
for aged care service with Chinese characteristics supports
the scientific and reasonable generation of product aging

interaction design system for social aged care service from
the logical level. From the technical level, the interactive
design of aging products for social pension services can be
quickly and effectively transformed into an applied method
system.

Product demand reflects the general requirements of
users for enterprises and products and is the starting point
of the whole life cycle of products. *e process of product
innovation and development largely depends on the
understanding and analysis of product demand. Different
personality consumers have different judgment results on
quality factors [29]. Consumers with different personality
types have different consumption preferences and habits,
which makes it difficult to get satisfaction. According to
the different influence modes of product attributes on
consumer satisfaction, Kano model mainly classifies them
into three different factors. *ey are charm factor, ex-
pectation factor, and necessary factor. Kano model divides
users’ demands into three categories: basic demands,
normative demands, and interest demands. *ese three
kinds of demands reflect the different levels of demands of
users for products, and the demands will change with the
changes of market and time. Interest will degenerate into
normative demand, and normative demand will degen-
erate into basic demand. Aging products are designed and
developed according to the needs of the elderly, so the
products should reflect the needs of the elderly.*e design
elements of aging products include functional elements,
aesthetic elements, safety elements, and ease of use ele-
ments. Figure 1 shows Kano model.

With the improvement of people’s cultural level and
living standard, the product system that carries the enter-
tainment and life of the elderly has been popularized to some
extent, which has also laid a certain foundation for aging
products. Although the types of aged products on the market
at present are very single, lacking in innovation and serious
homogenization in design, they cannot bring rich product
experience to the aged consumers. However, from the
physiological characteristics, life and behavior of the elderly,
the elderly products can be roughly divided into three
categories:

(1) Life Support Products. Life support products are a
common demand of the elderly. *ese products are
designed by designers according to the specific life
behavior needs of the elderly who need assistance.
With these products and more professional medical
care products, some elderly people can take care of
themselves.

(2) Fitness Products.*e improvement of the average life
span of the elderly is closely related to the increase of
leisure time, increasing attention to their healthy,
happy, and full life. By participating in various ball
games with friends, we can increase the fun of our
later life, exercise our thinking system, and prevent
inattention, memory decline, and slow response
caused by aging and degeneration.
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(3) Leisure and Entertainment Products. At ordinary
times, the elderly will take part in some intellectual
development projects because proper use of the brain
can help to slow down brain degeneration and aging,
prevent Alzheimer’s disease, and maintain the vi-
tality of thinking. *ese products are all aging
products with the ultimate goal of developing the
intelligence of the elderly, preventing brain degen-
eration by using the brain properly but not exces-
sively, enhancing the interests and hobbies of the
elderly, and increasing communication activities. To
a certain extent, it can satisfy the spiritual needs of
the elderly who are not satisfied with the old age,
pursue health, hope to get attention and attention,
and have their own hobbies.

*ere is a linear relationship between quality factors and
customer satisfaction in the traditional qualitymodel plough. To
obtain the nonlinear relationship between customer satisfaction
and product performance, the Kano model breaks through the
previous one-dimensional model and uses the two-dimensional
model of customer subjective feelings and objective perfor-
mance of products and services. *e Kano model can fully
analyze product customized attributes and determine whether
or not each customized attribute should be implemented and in
what order. We should prioritize product customization at-
tributes that can improve consumer satisfaction to a greater
extent and make an appropriate trade-off between the manu-
facturer’s production capacity and consumer satisfaction, in
order to ensure that consumer satisfaction does not decline.

To implement the Kano model, the first step is to set up a
questionnaire about product customization attributes. *e
results of the reliability analysis are not used to reflect the
correctness of the results of the questionnaire, but to
evaluate the reliability and stability of the questionnaire.
Assuming that the result of the questionnaire is the algebraic
sum of K items under investigation: X � Y1 + Y2 + · · · + YK,
then the Cronbach’s a-reliability coefficient is defined as
follows:

α �
K

K − 1
1 −


K
i�1 σ

2
Yi

σ2Y
⎛⎝ ⎞⎠. (1)

Among them, σ2Y is the variance of the total score of the
observed questionnaire test, and σ2Yi

is the variance of all
respondents’ scores of the currently observed items.

Let domain X � x1, x2, . . . , xk , that is, the collection of
all functional requirements. Fuzzy set A � Br,Pr,Er{ },
A ∈ F(X).

*ere are n evaluation members, who are asked to in-
dependently give the estimated value mi(i � 1, 2, . . . , n) of
μA(x0) and calculate its average m and deviation d:

m �
1
n



n

i�1
mi,

d �
1
n



n

i�1
mi − m


.

(2)

For a given error ε> 0, μA(x0) can be used as the ap-
proximate value of m if the deviation satisfies d≤ε. If d >ε,
repeat the above steps until satisfactory accuracy require-
ments are met.

When the evaluation experts estimate each membership
degree, it is better to give the estimated value of
x1, x2, . . . , xk at a time than to estimate ai(i � 1, 2, . . . , k)

individually, because the overall estimation is carried out in
comparison, which makes the decision easy to make and
relatively reasonable.

3.2. Quality Evaluation Research. Intelligentization has be-
come the Internet age’s label, and the design of aging
products is following suit, with many aging products already
possessing some intelligence. As the elderly’s functions
deteriorate, they require more outside assistance. Intelligent
aging products have a certain “wisdom” that can not only
reduce the elderly’s physical consumption, but also mini-
mize the difficulty of use, and realize the operation and use of

User's subjective perception

Objective product performance

Very satisfied

Adequate

Very dissatisfied

Not enough

Charm quality
One-dimensional quality

Undifferentiated quality

Essential quality

Reverse quality

Figure 1: Kano model.
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the products through systematic operation. Assume the
elderly group is the research object, dynamically collect their
living habits and behavior patterns, and build an elderly
group behavior model. Data understanding, association
reasoning, clustering analysis, and other algorithms are used
to extract and deconstruct the typical behavior model of the
elderly group, collect physiological signal information, and
mine interactive information based on objects. *e output
interaction information is functionally reconstructed from
the perspective of interaction mechanism, and the archi-
tecture forms are cognition, understanding, decision-mak-
ing, implementation, and feedback, in order to construct the
interaction prototype for observation and understanding,
exploration and iterative design, and communication and
evaluation, according to the interaction demand.

It is necessary for manufacturers to fully understand
consumers’ preferences and their information feedback on
product satisfaction so as to formulate appropriate product
optimization strategies and continuously improve product
quality. *e personality characteristics of consumers can be
divided into three categories: introverted rational type,
extroverted obedient type, and extroverted independent
type. Among them, introverted rational consumers do not
like to have too much interaction with others during the
shopping process. Consumers with extroverted personality
will show higher compliance with others. From the con-
sumer’s point of view, the quality of products is reflected in
the degree of satisfaction of consumers. Figure 2 shows the
structural model of customer satisfaction index.

Because consumers’ own demand preferences are am-
biguous and their cognitive process of demand preference is
uncertain, it is often difficult for nonprofessional consumers

to directly judge the quality of a product. However, from the
standpoint of the product, the reasonable division of product
attributes allows for the visualization of consumer demand,
because consumer satisfaction with products can be mea-
sured by whether, how, and how these attributes are realized,
and understanding the mapping relationship between
consumer demand and product attributes is critical to the
demand visualization process.

*e attribution degree of quality elements is actually the
problem of calculating the maximum leading degree of
components in the distribution vector of quality elements.
*erefore, the distribution vector is directly regarded as a set
of numbers to calculate the maximum lead. *e calculation
method of the attribute degree of quality elements is as
follows:

η〈T〉 � η〈T(QE, t)〉 � η′ − ψ + 1( 
arctan(N− 1+tan 1)

. (3)

Among them, the determination of the value of ψ can use
the half-number principle and can also be determined by
means or other methods. *e external advantage can be
characterized by the discrete coefficient of a set of values
other than the maximum value. *e dispersion coefficient is
a measure of the uniformity of the distribution between a
group of numbers, which has the same points as the external
advantages discussed in this article.

If we define a product attribute set
F � f1, f2, . . . , fi, . . . , fq  that includes q product attri-
butes, and a surveyed person set E � e1, e2, . . . , ej, . . . , ep 

that includes p respondents, then, for each attribute, there
are

ej⟶ i � a
+
j⟶ i, a

−
j⟶ i  i � 1, 2, . . . , q; j � 1, 2, . . . , p,

a
+
j⟶ i, a

−
j⟶ i ∈ ″Like″, ″Must − be″, ″Neutral″, ″Livewith″, ″Dislike″ .

(4)

Among them, a+
j⟶ i and a−

j⟶ i are the answers to the
positive and negative attribute questions, respectively.

Behavior mode is the foundation of product interaction
mode, and product interactionmode is the result of behavior
mode, which is interactive and interrelated. Different be-
havior mode information feedback determines different
interaction modes, and different behavior mode information
feedback determines different interaction modes. People-
oriented user needs are prioritized in interactive design
efforts to create and build meaningful relationships between
people, products, and services. Interactive aging product
design can improve elderly consumers’ experiences with
aging products, help them accept new things, and thus
improve their quality of life. *is paper investigates the
relationship between elderly behavior patterns and product
interaction based on a prototype of elderly interaction. *e
premise is that there is a mapping relationship between the
physiological information of the elderly and product in-
teractions, including the mapping content and structure. Its

core is the old age behavior pattern’s action mechanism on
product interaction; its essence is the old age behavior
pattern’s support for product interaction and the reverse
verification of old age behavior pattern by product
interaction.

Define the transformation rule Tand the frequency index
Ci(k):

count T ej⟶i   ≡ 1,

Ci(k) � 

p

j�1,T ej⟶i( �k

count T ej⟶i  ,

K fi(  ∈ k′|Ci k′(  � max
∀k

C(k) ,

T ej⟶i , k, k′ ∈ A, O, M, I, R, Q{ }.

(5)

Among them, K(fi) is the Kano classification result of
product attribute fi. *at is to say, by summing up the
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regional statistical percentages of each factor of a certain
product attribute, the factor corresponding to the maximum
value is the factor that the attribute is divided into.

*e technology and environmental conditions pro-
vided by the mobile Internet make it possible to collect
real-time and comprehensive data for the elderly. By using
cloud processing and other means, it can not only reduce
the functional burden of products, but also provide digital
information services based on similar people. In the fu-
ture, a big data information platform will be established
for the elderly, which will provide conditions and en-
trances for the intervention of various comprehensive
services. At the same time, the interactive experience
based on communication will be realized through the
construction of home or community networks, which will
also provide the possibility for the optimization and
upgrading of system services.

4. Results Analysis and Discussion

Kano model is based on customers’ perceived quality. Kano
model keeps approaching customers’ expectations by de-
veloping charm quality characteristics, and its purpose is to
maximize customers’ potential needs. Kano model can be
used to accurately find out the root causes of service quality
problems, which is helpful for enterprises to prescribe the
right medicine and formulate correct development strate-
gies. Existing demand importance evaluation methods have
obvious flaws when it comes to dealing with the importance
issue. Because a large number of complicated and trivial
needs of users are asked, it is easy to bore users and lead to
incomplete and inaccurate inquiry results when using the
user inquiry survey method. Although using the repetition
frequency of users’ requirements can avoid the drawbacks of
the previous method, judging the importance solely on the
basis of the repetition frequency of users’ requirements is
unreliable. Interest demand is a very rare occurrence in the
Kano model’s user demand acquisition process, but it is
extremely important product demand information.

In the daily life of the elderly, cognitive ability is an
important ability for the elderly to receive information about

external things. *e decline of cognitive ability of the elderly
not only brings inconvenience to their own lives, but also
troubles the lives of other family members. At the same time,
the physiological function of the elderly is degraded due to
the increase of age, as shown in Figure 3, it is physically and
psychologically difficult to keep up with the fast-paced
modern life.

*e data of Kano questionnaire on product service quality
are preliminarily summarized, and then the related quality
characteristics are classified by Kano attributes. *e priority
order of attributes at the same level is determined by calculating
the better-worse index. *e value of better is usually positive,
which means that if a certain attribute is provided, the user
satisfaction will be improved. *e larger the positive value, the
stronger the effect of improving the user satisfaction, and the
faster the increase.*e value of worse is usually negative, which
means that if a certain functional attribute is not provided, the
user’s satisfaction will decrease. *e more negative the value is,
the stronger the effect of decreasing the satisfaction will be and
the faster it will decrease.

In this paper, the lowest threshold of hearing perception
of elderly users is studied experimentally. *e test mainly
focuses on the sound threshold test of elderly users, and the
sensitivity of elderly users to sound is found. When the
elderly users are using the product, the sound prompt with
appropriate volume can attract the attention of the elderly
users so that the elderly users can grasp the state of the
product. As shown in Figure 4, the sound threshold that the
elderly users can distinguish is obtained, and the sound
feelings that the elderly users hear are listed, which provides
the data source for the research of product interactive
hearing below.

*e statistical data of sound threshold can be used to
conclude that the elderly users’ hearing loss is severe. *e
elderly users’ auditory attention is hardly drawn to sound
stimulation with a volume below 40 dB.*e elderly users can
only fully receive the sound stimulation and recognize the
sound content when the volume is above 40 dB. As a result,
in interactive aging product design, the sound feedback
prompt of products must be above 40 dB in order for elderly
users to recognize and master the product status.

Corporate
image 

Customer
expectations 

Perceive
hardware quality 

Perceive
software quality 

Perceived
value 

Customer
satisfaction 

Customer
loyalty 

Figure 2: Customer satisfaction index structure model.
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On the one hand, the Kano model analysis results
reflect the user’s preference, which helps manufacturers
gain a better understanding of their customers’ individual
needs and, ultimately, determine the customizable product
attributes that must be entered into the aided design
support system. On the other hand, it has the potential to
improve the configuration process and efficiency. Con-
sumers and manufacturers have formed a benign closed
loop around their individual needs under this framework,
from the perspective of consumers. Kano analysis, which
improves the efficiency of product configuration in the
CAD support system, fully reflects the collaborative value
of consumer demand. He directly participates in the
product configuration process as an individual consumer,
efficiently obtains a personalized product design scheme
through human-computer interaction, and fully satisfies
his own preferences.

*e visual effect and font size of the interface will affect
the cognitive efficiency of the elderly users. In order to verify
the feasibility of the operation interface of this scheme and

whether it can meet the needs of the elderly users for easy
identification and operation, the usability test of the oper-
ation interface is carried out. Using the software to make
dynamic effects, key operation, feedback prompts, and so on,
we simulate the operation mode of the old users’ real use of
the rice cooker and select an existing operation interface of
the rice cooker in the market for comparative test. *e
experimental results are shown in Figure 5.

It can be seen from Figure 5 that the average time for
the elderly users to operate the designed interface is less
than that of the existing interface. *e design scheme is
obviously superior to the existing product scheme,
benefiting from concise interface interaction, good hu-
man-machine dimension of parts, and appropriate
feedback information. *is also verifies the effectiveness
of the aging design principle. *e test of this design
scheme relies on software to simulate the actual operation
effect, and the final test result is convincing to a certain
extent. *e actual product interaction effect also needs
real products as the evaluation object.
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By refining the common factors that can represent the
overall structure of the questionnaire, the cumulative ex-
planatory quantity in the analysis results can explain to what
extent the test questionnaire can reflect the true charac-
teristics of the measured object; that is, it can test the
structural validity of the questionnaire. Based on the two
tests before and after the innovation activity, the transition
matrix is constructed by analyzing the changes of a certain
quality element among five categories of quality elements.
Assuming that the innovation effect is stable, the stable state
of Markov chain can indicate the degree of innovation.
Figures 6 and 7 reflect the time taken by users to evaluate
individual product design schemes in each generation
population under the two methods.

According to the comparison results, the method pro-
posed in this paper effectively reduces the user’s operation
time, and both the average time for evaluating each gen-
eration population and the total time for completing a
product customization are less than the time required by
traditional methods. *erefore, the method proposed in this
paper can fully alleviate user fatigue in the process of product
customization.

Although the importance analysis method for struc-
tural requirements is the same as for functional re-
quirements, the distribution of weight values differs.
Because of their complaints and dissatisfaction with the
original product structure and behavior, users, for ex-
ample, pay more attention to basic needs. If these factors
are not adequately considered in the design of new
products, user dissatisfaction will skyrocket, and the
image of new products will suffer. As a result, businesses
should adjust the criterion layer’s weight set in accordance
with their own product development strategies. Before the
experiment, the data were set and recorded, and the be-
haviors and actions of the subjects using the products
were coded to ensure the reliability and validity of the final
data. *e classification of behaviors should be complete
and nonoverlapping, and behaviors should be clearly

defined so that observation is not made more difficult or
inconsistent. *e behaviors in this experiment are
grouped based on this requirement.

After the product design scheme is completed, in order
to verify whether the design scheme can be accepted by the
elderly users, the elderly users need to evaluate the product
and obtain their satisfaction with the design scheme. *is
evaluation is mainly conducted from three aspects: product
appearance, interface effect, and operation mode. Make
Likert scale from the aspects of product appearance, us-
ability, identifiability, interface layout, and operation mode.
Figure 8 is a comparison of satisfaction evaluation between
traditional product design and interactive aging product
design for elderly users.

It can be seen from Figure 8 that typical elderly users are
satisfied with the design scheme of this product. *e average
satisfaction of product appearance, usability, identifiability,
interface layout, and operation mode is generally high. *e
scientific design of this paper is verified.

*e characteristics of quality elements are examined in
depth in this chapter. In terms of time characteristics, charm,
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expected quality, and basic quality sink, from the perspective
of enterprises, attractive quality is a pursuit goal, in which
enterprises hope that the quality and physical characteristics
of their products can become attractive quality to customers.
*e influencing factors of service quality are studied from
the perspective of consumers’ types, in combination with the
characteristics of the elderly population and consumers’
personality in the questionnaire survey results. To investi-
gate the possible rules between different personality char-
acteristics and Kanomodel quality judgment, summarize the
consumers’ Kano quality judgment results separately.

5. Conclusions

Fundamentally improving the interactive performance of
the aged products, making the interaction between the aged
users and the products more accurate and relaxed, and
making the aged products safer, more comfortable, and
more efficient, as well as improving the inclusiveness and
interactivity of the hardware facilities for the aged groups
under the aged care model with Chinese characteristics, and

ensuring the level and quality of age care are of strategic and
practical importance. *e goal of designing products for the
elderly is to provide a positive product experience based on
barrier-free use so that product usage is more in line with the
people-oriented concept and a high-quality user experience,
promoting the stability and prosperity of a harmonious
society. Product design, on the other hand, is an important
aspect for businesses to remain evergreen. *is paper de-
velops a dynamic quality factor prediction model based on a
thorough understanding of the characteristics of quality
factors. It also introduces a brand-new method for assessing
the impact of quality innovation activities. *is paper
proposes to evaluate the effect of interactive aging design of
products using relevant Kano model theories from the
perspective of the elderly.*is method of assessment is more
scientific and objective. At the same time, the evaluation
model presented in this paper is straightforward and simple
to implement.
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Text makes up a large portion of network data because it is the vehicle for people’s direct expression of emotions and opinions.
How to analyze and mine these emotional text data has become a hot topic of concern in academia and industry in recent years.
/e online LDA (Latent Dirichlet Allocation) model is used in this paper to train the social hot topic data of professional migrant
workers on the same time slice, and the subtopic evolution and intensity are obtained. /e topic development is divided into four
categories, and the classification model is created using SVM (Support Vector Machine). Instead of decision makers, a virtual
human with sensibility and rationality is built using a hierarchical emotional cognitive model to solve multiobjective optimization
problems interactively. It analyzes human body structure and emotional signals, and then combines them with visual and
physiological signals to create multimodal emotional data. An example is used to demonstrate the effectiveness of the
proposed model.

1. Introduction

Entrepreneurship of professional migrant workers can ef-
fectively alleviate social employment pressure, narrow the
income gap between urban and rural areas, and promote
new urbanization. In recent years, professional migrant
workers’ entrepreneurship has been paid more and more
attention by the government and academia. However, at
present, most professional migrant workers’ new ventures
are in a development dilemma due to lack of competitive
advantages in the fierce market competition [1]. With the
rapid spread of the Internet, its social effects are also rapidly
expanding. /ese energies are positive and negative, while
events with negative energy are more likely to cause large-
scale discussions. At this time, local problems may become
public topics in the country, causing huge social panic, and
sometimes even requiring government intervention [2, 3].
/e process of urbanization and the innovation of social
system have increased farmers’ enthusiasm to move to cities.

/ey are eager to gain economic benefits in cities, but they
are also eager to integrate into urban life, but the reality is
not as they wish.

To deal with public opinion of professional migrant
workers’ social hotspots, it is necessary to improve the
predictability of hotspots, which necessitates the analysis of
professional migrant workers’ social hotspots and trend
prediction./e monitoring of professional migrant workers’
social hot-spot public opinion requires the use of Weibo’s
hot-spot detection. It is necessary to understand the de-
velopment trend of hot-spot in order to make the right
decision and ensure the development of Weibo platform in
the direction of health, freedom, and vitality in order to
correctly guide public opinion and curb online rumors [4].
Different emotional themes focus on different aspects of
emotional content in a subjective text and are also related to
different emotional words in the text. As a result, the dis-
tribution of text themes can reflect the text’s overall semantic
structure. However, because the emotional content of the
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text is treated equally to other content in the thememodeling
process, and the semantic strength of the emotional theme is
determined by the proportion of emotional words in the
text, it is still insufficient in highlighting the emotional se-
mantics [5, 6]. Furthermore, traditional theme modeling
ignores semantic relationship patterns such as text sequence
and word context, instead treating the text as a word bag and
determining the theme solely based on the word co-oc-
currence relationship, which limits the text representation
ability.

/is topic focuses on emotional analysis and topic trend
prediction of social hot topics for professional migrant
workers, which refers to the trend prediction of topic state
change, that is, to predict the change of topic state in the next
period of time [7]. /rough human-computer interaction
and fuzzy cognitive evaluation, the quantitative relationship
among personality characteristics, mood state, and emo-
tional state is described. On this basis, a virtual human
integrating sensibility and rationality is proposed, and then a
multiobjective decision-making problem-solving method
based on hierarchical emotional cognitive model [8] is given.
/e visual signals are linearly fused with four physiological
signals to obtain four groups of multimodal information [9].
/e principle based on feedback information and the rec-
ognition rate of multimodal information to emotional state
is introduced to design the weight determination method.
On this basis, decision-level weighted fusion is introduced,
and an emotion recognition model based on multimodal
signal decision-level weighted fusion is established.

/e innovation of this paper: /is topic focuses on the
emotional analysis of social hot topics of professional mi-
grant workers on the Weibo platform. Based on the existing
historical data, this paper deeply analyzes the characteristics
of users and texts, extracts a series of characteristics such as
emotions and users from them, and constructs a regression
model combining with the time series model to describe the
development trend of hot topics in the near future, and
finally predicts the development trend of hot topics, and
helps to realize the early warning of the development of hot
topics.

2. Related Work

A research hotspot is using emotion classification tech-
nology to solve practical problems in social hot topics of
professional migrant workers. /e method of statistical
emotion words is used in literature [10] to calculate emo-
tions under fixed topics, which can be applied to trend
prediction and yields good results. Hong et al. [11] calculate
the emotional time series using the ratio ofWeibo number to
positive and negative emotional words obtained from
Twitter data every day, and then use a self-organizing fuzzy
neural network to predict the Dow Jones Industrial Average.
To predict the movie box office, the emotional ratio is
calculated using emotional analysis of social hot topic data,
which is then combined with the movie box office using the
Pearson correlation coefficient [12]./is paper uses statistics
to conduct an emotional analysis on the topics of these
mobile phones on Twitter, and then uses classified methods

to predict users’ satisfaction [13–15]. Zhou et al. [16] looked
at opinion leader fans on Twitter, classified their emotional
comments, and discovered that followers are influenced by
their emotions, and that the change in this influence is
consistent with reality. /is study confirms that a user’s
emotions have an impact on his followers, particularly
opinion leaders’ emotional changes, and uses this rela-
tionship to predict user emotional changes.

/e research on emotional modeling and application
has been paid extensive attention [17, 18]. Especially,
literature [19, 20] puts forward the emotional cognitive
learning and decision-making model by applying Boltz-
mann selection mechanism, which takes emotional factors
as internal influences and external environment as external
influences, and realizes emotional cognitive learning and
decision-making by calculating the internal and external
influence probabilities after decision-making; Sosa and
Rodrı́guez [21] realized the coordinated control of robot
behavior on the basis of emotional cognitive learning and
decision-making model. However, the application of
emotional model was limited because it adopted symbolic
cognitive state and decision-making behavior. In literature
[22], the author proposed an improved emotional inter-
action model, but it still did not take into account the
influence of individual personality characteristics on the
emotional model, so it was still limited when it was used to
solve decision-making problems. Khare and Bajaj [23] put
forward a multimodal emotion recognition model based
on visual signals and physiological signals, which com-
bines facial expression features and ECG features in series
at feature level to form multimodal features. Experiments
show that the recognition rate of multimodal features is
higher than that of one modal feature. Schmidt et al. [24]
put forward the multistream fusion hidden Markov model
for emotion recognition. /e multistream fusion hidden
Markov model is the generalization of the two-stream
fusion hidden Markov model, which is a general model-
level modal fusion method. Mohammed and Karim [25]
use the principle of equal weight to weight and fuse the
classification results of audio, video, and text at the de-
cision level, which is equivalent to unweighted fusion at
this time. Tao [26] uses grid traversal (0,1) to get the
optimal weight, and at the decision level, the classification
results of facial expression signals and ECG (electrocar-
diogram) signals are weighted and fused to get the final
recognition result.

Based on the above research, aiming at the character-
istics of multimodal information, linear fusion is introduced
at the feature level to obtain multimodal features, and the
expressive force of multimodal features on emotional state is
analyzed. Combining with the principle based on feedback
information, the weight determination method is designed.
Linear weighted fusion is introduced at the decision level,
and an emotion recognition model based on multimodal
information two-level fusion is established. /erefore,
combining with the characteristics of human multimodal
emotional information, it is of great significance to study the
weighted fusion of feature level and decision level to improve
the model recognition rate.
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3. Research Method

3.1. Research on Long-Term Topic Prediction Based on
Subtopic Separation. LDA (Latent Dirichlet Allocation) topic
model belongs to the document generation model, which
assumes that the document has multiple hidden topics, all of
which can be composed of the word distribution in the fixed
vocabulary [27]. After the topic was put forward, it was
widely used, especially in the direction of text clustering and
similarity calculation. Figure 1 is the LDA model diagram.

Assume that the rectangular square at the top of LDA
graph model is the theme, and K is the number of themes.
/e letter M in the figure represents the number of all
documents in the model, while N is the number of words in
the documents and Z is the number of words in the word
list.

/e inner and outer boxes in the figure also have specific
meanings, in which the outer box is a document, while the
inner box represents the choice of topics and words in the
document. /e superparameter in the graph is defined as
follows:

α represents document-topic distribution, and β rep-
resents topic-word distribution, both of which are fixed
values, which are specified by users in advance. W in the
graph is observable data, which is a M × N-dimensional
matrix, and Wij represents the word j in document i;
Document-topic distribution θ and topic-word distribution
ϕ are both implicit variables.

/e process of using LDA model to generate documents
is as follows:

(1) Selecting word distribution ϕk, k ∈ 1, · · · , K{ } of topic
k from Dir (β) of parameter β

(2) Select the theme distribution θi of document i from
Dir (α) of parameter α, i ∈ 1, · · · , M{ }

(3) For the word at the j position in document i,
i ∈ 1, · · · , M{ }, j ∈ 1, · · · , N{ }:

(1) Generating the theme Zij of the word j in the
document i according to the polynomial distribution
with the parameter θi

(2) According to the polynomial distribution with pa-
rameter ϕZij

, the word Wij of word j in document i is
generated

A topic will inevitably change with time, but no matter
how it changes, the new data will still carry the information
of the old data, that is, the topic is persistent and stable.
However, the training process of LDA model is to train all
documents directly and generate various topics at the same
time, which cannot deal with online new texts. /erefore,
online LDA model should be born. In online LDA model,
the distribution of topic words in time slice t obeys the
following Dirichlet distribution:

ϕt
k ∼ Dirichlet βt

k  ∼ Dirichlet wβt−1
k . (1)

Among them, the matrix βt−1
k retains the words of the

previous time slice, and w is a weight vector indicating the
proportion of historical words retained.

Set the theme intensity of this article, that is, the doc-
ument with clear theme tendency is regarded as high in-
tensity, otherwise it is low. Calculate the intensity of each
Weibo, finally get the total intensity ofWeibo under the time
slice, and calculate the theme intensity according to

TS ZK(  �


N
n�1 w

θn,k

n


N
n�1 wn

. (2)

Among them, θn,k represents the estimated value of the
distribution of the m-th Weibo on the k-th subtopic, and wn

represents the document weight. When the social hotspot is
only related to this subtopic, the weight is set to 1. When
social hotspots discuss multiple events at once, as shown in
LDA, that is, when words with multiple topics appear in this
social hot topic of professional migrant workers, and the
weight is measured by the maximum value, the weight is
measured by the maximum value.

When the theme evolves, the words change with it. /e
so-called variation is the dissimilarity. KL distance is gen-
erally used to measure the similarity. For the topics of d − 1
time and d time, KL distance is

SKL � ϕd−1
k , ϕd

k  �
1
2



V

i�1
ϕd−1

k,i log
ϕd−1

k,i

ϕd
k,i

⎛⎝ ⎞⎠, (3)

where ϕd−1
k ,ϕd

k is the distribution of the same subtopic on the
previous day and the next day, respectively, and the cal-
culation result indicates the similarity between the two
topics, then the topic variation rate is as shown in formula
(4), which is

V � 1 − SKL ϕd−1
k , ϕd

k . (4)

Considering that the ups and downs cannot reflect the
overall change of the trend, according to the speed of topic
trend change, the topic discussion degree is divided into four
categories, and forecasts them separately. /e specific di-
vision according to numerical values is shown in Figure 2.

/ese four categories are classified in this chapter based
on subtopic intensity and subtopic variation rate, and the
subtopic intensity and subtopic variation rate, as well as the
classification results, are added as two features to each time
slice, and the prediction is made using the GBDT method
(gradient boosting decision tree).

3.2. Hierarchical Emotional Cognitive Model. Establish a
hierarchical emotional cognitive model, which includes a
personality characteristic layer, a mood state layer, an

K

N
M

Z Wα θ

β φ

Figure 1: LDA model diagram.
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emotional state layer, and a cognitive evaluation module, as
shown in Figure 3.

/e personality layer realizes the acquisition of per-
sonality data through human-computer interaction, and
influences the change process of the lower mood state
through mapping and personality parameters; the cognitive
module quantifies and evaluates the influence of external
stimulus signals on the emotional model, and then transmits
it to the mood layer of the emotional model.

In the process of emotion renewal, mood layer and
emotion layer interact with each other, and the stability of
personality layer, mood layer, and emotion layer decreases in
turn, while personality layer is the most stable and emotion
layer is the most prone to change.

Personality is a relatively stable parameter that can be
used to describe a person’s personality and is influenced by
both heredity and acquired environment. Personality is an
important parameter in the emotion model because it di-
rectly reflects the personality of the individual. Because
personality has a direct impact on the size of each com-
ponent of mood state and the speed with which states
transition, emotion modeling requires accurate data on
individual personalities.

/e definite character characteristic vector is

Pp � PN, PE, PO, PC, PA ,

PX ∈ [0, 1],

X ∈ N, E, O, C, A{ }.

(5)

Among them, PN, PE, PO, PC, PA represents neuroti-
cism, extroversion, openness, conscientiousness, and
agreeableness, respectively.

Mood level is used to represent people’s mood state,
which can be described by PAD (pleasure-arousal-domi-
nance) model, where P represents the positive and negative
characteristics of individual emotional state, A represents
the individual’s neurophysiological activation level, and D

represents the individual’s control over the situation and
others. PAD model corresponds to a three-dimensional
emotional space.

Define the mood state space as a three-dimensional
PAD, and define the mood state vector as

Ment � mP, mA, mD . (6)

Among them mP, mA, mD ∈ [−1, 1], Ment � [0, 0, 0]

corresponds to a calm state of mind.
In order to be suitable for multiobjective decision-

making, two components, positive and negative character-
istics of emotion and emotional intensity, are selected to
represent the emotional state. /e emotional state is defined
as a two-dimensional vector:

Ee � [χ, q], χ −1, 0, 1{ }, q ∈ (0, 1). (7)

Among them χ represents the positive and negative
characteristics of emotion, with a value of 1, 0, or 1, which
respectively indicates that the current emotional state is
negative, calm, and positive; q represents the current
emotional intensity.

/e cognitive evaluation of an emotion model for ex-
ternal stimulus signals should begin with the individual’s
intention and evaluation criteria for the evaluation subject,
and then learn from the literature method [28]. Individuals’
subjective wishes, preferences, and individual evaluation
criteria determine their emotional expression, so the emo-
tion model should pay attention to the design of wishes,
preferences, and evaluation criteria for the cognition of
stimulus signals.

/e change of state of mind is influenced by personality
characteristics and external stimuli, and at the same time, it
will decay with time. Let Mt represent the state of mind
corresponding to time t, then the updating process of state of
mind space is as follows:

Mt � φ Mt−1(  + MP + M(U) (8)

Here, Mt, Mt−1 is the state of mind of the current
moment and the previous moment respectively; φ(Mt−1) is
the mood state attenuation function; and M(U) is the in-
fluence of external stimuli on mood, which is calculated by
fuzzy cognitive evaluation module.

The degree of discussion was less than twice 
that of the previous day and more than 1.2 times.

Type I 
(outbreak period)

Type IV
(incubation period)

Type III
(regression period)

Type II (trans
ition period)

The degree of discussion is lower than the previous 
day, and the difference is more than 20%.

The discussion degree fluctuates between 20% and 
the previous day.

The degree of discussion is twice or more than that 
of the previous day.

Figure 2: Classification table of long-term topic popularity value.
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Normal multiobjective decision-making problem can be
described as

maxM � f1(x), f2(x), . . . , fl(x) 

s.t
gi(x)≤ 0, i � 1, 2, . . . , m,

X � x1, x2, . . . , xn( 
T
, x∗ ∈ R,

⎧⎨

⎩

(9)

where g(x) is the constraint function.
Figure 4 shows an emotional interactive decision-

making algorithm based on hierarchical emotional cognitive
model. /is algorithm takes goal achievement degree, pri-
ority of objective function and overall coordination degree as
emotional cognitive evaluation factors, and combines ra-
tional decision-making with emotional decision-making to
build a virtual human. After obtaining the cognitive model
of decision-making experts through interaction, it can re-
alize automatic emotional decision-making by computer.

Cognitive decision-making model consists of rational
decision-making module and emotional decision-making
module, which respectively give the adjustment range of goal
attainment. /e two parts of adjustment range of goal at-
tainment represent external objective requirements and
internal subjective desires, respectively.

3.3. Emotion Recognition Based on Multimodal Information
Feature Level and Decision Level Fusion. Emotion can cause
many changes such as external changes of facial expression
and internal changes of human physiology at the same time,
so it is imperative to study emotion recognition based on
multimodal information [29]. Facial expression recognition
based on visual signals, considering the dynamic feature

information of facial expression changes, and using the
temporal and spatial information of facial expression
changes at the same time, can reflect the essence of facial
expression changes more truly and has stronger practical
applicability.

/e process of expressing human emotions is a process
in which various modal information complement each other
comprehensively. Single-modal features can only show part
of the attribute information of the object. In order to de-
scribe the target object more accurately, the integration of
multimodal features is an inevitable trend. /e emotional
features involved in this chapter are visual signal features
and four physiological signal features. After feature ex-
traction [30–32], the visual signal features and four physi-
ological signal features are combined in series to form four
multimodal features.

SVM (Support Vector Machine) is a new learning al-
gorithm developed on the basis of statistical learning theory.
Support vector machine classifier has a good effect on small
sample classification problem, and it is not necessary to take
enough sample number as the theoretical condition. For the
above reasons, this method has been widely used in pattern
recognition.

/is chapter chooses one-to-one method to solve the
multiclassification problem of expressions based on support
vector machine. For n expression categories, design a binary
support vector machine classifier for every two expressions,
that is, design n(n − 1)/2 subsupport vector machine clas-
sifier, SVMij, 1≤ i< j≤ k. Among them, i, j is the expression
category label.

In this chapter, the voting mechanism of multiple
classifiers is adopted, and the complementary performance

Character 
feature layer

Cognitive 
evaluation module

Mood layer

Emotional layer

Emotional 
expression

External 
environment

Figure 3: Hierarchical emotional cognitive model structure.
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of multiple classifiers is used to improve the recognition
effect. First, the recognition results of emotion state by
emotion classifier based on multimodal signals are obtained.
/en, for the experimental results of several subclassifiers,
the final recognition results are obtained by weighted voting,
and the specific calculation steps are as follows:

Get the weighting matrix of the multimodal signal, and
then the weighting matrix Wi(1≤ i≤ 4) of the corresponding
subclassifier is

Wi �

pi1 · · · 0

⋮ ⋱ ⋮

0 · · · pim

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (10)

Let C
→

i � (ci1, cim)T(1≤ i≤ 4) be the result of the
subclassifier, where | C

→
i| � 1, cij ∈ 0, 1{ }(1≤ i≤ 4, 1≤ j≤m).

C
→

� 
4

i�1
Wi C

→
i � 

4

i�1

pi1 · · · 0

⋮ ⋱ ⋮

0 · · · pim

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ci1

⋮

cim

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �


4

i�1
ci2pi1

⋮



4

i�1
cimpim

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(11)

Based on the maximum rule, the k-type emotional state
with the highest score is the final recognition result, as
shown below:

Maxm
j�1 

4

i�1
cijpij  � 

4

i�1
cikpik. (12)

For the emotion recognitionmodel based onmultimodal
signals, because many modal signals are related to the
emotional state, analyze the physiological structure of hu-
man body and the characteristics of emotion signals, and
optimize the selection of visual signals (facial image signals)
and four physiological signals (EEG (electroencephalogram)
signals, ECG signals, respiratory signals and skin signals)
that can be used for emotion recognition, as shown in
Figure 5.

Four subclassifiers based on support vector machine are
established, and four subclassifiers are trained and tested by
using four multimodal emotion features, and the emotion
recognition results are obtained. Finally, the model is trained
and tested with four multimodal emotional features, and the
final recognition result is obtained.

4. Analysis and Discussion

4.1. Long-Term Topic Prediction Analysis. Online LDA
model trains data, using all data of the same topic every time,
and dividing the data into different documents for each topic
according to the daily time slice, and numbering the doc-
uments from 0 according to the date sequence. Compare the
topic evolution and topic intensity with the topic discussion
degree, as shown in Figure 6.

Multi objective 
decision making 

problem

Decision maker's 
subjective desire

Rational decision 
model

Emotional decision 
module

Comprehensive 
decision

Get the optimal 
solution

N

Y

Figure 4: Cognitive decision-making process.
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It can be found that when the topic variation rate and
intensity are high, the topic discussion degree is also greatly
improved, which shows that the topic discussion degree has
a great relationship with the topic variation rate and the
topic intensity. Careful observation shows that the trend
chart between the topic variation rate and the topic intensity
has the following relationship:

(1) /e number of peaks is roughly the same, and they
can all find the correspondence in the topic heat

(2) /eme enhancement lags behind the peak of theme
evolution diagram

(3) /e small peak of the topic is not closely related to
the topic intensity and topic variation, but the big
peak is closely related, and the peak of topic evo-
lution is before the peak of the topic

SVM is widely used in classification and regression
applications. In this section, SVM in sklearn Toolkit is used
to classify forecast data into four categories, with the fol-
lowing characteristics:

(1) Subtopic intensity in the first four days
(2) Subtopic variation rate in the first four days
(3) /e historical heat of the first four days
(4) Text features of the previous 4 days

After the features are normalized, SVM is used for
training. SVM is very sensitive to the penalty factor c.
gridsearchcv () in sklearn is used to automatically find the
parameters by gridding. Figure 7 shows the subjective and
objective classification error rates corresponding to four
groups of feature combinations under several representative
c values.

/eme evolution and theme intensity features are
recorded as fea1, text content features as fea2 and data
features as fea3.

After carefully adjusting the parameters again, the kernel
function selects the linear kernel function, the parameter
c � 80, g � 0.03. /e final result is shown in Figure 8.

It can be found that the peak prediction rate is very high,
which is very helpful for our future trend prediction, and the
overall classification accuracy rate reaches 88%. In addition,
it is found that these four stages usually occur in turn, so
when the category is accurately predicted, this feature is
added to the prediction feature to predict the data between
two peaks.

In this section, four kinds of classification results are
predicted in turn. Only the features of the previous day are
used to predict the peak part, and all data before the arrival
of the next peak are predicted by using the features of
historical data of 4 days. If the calculation is less than 4 days
from the peak, the previous features are filled with 0, and the
GBDT regression method is used. Figure 9 shows the trend
prediction results.

Emotion 
recognition model

Expression EEG

Multimodal 
feature 1

SVM 1

Weight 1

ECG

Multimodal 
feature 2

SVM 2

Weight 2

Breathing

Multimodal 
feature 3

SVM 3

Weight 3

Skin electricity

Multimodal 
feature 4

SVM 4

Weight 4

Figure 5: Emotion recognition model based on feature-level fusion and decision-level weighted fusion.
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Figure 6: Topic intensity and topic evolution trend chart.
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From Figure 9, it can be seen that, after introducing
online LDA model to separate subtopics, the mean square
error dropped from 0.098 to 0.081, and the accuracy rate
reached 0.77 from 0.74, both of which were better than the
previous methods. Moreover, none of the previous forecast
periods were accurate. After separation, most outbreak
periods can be predicted accurately, but there is still a certain
gap between the predicted values.

4.2.CognitiveAnalysis. Firstly, the corresponding emotional
cognitive model is established. By evaluating the decision
makers’ personality, the decision makers’ personality pa-
rameters are PP � 0.33 0.21 0.56 0.72 0.83  and the
influence component of mood is MP � 0.56 0.12 0.14 .

When the optimal solution is x∗0 � (2.1, 3.1, 3.6), the
goal achievement degree μ0 � (0, 0, 0) and the overall co-
ordination degree λ0 � 0.6 are calculated. /en, the multi-
objective decision-making is solved based on this emotional
cognitive model.

On this basis, the third emotional cognitive decision was
made, and the result obtained by the rational decision
module was Δμ31 � (0.233, −0.167, −0.332). /e component
transitions are shown in Figures 10–12.

Goal attainment: μ3 � (0.778, 0.639, 0.507), overall
achievement:
λ3 � 0.778, s �

������������������


3
i�1(μ3(i) − μ2(i))∧2



� 0.063< 0.1, and
satisfied μ(f1(x∗3))> μ(f2(x∗3))> μ(f3(x∗3)), /erefore,
x∗3 is the optimal solution to satisfy the subjective desire of
decision makers.

4.3. Emotion Recognition. In this section, the experimental
hardware devices are mostly desktop computers. /e
hardware configuration is as follows: inter (R) CORE (TM)
i7-6700 CPU, 3.4GHz, 4GB memory, and 64 bit Windows 7
Ultimate operating system, which is primarily responsible
for running various experimental tools and software, data
processing, and result output. MATLAB and the EEG Lab
toolbox are used to process a variety of physiological data,
and the LibSVM software package is used to train and test
the SVM classifier, with Python as the development
environment.

/e multimodal responses and self-emotional evalua-
tions of 30 collected subjects were induced and recorded
synchronously using 20 video clips from the database as
stimuli. Emotional signals included peripheral/central ner-
vous system physiological signals, image signals, audio
signals, and eye tracking signals./e database’s objects are of
various ages, genders, races, cultures, and educational
backgrounds, and the information coverage is extensive.
Furthermore, the emotion-induced video is highly stimu-
lating, the data collection environment is standard, and the
emotion signals collected are of high quality.

First, the data set is divided into five types based on
emotional tags using stratified random sampling. /e
training set is made up of a certain percentage of data
samples extracted from each physiological signal’s data set,
while the test set is made up of the remaining data samples.

/e emotion recognition model is trained and tested by
using four kinds of multimodal signal emotion features,
respectively, and the corresponding emotion recognition
results are shown in Figure 13.
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Figure 7: Comparison of experimental results with different characteristics.
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Figure 8: Four classification results.
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It can be found from Figure 13 that the local recognition
rate of four emotional states is based on the multimodal
signal 1 composed of visual signals and EEG signals, while
the highest recognition rate of one emotional state “disgust”
is based on the multimodal signal 2 composed of visual
signals and ECG signals. In addition, the expressive power of
four multimodal signals to five emotional states is different.

/e types of emotional signals are analyzed in this
chapter’s research, and a feature-level fusion method is

proposed that is universal and can be used for any multi-
modal emotional signal. /is paper investigates the ex-
pressive power of multimodal emotional signals in
identifying emotional states and proposes a universal weight
determination method based on multimodal emotional
signals for identifying emotional states. A universal deci-
sion-level weighted fusion modeling method is proposed,
which can be applied to any multichannel emotional data.
/e modeling method based on two-level fusion can fully
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Figure 9: Trend prediction result.
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Figure 10: /e transition process of each component of decision-making mood state of objective 1.
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Figure 11: /e transition process of each component of decision-making mood state of objective 2.
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Figure 12: /e transition process of each component of decision-making mood state of objective 3. At this point,
Δμ3 � (−0.186, 0.028, −0.034), the optimal solution of the third interactive decision is: x∗3 � (10.036, 8.875, 7.518),
f(x∗3) � (288.24, 241.28, 201.63).
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Figure 13: Emotion recognition results based on four multimodal emotion signals and two-level fusion.
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exploit the benefits of each channel’s emotional information,
resulting in a higher model recognition rate.

5. Conclusion

Knowing the information trends of social events on the
Weibo platform in real time, as well as tracking and pre-
dicting the social hot topics of professional migrant workers
on a continuous basis, allows the government and enter-
prises to grasp public opinion trends in real time and guide
public opinion, which is of great social importance to both
the government and businesses. In this paper, the Weibo
data is trained using an online LDA model on the same time
slice, and the subtopic evolution and intensity are calculated.
/e development of the topic is divided into four categories.
/e classification model is built using SVM, and the data
between two peaks is predicted using a short-term predic-
tion model. /e experimental results show that this
method’s topic popularity classification accuracy is 88
percent. A multiobjective emotional cognitive decision-
makingmethod is presented in this paper./is study lays the
groundwork for implementing computer-assisted emotional
decision-making in complex multiobjective problems. /e
classification results of four physiological signals are fused
for decision-making according to the maximum rule, giving
full play to the benefits of various physiological signals and
thus improving the model recognition rate.

In this paper, an online LDAmodel is used to analyze the
evolution of subtopics in long-term topics. However, due to
the model’s limitations, only the same number of subtopics
can be fixed every day, which will need to be improved in
future research. Various external factors, such as newsmedia
reports, public opinion climate, and so on, will influence the
topic’s trend.
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Improving enterprises’ independent innovation capability is critical to improving their competitive strength, industries’ in-
dependent innovation capability, industries’ international competitiveness, and countries’ independent innovation capability, as
well as building an innovative country. It is now the era of strategic innovation. Many growing businesses are focused on strategic
innovation, but they overlook the issue of ensuring that strategic innovation is implemented. Management and innovation are
perennial themes in the long-term development of businesses. )e most pressing issue in enterprises’ strategic innovation
activities is how to combine their strategic direction with their superior ability and choose a strategic innovation path that is
appropriate for their development. )is paper uses data mining theory to establish the K-means clustering algorithm to identify
the best strategic orientation of enterprise innovation strategic direction selection based on the existing advantages and ca-
pabilities of enterprises based on the analysis of the direction of enterprise strategic innovation.

1. Introduction

Nowadays, society is developing rapidly and the competitive
environment is fierce. )e key to how enterprises can grow
reversely in this environment lies in innovation. From the
enterprise level, the creative ability of Chinese enterprises is
not high, and the subject status is difficult to establish. )e
innovation power is insufficient, and the institutional
foundation and social and cultural foundation are still
relatively weak [1]. )ere is a shortage of external and in-
ternal investment resources for innovation, and a market-
oriented enterprise’s independent innovation mechanism
has yet to be formed. In order to gradually solve these
problems, we must form a linkage mechanism between the
government, industry associations, and enterprises and es-
tablish an institutional system and a policy system to pro-
mote enterprises’ independent innovation [2]. Management
innovation is driven by the internal and external motivation
of enterprises. A specific analysis of the motivation of
management innovation can enable us to have a scientific

understanding of the causes and laws of management in-
novation so as to provide guidance for future management
innovation activities [3]. From the perspective of enterprise
innovation ability, enterprises must have the ability to en-
sure that innovation activities are carried out in the estab-
lished direction, and the ability is reflected by a series of
ability elements [4].

In the face of intense market competition, businesses
have been put to the test in terms of both survival and
development. As a result, businesses must innovate [5]. )e
majority of entrepreneurs believe that technology is at the
center of innovation. )ey believe that the only way for
businesses to increase profits and gain competitive advan-
tages is through technological reform and innovation. In
fact, without a strategy, innovation will fail [6]. In this era of
technological homogeneity, strategic innovation can help
businesses create more value. Only strategic innovation can
truly realize an enterprise’s value creation. Breaking the
original survival strategy, paying attention to operating
enterprises with new strategic thinking, and constantly
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identifying and cultivating strategic innovation ability are all
things that businesses must do. Only in this way will we be
able to effectively implement strategic innovation and, as a
result, create a continuous competitive advantage, allowing
businesses to grow sustainably in the market [7]. When a
company discovers that its strategy is no longer generating
value for customers, it has the ability to reidentify, acquire,
and integrate the industry’s internal and external environ-
mental resources. )e current profit situation is changed
using the strategic innovation method, completing the en-
terprise’s strategic innovation goal. It is based on the ac-
cumulation of knowledge and is linked by organizational
learning. Its goal is to continuously add value to businesses
and customers in order to ensure that businesses have a
long-term competitive advantage in the market. )e
K-means algorithm is used to build a clustering mining
model in this paper. It has been successfully used in practice
to evaluate mining results, form knowledge, and promote
the development of a company’s strategic innovation
capability.

Innovation is the soul of a nation’s progress and the
inexhaustible motive force of a country’s prosperity.
Nowadays, innovation has increasingly become an impor-
tant symbol of the liberation and development of social
productive forces, which is related to the development
process of a nation. Management and innovation are the
eternal themes of the sustainable development of enterprises
[8]. Management innovation mainly includes management
idea innovation, organization innovation, management
method innovation, system innovation, and cultural inno-
vation. In the original sense of innovation, technological
innovation is the commercial application of scientific and
technological achievements, and this process should be
mainly completed by enterprises. It is not only the main
body of the market economy but also the main body of
technological innovation [9]. )e strength of a country’s
independent innovation capability is mainly determined by
enterprises, and the key to improving the independent in-
novation capability is to improve the independent inno-
vation capability of enterprises [10]. Based on the analysis of
the dynamic mechanism of enterprise strategic innovation
capability formation and the K-means algorithm, this paper
constructs and designs a clustering mining model of en-
terprise strategic innovation capability based on the
K-means algorithm. )e K-means algorithm has high
computational performance. It is verified that the algorithm
is suitable for the research of this paper, which can better
reflect the characteristics of the data in this paper, and the
model is successfully applied to the analysis of strategic
innovation capability of enterprises.

2. Related Work

According to literature [11], trust, integration, and col-
laboration are three-dimensional mechanisms for enter-
prises to realize integrated innovation. When conducting
independent innovation, literature [12] suggests that
businesses should invest heavily in technology research
and development. Empirical evidence supports the

positive relationship between R&D spending and inde-
pendent innovation. From the perspective of absorptive
capacity, literature [13] studies believe that good technical
resources and a strong capability foundation are prereq-
uisites for enterprises to engage in integrated innovation
and achieve technological leapfrogging. Endogenous in-
novation, as opposed to imitation innovation, external
introduction, and cracking, is a spontaneous behavior in
the system, according to literature [14]. Literature [15]
investigates the technology-driven formation mechanism
of integrated innovation capability and develops a theo-
retical framework for the action mechanism of enterprise
technology integration capability based on the three di-
mensions of technology integration. From various per-
spectives, literature [16] discusses and analyzes the
application process and some application status of data
mining in E-government. According to literature [17],
technology integration is a process of innovation based on
an enterprise’s existing technological processes and ca-
pabilities. Literature [18] introduces four analytical
frameworks: global technology framework, organizational
framework, active learning, and technology transfer at the
enterprise level. Literature [19] puts forward that inde-
pendent innovation is the breakthrough of technology
explored by enterprises through their own efforts or joint
research. Literature [20] introduced the idea of ontology to
build a government data warehouse. )e successful con-
struction of enterprises’ basic information data warehouse
verified the feasibility of the construction method of the
government data warehouse. Literature [21] provides a
possible attempt to explain the changes of endogenous
technology. Literature [22] established a long-term eco-
nomic growth model based on innovation. Literature [23]
puts forward endogenous innovation and imitation in-
novation in parallel when analyzing economic growth.
Reference [24, 25] designed an implementation scheme of
the system based on multilevel architecture. When ana-
lyzing the change process of European science and tech-
nology policy, literature [26] proposed an integrated
innovation policy integrating “scientific innovation pol-
icy” and “industrial innovation policy.” )is view is ac-
tually an extension of the concept of the regional
innovation system and the national innovation system.
Literature [27] puts forward that independent innovation
is an activity for innovation subjects to achieve scientific
and technological breakthroughs by relying on their own
strength so as to support and lead economic and social
development and ensure national security. Literature [28]
first incorporated technological progress into the eco-
nomic growth model, analyzed the internal factors, and
internalized a part of the role of technological progress. In
the enterprise strategic innovation model studied in this
paper, enterprises innovate on the basis of their own in-
herent strategies. )rough the K-means algorithm, en-
terprises can find the best way for enterprise innovation,
and through repeated iterations, they can find out the
strategic innovation points gradually clear in the process of
clustering so as to determine the optimal direction of
enterprise strategic innovation.
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3. Methodology

3.1. %e Formation Mechanism of the Enterprise’s Integrated
Innovation Capability. A new idea, a new discovery, a new
organizational form, a policy system, and an institutional
framework are all examples of innovation. Although this is a
broad definition, innovation in the economic sense is very
specific. It refers to a commercially motivated production
process that aims to capture or maintain market share and
maximize profits. With society’s rapid development, com-
petition has never been more fierce. It is critical for de-
veloping businesses to recognize that, in the face of fierce
social competition, their strategies must be adjusted or
recustomized [29].

What is the strategic innovation capability of enter-
prises? It is considered that with the goal of continuously
creating enterprise and customer value, in the process of
successfully completing the cognition, formulation, imple-
mentation, and control of enterprise innovation strategy, the
existing resources inside and outside the enterprise can be
discovered, acquired, utilized, and integrated to improve the
utilization rate of existing resources or create new resources.
In this way, the system composed of various elements of
strategic innovation ability needed by enterprises to gain
sustainable market competitive advantage can be ensured.
)e independent innovation capability system of enterprises
is shown in Figure 1.

)e research on integrated innovation capability mainly
focuses on its formation mechanism. Integrated innovation
is a process in which the innovation subject optimizes and
reorganizes the elements to form an organic whole with
multiple functions and adaptability to evolution. Any en-
terprise system is not isolated and static. )ey are closely
related to the external environment and change with the
changes of the external environment to maintain their own
balance [30]. It includes integration dimensions such as
technology, strategy, knowledge, and organization. Different
dimensions do not exist in isolation, but are interconnected
and interdependent. )e nonlinear interaction between
various elements within each enterprise system forms a
balanced system and ensures the dynamic mechanism.

)e key to establishing a management innovation
mechanism is to understand the fundamental elements of
management innovation. Understanding management in-
novation mechanisms requires a thorough understanding of
the subject of innovation, as well as innovation motivation,
ability, and behavior. Entrepreneurs, managers, and em-
ployees with knowledge reserves are among the subjects of
innovation. Entrepreneurs are at the forefront of managerial
innovation. Its primary responsibility is to coordinate,
manage, and guide the innovation activities of the subject
and object of innovation. )e key to management innova-
tion is managers.)e source and foundation of management
innovation are knowledge workers. Figure 2 depicts the
relationship between enterprise innovation and other topics.

Only with certain ability can the subject of enterprise
management innovation complete the process of manage-
ment innovation. )is necessary ability is a synthesis of
various abilities, mainly including innovation ability,

transformation ability, organization and coordination
ability, and learning ability. Under the action of linearity,
there will be no way for enterprises’ strategic innovation
capabilities to correlate with each other, which will lead to
the failure of functional coupling of innovation subjects.
What is more serious is that the strategic innovation ca-
pability system cannot update and evolve, and the capability
cannot be improved, which will eventually lead to the
collapse of enterprises.

3.2. Evaluation Index of Creative Ability of Enterprises.
Enterprise strategic innovation capability is a capability
system aiming at providing strategic innovation. After
selecting, analyzing, and distinguishing the ability factors, it
finally forms organic polymerization. In this way, we can
help enterprises to have the competitiveness of sustained
advantages. Among them, the degree of coordination among
various factors will affect the efficiency of the overall stra-
tegic innovation capability system. )erefore, enterprises
must find suitable strategic innovation capabilities and
implement them to adapt to the market environment. )e
supervision, examination, and revision of management in-
novation are the last stages of the process of enterprise
management innovation. It refers to a series of activities to
evaluate and scientifically summarize innovation achieve-
ments after a period of relatively stable operation. And it is
an important link to promote enterprises to carry out a new
round of innovation and bring the innovation achievements
of enterprise management into play. )e general process of
management innovation is shown in Figure 3.

)e establishment of an evaluation index system for an
enterprise’s creative ability is critical both in the theoretical
research of independent enterprise innovation and in the
practice of promoting the formation and development of an
enterprise’s creative ability. From the standpoint of the
strategic innovation process and strategic innovation ob-
stacles, companies must use their innovation capabilities as a
foundation to ensure that the strategic innovation process
runs smoothly and that strategic innovation obstacles are
overcome. Organizational structure innovation, business
process innovation, functional management innovation, and
strategic management innovation are the different levels of
management innovation. Each level of innovation has a
distinct focus and set of procedures to follow.)e evaluation
index system of enterprises’ independent innovation capa-
bility includes 4 first-level indicators. )e first is the index of
potential technological innovation resources, the second is
the evaluation index of technological innovation activities,
the third is the index of technological innovation output
capacity, and the fourth is the index of technological in-
novation environment. )ere are two media between the
external environment and the system. One is the boundary
between the system and environment, and the other is the
boundary domain between the system and environment.
System boundaries absorb and release capacity, substances,
and information to hinder the filtering of these contents. In
this process, the boundary domain plays a buffer role in the
communication between the system and the environment.
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With the emergence of information technology, the
shortening of the product life cycle, product diversification,
and the emergence of a large number of competitors, en-
terprises must timely adjust the organizational structure in
order to seek survival and development in the market en-
vironment characterized by variability, uncertainty, and
globalization. )e evaluation of enterprises’ creative ability
should reflect the principles of scientificity, comprehen-
siveness and generality, feasibility and operability, repre-
sentativeness and simplicity, and comparability and
reliability. )e enterprise strategic innovation ability itself is
helping enterprises obtain a long-term competitive advan-
tage. It explores what kind of ability enterprises should have
from the perspective of enterprise strategic innovation so as
to survive in a dynamic environment, seek long-term de-
velopment, and form a sustainable competitive advantage.

)e evaluation of the creative ability of enterprises is an
important way for enterprises to know their own creative
ability. )e research on the evaluation of independent in-
novation capability of enterprises can not only discover the
regular problems in the cultivation and improvement of
independent innovation capability of enterprises but also
provide reasonable evaluation tools for enterprises.

3.3. Enterprise Strategic Innovation Based on the K-Means
Algorithm. K-means algorithm is one of the classical clus-
tering algorithms, also known as K-means. )e K-means
clustering algorithm is the most traditional and classic
clustering algorithm at present. By constantly adjusting and
updating, it integrates the mean values of adjacent data from
the central point and clusters the data. Its core idea is to find
out a center point so as to minimize the deviation of each
data point from its nearest center point, thus forming a
“class.” )e algorithm has the advantages of high speed,
good stability, and simple principle and is widely used in
scientific research, industry and commerce, and other fields.

)e K-means algorithm is based on the principle of
minimizing the clustering performance index, and the
commonly used clustering criterion function is the sum of
the squares of the errors of each sample point in the dataset
and minimizes it. )e basic idea is that, firstly, k objects are
randomly selected from n data objects as initial clustering
centers; for that remaining other objects, according to their
similarity with these cluster centers, they are, respectively,
assigned to the cluster most similar to them; then, the cluster
center of each new cluster is calculated; this process is re-
peated until the standard measure function begins to con-
verge. )e commonly used criterion function is the sum of
the squared error (SSE). It is defined as follows:

SSE � 
k

i�1

p∈cj

p − mi

����
����
2

. (1)

Here, E is the sum of squared errors of all objects in the
mining dataset, and p is a certain point in the space, which
represents a given data object. mi is the average value of
cluster C. )is criterion makes the generated clusters as

compact as possible, and the clusters are separated as much
as possible.

In the K-means algorithm, proximity, centroid, and
objective function are the three key points of the algorithm.
Usually, the proximity function is the squared Euclidean
distance, the centroid is the mean, and the Euclidean dis-
tance calculation formula is as follows:

d
2
2 � xi1 − xj1




2

+ xi2 − xj2




2

+ . . . + xip − xjp




2
. (2)

)e selection of the initial cluster center has a greater
impact on the clustering results. If the selection is not good,
effective clustering results will not be obtained. We can
compare the final calculation results by setting some dif-
ferent initial values. If the results have been stable, the
selection is appropriate, but it is a waste of resources and
time-consuming. Generally, the mean square error is used
as the standard measurement function. )e k clusters have
the following characteristics: each cluster itself is as
compact as possible, and each cluster is separated as much
as possible.

)e description object of cluster analysis can be
expressed by a set of specific characteristics. )e specific
characteristic value can be a text, a numerical value, or a
mixture of the two. For a given set of n objects, the possible
ways to divide it into k clusters are

N(n, k) �
1
k!



k

j�0
(−1)

j
k

j

⎛⎝ ⎞⎠(k − j)
n
. (3)

)erefore, n objects are divided into k clusters, and the
number of possible cluster divisions is



n

k�1
N(n, k). (4)

)e strategic convergence emphasizes that the strategic
innovation capability of enterprises is a nonlinear organic
aggregation through analyzing, selecting, and classifying
various enterprise capability elements so as to help enter-
prises gain sustainable competitive advantages.

)ere are n objects to participate in the evaluation, and
there are m quantitative evaluation indicators. )e unde-
termined weight coefficient of each indicator is
bj(j � 1, 2, 3, . . . , m), the original data of each object on each
indicator is Xij(i � 1, 2, 3, . . . , n; j � 1, 2, 3, . . . , m), and the
standard data is Uij(i � 1, 2, 3, . . . , n; j � 1, 2, 3, . . . , m).
Assuming that the data corresponding to the conversion of
Uij is Zij, the comprehensive evaluation index yi for each
object is

yi � 
m

j�1
bj · Zij, i � 1, 2, 3, . . . , n. (5)

According to the size of yi, the ranking of the com-
prehensive evaluation of each evaluation object can be given.
)e specific steps are as follows:
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(1) Convert from standard data Uij to Zij. )e conversion
formula is

Zij �
xij − xj

Sj

. (6)

Among them,

xj � 
n

i�1
xij,

Sj �

�������������


n
i�1 xij − xj 

2

n



.

(7)

(2) Determination of index weight coefficient: the cri-
terion for determining the weight coefficient bj is to
make yi as dispersed as possible. Even if the sample
variance σ2 is the largest, the sum of squares of bj is 1
at the same time. Such a set of weight coefficients is
exactly the eigenvector corresponding to the largest
eigenvalue of the matrix W�ZT·Z. Iti is denoted as
B � [bm]. Among them,

σ2 � 
n

i�1

yi − y( 
2

n
Z � zij  �

z11 . . . z1m

. . .

zn1 . . . znm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (8)

People are interested in using data mining methods to
discover potential information and data patterns from large
amounts of data, which have become a common demand.
With the advancement of data mining, new mining methods
emerge one after the other, the most basic of which is
clustering. Among the clustering methods, the K-means
algorithm is one of the most well-known and widely used
partitioning methods. Cluster analysis is extremely useful in
a wide range of situations.)e K-means algorithm clustering
result is better, and it can fully reflect the data’s basic
characteristics. Targeted management can be accomplished
by analyzing system data. )e algorithm played an impor-
tant role in it and is very practical.

4. Result Analysis and Discussion

)e level of enterprise management determines the survival
of an enterprise to a certain extent. If an enterprise wants to
survive and develop in a positive direction, it must
strengthen management and improve its modernization
level. Corporate strategic innovation capabilities are formed
in the process of corporate strategic innovation, and the
targeted discovery, acquisition, utilization, creation, and
integration of their strategic innovation resources are em-
phasized. Fund management is the top priority of enterprise
management. However, a considerable number of group
companies have the problem of loose fund management due
to the limitation of management modes and methods. )e
operating performance of a company from 2014 to 2020 is
shown in Figure 4.

Enterprises’ creative ability means that, over a period
of time, in order to cultivate their own technical ability
and market competitive advantage, they achieve major
breakthroughs in key industrial technologies and cultivate
their own brands by effectively integrating and applying
internal and external resources, in order to master or
affect the basic quality of the value distribution process.
Some basic information about business development can
be found in the enterprise’s basic information base. )e
amount of information in an enterprise’s basic infor-
mation base is growing in tandem with the economy and
the enterprise itself. )e overall plan made by an enter-
prise for its long-term survival and development on the
basis of analysis and research of the external environment
and internal resource conditions is known as strategy. )e
process of an enterprise’s independent innovation capa-
bility evolving from cultivation to promotion to a new
level is referred to as the “evolution of independent in-
novation capability.” Realize the improvement of the
overall level of enterprises’ creative ability and make
enterprises’ creative ability develop to a higher level on the
basis of fully cultivating enterprises’ creative ability.
Figure 5 depicts the evolution of enterprise-wide inno-
vation capability.

)e study of management innovation mechanisms
concentrates on the components of management innovation
and their interactions. Enterprises that are arbitrarily closed
and have no communication with external environmental
resources are in the midst of a structural organization
disintegration crisis and will eventually be isolated and
destroyed. Cluster ecology is an important aspect of a
company’s ability to innovate strategically. )is feature can
help businesses transform and use resources more effec-
tively, formulate new strategies more quickly, and take
advantage of opportunities to implement enterprise strategic
innovation. It is not only innovation essential for social and
economic development, but it is also essential for business
success. Figure 6 depicts the enterprise risk assessment.

For most of the risks, companies need to take certain
actions to transfer or diversify the risks to reach an ac-
ceptable level for the company. )e relationship between
financial risk weight and sample evaluation is shown in
Figure 7.

System evolution emphasizes that the strategic innova-
tion capability of enterprises will go through a dynamic
process from generation, cultivation, and promotion to
maintenance with the passage of time so that enterprises can
make better use of the environment to evolve their own
capability systems and achieve their strategic goals. )e
preliminarily processed data are normalized. During this
period, the three center points are constantly adjusted, and
after three operations with the K-means algorithm, the
customer value distribution map is obtained, as shown in
Figure 8.

Promoting the development of enterprises with inno-
vation is the latest topic that enterprises are facing today, and
the key to the success of management innovation is to form
an effective management innovation mechanism. Clustering
is a common phenomenon in real society. Using the
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optimized K-means algorithm, customers are divided into
three parts. )e red part is the most important customer, the
blue part is the next most important customer, and the black
part is the implied customer. From the graph, we can not
only intuitively see the distribution of customer value but
also get the number of customers in each value range, and
the clustering effect is clear. )e clustering effect diagram is
shown in Figure 9.

Choosing an enterprise strategy is the primary choice of
enterprise management innovation. Strategy is the soul of an
enterprise. If an enterprise has no strategy, it will drift with
the tide and always be in a passive position.)e construction
of the enterprise’s creative ability evaluation index system
includes the determination of element items and index
items. It is inseparable from the definition of enterprise’s
creative ability. A correct understanding of the essence of
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enterprise’s creative ability is the basic premise for the ac-
curate evaluation of an enterprise’s creative ability. Strategic
innovation capability is a capability based on strategic in-
novation, which is a complex of strategic innovation and
enterprise capability. Innovation guides the development
direction, determines the development goal, and provides

the development path for enterprise capabilities. Using the
K-means algorithm in this paper, enterprises can find the
best way for enterprise innovation, find out the strategic
innovation points gradually clear in the process of clus-
tering, and then determine the optimal direction of enter-
prise strategic innovation.
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5. Conclusions

Enterprises must constantly carry out management in-
novation in order to survive and develop in the fierce
market competition. Enterprises can only have flexibility
and superiority in management mechanisms by imple-
menting management innovation and thus remain in-
vincible in the competition. All innovation must be
strategic, and we must seize the strategic opportunity,
highlighting the significance of strategic innovation.
Strategic innovation underpins technological innovation.
If a company has innovative technology but it does not fit
into the company’s overall innovation strategy, the
company’s technological innovation is pointless. )e
strategic innovation capability of a company cannot be
created out of thin air, nor can it be born within a
company. )rough a dynamic mechanism, an enterprise’s
strategic innovation capability is formed during the
process of strategic innovation. )e openness, being far
from equilibrium, nonlinear function, and fluctuation
functions of the enterprise strategic innovation capability
system cause the system information to self-replicate,
stabilize, and generate a new order. )e K-means algo-
rithm studied in this paper can find the most suitable way
for enterprise innovation, and through repeated itera-
tions, find out the strategic innovation points gradually
clear in the process of clustering. It can determine the
optimal direction of enterprise strategic innovation.
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To form a unified configuration and information management platform, FCCMS (financial center configuration management
system) will integrate and sort information based on various configuration data and relationships as well as integrate processes and
permissions. However, the most serious issue that data centers are currently facing is how to effectively manage these infra-
structures. For various infrastructures, the data center currently uses a decentralized operation and maintenance management
model. When an infrastructure fails due to inexperienced configuration management, this mode is not conducive to quickly
locating and resolving the problem. A detection method of RFCO (random forest algorithm based on clustering optimization) is
proposed, and an appropriate tree is selected from RF to integrate, so as to achieve the best effect. In this paper, the target matching
algorithm based on FSL (few-shot learning) is deeply studied, and the target detection model is applied to the target matching and
positioning task by using the MLmethod.(e performance of the algorithm is tested by experiments on relevant datasets to verify
the effectiveness of the algorithm in various scenarios.

1. Introduction

In China, the business volume of major commercial banks
has increased significantly year after year as banking busi-
ness has become more integrated with local market demand
and with the global financial environment. At the same time,
the banking industry’s reliance on IT systems is becoming
increasingly apparent [1]. Due to the large number of ap-
plication systems and servers, as well as the large scale of
supporting network rooms, it is often difficult to quickly
locate the causes of emergencies, analyze the true root causes
of problems, and influence related modules due to poor
consideration in upgrading and changing, making it difficult
to ensure the high availability and work efficiency of data
center systems [2, 3].

Many excellent algorithms have appeared in the field of
computer vision, and these algorithms have made re-
markable achievements in the fields of image classification,
target location, target detection, etc. However, the

establishment of many algorithms depends on a large
amount of training data, but it is difficult to get rich data in
practical application scenarios [4–6]. Usually, the change of
financial data reflects this gradual process information;
therefore, some algorithms can be used to analyze financial
data and design a system that can scientifically reflect the
company’s financial status, so as to guide enterprise decision
makers to formulate correct guidelines, improve business
activities, and prevent such problems in time [7]. DL (deep
learning) has begun to rise. (e related algorithms based on
this have found a breakthrough for FSL (few-shot learning)
[8, 9]. We establish a data center configuration management
system in line with this practice standard and finely manage
various infrastructures, so as to establish a long-term
mechanism of production and operation with safety pro-
duction as the core and effectively improve the service level
of the data center.

Currently, each department’s configuration information
is primarily managed by hand. Because there is no unified
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configuration information maintenance window, there will
be unnecessary redundancy when the configuration infor-
mation is maintained by different departments. Further-
more, the data center’s massive IT resources will result in
high manual maintenance costs [10]. Although the trading
platform system has an automatic monitoring platform,
analyzing the impact of events is difficult due to the lack of a
systematic relationship between configurations and the
corresponding relationship between levels of technical
business configuration units. (e FCCMS (financial center
configuration management system) uses the RF (random
forest) algorithm and FSL as the guiding framework to
design, classify, and model various infrastructures, abstract
them into various configuration items, give them appro-
priate attributes and names, and establish the relationship
between configuration items.

2. Related Work

(e univariate analysis model takes a single indicator var-
iable, compares financial data from businesses in various
stages of crisis, eliminates insignificant financial indicators,
and determines the financial indicators with the best dis-
crimination ability [11]. After the analysis, the conclusions
are not completely consistent due to the different research
samples selected by different researchers. According to the
literature [12], the three financial indicator pairs of share-
holders’ equity/assets and liabilities, working capital/total
capital, and current assets/current liabilities have the best
ability to predict financial crises. (e results of a study [13]
comparing and analyzing four financial ratio indicators
show that the current ratio and debt ratio have the best early
warning effect. (e improved fruit fly optimization algo-
rithm is combined with the Z-score model to create a fi-
nancial early warning model in literature [14], and the
results show that the model has good forecasting ability. (e
neural network model is used in literature [15] to study
enterprise financial crisis early warning and is compared to
the multivariate discriminant analysis model. (e results
show that the neural network model’s prediction effect is
clearly greater than that of the multivariate discriminant
analysis model. (e financial crisis prediction model based
on moderate financial indicators and a genetic algorithm is
studied in the literature [16], and the results show that this
type of model has a high prediction accuracy. Literature [17]
compares an SVM-based early warning model to a neural
network model and a multivariate discriminant analysis
model. (e results show that SVM outperforms other
models in terms of prediction accuracy. In [18], bagging and
boosting methods were used to create a financial crisis early
warning model. In [19], the dimension of the index system is
reduced through PCA (principal component analysis), and
the top three financial indicators in order of importance are
turnover per share, asset turnover rate, and current ratio.

In the financial data center, when the number of
equipment systems in an IT environment increases to a

certain scale, the system management team will definitely
consider enabling appropriate tools to assist management.
Mihelcic et al. [20] studied an online regression algorithm of
nondistributed sampling. Lee and Moon [21] put forward
the idea of nonindependent identical distribution in data
analysis and processing and other related fields and formed a
set of nonindependent identical distribution learning
framework. Zhu et al. [22] proposed a corner extraction
algorithm, which realized corner detection. Panigrahy et al.
[23] obtained a model that can accurately match complex
scenes through a large amount of data. By introducing
DenseNet, the number of parameters is reduced and the
training complexity of target detection network is optimized.

3. Research Method

3.1. Overall System Design

3.1.1. Basic Architecture Design of the System. All data
centers are attempting to reduce operating and maintenance
costs, and service integration has proven to be effective in
practice. Reduced energy consumption and the imple-
mentation of virtualization are two strategies that can ef-
fectively reduce the cost of operation and maintenance. (e
specific implementation of these measures, on the other
hand, must be based on a clear understanding of how many
servers are running and which servers are deployed, that is,
by establishing a system to share information and data,
reflecting data relationships, and forming a unified data
center with configuration information. System function
modules are shown in Figure 1.

In the design of CMDB (configuration management
database) configuration items, the query function should be
considered, and the additional functions developed
according to the outstanding query requirements of cus-
tomers should be customized, including the following
specific functions: query the configuration item list
according to the configuration item type and attribute
conditions and search the target configuration item list
according to the specific relationship between the config-
uration items. You can filter the attribute conditions in the
target configuration item list and import and export the
query configuration for any related level configuration item
query to facilitate repeated query requirements in the
future.

From the perspective of the system administrator,
combined with blocky information, users can quickly enter
the system and use and complete system functions, such as
server administrator, which is concerned with service
configuration, which application services are attached to the
server, which storage is attached to the server, and how the
server is maintained, among other things. (e database
administrator is concerned with the database’s character
section, which applications receive database services, which
databases each application corresponds to, and which ap-
plication databases offer cluster services.
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3.1.2. Hardware Architecture of the System. (e configu-
ration management system of the data center adopts the
three-tier architecture of client, server, and NAS storage, in
which the client is installed on the PC terminal that the
operation and maintenance personnel use daily, and the
operation and maintenance personnel of the data center can
log in to the configuration management system by double-
clicking the client, and the interface is intuitive and friendly
and easy to operate.

As the core layer of the whole configuration manage-
ment system, the web server is mainly responsible for
responding to various requests submitted by clients, calling
database services in the background by triggering events,
and then the database server is responsible for data oper-
ation. All kinds of data information are finally stored in NAS
storage. (e hardware architecture of the configuration
management system is shown in Figure 2.

(e configuration management system uses 8 PC servers
with high configuration of 48C96G as web servers, which are
responsible for responding to requests from browsers, and 3
databases are installed with SQL Server 2005 database
products. Client-server adopts B/S architecture which is
widely used at present. (e advantage of this architecture is
that it is easy to operate and the client needs nomaintenance.

3.1.3. System Security Architecture Design. Information se-
curity is the top priority for system construction. First of all,
the most basic security measure is to establish an antivirus
mechanism covering the whole network. In addition, a
public four-tier security system model is proposed. In this
four-layer model, the emphasis of each layer is different, as
shown in Figure 3.

(e first step of network security protection is planning.
It is necessary to divide the trusted network and untrusted
network from the business point of view, or the network area

can be layered according to the distributed method, and each
layer has different protection methods. Firewall devices are
used to control or directly isolate users and services in
different trust levels of network segments.

If users need access to the data center configuration
library application system, they must first go through an
identity authentication process.(emost basic method is for
the user to submit some identity authentication information
to the application system in charge of identity authentica-
tion, and the application system compares that information
to the correct data stored in the system. (e user will be
allowed to enter the configuration library application system
if the verified information is legal and valid; otherwise, the
user will be denied.

(e creation, modification, deletion, and enabling and
disabling of user accounts are all part of user management.
Flexible operation and ease of use are required for user
management. Grouping and authorizing user accounts,
managing and maintaining permissions for user groups or
roles, defining and maintaining permissions, and so on are
all examples of permission management. Permission man-
agement necessitates a high level of security, accessibility,
and hierarchical authorization.
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Figure 1: System function module diagram.
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3.2. Key Algorithm Design

3.2.1. Implementation of System Security Algorithm. (e
accuracy of member classifiers and the diversity of classifiers
in classifier integration system are important issues that
researchers have been paying attention to. Similarly, it is
difficult to obtain satisfactory classification results by
combining some classifiers with different distributions of
classification errors but low performance.

RF algorithm is a classifier algorithm based on decision
tree. RF has two kinds of important randomicity, the ran-
domicity of training set extraction and the randomicity of
node candidate segmentation feature set, which ensure the
diversity of decision trees that make up RF. In addition, RF is
a data-driven nonparametric classification method, which
does not need prior knowledge, only needs to train and
classify the given samples, and has a clear structure and is
easy to understand.

(e main idea of RF algorithm based on clustering opti-
mization is to combine the two base classifiers with the highest
correlation degree into a new cluster by using clustering al-
gorithm based on correlation degree and then recalculate the
correlation degree between the new clusters. By combining the
base classifiers with high correlation, the RF model of aggre-
gation based on correlation measure can be obtained. RFCO
(random forest algorithm [25] based on clustering optimiza-
tion) algorithm is mainly divided into three steps:

(1) Firstly, a large number of base classifiers are gen-
erated by RF algorithm, and these base classifiers are
added to RF to prepare for the next clustering
analysis.

(2) According to the similarity calculation rules between
base classifiers, the similarity of base classifiers is
calculated. (en, sort the similarity of all base
classifiers to find out the two base classifiers with the
greatest similarity.

(3) According to the results of clustering analysis, the
algorithm will continue to merge the base classifiers,
and when the predetermined termination condition
is reached, the algorithm clustering will be termi-
nated. Combining all cluster representatives, the RF
model after cluster optimization is obtained.

According to the law of large numbers, when m⟶∞,
the function converges.

1
m



m

i�1
αi H x; πi(  � j( , j � 1, 2, . . . , J. (1)

Let the n-th base learning model not included in the m

training sets be Hn(x; πi), i � 1, 2, . . . , m; then, the strong
learningmodel without included sample combination can be
expressed as follows:

H
n
m(x) � argmax

j

1
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M
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x; πi(  � j( . (2)

(erefore, the generalization error of RF algorithm based
on clustering optimization can be estimated by test set. (e
generalization error of RF algorithm based on clustering
optimization is constructed by training set as follows:
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N
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I H

n
m xn( ≠yn( . (3)

(erefore, network intrusion detection based on clus-
tering optimized RF algorithm does not need to divide the
collected network intrusion data into training set and test
set. Furthermore, the optimized RF algorithm based on
clustering and the optimal RF algorithm based on fruit fly
are two separate algorithm implementation processes that
do not clash, so they can be used together to improve the
accuracy of network intrusion detection.

3.2.2. ML-Based Target Matching. With the development of
machine learning, deep neural network is widely used.
However, because deep neural network is easy to overfit in
scenes with small sample size, some techniques to prevent
overfitting in scenes with small sample size have been
proposed. At present, among FSL methods in the field of
computer vision, Bayesian learning, measurement network,
ML (machine learning algorithm), and other methods are
the mainstream methods.

For FSL problem, ML mainly uses the existing knowl-
edge to solve the learning problem in the scene where there is
only a small amount of data in the target field, and there have
been many related technical achievements at present. For
example, using self-learning technology, using a large
number of unlabeled data in the source domain and samples
in the target domain, and building an automatic sparse
encoder to extract high-level features from samples, the task
effect in the target domain is improved. According to the
difference between the source domain and the target do-
main, the model structure is modified and different cost
functions are set to get better results in the target domain. At
present, the parameter migration method is widely used in
image classification, target detection, and other tasks.

In this paper, a method of fast image transformation and
solving the transformed target position is proposed. (e
specific affine matrix is generated according to the following
formula:

M � MscaleMrotaMshearMtrans �
θ11 θ12 θ13
θ21 θ22 θ23

 , (4)

where Mscale is the scale transformation matrix, Mrota is the
rotation matrix, Mshear is the staggered transformation
matrix, and Mtrans is the spatial translation matrix. By
simulating the parameters of each matrix and then using the
spatial transformation network transformation, the image
can be simulated comprehensively by affine transformation.

At the same time, a row of 0 0 1  is filled under each
spatial transformation matrix M, and the corresponding
inverse matrix is generated for later calculation of the
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position of the transformed target, and the inverse matrix
form is shown in the following formula:

Minv �

θ11′ θ12′ θ13′

θ21′ θ22′ θ23′

θ31′ θ32′ θ33′

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (5)

When the input image is transformed by the spatial
transformation network according to the matrix M, the
target position in the new image will also change. (e
rectangular frame of the original target will become a
parallelogram. (e new target center position needs to be
calculated.(e calculation formula is shown in the following
formula:

xgt′

ygt′

zgt′

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

Minv

xgt/ygt  × 2

1
⎛⎜⎝ ⎞⎟⎠ + 1⎛⎜⎝ ⎞⎟⎠

2
, (6)

where (xgt′ , ygt′) is the coordinate of the target center in the
new image transformed by the spatial transformation net-
work and zgt′ represents irrelevant data. When calculating,
first calculate the vector of diagonal vector after transfor-
mation, as shown in the following formula.

w
tn
b1

h
tn
b1

⎡⎣ ⎤⎦ �
θ11′ θ12′

θ21′ θ22′
⎡⎣ ⎤⎦

wgt

−hgt

⎡⎣ ⎤⎦,

w
tn
b2

h
tn
b2

⎡⎣ ⎤⎦ �
θ11′ θ12′

θ21′ θ22′
⎡⎣ ⎤⎦

wgt

−hgt

⎡⎣ ⎤⎦,

(7)

where (wtn
b1, htn

b1), (wtn
b2, htn

b2) represents the vector of the di-
agonal vector of the target frame in the original image in the
transformed image and (θ11′ , θ12′ , θ21′ , θ22′ ) is the corre-
sponding element in the inverse matrix Minv of the affine
matrix.

4. Result Analysis and Discussion

4.1. System Test Result Analysis. (e configuration man-
agement system’s main functions are data entry, data re-
trieval, and report generation. (e developers will test the
module’s functionality after it has been developed. Submit
the version control code after you have passed the test.
Integrate and compile each branch code to form a complete
system after all modules have been developed and tested.
After the test is completed, the testers will create relevant
reports based on the test cases formulated by the demanding
personnel.

(e configuration management system of an institu-
tion’s interbank trading platform has been designed using
the configuration management system design scheme.
According to the actual test results of the system, the results
fully show that the design and implementation scheme of the
system can basically meet the requirements of configuration
management and can significantly improve the work effect

and efficiency in the financial data center, based on the
measurement and comparison of the integrity of configu-
ration information and timeliness of collecting configura-
tion data, as well as the representativeness of configuration
management requirements in the financial data center. (e
requirement compliance degree of the configuration man-
agement system is shown in Figure 4.

Managing related information of server hardware,
configuration, maintenance, and so on is the core module of
data center configuration library. All related software pro-
grams, services, applications, and so on are inseparable from
servers, and the number of servers is often very large. One of
the biggest features of the system, such as undeployed related
services, supported specific applications, associated storage,
change logs, maintenance support, and so on, can be quickly
inquired through server links.

After the functional test, integration test, user test, and
performance test are completed, and the related problems
are solved, and they are finally reflected in the test report.
After the test report is signed, it is regarded as an important
document of system acceptance. (e statistics of test results
are shown in Figure 5.

After the configuration management system is put into
use, in the quarterly assessment of key performance indi-
cators, such as the variance rate of configuration manage-
ment database audit, the variance rate of configuration
information is always stable at around 1%, which is obvi-
ously improved compared with the variance rate of 25%–
30% entered manually before.

Secondly, because the configurationmanagement system
integrates all kinds of basic information, the operation and
maintenance personnel can query related configuration
information in time, which saves a lot of precious time for
solving incidents and problems and greatly improves the
response and solving efficiency of emergencies.

(e test results show that the system performs well in
terms of scientific and automatic configuration management
and IT service management, and the findings of this paper’s
research should be useful as a practical reference and ap-
plication for similar data centers with a large number of
application systems and infrastructures.

4.2. Algorithm Performance Analysis. (is section mainly
describes the intrusion detection capability of RFCO. (e
experimental results of SVM, MLP classifier algorithm, and
RFCO in terms of accuracy are shown in Figure 6.

It can be seen from Figure 6 that the classification ac-
curacy of network intrusion data by RFCO is higher than
that of traditional MLP classifier and SVC model.

Storage management is the process of recording storage
device configuration information, such as device number,
model, supplier, basic configuration, current configuration,
maintenance, and other configuration data, as well as the
storage’s division, use, server connection, and supported
business systems. Storage device main table, storage device
maintenance information table, storage device original
configuration information table, and so on are some of the
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main designed data tables. Storage device configuration
information is kept in the main table, while storage device
maintenance information is kept in the storage device
maintenance information table.

Figure 7 compares MSE (mean square error) of three
algorithms.

It can be seen from Figure 7 that the MSE value of RFCO
for network intrusion detection model is very low. (ere-
fore, the algorithm based on RFCO greatly reduces the MSE
of network intrusion detection.

(ese evaluation parameters can reflect the accuracy,
error, and various kinds of sample detection of various
algorithms to a certain extent, but there are still some
shortcomings in measuring the overall performance of the
algorithms. (erefore, this section also uses F1_score, pre-
cision, and recall parameters to measure the accuracy and

robustness of the algorithms in combination with the rel-
evant knowledge of machine learning algorithms. (e ex-
perimental results are shown in Figure 8.

To sum up, compared with other algorithms, RFCO has a
good classification effect, which can effectively solve the
problem of various and complex features of network in-
trusion datasets. For other types of network intrusion data,
RFCO also has a good detection effect.

Service management is the process of documenting the
related service configuration information that is specifically
supported by each application, such as software services,
subservices, and the relationship configuration between a
service and a specific application, among other things.
Software service table, correspondence table between service
and application, service relationship table, and so on are the
main data tables involved in this module. (e software
service table primarily stores information about the service
type, software name, patch configuration, and service type,
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among other things. (e service and application corre-
spondence table primarily records the relationship between
the service and the corresponding application, as well as the
service types that it supports, and the service relationship
table is linked to related services.

Continue to verify image sequences using the VOT
dataset and TempleColor128 dataset, including Juice, Car,
and the other six groups. After manually removing the
completely occluded and difficult-to-identify images from
the above image sequences, about 10 images were chosen as
training data and the remaining images were used as test
data in the experiment. (e intersection ratio results and the
algorithm’s efficiency results on six groups of image se-
quences are shown in Figures 9 and 10, respectively.

According to the above experimental data, it can be seen
that the traditional algorithm has good effect only in some

scenes, while the method based on DL has good general-
ization ability in all scenes.

In the daily operation of the data center, a series of
changes, such as equipment replacement, system migra-
tion, project transformation, and so on, are often needed,
and all these changes will cause the change of configu-
ration information without exception, so it is necessary to
maintain the configuration information to ensure that the
currently recorded configuration information is consis-
tent with the actual information in the production en-
vironment. Only when the configuration information is
accurate can the normal operation of many processes such
as service desk, event management, problem manage-
ment, change management, and release management be
supported.
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If an existing configuration item template needs to be
updated, the process loops back to the configuration item
owner, who redesigns the template. (e configuration
management database administrator updates the configu-
ration item template once the configuration process man-
ager has approved it. (e configuration information
administrator is authorized to prepare relevant information
in accordance with the modified new configuration item
template in order to maintain the configuration item after
the new configuration item template is established. (e old
value before the change and the new value after the change
should be recorded in the maintenance record table. (e
name of the configuration item and all other configuration
item names associated with the configuration item should be
stored in the maintenance record table for a configuration
item with the maintenance type “Delete.”

(e ML algorithm proposed in this paper maintains a
high level of intersection ratio and efficiency. (e ML-based
target matching algorithm proposed in this paper keeps high
efficiency in six scenes. At the same time, it is slightly worse
than the previous twin network algorithm in the Car image
sequence. (e reason for analyzing similar scenes is that the
target image and the target image with background are
partially used in training, which affects the prediction results
when the background changes drastically.

5. Conclusion

With the flourishing development of various businesses
in the financial industry, particularly with the increas-
ingly active transactions in the financial market and the
increasing demand for regulatory statistics, the FCCMS
design scheme in this paper has added new explorations
and attempts, the theoretical basis and framework of the
technical system have become clearer and more sys-
tematic, and the support for regulatory statistics has
increased. Simultaneously, a large number of highly
automated management software programs were chosen,
enhancing IT management capability and level. RFCO
synthesizes and optimizes the model’s base classifiers,
improving network intrusion detection accuracy. Finally,
the target matching algorithm based on ML network
proposed in this paper has significantly improved effi-
ciency over traditional methods and has higher matching
and positioning accuracy, according to the experimental
results. (e performance of small targets and scenes with
spatial transformation has also been greatly improved
when compared to the original YOLOv2 algorithm.

(e FCCMS is currently unable to achieve full au-
tomation, and maintenance tasks such as establishing
configuration item correlations and changing configu-
ration item status and attributes still require manual
intervention. We will strive to integrate the knowledge
base, problem report, and other functions into the
configuration management system in the future explo-
ration so that the configuration management system
can be more closely integrated with other processes and
the data center’s IT service quality can be improved
further.
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Deep learning has brought a rapid development in the aspect of molecular representation for various tasks, such as molecular
property prediction.+e prediction of molecular properties is a crucial task in the field of drug discovery for finding specific drugs
with good pharmacological activity and pharmacokinetic properties. SMILES string is always used as a kind of character approach
in deep neural network models, inspired by natural language processing techniques. However, the deep learning models are
hindered by the nonunique nature of the SMILES string. To efficiently learn molecular features along all message paths, in this
paper we encode multiple SMILES for every molecule as an automated data augmentation for the prediction of molecular
properties, which alleviates the overfitting problem caused by the small amount of data in the datasets of molecular property
prediction. As a result, by using the multiple SMILES-based augmentation, we obtained better molecular representation and
showed superior performance in the tasks of predicting molecular properties.

1. Introduction

Traditionally, drug discovery is time-consuming and very
expensive. For understanding the properties of a compound,
many results of the simulations can be obtained via the
experience of a chemist or pharmacist. +e overall process is
significantly complex, long, and always inefficient. Deep
learning has brought a rapid development in the field of drug
discovery and is expected to accelerate the process of drug
discovery [1–8]. Nevertheless, deep learning methods still
face some obstacles, such as small amount of data in mo-
lecular datasets, few label data [3], and label noise [5, 6],
which leads to overfitting and poor model prediction
performance.

Inspired by natural language processing techniques,
many deep learning models use the simplified molecular
input line entry system (SMILES) [9] as a line text repre-
sentation of a molecule. SMILES string is in form of a 1D
sequence of chemical structure that can be encoded using a
one-hot vectorization form. A molecule may have multiple
SMILES. Because SMILES are not unique, a molecule is often

defined by canonical SMILES [10], which ensures that each
molecule corresponds to a unique canonical SMILES. +e
SMILES-based methods [11–16] have shown great potential
and have been widely used in the tasks of molecular property
prediction [12–14] and molecular generation [15, 16]. +e
performances of the deep learning models are hindered by
the nonunique nature of SMILES string, which affects the
accuracy of molecular property prediction and the ability to
explore the potential chemical space of molecules in mo-
lecular generation tasks [11]. Paul et al. proposed a mixed
deep learning network architecture CheMixNet [12] to learn
molecular representation by using several neural networks
design (convolutional neural network (CNN), recurrent
neural network (RNN), and multilayer perceptron (MLP))
for learning molecular SMILES sequences and molecular
ACCess (MACCS) fingerprints, respectively. +en, concat-
enate the two parts of features and make the final prediction.
Lin et al. learn molecular representation by using bidirec-
tional gated recurrent unit (BiGRU) neural network ar-
chitecture based on sequencemanner [13], which is designed
for solving the single- and multitask classification in the field
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of drug discovery. +e methods input single
SMILES sequence for a molecule to neural networks to
learn representation. +erefore, the limited molecular
representation affects the predictive performance of the
neural network models. SMILES2vec [14] was proposed to
train on SMILES for predicting chemical property using
an RNN neural network via Bayesian optimization
methods [17]. SMILES2vec was inspired by language
translation using RNN in the field of natural language
processing (NLP). SMILES2vec did not explicitly encode
the grammar of SMILES specification. +e LSTM-based
[18] or GRU-based [19] recurrent neural network ar-
chitecture is an effective neural network design for
learning features from sequence or text data. +e above
neural network models based on SMILES have limitations
because only the single SMILES of each molecule is
considered, which cannot learn the grammatical features
of SMILES well. Although SMILES enumeration [11] and
all SMILES variational autoencoder [15] have considered
multiple SMILES strings of single molecule to learn latent
molecular representation. However, these methods are
not used in the tasks of molecular property prediction. In
this paper, we proposed a novel molecular representation
method for molecular property prediction using multiple
SMILES-based augmentation to alleviate the problem of a
small amount of data and few labels in the molecular
property prediction datasets， regardless of descriptors
engineering and expert experience.

2. Related Work

A related method to this paper is the SMILES enumeration
[11]. SMILES enumeration explored the fact that multiple
SMILES represent the same molecule as a technique for data
augmentation. +e augmented dataset was bigger than the
original. +e neural network trained with the augmented
dataset showed better performance on the test set than the
original neural model trained with the unaugmented dataset.
Another SMILES enumeration-based method is all SMILES
variational autoencoder [15], which used multiple SMILES
strings of single molecule to learn latent molecular repre-
sentation for molecular generation. All SMILES variational
autoencoder (VAE) encoded multiple SMILES by using
several recurrent neural network layers and decoded them to
molecular SMILES. All SMILES VAE learned a bijective
mapping between molecules and the latent representations
near the high-probability subspace of the prior. +e result
showed that all SMILES VAE obtained the state-of-the-art
performance. However, these methods are not used in the
tasks of molecular property prediction, recommended by
MoleculeNet [8].

3. Methods

+e key idea is that we focus on a multiple-SMILES rep-
resentation learning as data augmentation for various
downstream tasks. As we all know, the deep learning model
must be fed with a large amount of data. +rough learning a
large amount of data, the model can find the law and obtain

the potential knowledge of the data. Despite the presence of a
large number of molecules, labeled datasets are scarce. In the
task of molecular property prediction, the number of
molecules in some datasets of property prediction is also
very small. It leads to the problem of unstable prediction
performance using the deep learning models due to over-
fitting and underfitting.

Inspired by the SMILES enumeration [11] and all
SMILES VAE [15], we proposed a novel method of mo-
lecular property prediction using multiple SMILES-based
augmentation to solve the overfitting and underfitting
problem. +e general framework is illustrated in Figure 1.
Generally, before feeding the data into the deep neural
network, the multiple SMILES-based augmentation must be
completed (Figure 1(a)), which is related to whether the
model can learn the potential knowledge in the datasets. It is
a crucial step for the successful prediction of deep neural
model. +e process of data augmentation includes cleaning
data and removing invalid molecules.+enmultiple SMILES
sequences are generated for each molecule, and further one-
hot vectorization is carried out that can be fed to the neural
network to learn molecular features. +e deep neural net-
work used in this paper is shown in Figure 1(b), which
consists of stacked CNN and RNN.+e “Gate” in Figure 1(b)
is denoted as the gated recurrent unit (GRU) or long-short-
term memory (LSTM). +e final molecular representation
can be used for a variety of downstream tasks, such as
molecular property prediction.

In the following, we will describe technical details. We
first give the mathematical definition of the problem (Sec-
tion 3.1) and then propose a novel molecular representation
method using multiple SMILES-based augmentation for
molecular property prediction (Section 3.2).

3.1. Problem Definition. We define a feed-forward con-
volutional neural network as CNN(kernel,channel,padding),
where kernel is the convolution kernel, channel denotes the
convolution channel, and padding represents the type of
padding. A recurrent neural network can be defined as
RNNgate, where gate denotes the type of gate, such as
LSTM and GRU. Let Xos be the original SMILES strings that
have been cleaned and are valid molecules. Let mapping
function of multiple SMILES be fms. Xms is the multiple
SMILES sequences. We define the vectorization function as
fvect. +e problem is to learn the function fres that maps the
multiple SMILES vectors to molecular representation Xmol.
+e mapping relations are represented as follows:

Xms � fms Xos( ,

fvect Xms( ;CNN(kernel,channel,padding),RNNgate 

⟶ fres Xmol.

(1)

+e whole process includes three mapping functions,
namely, fms, fvect, and fres. +e final molecular represen-
tation is what we want to get and can be further used in
specific tasks such as molecular property prediction.
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3.2.Multiple SMILES-Based Augmentation. +e SMILES [9]
is a popular specification for extracting the feature of mo-
lecular sequences that uses ASCII strings encoding molec-
ular structures in the form of a line notation. +e SMILES
structure follows a certain grammar. +e alphabets and
numbers in SMILES denote atoms and rings, respectively.
+e special characters such as “�” and “ ≡ ” indicate the
bond types, and the parentheses indicate side chains. +e
mapping function of multiple SMILES fms can be imple-
mented using the method of renumbering atoms in RDKit
[20] after performing randomization of a SMILES sequence
and then regenerating a new SMILES sequence using the
“MolToSmiles” method and setting canonical to be “False”
in RDKit. Figure 2 takes estradiol as an example to randomly
generate 10 multiple SMILES sequences. Estradiol is ran-
domly selected from the ESOL dataset. Figure 3 demon-
strates randomly generated 4 SMILES sequences with

renumbered atoms in the molecular graph for estradiol. It is
shown that atoms with different numbers in the molecule
can generate different SMILES sequences. +erefore, the
SMILES sequence of molecules is not unique, but canonical
SMILES are unique for specific molecule.

+e mapping function fvect can be implemented using
language translation technology in the field of natural
language processing, which is an effective method for
learning from text data. We need to construct a character set
for all SMILES sequences in some datasets, which is similar
to the corpus in natural language processing. +en ran-
domization and vectorization to convert the SMILES array
to a one-hot vector are performed. Figure 4 demonstrates the
one-hot images of vectorization using multiple SMILES for
estradiol. Each image of vectorization in Figure 4 highlights
the one-hot vector for different SMILES sequences. +e
abscissa interval is [0, 9], and the 9 represents the number of

Multiple SMILES-based augmentation

SMILES
(Clean data, 

remove invalid 
molecules)

2-Chloronapthalene: 
Clc1ccc2ccccc2c1

Phorate: 
CCOP(=S)(OCC)SCSCC

1-Methylfluorene : 
Cc1cccc2c1Cc3ccccc32

c1cc2c(cccc2)cc1Cl
c1cc2c(cc1)cc(Cl)cc2
c12ccccc1ccc(Cl)c2

O(CC)P(SCSCC)(=S)OCC
C(C)OP(=S)(OCC)SCSCC
O(P(SCSCC)(OCC)=S)CC

C1c2c(cccc2C)-c2ccccc21
c1c2c(c(C)cc1)Cc1c-2cccc1
c1cccc2c1-c1cccc(C)c1C2

…
…

…
…

…
…

…
…

…
…

Multiple SMILES
00001001010….
00101000000….
00001000010….

00100000010….
00001100010….
00001001000….

00001000001….
00001010010….
00001001010….

Vectorization

…
…

…
…

…
…

Deep neural network

CNN (Kernel,
Channel)

CNN(Kernel,
Channel)

…
…

RNN (Gate)

RNN (Gate)

…
…

Dense layer

Dropout layer

Pooling layer

Gather layer
Molecular properties prediction

Stacked RNN layersStacked CNN layers
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(b)

O

O

P

S

S
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Figure 1: +e architecture of molecular representation with a multiple SMILES-based augmentation for molecular property prediction. (a)
+e process of data augmentation using multiple SMILES. After cleaning and removing invalid molecules from the original datasets,
multiple SMILES sequences are generated for each molecule, and further one-hot vectorization is carried out. (b) +e stacked CNN and
RNN neural networks. After passing through different layers (including dense layer, dropout layer, pooling layer, and gather layer), finally
the characteristics such as molecular properties are predicted.
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characters contained in the character set. +e interval of the
ordinate is [0, 37], and the 37 denotes the length of the
SMILES string (including predefined extra padding).

+e last mapping function fres for obtaining molecular
representation can be learned using stacked CNN and RNN
mixed architecture. +e RNN consists of an input layer, a

c12ccc(O)cc1CCC1C3C(C)(C(O)CC3)CCC21

C1CC(O)C2(C)CCC3c4ccc(O)cc4CCC3C12

C1(O)CCC2C1(C)CCC1c3ccc(O)cc3CCC12

Oc1cc2c(cc1)C1CCC3(C)C(O)CCC3C1CC2

C12C(c3c(cc(O)cc3)CC1)CCC1(C)C(O)CCC21

c1(O)cc2c(cc1)C1CCC3(C)C(O)CCC3C1CC2

CC12C(CCC1O)C1CCc3cc(O)ccc3C1CC2

c1(O)ccc2c(c1)CCC1C3C(C)(CCC21)C(O)CC3

c1(O)cc2c(cc1)C1C(C3C(C)(C(O)CC3)CC1)CC2

C1C2C(CCc3cc(O)ccc32)C2C(C)(C(O)CC2)C1

Estradiol

Original SMILES:
CC12CCC3C(CCc4cc(O)ccc34)C2CCC1O

Randomization Multiple SMILES

HO
OH

Figure 2: +e generation of multiple SMILES for estradiol. +e original SMILES is “CC12CCC3C(CCc4cc(O)ccc34)C2CCC1O” that is
randomly selected from the ESOL dataset. Here, it is shown the randomly generated 10 SMILES sequences for estradiol molecule.

C:1

C:19 C:16 C:15

C:3 C:7 C:8

C:5 C:6

C:18C:4 C:17

O:12H
HO:2

C:10C:9

C:14 C:13

C:11

C1C(O)C2(C)C(C3C(c4ccc(O)cc4CC3)CC2)C1

C:17 C:6

C:11
C:12

C:13

C:16

O:4H
HO:14

C:17 C:5

C:10 C:9

C:8 C:7

C:15 C:3

C:2C:1

C:19

c12c(cc(O)cc1)CCC1C3CCC(O)C3(C)CCC21

O:7H
HO:17

C:15

C:16

C:19 C:1

C:14 C:11 C:10

C:4

C:18

C:13 C:12 C:5

C:8C:9

C:2 C:3 C:6

C1CC2c3c(cc(O)cc3)CCC2C2CCC(O)C12C

C:17
C:16

C:15

C:10 C:11

C:12

C:14

O:13H
HO:19

C:8

C:6 C:7

C:5

C:1

C:2 C:3

C:4 C:9C:18
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Figure 3: +e randomly generated 4 SMILES sequences with renumbered atoms in the molecular graph for estradiol.
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hidden layer, and an output layer. Figure 5 shows the simple
structure of RNN, where X is an input vector, H indicates
the hidden vector of the hidden layer, O represents the
output vector. Wxh, Who, andWh denote the weight matrix
from input layer to hidden layer from hidden layer to output
layer, and hidden layer, respectively.

Figure 6 demonstrates the timeline structure of RNN.
+e output Ot of RNN at time t is related not only to the
input xt at time t but also to the hidden layer value ht−1 at
time t− 1. It is shown that RNN can better deal with se-
quence information, that is, the previous input is related to
the subsequent input. SMILES string is precisely this se-
quence structure, which can extract features with designed
RNN architecture.

+e message passing process for stacked CNN and RNN
mixed architecture can be found in Figure 7, which shows
the message passing in the neural network at time t and time
t− 1.+e result of the output layer at time tmust be based on
the input at time t and the result vector of the hidden layer at
time t− 1. +e process can be summarized in the form of
matrix as follows:

Ot � P Who · Ht( ,

Ht � Q Wxh · Xt + Wh · Ht−1( ,
(2)

whereP and Q indicate some kind of neural network. Finally,
the mapping function fres for obtaining molecular represen-
tation can be represented using CNN and RNN as follows:
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Figure 4: +e images of one-hot vectorization using multiple SMILES for Estradiol molecule. It shows the vectorization of randomly
generated 6 SMILES strings, using random order of the character set for Estradiol, which consists of 9 characters: “(”, “3”, “O”, “c”, “1”, “)”,
“2”, “4”, “C”. +e length of padding is 37, that includes predefined extra padding. (a) c12cc(O)ccc1C1C(C3CCC(O)C3(C)CC1)CC2. (b)
C1(O)C2(C)C(CC1)C1C(c3c(cc(O)cc3)CC1)CC2. (c) C12(C)C(CCC1O)C1C(c3ccc(O)cc3CC1)CC2. (d) Oc1ccc2c(c1)CCC1C3CCC(O)
C3(C)CCC12. (e) OC1C2(C)CCC3c4ccc(O)cc4CCC3C2CC1. (f ) C1C2c3ccc(O)cc3CCC2C2CCC(O)C2(C)C1.
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Input layer Hidden layer Output layer

Figure 5: +e structure of the recurrent neural network [21].
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Figure 6: +e timeline structure of the recurrent neural network
[21].
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Xcnn � CNN(kernel,channel,padding) fvect Xms( ( ,

Ot � RNNgate Who · Q Wxh · X
(t)
cnn + Wh · H

(t− 1)
   ,

Xmol � f(Dense,Pooling,Gather) Ot( ,

(3)

where f(Dense,Pooling,Gather) denotes the mapping of full-
connection layer, pooling layer, and gather layer.

4. Experiments

Extensive experiments have been implemented to evaluate
the performance of molecular representation using the
multiple SMILES-based augmentation for the tasks of
molecular property prediction.We will describe the datasets,
baselines, and experimental results.

4.1. Dataset Description. We use five molecular property
datasets recommended by MoleculeNet [8] for the experi-
ments. Table 1 shows the information of five datasets.

+e details of used datasets are shown as follows:

(i) ESOL: ESOL [22] contains the logarithmic aqueous
solubility (mol/L) of 1,127 compounds, which is
used as a regression task to predict water solubility
in deep neural networks

(ii) Lipophilicity: lipophilicity [23] includes the octanol/
water distribution coefficient (logD at pH 7.4) about
4,200 compounds, which is important in membrane
permeability and solubility

(iii) FreeSolv: FreeSolv [24] provides the hydration free
energy (kcal/mol) of 642 compounds in water

(iv) HIV: HIV [25] is used as a classification task in deep
neural networks to predict the activity of inhibiting
HIV replication, which contains 41,127 compounds

(v) BACE: BACE [26] is used as a classification task,
which contains 1,513 molecules and provides

quantitative and qualitative binding results for a set
of inhibitors

+e datasets must be cleaned before being input into the
neural network. +e cleaning and preprocessing process are
shown in Figure 8. +e original data are cleaned via five
steps, namely, excluding invalid molecules, filtering organic
molecules, removing salt and stereochemistry information,
keeping the largest fragment, and converting to canonical
SMILES.+en, we get the cleanedmolecules that will be used
to generate multiple SMILES sequences and vectorization.
Finally, the feature of vectorization will be fed to the neural
network to be trained.

4.2. Baselines. We compared our method with the following
models:

(1) CheMixNet: CheMixNet [12] was proposed for
predicting chemical properties using molecular
SMILES sequences and fingerprints, which is a
mixed deep neural network architecture. In this
paper, we focus on the molecular SMILES sequence.
+erefore, we do not consider computable char-
acteristics, such as molecular fingerprints or
physical descriptors. For a fair comparison with our
method, we adopt the neural architecture of CNN
and RNN in CheMixNet [12], which uses the
SMILES as the sole input.

(2) Smi2Vec-BiGRU: Smi2Vec +BiGRU [13] was
proposed for learning atoms and the single- and
multitask classification tasks, which learns the low-
dimensional representation for a molecule by
transforming SMILES to vector based on bidirec-
tional gated recurrent unit (GRU) [18]
architectures.

(3) XGBoost: XGBoost [27] is an ensemble method to
implement a gradient boosting decision tree
(GBDT) for improving the speed and efficiency of
the model.
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Figure 7: +e message passing process for stacked CNN and RNN.
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(4) Multitask: Multitask network [28] was proposed for
sharing the processed input among all learning
tasks in a dataset and then used separate linear
classifiers or regressors for each different task.

(5) MPNN: Message Passing Neural Network (MPNN)
is a generalized graph-based architecture [29], in-
cluding the message passing phase and readout
phase. +e former phase is to learn the character-
istics of the graph, and the latter phase is to obtain
the full graph representation for predicting various
tasks.

(6) GC: GC [30] is a standard feature extraction
method for molecules based on circular finger-
prints, which is a kind of graph convolutional
model and operates directly on graphs with arbi-
trary size and shape.

(7) Weave: Weave [31] implemented graph convolu-
tional operation on molecules using a simple
encoding of the molecular graph including atoms,
bonds, and distances.

(8) Pretraining GNN: pretraining GNN [32] proposed
a new strategy and self-supervised methods for
pretraining graph neural networks. In order to
obtain useful local and global features, the strategy
of pretraining GNN is to pretrain expressive graph
neural networks by using individual nodes and
entire graphs. Pretraining GNN achieved state-of-

the-art performance on the tasks of molecular
property prediction.

(9) Drug3D-Net: Drug3D-Net [2] is a grid-based 3D
model for molecular representation using spatial-
temporal gated attention, which uses the geometric
information of molecules to extract the molecular
characteristics.

(10) Multiple SMILES (RNN (one layer), RNN (two
layers), CNN_RNN): this is the method presented
in this article. +e neural network architecture
includes one layer RNN, two layers RNN, and the
mixed networks of CNN and RNN.

4.3. Experimental Setup. In this experiment, we use root
mean squared error (RMSE) and mean absolute error
(MAE) to evaluate the performance of regression tasks.
Similarly, we use the loss function of “binary_crossentropy”
for classification datasets. We use the average area under the
receiver operating characteristics curve (AUROC) and the
area under the precision-recall curve (AUPRC) predicted
from the test set to evaluate the performance of themodel for
classification tasks. Our experiment was trained based on the
Keras framework and TensorFlow [33]. We used the Adam
algorithm [34] for optimizing the parameters of the model.
We set a total of 200 epochs, 64 batch sizes, and 5-fold cross-
validation with checkpoint and early stopping. We set the
learning rate as 0.001 with learning rate decay. We perform

Table 1: +e description of public molecular datasets, including data type, task type, and the number of compounds before and after
augmentation.

Dataset Data type Task type Compound Compound after augmentation
ESOL SMILES Regression 1127 6762
Lipophilicity SMILES Regression 4200 25200
FreeSolv SMILES Regression 642 3852
HIV SMILES Classification 41127 69987
BACE SMILES Classification 1513 9078

Filter organic molecules

Remove salt and
stereochemistry information

Keep largest fragment

Convert to canonical
SMILES

�e cleaned
molecular dataset

Clean dataset
and

Preprocess

Exclude invalid moleculels

Multitple SMILES
augmentation
Vectorizatiton

Figure 8: +e process of data cleaning and preprocessing.
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Figure 9: Scatter diagram of FreeSolv dataset for four training folds.+e horizontal axis is the ground truth value, and the vertical axis is the
predicted value by our model.+e solid lines indicate the trend lines, and the dashed lines indicate the identity lines.+e blue and red points
represent the predicted values in the validation set and test set, respectively.

Table 2: +e RMSE and MAE values of various approaches in ESOL, lipophilicity, and FreeSolv datasets. +e predictive values of the
approaches are partly derived from the related references [2, 8].

Model ESOL Lipophilicity FreeSolv
RMSE MAE RMSE MAE RMSE MAE

CheMixNet CNN_RNN 1.0419 0.8010 1.0513 0.8282 1.3553 1.0156

Conventional methods XGBoost 0.9900 — 0.7990 — 1.7400 —
Multitask 1.1200 — 0.8590 — 1.8700 —

Graph-based methods MPNN 0.5800 — 0.7190 — 1.1500 —
Weave 0.6100 — 0.7150 — 1.2200 —

3D-based models Drug3D-Net 0.9683 0.7841 0.9930 0.8404 1.4709 1.1598

Our method (multiple SMILES)
RNN (one layer) 0.6585 0.5105 0.7929 0.6211 1.6051 1.2313
RNN (two layers) 0.6394 0.4940 0.7960 0.6217 1.3575 1.0468

CNN_RNN 0.5916 0.4448 0.7054 0.5481 1.0033 0.7859
+e best results are highlighted in bold.

8 Computational Intelligence and Neuroscience



randomization of a SMILES string with the random number
5 for ESOL, lipophilicity, FreeSolv, and BACE datasets. As
for the HIV dataset, we set random number 20 to implement
multiple SMILES randomization only for positive samples so
that we obtain a total of 30,303 positive examples compared
with the original 39,684 negative samples.

4.4. Performance Comparison

4.4.1. Performance in Regressions. Solubility, lipophilicity,
and free energy are very important physical chemistry
properties, which are essential properties to understand
molecular interaction with solvents. Table 2 demonstrates
the predictive performances for water solubility (ESOL),
octanol/water distribution coefficient (lipophilicity), and
hydration free energy (FreeSolv). Our multiple SMILES-
based model using mixed CNN and RNN architecture
obtains the best performance.+e smaller the value of RMSE
and MAE, the better for ESOL, lipophilicity, and FreeSolv.
As shown in Table 2, we obtain 0.4448 MAE and 0.5916

RMSE values for ESOL in the test set. +e RMSE value of
0.5916 is slightly lower than the MPNN with the 0.5800
RMSE. However, as for lipophilicity and FreeSolv datasets,
our method obtains superior performance on both RMSE
and MAE values, which shows that the multiple SMILES-
based data augmentation can alleviate the overfitting
problem to a certain extent on a small amount of data, such
as ESOL and FreeSolv datasets.

Figure 9 shows the scatter plots in the FreeSolv dataset
for four training-folds, which indicates that the points on the
test set closely surround the identity line, which shows that
the prediction results in the test set are closer to the target
value, although the trend lines deviate slightly from the
identity lines in each training folds. In addition, Figure 10
shows the loss curves during our model training in the
training set and validation set for the FreeSolv dataset. At the
beginning of the training of the model, the loss on the
training set and the validation set has a relatively large gap
(training loss curve and validated loss curve are far away),
indicating that the model is not stable. When the number of
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Computational Intelligence and Neuroscience 9



training epochs increases, the loss curves on the training set
and the validation set tends to be consistent and fit each
other, indicating that the model tends to be stable and is
slowly converging.

4.4.2. Performance in Classifications. Table 3 demonstrates
the predictive performances for HIV activity (HIV) and
inhibitors of human β-secretase 1 (BACE). +e larger the
AUROC and AUPRC score, the better for HIV and BACE.
Our method based on mixed CNN and RNN architecture
achieved the best performance on AUROC and AUPRC
scores in the test set for HIV and BACE datasets. In HIV, we
obtain 0.9767 AUROC and 0.9798 AUPRC scores compared
with the 0.9621AUROC and 0.9617 AUPRC of the 3D-based
method Drug3D-Net, although the Drug3D-Net considered
the information of molecular geometry. In addition, the
performance of our method exceeds that of the pretrained
model pretraining GNN with a large margin.

In summary, our method shows superior performance in
both regression datasets and classification datasets, which
implies the good molecular representation ability of our
proposed method.

4.5. Ablation Study. For different neural architectures of our
multiple SMILES methods (shown in Tables 2 and 3), the
mixed CNN_RNN architecture obtains the best performance
among RNN (one layer), RNN (two layers), and CNN_RNN,
which indicates that the CNN convolution in our model is
essential and can improve the predictive performance for
downstream tasks. Meanwhile, the performance of RNN (two
layers) architecture is slightly better than that of RNN (one
layer) architecture, which shows that the deeper neural
networks can have better learning ability for extracting fea-
tures. +erefore, it can show better performance in specific
tasks, such as molecular property prediction.

5. Conclusion

In this study, wemake full use of the nonunique nature of the
SMILES string to perform randomization of a SMILES string

multiple times for efficiently learning molecular features
along all message paths. By encoding multiple SMILES for
every molecule as an automated data augmentation, we
obtain better molecular representation and the proposed
method shows superior performance in the tasks of pre-
dicting molecular properties, which alleviates the overfitting
problem caused by the small amount of data in the datasets
of molecular property prediction.

Data Availability

All input data are publicly available and a detailed de-
scription for the same is mentioned in the Dataset
Description.

Conflicts of Interest

+e authors declare that they have no conflicts of interest.

Acknowledgments

+is work was supported in part by the scientific research
fund of Yunnan Provincial Department of Education (No.
2022J0450), the National Natural Science Foundation of
China (Nos. 62072388 and 61966039), the Industry Guid-
ance Project Foundation of Science Technology Bureau of
Fujian Province in 2020 (No. 2020H0047), the Natural
Science Foundation of the Science Technology Bureau of
Fujian Province in 2019 (No. 2019J01601), and the Science
Technology Bureau Project of Fujian Province in 2019 (No.
2019C0021).

References

[1] J. Shen and C. A. Nicolaou, “Molecular property prediction:
recent trends in the era of artificial intelligence,” Drug Dis-
covery Today: Technologies, vol. 32–33, pp. 29–36, 2020.

[2] C. Li, J. Wang, Z. Niu, J. Yao, and X. Zeng, “A spatial-temporal
gated attention module for molecular property prediction
based on molecular geometry,” Briefings in Bioinformatics,
vol. 22, 2021.

Table 3: +e AUROC and AUPRC scores of various approaches in HIV and BACE datasets. +e predictive values of the approaches are
partly derived from the related references [2, 8, 13, 32].

Model HIV BACE
AUROC AUPRC AUROC AUPRC

CheMixNet CNN_RNN 0.8204 0.8614 0.7429 0.7162
SMILES-based Smi2Vec-BiGRU 0.9117 0.8963 0.8440 0.7872

Conventional methods XGBoost 0.7560 — 0.8500 —
Multitask 0.6980 — 0.8240 —

Graph-based methods
GC 0.7630 — 0.7830 —

Weave 0.7030 — 0.8060 —
Pretraining GNN 0.7990 0.7806 0.8450 0.7908

3D-based models Drug3D-Net 0.9621 0.9617 0.7185 0.6397

Our method (multiple SMILES)
RNN (one layer) 0.9567 0.9525 0.7879 0.7577
RNN (two layers) 0.9613 0.9636 0.8083 0.7665

CNN_RNN 0.9767 0.9798 0.8512 0.7919
+e best results are highlighted in bold.

10 Computational Intelligence and Neuroscience



[3] Z. Guo, C. Zhang, W. Yu et al., “Few-shot graph learning for
molecular property,” 2021, https://arxiv.org/abs/2102.07916.

[4] C. Li, W. Wei, J. Li, J. Yao, X. Zeng, and Z. Lv, “3DMol-net:
learn 3D molecular representation using adaptive graph
convolutional network based on rotation invariance,” IEEE
Journal of Biomedical and Health Informatics, 2021.

[5] A. Nigam, R. Pollice, M. F. D. Hurley et al., “Assigning
confidence to molecular property prediction,” 2021, https://
arxiv.org/abs/2102.11439.

[6] S. Ryu, Y. Kwon, and W. Y. Kim, “A bayesian graph con-
volutional network for reliable prediction of molecular
properties with uncertainty quantification,” Chemical Science,
vol. 10, no. 36, pp. 8438–8446, 2019.

[7] D. Chen, K. Gao, D. D. Nguyen et al., “Algebraic graph-
assisted bidirectional transformers for molecular property
prediction,” Nature Communications, vol. 12, p. 3521, 2021.

[8] Z. Wu, B. Ramsundar, E. N. Feinberg et al., “MoleculeNet: a
benchmark for molecular machine learning,” 2018, https://
arxiv.org/abs/1703.00564.

[9] D.Weininger, “SMILES, a chemical language and information
system. 1. Introduction to methodology and encoding rules,”
Journal of Chemical Information and Computer Sciences,
vol. 28, no. 1, pp. 31–36, 1988.

[10] N. M. O’Boyle, “Towards a universal smiles representation - a
standard method to generate canonical smiles based on the
inchi,” Journal of Cheminformatics, vol. 4, p. 22, 2012.

[11] E. J. Bjerrum, “SMILES enumeration as data augmentation for
neural network modeling of molecules,” 2017, https://arxiv.
org/abs/1703.07076.

[12] A. Paul, D. Jha, R. Al-Bahrani, W. Liao, A. Choudhary, and
A. Agrawal, “CheMixNet: mixed DNN architectures for
predicting chemical properties using multiple molecular
representations,” 2018, https://arxiv.org/abs/1811.08283.

[13] X. Lin, Z. Quan, Z. Wang, H. Huang, and X. Zeng, “A novel
molecular representation with BiGRU neural networks for
learning atom,” Briefings in Bioinformatics, vol. 21, no. 6,
pp. 2099–2111, 2020.

[14] G. B. Goh, N. O. Hodas, C. Siegel, and A. Vishnu,
“SMILES2Vec: an interpretable general-purpose deep
neural network for predicting chemical properties,” 2017,
https://arxiv.org/abs/1712.02034.

[15] Z. Alperstein, A. Cherkasov, and J. T. Rolfe, “All SMILES
variational autoencoder,” 2019, https://arxiv.org/abs/1905.
13343.

[16] H. Dai, Y. Tian, B. Dai, S. Skiena, and L. Song, “Syntax-di-
rected variational autoencoder for structured data,” in Pro-
ceedings of the Sixth International Conference on Learning
Representations (ICLR’18), Vancouver, Canada, May 2018.

[17] I. Dewancker, M. McCourt, S. Clark, P. Hayes, A. Johnson,
and G. Ke, “Evaluation system for a bayesian optimization
service,” 2016, https://arxiv.org/abs/1605.06170.

[18] S. Hochreiter and J. Schmidhuber, “Long short-term mem-
ory,” Neural Computation, vol. 9, no. 8, pp. 1735–1780, 1997.

[19] J. Chung, C. Gulcehre, K. Cho, and Y. Bengio, “Gated
feedback recurrent neural networks,” in Proceedings of the
32nd International Conference on Machine Learning (ICML),
Lille, France, July 2015.

[20] G. Landrum, “RDKit: open-source cheminformatics software,”
2016, https://www.rdkit.org/.

[21] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,”Nature,
vol. 521, no. 7553, pp. 436–444, 2015.

[22] J. S. Delaney, “ESOL: estimating aqueous solubility directly
from molecular structure,” Journal of Chemical Information
and Computer Sciences, vol. 44, no. 3, pp. 1000–1005, 2004.

[23] M. Wenlock and N. Tomkinson, “Experimental in vitro
DMPK and physicochemical data on a set of publicly dis-
closed compounds,” 2016.

[24] D. L. Mobley and J. P. Guthrie, “Freesolv: a database of ex-
perimental and calculated hydration free energies, with input
files,” Journal of Computer-Aided Molecular Design, vol. 28,
no. 7, pp. 711–720, 2014.

[25] Zaharevd, “Aids antiviral screen data,” 2004, https://wiki.nci.
nih.gov/display/NCIDTPdata/AIDS+Antiviral+Screen+Data.

[26] G. Subramanian, B. Ramsundar, V. Pande, and R. A. Denny,
“Computational modeling of β-secretase 1 (BACE-1) inhib-
itors using ligand based approaches,” Journal of Chemical
Information and Modeling, vol. 56, no. 10, pp. 1936–1949,
2016.

[27] T. Chen and C. Guestrin, “XGBoost: a scalable tree boosting
system,” in Proceedings of the 22nd ACM SIGKDD Interna-
tional Conference on Knowledge Discovery and Data,
pp. 785–794, San Francisco, CA, USA, August 2016.

[28] B. Ramsundar, S. Kearnes, P. Riley, D.Webster, D. Konerding,
and V. Pande, “Massively multitask networks for drug dis-
covery,” 2015, https://arxiv.org/abs/1502.02072.

[29] J. Gilmer, S. S. Schoenholz, P. F. Riley, O. Vinyals, and
G. E. Dahl, “Neural message passing for quantum chemistry,”
in Proceedings of the 34th International Conference on Ma-
chine Learning (ICML’17), vol. 70, pp. 1263–1272, Syd-
ney,Australia, August 2017.

[30] D. Duvenaud, D. Maclaurin, J. Aguilera-Iparraguirre et al.,
“Convolutional networks on graphs for learning molecular
fingerprints,” in Proceedings of the 28th International Con-
ference on Neural Information Processing System (NIPS’15),
vol. 2, pp. 2224–2232, Montreal Canada, December 2015.

[31] S. Kearnes, K. Mccloskey, M. Berndl, V. Pande, and P. Riley,
“Molecular graph convolutions: moving beyond fingerprints,”
Journal of Computer-Aided Molecular Design, vol. 30, no. 8,
pp. 595–608, 2016.

[32] W. Hu, B. Liu, J. Gomes et al., “Strategies for pre-training
graph neural networks,” in Proceedings of the eighth Inter-
national Conference on Learning Representations (ICLR’20),
Addis Ababa, Ethiopia, April 2020.

[33] M. Abadi, P. Barham, J. Chen et al., “TensorFlow: a system for
large-scale machine learning,” in Proceedings of the 12th
USENIX Conference on Operating Systems Design and
Implementation. ser. OSDI 2016, pp. 265–283, USENIX As-
sociation, Savannah, GA, USA, November 2016.

[34] D. P. Kingma and J. Ba. Adam, “Adam: a method for sto-
chastic optimization,” in Proceedings of the third International
Conference on Learning Representations (ICLR’15), San Diego,
CA, USA, May 2015.

Computational Intelligence and Neuroscience 11

https://arxiv.org/abs/2102.07916
https://arxiv.org/abs/2102.11439
https://arxiv.org/abs/2102.11439
https://arxiv.org/abs/1703.00564
https://arxiv.org/abs/1703.00564
https://arxiv.org/abs/1703.07076
https://arxiv.org/abs/1703.07076
https://arxiv.org/abs/1811.08283
https://arxiv.org/abs/1712.02034
https://arxiv.org/abs/1905.13343
https://arxiv.org/abs/1905.13343
https://arxiv.org/abs/1605.06170
https://www.rdkit.org/
https://wiki.nci.nih.gov/display/NCIDTPdata/AIDS+Antiviral+Screen+Data
https://wiki.nci.nih.gov/display/NCIDTPdata/AIDS+Antiviral+Screen+Data
https://arxiv.org/abs/1502.02072


Research Article
“OBE” Concept for New TrainingMode of Electronic Information
Science and Technology Professionals under Big Data Analysis

Jifeng Liang

Xi’an Fanyi University Engineering & Technology College, Xi’an 710100, China

Correspondence should be addressed to Jifeng Liang; ljf348041879@163.com

Received 8 December 2021; Revised 26 December 2021; Accepted 28 December 2021; Published 27 January 2022

Academic Editor: Xin Ning

Copyright © 2022 Jifeng Liang.-is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

As an educational concept based on learning output, OBE (Outcome-Based Education) is student-centered and emphasizes
students’ personal progress and learning achievement. Based on BD (big data) analysis, this paper proposes a new talent training
mode for the electronic information science and technology specialty.-is model employs BD analysis technology to examine the
correlation index between social demand and talent cultivation, based on the employment situation of students in the country in
previous years. -e teaching reform was carried out under the OBE concept, and a new training scheme was formed. Training
objectives, graduation requirements, curriculum system, and continuous improvement mechanism were all determined. -is
paper proposes an algorithm for determining the degree of similarity between the knowledge required by the organization and the
knowledge held by its employees. -e person with the highest similarity is identified as the training candidate by the algorithm,
and the training candidate is then trained according to the knowledge that the organization requires. Talent training in the field of
electronic information science and technology has yielded positive results.

1. Introduction

-e development of a talent training scheme is a crucial link
in university talent training, as well as a vehicle for inno-
vating talent training modes and improving talent training
quality [1]. -e key to developing a professional talent
training plan is to establish talent training objectives, such as
professional employment positions, professional skills and
qualities that graduates should possess, etc., to create a talent
training objective system with specific characteristics, and
then to develop a professional talent training plan to enable
graduates to acquire corresponding employment skills.
Current teaching methods place an excessive amount of
emphasis on book knowledge mastery, neglect practical
application of knowledge, and are unable to guide students’
creative thinking through engineering cases. Traditional
examinations continue to dominate the assessment method,
while process evaluation and formative evaluation are still in
their infancy.

OBE (Outcome-Based Education) is a kind of educa-
tional concept oriented to students’ learning outcomes,

which emphasizes that engineering education must focus on
students’ achievement of expected learning outcomes. In the
whole OBE teaching concept, students are always the center
of education and highly involved, and all teaching links are
carried out around students. Guiding the reform of engi-
neering education with the concept of OBE education is
conducive to solving the problem of mismatch between the
current graduates’ abilities and social needs and has practical
significance [2]. Engineering talents, as the internal driving
force of social development, have a profound impact on
China’s scientific and technological development level and
people’s quality of life [3, 4]. Engineering talents trained by
local engineering colleges are of vital significance to local
economic development and national engineering con-
struction. At present, scholars’ research on talent training
quality evaluation mainly focuses on talent training quality
standard, evaluation subject, evaluation index system,
evaluation mechanism, evaluation system, and so on and has
achieved certain research results [5]. However, there are still
many problems, such as limited access to evaluation in-
formation and lack of in-depth analysis due to the single
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evaluation method, the lack of scientific evaluation index
system, the inefficacy of fairness and authority of evaluation
results in practice, and the lack of objectivity of evaluation,
which leads to low reliability, insignificant validity, and the
difficulty of practical results [6, 7].

-e performance evaluation and information con-
struction of education have become the driving force for the
development of current university education as a result of
the information age’s impact. However, as university
teaching levels improve, BD (big data) analysis is required to
scientifically evaluate teaching performance in the practice
of the training mode of talents majoring in electronic in-
formation science and technology, and how to improve the
scientificity and effectiveness of performance evaluation
through the digital network platform is the focus of this
paper. A new talent training model for electronic infor-
mation science and technology is proposed in this paper
based on BD analysis. A more perfect talent training scheme
is designed to provide a more scientific training mode for the
training and output of national high-end technical talents by
analyzing subjective and objective influencing factors.

-e creative point of this research is as follows: this paper
adopts the technical platform of big data analysis, based on
the theory of constructing the evaluation index system of
talent cultivation quality suitable for the collection and
analysis of big data evaluation model, and then collects and
analyzes data through the construction of functional
modules, taking a university as an example to get the
evaluation results. After repeated several times, a relatively
perfect big data evaluation model can be formed, which is
more widely used in the evaluation of talent cultivation
quality in universities.

2. Related Work

Literature [8] discusses in detail the origin, essence, system,
and principles of foreign OBE educational ideas and pre-
liminarily realizes the advantages of OBE educational ideas
in personnel training. Literature [9] pointed out that the
results-oriented education should be reflected in the process
of making clear the teaching purpose, making the teaching
plan, implementing, and evaluating it. OBE, as a good belief,
atmosphere, and method, is worth learning and learning
from higher education in China. Literature [10] tries to learn
from the American results-oriented education model, help
you understand its theoretical composition, formation
process, and manifestation, and promote the localization
process of results-oriented education by analyzing the fea-
sibility of learning from China. Literature [11] points out as
follows: in the future, the development of a flexible, high-
level, and sustainable OBE education concept should be
promoted. Literature [12] focuses on the analysis of the
problems existing in the trainingmode of applied talents and
advocates the introduction of OBE education concept into
the training process of applied talents from three aspects:
students’ expected learning outcomes, assessment system of
learning outcomes, and practical teaching system of applied
talents. Literature [13] emphasizes that local engineering
colleges should take various forms to contribute to local

development, train high-quality undergraduate students for
local industrial development, and give full play to their
advantages to run several influential disciplines in China.
Literature [14] mainly discusses and studies how to define
the training orientation in local engineering colleges. -is
paper defines the local engineering colleges from four as-
pects: the purpose of running a school, the type level, the
scale of running a school, and the development goal. Lit-
erature [15] puts forward the idea of applying OBE concept
to the curriculum system reform of local engineering col-
leges, but the particularity of this subject of local engineering
colleges is not clear in the specific suggestions.

One of a university’s main functions is talent cultivation,
and the quality of talent cultivation is the focus of the uni-
versity’s overall quality. It does not exist in isolation at the
university but is influenced by a variety of other factors. It has
a lot of connotations and can react to the university’s talent
cultivation, so more research on the quality of talent culti-
vation is needed. According to literature [16], our universities
have first experienced the quality concept of knowledge, then
the quality concept of ability, and finally the diversified quality
concept since the founding of the People’s Republic of China.
According to literature [17], the quality concept of university
talent cultivation should be appropriate to meet students’
continuous growth. According to the literature [18], talent
training quality must be evaluated from a multidimensional
and three-dimensional perspective. According to literature
[19], in the evaluation process, the relationship between the
university and society should be strengthened, and the ap-
propriate evaluation mechanism and indicators should be
established as a result. Literature [20] attaches importance to
the use value of talents, and puts forward that evaluating the
quality of talent training should meet the needs of the country
and society, and should meet certain standards in the degree
of conformity. According to literature [21], this paper eval-
uates the quality of talent training in universities from three
aspects: training conditions, training process, and training
effect, using analytic hierarchy process. According to litera-
ture [22], the fuzzy comprehensive evaluation method in the
management model is used to analyze the quality of talent
cultivation in universities. Literature [23] divides the evalu-
ation modes of Chinese universities from the philosophical
evaluation theory, the stakeholder theory of economics, and
the diversified concept of evaluation subjects of pedagogy and
puts forward the strategies of authentication mode, ranking
mode, and evaluation mode for the construction of university
evaluation modes.

3. Research Method

3.1. Design of a NewTrainingMode for Electronic Information
Science and Technology Professionals Based on BD Analysis.
OBE focuses on the training of professionals, which usually
includes three stages (Figure 1).

-e first step is to determine a graduate’s professional
postgraduation ability. To solve the problem of what kind of
people the major trains, identify the target position of
professional training, highlight professional characteristics,
and analyze and refine the professional skills required by the
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major. -e second step is to create a curriculum system that
supports postsecondary skills. A reasonable curriculum
system with ability expansion and extension is designed on
the basis of clarifying job skills, guided by OBE education
thought, focusing on the cultivation of students’ ability
literacy and quality literacy, in order to clarify the role of
each course in achieving the training goal and solve prob-
lems such as why students should learn these contents.-ird
step is strong pertinence and adaptability in the overall
planning and design of curriculum teaching objectives and
teaching contents. -e course teaching objectives are de-
termined by the knowledge and skills needed to complete the
work, in order to improve students’ vocational skills and
adaptability to the workplace, and to solve the problems of
how to help students achieve these learning achievements,
according to the needs of personnel training.

According to the training objectives and graduation
requirements of computer electronic information science
and technology specialty, combined with the general stan-
dard of engineering education certification and the sup-
plementary standard of computer specialty, and according to
the OBE education concept, the student-centered curricu-
lum system is designed and constructed reversely.

Corresponding to the graduation requirements, build a
modular curriculum system which is oriented by ability
training, pays attention to knowledge application and quality
training, and embodies interdisciplinary integration. -e
curriculum system consists of general education, profes-
sional education, quality development, and innovation and
entrepreneurship [24], as shown in Figure 2.

In Figure 2, the general education module courses are set
according to the relevant national requirements, general
standards and supplementary standards of computer, and
electronic information science and technology specialty of
engineering education certification.

-e module of engineering foundation and specialty
foundation must conform to the “National Standard for the
Teaching Quality of Computer Science and Technology in
Ordinary Colleges and Universities” formulated by the
Teaching Steering Committee of the Ministry of Education
and cultivate students’ professional basic abilities such as
computational thinking, program design and implementa-
tion, algorithm analysis and design, system ability, etc.,
which can solve practical problems [25].

-e major’s optional module includes a number of hot
technical courses as well as professional knowledge devel-
opment courses. Students can choose a number of courses
that satisfy the credit requirements based on their personal
interests and development goals. Artificial intelligence,
pattern recognition, Linux system operation and mainte-
nance, information retrieval, digital image processing, and
other topics are among the topics covered. To improve the
integration between teaching and employment, talent ed-
ucation and training programs should be integrated with
practical occupations, a “dual” education mechanism should
be built, and new teaching and training programs should be
set up according to actual occupational needs. Simulta-
neously, schools and businesses must improve their com-
munication and collaborate to develop new education and
training courses that meet the needs of talent development
and businesses.

-e essence of personnel training is to enable personnel
to master new knowledge. -erefore, after analyzing the
above problems from the perspective of knowledge, it is
found that the content of personnel training should be the
knowledge needed by the organization, and the identified
candidates should be the personnel who are closest to the
knowledge needed by the organization. -erefore, the
process of organizing personnel training can be divided into
as follows.

Firstly, the knowledge needed by the organization is
determined, then the personnel closest to the knowledge
needed by the organization are identified as training can-
didates, and then the training candidates are trained
according to the determined knowledge needed by the or-
ganization. According to the relationship between the
knowledge network and the personnel network, the
knowledge easily lost by the organization can be determined
by quantitative calculation. On this basis, the areas easily lost
by the organization can be determined, and then the
knowledge needed by the organization can be determined
according to the actual situation of the organization.

Easy-to-lose knowledge refers to the knowledge owned
by very few people in the organization. With the loss of
people, this knowledge is easy to lose. -e judgment formula
of easy-to-lose knowledge is as follows:

L(ke) � kei| P kei( 


≤ thr(elk) . (1)

�ird stage

Second stage 
Teaching objectives and

contents of the overall
planning and design course. First stage

Design the curriculum 
system to support post 
skills.

Clarify graduates'
professional post ability.

Figure 1: -ree stages of personnel training of OBE concept.
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Among them, thr(elk) is the set threshold; when
|P(kei)|≤ thr(elk), it is considered that kei is easy to lose
knowledge. Ideally, thr(elk) � 1. Easy-to-lose knowledge
needs to be repaired and stabilized in time, and its judgment
is helpful to recognize the weak links of organizational
knowledge.

After clustering L(ke), a faction is formed, and the
faction is regarded as a domain. Let Ci(K) represent the set
of knowledge elements that are easy to lose in domain Ci and
judge whether Ci is a domain that is easy to lose according to
the degree of domain knowledge loss.

-e loss degree of domain knowledge is defined as
follows: Ci(L)/|Ci|, where |Ci(L)|, |Ci|, respectively, repre-
sents the number of elements in their respective sets.
-erefore, it means the proportion of the number of easily
lost knowledge elements in Ci to the total number of
knowledge elements. -e judgment formula of easily lost
domain can be expressed as follows:

Lc(C) � Ci|
Ci(L)







Ci



≥ thr(eld) . (2)

Among them, thr(elk) is the set threshold, and when
|Ci(L)|/|Ci|≥ thr(eld) is used, Ci is considered to be an easy-
to-drain field, and ideally thr(eld) � 100%.

To determine the knowledge that the organization re-
quires, combine the knowledge that is easy to lose with the
field that is easy to lose, and then combine the actual sit-
uation of the organization. Following the determination of
the knowledge that the organization requires, the training
candidates must be identified. -e VSM (vector space
model) is a traditional text-based calculation. -e similarity
between the organization needing knowledge and the

personnel possessing knowledge represented by knowledge
can be abstracted into the similarity between knowledge
subjects if both the organization needing knowledge and the
personnel possessing knowledge are regarded as knowledge
subjects. Fields are formed after the knowledge network is
clustered, and the similarity of knowledge subjects is in-
vestigated through the lens of fields.

In matrix T, rows represent knowledge subjects and
columns represent fields, so the field vector of Pi is expressed
as Ti, so the Sim calculation based on the similarity between
Pi and Pj of the field vector is shown in formula (3).

Sim Pi, Pj  � cos T
⇀
i, T
⇀
j 

�
T
⇀
i · T
⇀
j
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������ · T
⇀
j
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m
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m
k�1 c

2
ik  

m
k�1 c

2
jk 

 .

(3)

When calculating the similarity, it needs to be calculated
first according to the similarity algorithm based on the
domain, then calculate it according to the similarity algo-
rithm based on the VSM, and then make a comprehensive
judgment according to the results. -e similarity algorithm
based on the VSM is a classic algorithm, with guaranteed
accuracy and recall rate.

3.2. BD Evaluation Model of Talent Cultivation. -e BD
evaluation model includes two aspects in the evaluation of
talent training quality: one is the theoretical basis, that is, the

Curriculum 
system

General
education 

Professional
education 

Engineering
foundation 

Professional
basis 

Professional
direction 

Mobile 
application 
direction

Information 
security 

direction

Data analysis

Professional
optional 

Professional
practice 

Independent
experiment 

Curriculum
design 

Practice and
training 

Graduation
project 

Innovation and
entrepreneurship 

Figure 2: Curriculum system composition.
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index system and the second is the technical route, that is,
the functional module. In the process of construction, it is
necessary to write the theoretical basis, that is, the evaluation
index system, into the background operation module of the
model, which is reflected in the compilation of the under-
lying code.

From an intuitive point of view, the formation process of
the evaluation model is a process of “conditional input,
analysis tools, analysis methods, output results, result in-
terpretation, model test, model correction and
improvement.”

In the process of building the concrete evaluation model,
the main steps in the analysis mode are as follows: the first
step, the acquisition scheme of evaluation data information,
mainly through the crawler code to retrieve data and obtain
evaluation information, and through the vertical search
engine to trace the evaluation data layer by layer, obtain a
certain amount of evaluation information and archive it to
form the original database. -e intuitive flow of BD model
research is shown in Figure 3.

To improve the integration between teaching and em-
ployment, talent education and training programs should be
integrated with practical occupations, a “dual” education
mechanism should be built, and new teaching and training
programs should be set up according to actual occupational
needs. Simultaneously, schools and businesses must improve
their communication and collaborate to develop new edu-
cation and training courses that meet the needs of talent
development and businesses.-en, according to the training
results, the school conducts secondary theoretical training
for students’ shortcomings to realize the cooperation be-
tween classroom and practice, and enterprises should pro-
vide training bases for students to enhance their practical
operation ability; finally, the school conducts secondary
theoretical training for students’ shortcomings to realize the
cooperation between classroom and practice.

According to the above-mentioned teachingmechanism,
the calculation formula of students’ training investment
index under the new mechanism is as follows:

p �
λ · μf(p) − Δf

��
m

√
· b1 + b2( 

, (4)

where p represents the investment index; λ represents the
correlation index between social demand and talent culti-
vation; μ represents the deterioration index when learning
engagement is low; F f(p) represents a quantitative analysis
function; Δf represents analysis error; m represents the
index change value; b1 said enterprise training investment
parameters; and b2 indicates the impact index of the im-
proved educational mechanism.

Rebuild the talent cultivation teaching system based on
the obtained indicators, which includes developing a
modular curriculum system between schools and businesses;
establish a task-based teaching and training procedure; and
create training programs that are multichannel, multilevel,
and multicategory. To achieve a diversified and systematic
teaching system, create a centralized task-oriented training
mode. Students’ achievement is an important standard to

measure students’ mastery of knowledge in the process of
cultivating talents in the electronic information science and
technology specialty. Students with abnormal learning status
are identified through outlier algorithm analysis of their
scores, andmanagers provide personalized guidance to these
students. At the same time, the neural network model is used
to predict the scores of key subjects for these students with
abnormal learning status, and targeted learning is carried
out for the subjects with problems.

-e Adagrad algorithm can obtain small learning up-
dates for nonsparse features according to different learning
rates for each parameter, and on the contrary, obtain large
learning updates. So, this optimization algorithm is more
suitable for dealing with sparse feature data. For the Adagrad
algorithm, the update iteration method is as follows:

θt�1,i � θt,i −
n

�����
Gt + ε

 · gt,i, (5)

where Gt ∈ Rdd is a diagonal matrix, where diagonal element
eii represents the sum of squares of the gradient of the i-th
parameter θi from the past to the present, and ε is the
smoothing parameter.

Adam (Adaptive Moment Estimation) is also a method
to determine the gradient descent at different rates according
to different parameters. Its calculation is different from the
historical gradient attenuation, and the historical square
attenuation is not used. Its attenuation mode is similar to
momentum, as follows:

mt � β1mt−1 + 1 − β1( gt,

vt � β2vt−1 + 1 − β2g
2
t ,

(6)

mt, vt is the weighted average and weighted deviation of
gradient, respectively, and the initial value is 0 vector.
Adam’s researchers found that they are close to 0 vector,
especially when the attenuation factor β1, β2 is close to 1. In
order to solve this problem, the deviation of mt, vt is
corrected:

Condition
input 

Diagnostic
tool 

Analysis
mode Output result

Interpretation
of results Model testing

Adjustment
of model 

Figure 3: Flowchart of BD evaluation model construction.
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mt �
mt

1 − βt
1
,

vt �
vt

1 − βt
2
.

(7)

Finally, Adam’s update equation is as follows:

θt+1 � θt −
η

�����
vt + ε

 mt. (8)

In order to know the students’ learning situation and
find out the problems in the teaching process in time, some
courses adopt the formative evaluation method of unit test.
Teachers can get timely feedback in the teaching process,
adjust teaching plans, and improve teaching methods at any
time. Finally, at the end of each course, a questionnaire
survey was conducted on the achievement of the course
objectives of the course ε.

4. Results Analysis and Discussion

4.1. Evaluation Results of Talent Training Quality. -e above
contents of this paper have completed the theoretical and
technical construction of BD evaluation model. Here, a case
study of the actual utility of this evaluation model is made,
that is, the application of BD evaluation model. By applying
the evaluation model to practical cases, the corresponding
evaluation results are obtained, and the availability of the
evaluation model is evaluated reasonably by analyzing the
evaluation results.

On the evaluation of personnel training quality by
employers, the index scores are shown in Figure 4.

-rough the analysis of Figure 4, it can be concluded that
in terms of fairness, due to the lack of BD collection
technology and scoring dictionary in this study, there may be
some errors with the real situation, so the results presented
in this figure are only a reference and partly reflect the
objective truth of the talent training quality of this school. In
the interpretation of the diagram, based on the knowledge
and understanding of the major of electronic information
science and technology, the specific interpretation conclu-
sions are as follows.

-e four subindicators have little difference in scores
among the ideological and moral indicators, but the gap
from the full score is still not a high score. -e index design
of this study played a role in the formation of this result.
Because this study focuses on evaluating graduates’ em-
ployability, social adaptability is primarily reflected in as-
pects of knowledge, ability, and other characteristics that are
easy to examine and quantify, resulting in less evaluation
information in ideological and moral aspects. -is school’s
students excelled in terms of creativity and practical ability.
As a student at this school, I can see election notices and
good news about various innovation competitions on
campus based on my knowledge of the school. -is school
has put in a lot of effort to develop innovative students. In
terms of social practice, the school is the only university in
the area with a bachelor’s degree or higher, and it has a
significant influence in the community. As a result, a variety

of businesses, communities, and other institutions and or-
ganizations are willing to collaborate with the school to
organize social practice activities that will enrich the lives of
college students. In terms of social ability, this school’s
students’ international ability was praised and scored highly.
-e social evaluation data show that the students in this
school have a good work attitude, but there are some areas
where employers criticize them. For example, despite stu-
dents’ short-term job-hopping behavior, their overall per-
formance in this school is above average. On the one hand,
this achievement is due to the balanced dilution of data in
statistics; on the other hand, it also reflects students’ lack of
adaptability after work, or a lack of career education in this
field in university talent development.

Specifically, in this study, because in the setting of the
index system, in addition to the connotation of the index,
there is also the consideration of the index weight; here, the
product obtained by multiplying the scores of ten first-level
indexes by their weights indicates the importance of the
index in the whole evaluation system, as shown in Figure 5.

-rough the analysis of Figure 5, it can be known that in
the process of evaluating the quality of the training of
electronic information science and technology professionals,
the graduates of this school have received the most attention
in terms of knowledge quality, social ability, and employ-
ment status, while the network evaluation has not paid much
attention to students’ entrepreneurship, students’ source,
further study, and ideological status. -is result also en-
lightens us that in the evaluation of talent training quality,
pay attention to the employability and employment status of
talents, and explore the evaluation of talent training quality
from the specific connotation of these indicators.

Take the employment statistics of students in the pro-
posed talent training mode as the experimental group and
the employment statistics of students in the traditional talent
training mode as the control group. Figure 6 shows the test
results.

By analyzing the above two groups of test results, it can
be seen that under the application of the talent training
model of BD analysis, students can improve their own
technical level by strengthening practical training ability. At
the same time, because this mode adjusts the teaching mode
in time according to the market demand for talents, it makes
the students’ professional skills match with the social needs,
thus increasing the number of employed people.

However, students who study under the traditional
talent training mode are not fully trained in practical
courses, and do not dig out the characteristics of correlation
indexes between society and talent technology, which leads
to the deviation between students’ personal skills and social
needs, which leads to poor matching effect, and then affects
students’ employment.

4.2. Neural Network Model Predicts the Scores of Outlier
Students. Before designing the neural network model, the
data need to be further preprocessed. Organize the course
scores, classify the course scores according to students, and
cut out unnecessary data fields and some courses in the
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model design. Finally, the scores are processed, and the data
are integrated according to three categories (the historical
scores of the first five semesters of study courses, the name of
target courses, and the category of target courses). When
designing the neural network, the input layer inputs the
scores of a certain student in the last semester, and the input
dimension is 15. Finally, the probability of the category of
the target course score is calculated through the Softmax
layer. In the process of designing the neural network, three
groups of experiments were designed. -e number of
neurons in each layer is shown in Table 1.

-rough different optimizers, when the number of units
in the first hidden layer is 10, the number of units in the
second hidden layer is 5, and the number of units in the third
hidden layer is 5, the accuracy of the classification results
changes with the increase of iteration steps in the training
process, as shown in Figure 7.

Similarly, when the number of the first hidden layer, the
second hidden layer, and the third hidden layer are 50, 10,
and 10, respectively, the change of the correct rate of the
training set with the increase of the number of iterations is
shown in Figure 8.

Table 1: Setting of neurons in each layer.

Number of experimental groups First hidden layer Second hidden layer -ird hidden layer
1 10 5 5
2 50 10 10
3 100 50 10
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Figure 7: Algorithm comparison.
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Similarly, when the number of units in the first hidden
layer, the second hidden layer, and the third hidden layer is
100, 50, and 10, the number of iterations increases, and the
change of accuracy rate is shown in Figure 9.

It can be seen from these figures that with the increase of
iteration times, the correct rate of training is constantly
increasing, and the increasing trend is basically caused by
different optimization algorithms. It is found that the Adam
algorithm is better than the Adagrad algorithm in the
training process.

When testing, the correct rate of Adam gradient update
method is shown in Figure 10.

It is found that increasing the number of parameters will
make the neural network model easier to over-fit, while too
few parameters will make the model underfit. Finally, the
Adam gradient updating method is used. -e number of
neurons in the first, second, and third hidden layers is 50, 10,
and 10, respectively, as the final model.

5. Conclusion

-e goal of OBE is to rebuild the curriculum system and
update the curriculum training objectives to reflect changes
in the industry, social needs, and the target orientation of
skilled talent training. -is paper examines the training

model of electronic information science and technology
professionals in universities with a BD background from
various perspectives and performance evaluation frame-
works, avoiding the blindness of university informatization
decision-making, maximizing the scientific nature of large
numbers, and laying a strong foundation for Chinese uni-
versities’ modernization. In terms of data processing, the big
data evaluation model is used to actively capture evaluation
data on the network, and the importance of each index is
scored using the emotion dictionary, after which the
computer uses big data analysis technology to complete the
comprehensive score of each index. Applying the OBE
concept to BD technology and application talent training is a
comprehensive reform of university talent training that also
serves as a model for the training of professionals in elec-
tronic information science and technology.

-e analysis of research status and specific application of
OBE at home and abroad in this paper is not detailed
enough, and some suggestions for improvement are too one-
sided and general, and need to be further deepened and
refined, due to the limited level of self-ability, which is
limited by reference materials, number of articles, and
writing time.
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For a long time, college English teaching in many Chinese universities has focused on cultivating students’ reading abilities while
ignoring the cultivation of students’ speaking abilities, leaving many non-English majors unable to communicate in English even
after years of English study.*is paper outlines the entire design and development process for an intelligent correction system for
spoken English, with a focus on the methods for implementing the functions of spoken English examination, question bank
management, and marking. A multifeature fusion of SE (sample entropy) and MFCC (Mel frequency cepstrum coefficient) based
speech emotion recognitionmethod is proposed. It denotes the rate at which the SE nonlinear dynamic system generates new data.
It can be used to describe the dynamic fluctuation of speech signals in response to various emotions. To process SE and its
statistics, as well as MFCC, and calculate the probability that they belong to one of six emotions, the support vector machine is
used. *e spoken English recognition algorithm described in this paper has obvious performance improvements in many in-
dicators, according to the experimental evaluation.

1. Introduction

At present, computer-aided evaluation system has gradually
become one of the research hot spots [1]. Especially in large-
scale examinations, it has begun to gradually replace
teachers, which will become a major change in education.
With the development of speech recognition technology, the
speech evaluation system is also developing gradually. In
spoken English recognition, the original phonetic training
data is not accompanied by any language information.
*erefore, the language information itself must be estimated
during training [2, 3]. *e method of discovering language
categories is valuable for their potential application and
theoretical insight. *erefore, spoken English has always
been one of the main concerns in linguistics, rhetoric,
discourse analysis, and corpus linguistics [4]. People study
spoken English from many angles, including the description
of the linguistic features of spoken English.

*ere are some features of pronunciation that Chinese
English learners overlook, and there is no lack of neglect of
some features in spoken English, which makes it the bot-
tleneck for improving their spoken English level. It is un-
common to record the candidates’ answers on the spot in a

traditional oral exam [5, 6]. *is makes it impossible to
recreate the examinee’s examination situation to other
teachers or classmates at the time, as well as to comment on
the examinee’s answers at the time, and other candidates are
unable to benefit from the examinee’s experience and lessons
[7]. For oral question-and-answer types, there are two
methods of scoring: one is based on pronunciation, and the
other is based on text. Pure speech scoring focuses on
acoustic characteristics like pronunciation, frequency, and
rhythm [8, 9]. *is method, on the other hand, can be ef-
fective in limiting the types of speaking content. However, it
is a little out of reach for open questions.*e development of
a multifeature fusion evaluation algorithm for spoken En-
glish based on speech recognition, natural language pro-
cessing, and data fusion will pave the way for the
development of an automatic spoken English evaluation
system that can interact with users [10]. *e learning effi-
ciency of spoken English will be greatly improved by sys-
tematically imitating people’s ways of thinking, evaluating
users’ spoken English, and providing suggestions.

*is paper will look at audio processing, speech rec-
ognition, and intelligent English correction technology and
design and implement a multifeature intelligent automatic
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correction model based on data from a college language
training system. *e automatic correction model aims to
address the issue of automatic correction of open oral
English questions, reduce teacher correction pressure, and
provide effective oral English learning guidance for students.

2. Related Work

Spoken English is a language feature system that meets the
needs of English users’ oral communication.*e immediacy,
immediacy, and improvisation of oral communication de-
termine that spoken English has its distinctive and unique
linguistic features. In [11] through the research on the ap-
plication of automatic speech recognition system to non-
native language speech training, it is pointed out that if
appropriate methods are used and mispronunciation de-
tection is added, the evaluation system can provide the same
evaluation results as human experts. In [12] pronunciation
evaluation is divided into three parts: similarity of pro-
nunciation content, similarity of pronunciation and into-
nation, and score adjustment based on nonlinear
attenuation. Literature [13] proposed an algorithm to find
similar speech sequences. *is algorithm is also based on
dynamic time planning algorithm. Compared with [14], the
starting point and ending point are predefined, and then the
similar phonetic sequences are found to be different in
predefined areas. Literature [15] calculates all possible
similarities and then determines the boundary of subse-
quences according to the similarity changes between adja-
cent elements. Literature [16] lists the challenges to be faced
by modeling the simulated human score from the process
and result levels and points out that it is impossible to model
the evaluation process comprehensively in the field of speech
features and speech recognition at present. In [17] evaluating
what the interlocutor said at the phoneme level has the
advantages that it can accurately locate where the speaker’s
pronunciation is wrong, evaluate the similarity between
what the speaker said and the target pronunciation, and find
the systematic difference by comparing it with the standard
phonetic database.

Literature [18] divides pronunciation evaluation into three
parts: similarity of pronunciation content, similarity of pro-
nunciation and intonation, and score adjustment based on
nonlinear attenuation. Based on the technology of speech
recognition and accent adaptation based on hidden Markov
model, this paper studies the accuracy and fluency of phoneme
pronunciation, gives the pronunciation quality score at
phoneme level, and further obtains the score result of the
whole sentence. In [19] in the research of the same automatic
composition correction system, it is pointed out that some
composition correction systems have great deficiencies in
content-based feedback and have certain limitations, such as
being unable to identify whether students’ compositions are
irrelevant. Literature [20] studies an improved speech rec-
ognition method based on deep learning [21], which ef-
fectively improves the relevance of human-machine scoring
in the spoken language scoring system based on speech
recognition. Literature [22] discusses the significance of
automatic correction system for online correction of English

compositions, because automatic correction of compositions
can not only reduce the burden of teachers, but also respond
quickly, and the correction time is in seconds. Moreover, the
automatic correction system has a profound influence on the
role orientation of students and teachers and the teaching
mode. Literature [23] expounds a working principle of auto-
matic correction system. In [24] using the traditional machine
learning model, Hidden Markov Model, to process audio files,
directly extract sound features from audio, and then combine
them with the rules of oral English scoring, an intelligent
scoring system for oral English test was developed. *eir re-
search is very respectable. Not only is the model training of
machine learning complicated, but the processing of audio files
is extremely difficult. Voiceprint recognition has always been
an important and difficult point for many scientists. Finding
the rules of human voice has a very far-reaching impact on
speech recognition and machine translation.

3. Research Method

3.1. Design of Intelligent Correction System for Spoken English.
*e connection mode of the campus LAN (local area net-
work) is adopted between the student computer and the
server. Because, after the exam, the student computer needs
to upload a large number of audio data files to the server, it is
required to get the maximum network transmission band-
width between the student computer and the server as much
as possible to reduce the delay caused by network trans-
mission. *erefore, adopting the campus LAN can ensure
the smooth progress of the examination process.

*e application of this system will greatly improve the
efficiency of oral examination, reduce the inequality caused by
human factors in the course of oral examination, reproduce
the candidates’ answers at that time, improve students’ oral
English level, reduce the work intensity of teachers, and in-
crease the safety and reliability of the examination.

*e main function of the system is the learning and
testing of spoken English. *is requires the system ad-
ministrator to set the learning mode or testing mode. *e
functional requirements of the system are shown in Figure 1.

In learning mode, the user first enters the system through a
visual window, then selects the appropriate question bank,
activates the demonstration voice, and follows and practices the
instructions. *e voice prompt and error correction functions
are currently available. When a user enters the system in test
mode, the system selects questions at random to ensure that the
exam is fair. *e voice prompt and error correction functions
are currently disabled. *e examinee’s login, checking the ex-
aminee’s information, auditioning before the exam, random
selection of test questions, answering recording, and uploading
the answering recording after the oral exam are the main
functions of the oral exam. On the student test machine, the
recording is completed, then packaged, and uploaded to the
server. *e server creates a corresponding folder based on the
student’s student ID and stores the received files in the folder for
teachers to review and use after receiving the uploaded files.

*e statistical subsystem is the feedback of candidates’
achievements to teachers. Its main job is to help teachers
make statistics after obtaining a large number of test scores.
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Teachers will refer to the statistical results to better guide
students to complete their studies and exams, so that they
can achieve better results in future exams.

Computer-aided test system can help teachers or
teaching administrators to design tests and generate test
papers, implement tests under certain conditions, analyze
tests, manage scores, and provide reports. *erefore, there
are reasons to believe that we can design a computer-aided
testing system specifically for spoken English testing.

A complete computer-aided test system not only has a
question bank, but also has the functions of testing, eval-
uation, and analysis. *e specific functional module struc-
ture is shown in Figure 2.

*e computer can upload the results of students’ answers
to the server, and the server automatically judges objective
questions such as multiple-choice and true-false questions,
assigns scores based on whether they are correct or not, and
records and saves the evaluation results of each student’s test
(generally including the question number, true or false
information, waiting time for answers, and so on) for test
analysis. For example, in the case of a balanced distribution
of test difficulty, the majority of candidates can correctly
answer the test’s questions, while only those with poor
academic performance can correctly answer fewer questions,
indicating that this period of teaching was successful. For
another example, if the candidates with excellent grades did
not get it right but the candidates with poor grades did, this
demonstrates that the topic cannot distinguish between
excellent and poor students.

When the purpose of the test is to classify students and
judge their level and ability, always hope that the test is fair
and accurate. According to the requirements of educational
evaluation, the test should have two necessary characteris-
tics: evidence (validity) and reliability (reliability). Test paper

analysis is the analysis of the reliability and validity of the test
paper. *e results of the analysis can reflect whether the test
really checks the students’ knowledge level and ability and
whether the teaching process is successful or not. *at is to
say, it can be judged whether the test results can be used as
the basis for evaluation.

3.2. Oral English Evaluation Algorithm Based onMultifeature
Fusion

3.2.1. Feature Extraction. To evaluate the quality of a
person’s spoken English, usually give an overall evalua-
tion first; for example, this person’s spoken English is
very good; then predict that the person’s pronunciation is
accurate and his intonation is well mastered, but his
continuous reading is not good enough, and so on. *e
purpose of this study is to evaluate users’ spoken English
by computer and give the evaluation results. *is requires
a comprehensive evaluation algorithm, and an evaluation
algorithm based on multifeature fusion is given in this
paper.

*is paper’s proposed multifeature fusion evaluation
algorithm is based on existing single-feature evaluation al-
gorithms. At the very least, a multifeature comprehensive
evaluation method should have the following characteristics:
scalability, which means that the features chosen and the
number of features chosen will have little impact on the
system, and it should be simple to add and remove features.
It has nothing to do with a single feature’s evaluation al-
gorithm; that is, changing the evaluation algorithm of a
single feature has no effect on the system when the form of
the evaluation result of a single feature remains unchanged.

As shown in Figure 3, the whole scoring system includes
three parts: speech recognition, feature extraction, and linear
regression.

*e similarity features and syntactic features in feature
extraction are extracted from the text after speech recog-
nition, and the similarity features need to be compared with
reference answers. Syntactic features are mainly used to
measure the grammatical level of candidates’ answers. *e
phonetic features, including pronunciation confidence and
speaking fluency, are used to judge the accuracy of pro-
nunciation and speaking fluency of candidates. *ese fea-
tures are extracted from the preferred recognition results of
speech recognition. Finally, score multiple features by using
the trained linear regression model.

Firstly, multiple features are evaluated separately, and
multiple evaluation results are obtained.*en quantify these
evaluation results, the quantization standard is obtained
through systematic training in advance, and the quantiza-
tion result is S1, S2, . . . Sn. *en, the weighted average of
these quantized results is carried out to obtain the quanti-
zation result of comprehensive evaluation:

S � 
n

i�1
aiSi, (1)

where ai is the weight of each feature, 
n
i�1 ai � 1; Si is the

quantified value of each evaluation result.

Functional
requirement Error correction

Construction
of question

bank

Manage user
information

Speech score

Achievement
release

Figure 1: Functional requirements of the system.
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Finally, based on the quantitative results, according to
certain standards, the evaluation results are given. *e
evaluation results are divided into four grades, namely,
“bad,” “normal,” “good,” and “excellent”.

SE (sample entropy) is a new method for measuring the
complexity of time series, which is an improved statistic that
does not count self-matching for the approximate algorithm.

It is defined as the conditional probability that the data
vector will continue to maintain its similarity when it in-
creases from m dimension to m + 1 dimension, and the SE of
the original data with N points is expressed as

SampEn(m, r, N) � −ln
B

m+1
(r)

B
m

(r)
,

SampEn(m, r, N) � −ln
B

m+1
(r)

B
m

(r)
.

(2)

Traditional MFCC (Mel frequency cepstrum coefficient)
only reflects the static features of speech signals, while SE can
describe the dynamic changes of speech signals. *e two
features have different roles in distinguishing emotions. *e
two features of SE and MFCC are input into support vector
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Figure 2: Functional module structure of computer-aided test system.
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machine, respectively, and the probabilities that they belong
to six emotions are calculated. *en, the recognition results
are obtained by combining addition rules and multiplication
rules. *is section concludes two kinds of fusion rules.

*is paper uses two different fusion rules:

*e addition rule is

F P ωi | f1( , . . . , P ωi | fR(   � 
R

j�1
P ωi | fj . (3)

*e multiplication rule is

F P ωi | f1( , . . . , P ωi | fR(   � 
R

j�1
P ωi | fj . (4)

*e algorithm steps of speech emotion recognition based
on multifeature fusion of SE and MFCC are as follows:

Reading emotional speech signals and preemphasizing,
framing, and windowing, with the frame length of 256 and
the frame shift function of 128 as Hamming window;

Preprocessed speech signals of each frame are original
data x(1), x(2), . . . , x(N), and this data is composed into a
group of m-dimensional vectors in a continuous order:

x(i) � [x(i), x(i + 1), x(i + m − 1)], i � 1 ∼ N − m + 1.

(5)

Average Bm
i (r):

B
m

(r) �
1

N − m + 1


N−m+1

i�1
B

m
i (r). (6)

According to the principle of addition and multiplica-
tion rules, the posterior probabilities of the two features are
fused, and then the recognition rates of six emotions are
calculated, respectively.

3.2.2. Semantic Discovery. When communicating in En-
glish, many Chinese college students rarely or never include
nonverbal factors, such as lack of communicative compe-
tence in expression, body movements, and tone. Spoken
English is the first step toward understanding a language and
culture that is not one’s own. When nonlanguage is com-
bined with spoken English, one can gain a more compre-
hensive and in-depth understanding of the language, which
will help students improve their practical ability to use
English. Using dynamic programming technology, the se-
mantic discovery algorithm detects the repeated parts of
acoustic speech signals. In general, finding the shortest
distance between sound input and a set of templates is used
to recognize all duplicate parts. Local comparison [25] is
used in this paper to reveal the repeated subparts of two
acoustic signals using the cumulative quality scoring
mechanism.

Input each spoken English as an acoustic feature
vector Um, and compare it with the stored feature vector
Vn. *e calculation method of cosine similarity is shown
in formula (7).

Dij �
Ui · Vj

Ui

����
���� · Vj

�����

�����
. (7)

For convenience of explanation, based on the above
assumptions, in order to evaluate the reliability of system IP
(indistinguishable phoneme) recognition, two relative
measures are introduced, namely, the correct recognition
rate Q r and the false recognition rate e

j
i . *e following are

their exact definitions:

r �
Nright

Nright + Nerror 
,

e
j
i �

Nc(i, j)

nt(i)
,

(8)

where Nright is the number of phonemes correctly recog-
nized by the system; Nerror is the number of phonemes
wrongly recognized by the system.

*e normalization of input features refers to measuring
the input feature values on the same standard. For example,
the range of the output results of the grading network for
vocabulary and grammar is [0.1]. *e result of teacher’s
manual grading is 10 points. *erefore, it is necessary to
normalize the teacher’s manual score and the oral feature
score mentioned earlier in this paper, so that the range of
input features is uniform when training the multifeature
correction model later. And after normalization, it can show
candidates all the characteristics of spoken English. Namely:

x
p∗

i �
x

p
i − x

min
i

x
max
i − x

min
i

. (9)

In many spoken language scoring systems studied by
predecessors, the scoring model is established by linear
regression, which is a classic machine learning algorithm
and can fit and predict data with linear characteristics. *is
paper will also use the method of linear regression to es-
tablish the scoring model. *e definition of linear regression
is as follows:

hθ(x) � θ0 + θ1x1 + · · · + θnxn, (10)

where n is the number of input features, and in this paper,
n � 5. A linear regression model was also built using Ten-
sorFlow. Similarly, 80% of data sets are used as training sets
and 20% as test sets.

4. Results Analysis and Discussion

4.1. Multifeature Recognition Results. In the simulation, all
speech samples are divided into male, female, and mixed
voice, and SE, fundamental frequency, energy, formant, and
MFCC are extracted and their statistics are calculated. *e
mean and variance of SE are shown in Figure 4, and the
average recognition rate of the three types of features and
their statistics is shown in Figure 5.

Students have a strong desire for knowledge about the
content of teachers’ lectures, and their learning mentality is
positive. *en, in the process of oral English practice, they
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need to be very careful and serious and will actively work to
solve these problems and, at the same time, use a variety of
oral English practice methods.

*eir oral English ability is also different, but they are all
studying hard, but their understanding of oral English can be
summarized as repeated practice, and the content is mainly
arranged by textbooks and teachers, while some English
teachers are only teaching and emphasizing how students
practice spoken English repeatedly; that is, they spend a lot
of time repeatedly practicing reading every English word and
sentence.

Figure 5 shows that the recognition rate of SE as a feature
parameter is higher in male, female, and mixed voice
samples than the other two feature parameters, with male
voice samples having the highest recognition rate of 64.5
percent. Figure 6 shows the recognition results of six
emotions of mixed male and female voice when SE is the
feature parameter.

As can be seen from Figure 6, when SE and its statistics
are used as feature parameters, the recognition rate of happy
and surprised emotions is as high as 80%, the resolution of
SE to happy and surprised emotions is high, and the

emerging new information has a good distinction with other
emotions.

Using the addition rule and multiplication rule in the
previous section to fuse SE sum, respectively, the recognition
result is shown in Figure 7.

From Figure 7, it can be seen that after SE andMFCC are
merged, the recognition rate is obviously improved, and the
highest recognition rate of multiplication rules is 68.8%. SE
and MFCC have different emphasis on distinguishing
emotions, and the recognition effect after fusion is ideal. *e
recognition rate of six emotions fused bymultiplication rules
is shown in Figure 8.

*e recognition rate of happy emotions decreases after
SE and MFCC are merged according to the multiplication
rule, as the error rates of estimated probabilities of SE and
MFCC accumulate, reducing the recognition rate of happy
emotions. Fear and aversion emotion recognition rates
improve dramatically after merging, and the average rec-
ognition rate of six emotions rises to 66.3 percent, up 3.9
percent from SE before merging. Various cultures found in
the United States or English should be combined with a lot of
oral English teaching. Because of the various users and
environments, English will take on a variety of roles and
meanings, particularly given the long-standing lifestyle
differences between Westerners and Chinese. As a result, in
the process of teaching oral English, teachers should not only
pay attention to the pronunciation and grammatical accu-
racy of English words and phrases, but also teach students to
understand the communication environment of characters
and the relationships between characters in oral English, as
well as analyzing the different meanings expressed by dif-
ferent words and phrases in different situations, because the
change of tone directly affects the meanings expressed by
different words and phrases in different situations.

4.2. Analysis of Intelligent Correction System for Spoken
English. Creating a good atmosphere can help students get
into the specific situation of the text faster and better and
help students imagine abstract written words as concrete,
vivid, and vivid pictures in their minds, so as to stimulate
emotional resonance, enhance students’ language percep-
tion ability, and finally let students enter the state of “reading
aloud with affection.” Reading forms can be arranged
according to the classroom time, such as reading compe-
titions among individuals, reading competitions among
groups, reading by roles, etc. Individual reading forms are
helpful for teachers to give targeted guidance and comment
on students’ reading effects, help students to correct
shortcomings, and thus improve students’ level of “emo-
tional reading.”

*e training corpus C1 contains 1039 native natural oral
recordings and scripts, while the test corpus C2 contains 128
IP clusters from native natural pronunciation recordings.
Simultaneously, in order to complete the robustness testing,
the author chose two students, one of whom graduated with
a major in English and the other with a major in computer
science.*ey have different levels of oral proficiency, so their
recordings of the same corpus are labeled C3 and C4,
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respectively. *e results of voice evaluation for C2, C3, and
C4 are shown in Figure 9.

*ese results show that our evaluation model can get
reliable and robust evaluation results with the average
phoneme recognition rate of the system.

In college, students are taught English orally. Schools
have not paid much attention to English. Intensive reading
and listening are two types of college English courses offered
by many universities. While most listening courses are
conducted in a centralized manner, which is limited by
factors such as teachers, class size, and so on, the accuracy of
the course accounts for nearly 3/4 of the total class hours.
Furthermore, most universities do not include an oral exam
in their English exams, resulting in students paying little
attention to oral English learning.

*e survey shows that 90% of teachers think that they
mainly play the role of interpreter and demonstrator in
English class, and 70% of teachers think that their role is
mainly to guide students how to learn foreign languages and
how to cultivate their foreign language learning ability. It can
be seen that most English teachers can clearly understand
how to effectively carry out teaching but rarely do this in
actual teaching.

Figure 10 shows the size of training or test set; it reflects
the performance of training or testing. *e larger the per-
formance, the better the performance.

From the above data, the integration method has the best
stability, followed by the probability space distance method,
and the probability mean method is the worst. In terms of
performance, the method based on probability space dis-
tance is the best, followed by probability mean method, and
the method based on Sugeno integral is the worst.

Teachers should create a positive learning environment
for students, plan rich classroom activities, actively guide
students to look at pictures and talk, intensify oral practice,
and provide students with plenty of practical practice op-
portunities when teaching oral English. *eir oral English
level can only be improved to some extent through con-
tinued practice and practice. In order to improve one’s
language communication level, the process must be un-
dertaken step by step, from easy to difficult, simple to te-
dious, and success cannot be rushed. Mechanical training
can be done at the start of the training to gradually increase
the level of fluent expression. Different ways of thinking exist
in Chinese and foreign cultures, resulting in differences in
language expression. *e verbs in Chinese sentences are
usually centered and spread horizontally, forming a flowing
shape structure. *e structure of Westerners’ sentences is
generally centered on subjects or predicates, and it is more
complicated. As a result, students should use correct logical
thinking to express themselves in the process of language
expression, gain a deeper understanding of western culture,
and improve the flexibility and smoothness of their oral
expression.

Visual effects can make students more aware of the
feelings attached to English that they have heard. In the
practical use of English, when people communicate in
English, they not only rely on their ears to listen, but also
want to really understand what the other party wants to
express, and they should combine their visual senses. In view
of this, teachers can choose English movies that meet the
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nonverbal communication factors for teaching. First, let
students learn the nonverbal factors in the movies, because
speaking English alone cannot effectively improve students’
oral ability.

5. Conclusion

In college English classes, oral English instruction is a weak
point. *ere are numerous issues that arise during the
teaching process, such as a lack of a language environment,
fewer class hours, and so on, and students’ application ability
is low. *e analysis and design of the intelligent correction
system for spoken English, as well as the specific imple-
mentation method, are detailed in this paper. *e system
greatly improves the efficiency of oral English tests while also
reducing the difficulty of organizing them and teachers’
workload. When SE is used alone as an emotion recognition
feature, it outperforms MFCC and fundamental frequency.
Finally, the MFCC and SE fusion recognition results are
examined, and the fusion recognition rate is improved.
Experiments show that the speech evaluation system pre-
sented in this paper is more in tune with people’s subjective
feelings and that the evaluation results can reflect the
subjects’ pronunciation level.

Due to the author’s limited knowledge, there are still
many flaws in the system’s operation, and there are nu-
merous areas for improvement and further research, such as
expanding the question bank, improving system security,
increasing system efficiency, and designing an analysis
system for the data gathered during the examination process,
among other things. In future research, the author will
investigate and analyze the aforementioned issues in greater
depth, with the goal of improving the system’s functionality.
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Early childhood education in China has given stem education constant attention and study. On the one hand, it has introduced
many foreign research findings on stem education, such as curriculum practice, evaluation systems, teacher training, and so on; on
the other hand, this paper investigates the localization implementation path of stem education based on the realities of kin-
dergartens.*is paper investigates the development and implementation path of kindergarten stem education activities using data
mining, analyzes how the kindergarten stem education monitoring index system is developed and further improved using data
mining algorithm, and determines the function path and mode of data mining algorithm in kindergarten stem education. It is
expected to be used as a reference in the development and implementation of stem education and teaching activities. *e
development and implementation path of kindergarten stem educational activities based on data mining algorithm using data
technology to realize continuous audit can not only improve the audit means and scope but also provide new research ideas for the
expansion and innovation of audit work, which is useful in building a path model of kindergarten stem educational activities
development and implementation.

1. Introduction

In recent years, China has seen a surge in stem education,
which has piqued the interest and support of a growing
number of people. *rough the organic integration of sci-
ence, technology, engineering, and mathematics, stem ed-
ucation is a project-based learning and problem-solving
oriented curriculum organization that aims to cultivate the
activity development innovation consciousness and inno-
vation ability of kindergartens [1]. *e application of the
stem education concept in kindergarten teaching not only
meets the needs of the kindergarten population and de-
velopment, but it also meets the requirements of activity
development of teaching reform. Early childhood education
in China has paid close attention to and studied stem ed-
ucation. On the one hand, it has introduced many foreign
research findings on stem education, such as curriculum
practice, evaluation systems, teacher training, and so on; on
the other hand, the localization implementation path of stem

education has been explored based on the reality of kin-
dergartens [2]. Children’s education concept of stem focuses
on cultivating students’ comprehensive learning and prac-
tical ability. *e application of tools in kindergarten class-
room teaching can not only effectively improve the
comprehensive quality and ability of kindergarten but also
improve the teaching efficiency to a certain extent [3]. *ese
explorations have accumulated rich resources, imple-
mentation paths, and experience for the current stem ed-
ucation in kindergartens [4, 5].

As a potential resource of STEM education in kinder-
gartens, related research is still lacking. *is paper takes this
as a starting point to explore the development and imple-
mentation path of STEM education activities in kinder-
gartens based on data mining [6]. Generally speaking,
China’s preschool children’s science education has gone
through the process of germination, stagnation, develop-
ment, reference, localization, and scientific transformation,
forming the curriculum system that emphasizes localization
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and local growth, the development goal of educational ac-
tivities for the country, the curriculum content closely re-
lated to children’s life, and the implementation path
organization form that focuses on “doing”. At present, there
are many theoretical researches on STEM educational
concept in kindergartens in China, but the practical research
on STEM educational activity development in kindergartens
is not very rich [7]. *erefore, based on the data mining
algorithm, this paper attempts to explore the science course
“Make a paper plane” which is integrated with STEM
concept, in order to provide more thoughts on the imple-
mentation path for front-line kindergarten teachers [8, 9].
*e development and implementation path of STEM edu-
cation activities in kindergartens is to comprehensively
apply the techniques andmethods of mathematical statistics,
machine learning, and data mining to process and analyze
STEM education data in kindergartens. *rough data
modeling, the correlation between learners’ learning results
and variables such as learning content, learning resources,
and teaching behavior can be found to predict learners’
future learning trends [10].

Under the background of the new era, education should
pay attention to the cultivation of top-notch innovative
strategic talents with international competitiveness, which is
an effective way from “science and education” to “rejuve-
nating the country” and even “strengthening the country”.
*e development of stem educational activities in kinder-
gartens, implementation of scientific educational activities in
kindergartens’ aims, and quality improvement [11].
*erefore, the research on the implementation path of the
development of stem education activities in kindergartens is
the objective demand to promote the development of stem
education in preschool kindergartens. Ideal data mining
algorithm for kindergarten stem education activity devel-
opment and implementation path using data technology to
realize continuous audit can not only enhance audit means
and broaden audit scope but also provide new research ideas
for the expansion and innovation of audit work, and help to
build a kindergarten stem education activity development
and implementation path model based on Data Mining
[12, 13]. We can obtain valuable information in a variety of
complex data using the data mining algorithm, which not
only allows us to grasp problems that arise in the devel-
opment of kindergarten stem education activities at any
time, but also allows us to adjust current kindergarten stem
education construction methods and objectives according to
data technology [14, 15]. *is paper analyzes how the
kindergarten stem education monitoring index system is
developed and further improved by using data mining al-
gorithm, in order to obtain the role path and mode of data
mining algorithm in kindergarten stem education. It is
expected to be used as a reference in the development and
implementation of kindergarten stem education activities.

2. Related Work

Bonneton-Botté et al. [16] suggest that teachers should adopt
constructivism teaching strategies and refer to the precursor
model of shadow formation, which has a positive effect on

children’s understanding and identification of physical
phenomena of shadows. *rough the method of big data
analysis, in recent two years, more and more researchers
have paid attention to STEM education in preschool stage,
and most of them are foreign researchers, but the overall
quantity is still small [17]. *e research contents mainly
focus on early childhood STEM education policies, kin-
dergarten STEM courses, and kindergarten STEM teachers.
Research shows that children can learn scientific concepts
and vocabulary better by adopting reactive teaching or
combining reactive teaching with explicit teaching [18].
Mcgoey et al. [19] point out that the practice of early science
education is an effective strategy for science teaching and
learning, and it is the foundation for the future development
of kindergarten children’s scientific literacy. Whiting et al.
[20], through big data analysis [21], show that STEM ed-
ucation is very good at solving practical problems in real life.
*erefore, teachers should observe their behaviors through
daily contact with children, and then explore their interests
and needs. Research shows that scaffolding instruction can
help kindergarten and primary school teachers, as well as
researchers, analyze the science education activities in
kindergartens, and judge whether the adopted strategies are
effective, which strategies need to be eliminated, and what
other strategies may be needed [22]. Scannell et al. [23] point
out that STEM education plays a significant role in im-
proving national quality, stimulating employment and
balanced income distribution, promoting ethnic equality
and gender equality, strengthening national economic
strength and driving innovation, etc., and it is a booster of
American national competitiveness. *rough the method of
big data analysis, in children’s daily life, although some
contents are not initiated by young children, they are ini-
tiated by adults, but they play a great role in children’s
growth and habit formation, which requires teachers to pay
more attention [24]. Research shows that experimental basic
education has a positive impact on the ability of 5-year-old
children to solve scientific problems [25]. Experiment-based
science education projects include experiments aimed at
improving children’s scientific process skills, independent
thinking, decision-making, and problem-solving process.
Literature [1] pointed out that the poor status of STEM
education at the present stage is mainly influenced by the
high cost of university education, poor academic prepara-
tion, demographic factors, lack of local core staff, and so on.

*is paper studies the development and implementation
path of kindergarten stem education activities based on data
mining, and finds that kindergarten stem activities and
project-based learning fit well, and project-based learning
provides a good platform and opportunity for stem
education.

3. Principle and Model of Data
Mining Algorithm

Data Mining is a new discipline of “developing methods and
exploring unique types of data in the educational envi-
ronment, so as to better understand students and their
learning environment through these methods.” Data mining
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(DM) is a process of discovering interesting knowledge from
a large amount of data stored in databases, data warehouses,
or other information bases, and it is a marginal discipline
involving database management, artificial intelligence,
machine learning, pattern recognition, data visualization,
and other disciplines. If we can dig out this hidden pattern
from the development of STEM education activities in
kindergartens, its significance is self-evident. We can de-
scribe the general process of kindergarten data imple-
mentation path as shown in Figure 1.

3.1. Establish Data Mining Database. Analyze the data
characteristics of the existing kindergarten information
system, and establish the mining database.

3.2. Data Preprocessing. For the activity development and
implementation path-related data of the existing stem ed-
ucation information in the kindergarten, the sequence
miningmethod is used for standardized processing to ensure
the integrity and consistency of the data, smooth the noise
data, identify and delete outliers, so as to improve the data
quality, improve the mining accuracy and performance, and
store the processed data in the mining database.

3.3. Design Mining Algorithm. A general mining algorithm
for a single disease can be designed by combining clustering
analysis and ant colony algorithm in bionic algorithm.
Clusters of related diseases can be obtained by clustering,
and ant colony algorithm can be used to optimize the
formation of clusters, so as to form an optimized single path.

3.4. Establish the Implementation Path Database.
According to the related concepts of stem education in
kindergartens, the adult attributes and their constraints are
explained, and the content database storing the extracted
values is established.*rough the corresponding expression,
it will be transformed into the familiar implementation path.

To construct the development and implementation path of
STEM education activities in kindergartens from the per-
spective of data mining, it is necessary to realize it with the help
of information active push technology. *e basic activities of
education are often divided into three categories: teaching,
management and scientific research, because there are some
differences in business processes and objects of concern in
various fields. *erefore, the application of data mining in
education should also be divided into three areas, as shown in
Figure 2.

In the application of information active push technology, it
is usually through SMS notification and server client con-
nection, which is not only conducive to better let the majority
of teachers and students know the school related teaching
information and management information, but also make use
of personalized data mining technology and information
customization technology to continuously improve the effi-
ciency of information personalized service.*e stem education
research model is summarized as the “win-win” model of stem
education research, as shown in Figure 3.

STEM education researchmodel is not only conducive to
obtaining more extensive and effective data, but also indi-
rectly promotes STEM education concept and its culture. At
the same time, this method is also helpful to strengthen
inter-regional cooperation, improve the imbalance of inter-
regional education development, and improve the quality of
education in underdeveloped areas.

Path informatization is realized on the basis of the de-
velopment of existing business system in kindergarten
STEM education activities. *e implementation of path
system does not change the operation of existing system in
kindergarten, but seamlessly links with it to realize the in-
teraction and sharing of information. *e operation scheme
of the implementation path system is shown in Figure 4.

In this paper, K-means, a data mining algorithm based
on partition, is used for text data mining. *e advantage of
K-means is simple and fast. *e basic principle of K-means
algorithm is as follows: assuming that the extracted original
data set is Xi � (X1, X2,..., XN− 1, Xn), the purpose of K-means
is to segment the original data set X into k categories under
the condition of given clustering number k (K≤ n). *e k-
means algorithm is described below.

Assume that the data set to be classified is Xi � {X1, X2, ...
XN− 1, Xn}, the output clusters are Cj � {C1, C2, ..., CK}
(1≤ J≤K, K≤N), and the center value of cluster CJ is
MJ � {M1, M2, ... MK}.

Mj �
1
nj


Xi∈Cj

Xi, (1)

where NJ represents the number of input data Xi contained
in the output cluster CJ. Euclidean distance is used to cal-
culate the distance between a word vector and the centroid.
Since Xi andMJ are n-dimensional vectors, it is necessary to
use Σ to calculate the Euclidean distance between two n-
dimensional vectors

distance �

�������������


n

i,j�1
Xi − Mj

�����

�����
2
.




(2)

It is mainly used to extract keywords and abstracts for
text, and its core ideas are as follows:

WS Vi(  � (1 − d) + d∗ 

Vj∈In Vi( )

wji


Vk∈Out Vj( 

wjk

WS Vj . (3)

Assuming that data mining has been completed, there
are n clusters, in which there are m points in cluster I, then
the calculation process of Silhouette index is as follows

Step 1. calculate the intracluster distance a(i, j) for the J-th
point in cluster I, where a (i, j) is the average distance
between any data object J in cluster I and other data objects
in the cluster

a(i, j) �
1

M − 1


M

k�1,k≠ j

Distance(j, k). (4)
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Step 2. for the j-th point in cluster I, calculate the cluster
spacing b (i, j). b (i, j) is the minimum of the average distance
from any data object J in cluster I to any other data object in
cluster I

b(i, j) � min
k�1⟶N,k≠i

(AvgDistance(j, k)). (5)

Step 3. calculate the Silhouette index of point J in cluster I.

Silhouette(i, j) �
b(i, j) − a(i, j)

max a(i, j), b(i, j) 
. (6)

Step 4. calculate the Silhouette index of cluster I.

avg_Silhouette(i) �
1

M


m

j�1
(Silhouette(i, j)). (7)

Step 5. calculate the Silhouette index of the whole data
set.

avg_SILHOUETTE �
1
N



N

i−1
(avg_Silhouette(i)). (8)

Kindergarten
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path
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Figure 1: Data mining model.
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Figure 2: Distribution of educational data mining applications.
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Summary of experience
and problems
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Figure 3: STEM educational research model.
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*e implementation path of the specified disease is
excavated by the implementation path mining engine in this
scheme, which is then put into teaching application after
teacher evaluation and revision, resulting in a specific
teaching scheme and teaching record. *en, to record the
path’s implementation, interact with the kindergarten sys-
tems. Finally, the feedback data is sent to the department in
charge of handling abnormal alarms, abnormal monitoring,
and statistics, as well as preparing for path analysis and
optimization. *e Data Mining Society defines educational
data mining as “a new discipline that analyzes unique and
growing large-scale data in the educational environment
through development methods,” which is similar to Baker’s
definition. Data mining is not only useful for improving the
teaching and learning experiences of teachers and students,
but it also has the potential to support scientificmanagement
decisions and strengthen school governance. In the data age,
data mining meets the practical needs of mining the value of
educational data and discovering the educational data im-
plication law.

4. Development and Implementation Path of
Stem Educational Activities in Kindergartens

4.1. Development and Implementation Path of Kindergarten
Stem Education Activities Based on Data Mining. To carry
out STEM education projects in kindergartens, first of all,
teachers are required to have STEM concept and con-
sciousness, and be able to guide their own specific practice by
this, and to use STEM vision to discover the value contained
in the projects, so as to effectively guide the activities. STEM
education in kindergartens and educational research and
practice activities are destined to be full of value, complexity,
creativity, and uncertainty. In the research and practice of
kindergarten STEM education, although data science or data
mining can tell people what some phenomena and problems
in kindergarten STEM education are, the present situation
and state of kindergarten STEM education are, it cannot
explain such valuable problems as “why is this so” and

cannot put forward countermeasures and suggestions as
“how to do” according to the characteristics and develop-
ment rules of kindergarten STEM education activity de-
velopment and kindergarten STEM education
implementation path practice. *e development and
implementation path of STEM education activities in kin-
dergartens has the characteristics of cross-domain, involving
the study of science, technology, mathematics, and other
fields of knowledge. Second, both of them pay attention to
children’s life experience. Based on the characteristics of
children’s thinking in concrete images, they emphasize the
simplicity and interest of activities, and focus on exploration
and operation, so that children can gain direct experience.
*ird, both of them often involve real problems in activities.
Children need to communicate and discuss with peers and
teachers in activities to form a small learning community,
from which they can help each other to get useful experience
and guidance, and then learn to solve real problems step by
step.

Data mining is a novel situation and backdrop for the
development and implementation of stem education ac-
tivities in kindergartens, but it comes with its own set of
challenges and shortcomings, including low data density,
research ethics, personal privacy, and data security. While
appreciating the value of data mining, we must also rec-
ognize its drawbacks and limitations. If children want to
create a mental “primary school,” they must first determine
the construction project, then design and plan the school
project in the form of painting, and finally construct the
school. During the construction process, children must
consider which materials to use, what to build first, what to
build again, which method to use, how to solve balance and
stability problems, and so on. All of these issues are related to
engineering and technical education.

A series of practical researches on STEM project ac-
tivities based on data mining algorithm were carried out.
Under the guidance of the special research project “Research
on STEM Education Practice in Kindergarten Based on
Project Learning” of Shaanxi Academic Leaders Training

Teacher
evaluation

Path improvement
Path

analysis

Path mining
engine

Path
definition

Path scheme Path execution feedback

Path execution platform

Education
management

Teacher Student HIS/LIS/P
ASS

Figure 4: Implementation of route information system operation scheme.
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Plan, the exploration with project learning as the carrier was
completed.

(1) Established the basis for the content selection of
STEM education activities in kindergartens. Being
close to children’s life is a real problem that children
are interested in and permeates all aspects of chil-
dren’s daily life.

(2) Summarize the implementation path of STEM ed-
ucation activities in kindergartens.

(3) Complete the compilation of Case Collection of
STEM Education Activities, which contains 15 ac-
tivity cases. *e exploration at this stage helps us sort
out the selection basis and implementation path of
STEM education activities, and lays a solid foun-
dation for the follow-up kindergarten STEM cur-
riculum construction.

When screening children’s interesting questions,
teachers should be able to quickly judge whether the
problem comes from children’s life or impulse; judge
whether the problem has the essence of science, mathe-
matics, and technology; and judge whether the combination
of children’s teams can be used to solve problems. Stem
education is a comprehensive science education based on
constructivism, “learning by doing” and other theories.
Developing stem education in early childhood has become a
field of concern for researchers and early childhood edu-
cators at home and abroad. Integrating stem education
concept into kindergarten education has become a new
exploration direction. Generally speaking, data mining in-
formation collection is an organic combination of Official
Statistical Organization database, daily management data-
base of policy implementation department and field survey
database. *erefore, through the data mining application
path and method of developing and implementing the path
monitoring index system in kindergarten stem education
activities, China should strengthen the construction and
analysis of data mining information in education moni-
toring, supervision, and evaluation; step up the construction
of national education big data information center or data-
base; and classify all kinds of Education data and infor-
mation at all levels in China, improve the collection, analysis,
and processing of relevant data of education monitoring
index system at all levels, and build a data mining collection
mechanism for kindergarten stem education activities in
China. Real situations are often typical problem situations.
After children experience complex and real problem situ-
ations, they will explore and understand knowledge and
learn to transfer the understood knowledge to life. *e
development of stem educational activities in kindergartens
often involves the real problems encountered by children.
Children continue to push forward the process of activities
through continuous problem exploration, solution, and
implementation path.

*e goal of the kindergarten STEM education activity
based on data mining algorithm is to teach children how to
effectively combine various disciplines to improve their
problem-solving abilities. *ese various subject knowledge

requirements are the foundation of STEM education ac-
tivities in kindergartens and are required for solving
problems. However, mathematics and science have distinct
characteristics, and they can only be effectively integrated
through engineering and design. As a result, we must focus
on engineering and implementation path as the premise for
STEM education activities in kindergartens. Garden A, with
the support of the education administrative department and
Shanghai Steiner Science Education Research Center, is
implementing STEM project-based learning in kindergar-
tens and, later, maker activities to broaden children’s sci-
entific and technological vision and cultivate their logical
thinking, as part of the “*ree-year Plan of Action for
Preschool Education” and the second kindergarten curric-
ulum reform. *e development of kindergarten STEM ed-
ucation activities is a problem-solving activity, driven by the
problems that children are most concerned about at the
time, with a focus on the exploration and solution of
practical problems in kindergarten STEM education, with an
emphasis on children’s understanding of knowledge and
practical application on this basis.

4.2. Results and Analysis. *rough the three-month inves-
tigation in kindergarten A, it is found that kindergarten A
carries out activities in the form of themes, teaching around
four theme activities in a semester, each theme lasts for two
months, and each theme has about 50 collective activities, as
shown in Figures 5–7.

*e theme activity is “Visiting the Big Tree,” as shown in
Figures 5–7, with 11 collective activities accounting for about
24.5% of the total. *e Kingdom of Paper has nine collective
activities, which account for about 16% of all activities. Because
the focus of teaching at the beginning of kindergarten is to
guide children in adapting to their new environment and
cultivating their basic life skills, the theme “Hello Friends”
consists of ten collective activities, resulting in a lack of sci-
entific education activities in the first theme. Color Kingdom
has 20 collective activities, accounting for 18.5% of the total.
*e quantitative analysis of science education activities in
kindergarten A reveals that the design of science education
activities in kindergarten A is quantitatively balanced with the
design of activities in other fields, taking into account the
setting of courses in five fields, which is more beneficial to
children’s overall physical and mental development and also
meets the Guide and Outline requirements.*e key factor that
determines the smooth progress of science education activities,
as well as the effect of the entire activities and the direction of
children’s development, is whether the goal of science edu-
cation activities is reasonable or not.

In this study, “overall observation situation” mainly
refers to the main activity links of one-day life in kinder-
gartens. *e hypothesis of the study is: through action re-
search, teachers’ overall observation situations are becoming
more and more diverse, and can infiltrate mathematics
education and observation into all links of children’s daily
life. *e following data shows the distribution of “overall
observation situation” frequency of small class, middle class,
and large class teachers, as shown in Figures 8–10.
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Figure 5: A number of theme activities in kindergarten during the first month.
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Figure 6: A number of theme activities in kindergarten for the second month.
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Figure 7: A number of theme activities in kindergarten for the third month.
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From the above data, it can be found that according to
the chi-square test conditions, when comparing the com-
position ratio of two samples, this study needs to process the
data and combine the frequencies in some columns to meet
the test requirements. From the above data, we can see the
main situations of observation in the first semester. *e
hypothesis of this study is that after action learning, teachers
can naturally integrate the observation of children’s math-
ematics learning into various situations of daily life. In this
study, observation situations are collectively referred to as
“other situations,” and the data in these situations are
combined to test whether the overall observation situation
distribution of small class teachers has changed significantly.

According to the aforementioned data, the main situa-
tion observed bymiddle-class teachers in the first semester is
“game activity.” *e hypothesis of this study is that by in-
corporating observation of children’s mathematics learning

into various situations in children’s day-to-day lives, pre-
school teachers can naturally integrate observation of
children’s mathematics learning into various situations in
children’s day-to-day lives. *e observation situation is
divided into “other situations” in this study, and the data
from these situations are combined to see if the distribution
of middle-class teachers’ observation situations has changed
significantly. In other words, the composition ratio of
middle school teachers’ “overall observation situation” did
not change significantly from the first semester to the second
semester. It is clear that, whether in the first or second
semester, middle-class teachers’ observations are primarily
focused on “game activities.”

From the above data, it can be found that from the first
semester to the second semester, the “observation content”
of large class teachers has changed significantly. Preschool
teachers tend to “observe the learning results” in the first
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Figure 8: Distribution of “overall observation situation” frequency of small class teachers.
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semester, which is related to observation habits developed
over time; on the other hand, it is possible that the con-
notation of “evaluation of early childhood development” is
not well understood, and there is no link between “eval-
uation” and “more effective early childhood learning
support.” During the second semester, most teachers are
able to observe the children’s mathematics learning pro-
cess thoroughly and meticulously and record the impor-
tant information learned. *e details not only describe
“what children learn” but also “how children learn,”
according to the records. *e research and implementa-
tion path for kindergarten STEM education is distinct.
Data alone will not be able to solve all of the problems in
kindergarten STEM education research and imple-
mentation. As a result, we should promote the reform and
development of STEM education activities development
and implementation path in kindergartens by using data
mining as a new way of thinking and path, research
paradigm and method, and practical tools and means
based on STEM pedagogy.

5. Conclusions

To summarize, the article believes that correct ideas and
reasonable methods are required for the actual imple-
mentation of stem education in kindergartens. Preschool
teachers should also work on improving their professional
quality in stem education. In the era of data mining, ob-
jectively analyzing the various paths and methods of data
mining in the field of education is beneficial to our clearer
and objective cognition of data mining, as well as thinking
and using big data based on educational research and
practice. As a result, China should strengthen the con-
struction and analysis of data mining information in edu-
cational monitoring, supervision, and evaluation, as well as
accelerate the construction of a national education big data
information center or database, by developing stem edu-
cational activities in kindergartens and implementing data

mining application paths and methods of path monitoring
index system. *e role and impact of data mining on ed-
ucation are discussed in this paper, which is based on data
collection, acquisition, processing, and analysis. *e stem
education monitoring index system constructs the data
hierarchy and category model of the index, analyzes the data
collection mechanism of the index, and collects and obtains
the data of each index of the index system, based on large-
scale data investigation and database, using relevant ideas
and methods of data mining. *e development of stem
educational activities in kindergartens frequently involves
real-life issues that children face. *rough a continuous
problem exploration, solution, and implementation path,
children continue to push the activity process forward.
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Gross domestic product (GDP) is an important indicator for determining a country’s or region’s economic status and devel-
opment level, and it is closely linked to inflation, unemployment, and economic growth rates. +ese basic indicators can
comprehensively and effectively reflect a country’s or region’s future economic development. +e center of radial basis function
neural network and smoothing factor to take a uniform distribution of the random radial basis function artificial neural network
will be the focus of this study. +is stochastic learning method is a useful addition to the existing methods for determining the
center and smoothing factors of radial basis function neural networks, and it can also help the network more efficiently train. GDP
forecasting is aided by the genetic algorithm radial basis neural network, which allows the government to make timely and
effective macrocontrol plans based on the forecast trend of GDP in the region. +is study uses the genetic algorithm radial basis,
neural network model, to make judgments on the relationships contained in this sequence and compare and analyze the
prediction effect and generalization ability of the model to verify the applicability of the genetic algorithm radial basis, neural
network model, based on the modeling of historical data, which may contain linear and nonlinear relationships by itself, so this
study uses the genetic algorithm radial basis, neural network model, to make, compare, and analyze judgments on the rela-
tionships contained in this sequence.

1. Introduction

As economic policies becomemore relevant to people’s lives,
economic development has become a topic of discussion,
and GDP, a measure of a country’s or region’s economic
performance and level of development, has gradually be-
come a national focus. +e country’s or region’s future
development trends are measured and evaluated. Shandong
province’s total GDP has ranked third among national
economic provinces for many years, and according to the
most recent data, its total GDP exceeded $7 trillion for the
first time in 2017. Shandong province’s economic devel-
opment has a solid foundation. However, the gap between it
and Guangdong and Jiangsu provinces, which are ranked
first and second in terms of total GDP, is widening year by

year [1]. Furthermore, Shandong province’s total GDP
ranking remains deficient when compared to its GDP per
capita level; the level of GDP per capita indicates a region’s
level of development; for Shandong province, as a large
population province, increasing GDP per capita is always a
development goal. In terms of Shandong province’s total
GDP growth rate, it increased by 7.4 percent in 2020
compared to 2019, but the growth rate does not have an
advantage over other provinces, and the economy of
Shandong province still has a lot of room for development
[2].

Based on the above background, it can be seen that the
study of Shandong province’s economic situation is very
relevant and valuable, and the appropriate forecast of
Shandong province’s GDP can, to a certain extent, know the
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future economic development in advance, to be prepared in
advance, and according to the forecast timely adjustment
based on the existing situation. For the total economic
volume of Shandong province, the situation of small per
capita can explore the factors affecting the economic de-
velopment of Shandong province and the interaction of
Shandong province GDP and clarify the key to the economic
development of Shandong province, based on the existing
key transformation so that the economy of Shandong
province attains healthy and stable development. Based on
the development of the three major industries in Shandong
province, there is still a lot of room for improvement, and the
study and discussion of the GDP of each of the three major
industries are conducive to further adjustment and opti-
mization of the industrial structure and improvement of the
economic development posture of Shandong province.
Radial basis function (RBF) neural network is an efficient
single-hidden layer forward network, which mimics the
neural network structure of local regulation and mutual
coverage of sensory domains in the human brain [3]. +e
gray forecasting model has unique advantages for fore-
casting with little data, missing data, or poor information,
with low requirements for original data, high short-term
forecasting accuracy, and ease of model testing; however,
when data are scattered or the number of forecasting periods
is long, the forecasting accuracy will significantly drop; the
quadratic exponential smoothing method requires less
historical data and has high short-term forecasting accuracy
for forecasting with little data, missing data, or poor in-
formation; however, when the data are scattered or the
number of RBF neural networks is a type of forward neural
network that has global approximation capability and best
approximation performance, it allows to approximate any
nonlinear function. It differs from the BP (backpropagation)
network in terms of network structure and learning algo-
rithm, and it partially compensates for the BP network’s
shortcomings. In comparison to other types of forwarding
neural networks, the RBF neural network has several ad-
vantages, including a simple network structure, a deep
physiological foundation, fast learning ability, and good
approximation performance [4]. +e radial basis function
combined with the genetic algorithm (RBFNN-GA) effec-
tively avoids local minima and improves global retrieval
ability by overcoming the overlearning phenomenon. +e
RBFNN-GA algorithm was used to conduct predictive
analysis of the Shandong economic region, which provides
useful information for future economic development
strategy and policy.

2. Related Work

+ere are many research methods and empirical works on
GDP forecasting in China and its provinces and cities, and
the main methodological models are summarized as re-
gression analysis, time series analysis, gray forecasting, ar-
tificial neural network, and a combination of these types of
models. +e literature [5] used five regression models to
predict GDP and compared the prediction results and ro-
bustness; the literature [6] analyzed five influencing factors

such as fiscal expenditure and residential consumption that
affect China’s GDP and built a linear regression model based
on these five factors to predict China’s GDP. +e gray
forecasting method has gained the attention of a huge
amount of researchers with a smaller sample size to get
higher prediction accuracy and is widely used in socio-
economic forecasting. +e literature [7] used the time series
data of the GDP of Jiangsu province from 1978 to 2009 and
then used the GM model to forecast, and the test results
showed that the model could provide accurate forecasts.
Literature [8] established a gray GM model with different
dimensions and an improved method of the gray model to
forecast the GDP of Anhui province in 2015. Literature [9]
used Lagrangian difference and segmented linear Newtonian
difference methods and two orthogonalization methods to
optimize the gray forecasting model to forecast the GDP
growth of Xinjiang in 2018–2019. Due to their strong
nonlinear fitting ability, artificial neural network models are
frequently used to forecast GDP. +e literature [10] used BP
neural network models to forecast Guangxi GDP and found
that BP networks are more informative. +e literature [11]
used the stepwise regression method to preprocess the data
before applying the neural network method to predict the
GDP of Jilin province, resulting in more accurate predic-
tions. To build a GDP prediction model, the literature [12]
combined the improved standard particle swarm algorithm
with the dynamic Elman neural network with local memory
function, which yielded GDP prediction values with higher
accuracy. All of the above methods have produced positive
results in predicting GDP, but as technology advances, the
demand for accuracy and model stability grows. As a result,
combined models for prediction are becoming more com-
mon, combining the benefits of each model to improve the
model’s applicability and prediction accuracy. To forecast
GDP, literature [13] used the ARIMA model, exponential
smoothing model, and a combined forecasting model with
the residual inverse method, variance inverse method, and
least-squares method. Literature [14] combined the time
series model and regression analysis model to analyze and
forecast the GDP of Anhui province. Literature [15] used
gray forecasting GM and ARIMA models to separately
forecast Chinese GDP and weighted average of the forecast
values to get the final result to normalize. +e literature [16]
combined the ARIMA model with BP neural network
method to form a new combined model to forecast the GDP
of Shandong, studied its principle, and tested the general-
ization to derive the optimal forecasting model. +e liter-
ature [17] empirically tests the impact of industrial structure
on overall income and growth, and after discussing the
detailed results of traditional shift-share analysis, it uses
dynamic panel estimation to analyze a standard growth
model extended by structural variables and, based on data
from 28 OECD countries, concludes that industrial structure
is a macroeconomic development and growth in the 1990s
+e conclusion that it is an important determinant of the
literature [18], and others explored the link between public
expenditure and economic growth, deriving conditions
under which changes in the composition of expenditure lead
to stable economic growth, and, using data from 43
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developing countries, found that the current increase in the
share of expenditure has a positive and significant growth
effect, while in contrast, the relationship between the capital
component of public expenditure and per capita growth is
negative, with overuse of productive expenditures. +ere is
no benefit to be derived from the excessive use of productive
expenditures.

3. A Study on Regional GDP Forecasting
Analysis of Shandong Economy in China
Based on RBFNN-GA Algorithm

3.1. Radial Basis Function Neural Network Algorithm Com-
bined with Genetic Algorithm. +e basic idea of the RBFNN
neural network is to transform the data from a low-di-
mensional space to a high-dimensional space so that the data
can be linearly separated after the transformation. Both RBF
and BP neural networks have a pretty nonlinear fitting
ability. RBFNN contains only one hidden layer and com-
putes the parameters by the idea of local approximation,
which is computationally small and fast. RBF starts by
choosing P basis functions, each of which will correspond to
a training sample, and the individual basis functions are of
the form (φ‖X−X‖). Since the distances are radially iden-
tical, the radial basis functions get their name from this.
Although both RBFNN and BP neural networks are uni-
versal approximators and belong to the same static feed-
forward neural network, they are always interchangeable in
the same example. Figure 1 shows a radial basis function
(RBF), whereas BP is a sigmoid function. Local minima in
the parameter space, as shown in Figure 1, is a common
problem with traditional neural network algorithms. Be-
cause any local minima is global minima if a function is
convex, many models try to use convex optimization
methods, such as the well-known support vector machine
algorithm, which converts the problem into a dyadic
problem using KKTconditions, and the dyadic problem is a
convex optimization problem, allowing the global minima to
be easily found. Because of their powerful nonlinear fitting
ability, RBF neural networks can map a wide range of

nonlinear relationships. In contrast, most loss functions,
especially in deep learning, are nonconvex, and multiple
local minima can be found [19]. In addition to the function’s
nonconvex nature, the spatial symmetry of the neural
network’s weights can result in a large number of local
minima, emphasizing the importance of a good optimization
algorithm. To find the existence of global minima, a genetic
algorithm can be used to improve the traditional radial basis
neural network algorithm.

+e mathematical model of radial basis function neural
network based on genetic algorithm (radial basis function
neural network-genetic algorithm, RBFNN-GA) with three-
layer network structure can be represented by the following:

T(i, j) �
g(i, j) + gmax
gmax − gmin

+|X − Y|
2
, (1)

where X� (x1, x2, . . ., xn) is the input vector and Y� (y1, y2,
. . ., yn) denotes the center of the ith neuron node in the
hidden layer; |x−y|2 denotes the square of the Euclidean
distance between the input vector and the centroid; g

represents the activation function, which is usually Gaussian
in radial basis function neural networks; σ denotes the
smoothing factor of the activation function of the ith neural
node, which is used to control the width of the activation
function; A denotes the weight from the hidden layer to the
output layer; and k andm denote the number of nodes of the
hidden layer neurons and the dimension of the input vector,
respectively. +e structure of the three-layer radial basis
function neural warp network in this study is shown in
Figure 2.

A random radial basis function neural network differs
from a general radial basis neural network, and in that the
centers yi � (yi1, yi2, . . ., yin) and the smoothing factor k of its
hidden layer neuron nodes are generated in some way and
need to be determined before the weights A of the output
layer are derived by least squares. For any continuous
function f and RBFNN-GA neural network, where I ∈ [0, 1] ∈
R, we define

Y � Inn · Xnn �

I11 . . . I1j . . . I1n

. . . . . . . . . . . . . . .

Ii1 . . . Iij . . . . . .

. . . . . . . . . . . . . . .

Iin . . . . . . . . . Inn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

·

x11 . . . x1j . . . I1n

. . . . . . . . . . . . . . .

xi1 . . . xij . . . . . .

. . . . . . . . . . . . . . .

xin . . . . . . . . . xnn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

�

y11 . . . y1j . . . y1n

. . . . . . . . . . . . . . .

yi1 . . . yij . . . . . .

. . . . . . . . . . . . . . .

yin . . . . . . . . . ynn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (2)

+e parameter b denotes the output threshold. +en,
based on the predicted output O and the expected output Tk,
the prediction error can be determined as

b � Ok − Tk(  · g(k). (3)

+e update formula for the weights and thresholds is as
follows:
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β � α1 −
α2 + α1(  E

1
n + λ1 

λ2 + λ1( 
. (4)

When the input signal of the network is the kth training
sample Xk, its output value of the jth neuron after the
nonlinear transformation of the i-th hidden layer neuron is

Xk � Tk + b 
n

i�1,j�1
X

2
ij, (5)

where j� 1,2, . . ., J. +e basis function is generally chosen to
be Green’s function:

G(J) � j
zc

zj
+
1
n



n

i�1
XiYi. (6)

+e core concept behind RBFNN networks is that the
hidden layer transforms the input data, mapping the rela-
tively low-dimensional input into a high-dimensional space,
allowing the data to be transformed from indistinguishable
in the low-dimensional space to divisible in the high-di-
mensional space. +e division of the input space into several
subspaces in hyperspherical form is the geometric core of
RBFNN neural networks. +eoretically, it can be argued in
this study that as long as there are enough hidden layer
nodes, the RBF network can always achieve an infinite
approximation to any arbitrary continuous function, re-
gardless of how small the error is set. +is study also shows
that two-parameter weights in the formula and the center of
the radial basis function have yet to be determined and will
be determined through network training. +e random se-
lection of some parameters in radial basis function neural
networks is a useful addition to the existing methods for
determining the center and smoothing factor of these net-
works. +e centers of radial basis functions are frequently
calculated using clustering methods (K-means clustering,
fuzzy C-means clustering, and principal component clus-
tering methods) and other methods, similar to some fuzzy
modeling technologies [20, 21]. +e gradient descent
method is frequently used to train the weights of the hidden

layer to the output layer [22]. When the RBFNN-GA neural
network has a very large number of hidden layers, it can be
used to approximate any M-element continuous function
with arbitrary accuracy, and the network can always be
trained to find a corresponding set of weights to make the
best approximation of the unknown nonlinear mapping
relation f(−) between the input and output. A regularized
network is described in terms of the interpolation problem
as complete interpolation, i.e., finding a hypersurface such
that it passes through all sample points.

RBFNN-GA neural networks are nonlinear multilayer
feedforward neural networks that have the same properties
as multilayer perceptrons, with the exception that they are
both general approximators, meaning that any multilayer
perceptron can be replaced by an RBFNN-GA neural net-
work, and any RBFNN-GA neural network can find a
multilayer perceptron that performs the same function as it.
However, there are some distinctions between the two
networks.

(1) In terms of network structure, RBF neural networks
have only one hidden layer, unlike multilayer per-
ceptrons, which can have one or more hidden layers.

(2) In a multilayer perceptron, the implicit layer neuron
model is identical to its output layer neuron model;
in an RBFNN-GA neural network, the two models
are quite different and the twomodels do not play the
same role in the network.

(3) +ere can be linear or nonlinear implicit and output
layers between multilayer perceptrons, and when
they solve pattern classification problems, they
generally choose nonlinear mapping relations, and if
they are solving nonlinear regression problems, the
output generally chooses linear relations, and it is
different in RBFNN-GA neural networks, where the
implicit layer is a nonlinear mapping relation while
the output layer is a linear mapping relation.

(4) +e excitation function of the RBFNN-GA neural
network hidden layer neuron calculates the Eu-
clidean distance between the input vector and the
center, while the excitation function of the multilayer
perceptron hidden layer neuron calculates the inner
product between the input unit and its connection
weights.

(5) +e RBFNN-GA neural network uses a local expo-
nentially decaying nonlinear function to make a local
approximation of the nonlinear input-output map-
ping, while the multilayer perceptron is a global
approximation of a nonlinear mapping. To put it
another way, the multilayer perceptron requires
many more parameters than the RBFNN-GA neural
network in order to approximate the nonlinear in-
put-output mapping with the same accuracy.

3.2. Application of RBFNN-GAAlgorithm to GDP Forecasting
andAnalysis Studies. According to the literature and various
theoretical proofs, the combined model’s prediction effect
can usually improve the single model to some extent.
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Figure 1: Schematic diagram of local minima.
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Because it is difficult to tell whether time series is linear or
nonlinear in real-world applications based on time series
modeling, a single model is often used for one of the
mappings, whereas the combined forecasting method de-
scribed in this study targets complex mapping relationships
and can tap both linear and nonlinear features of the series.
+e rising trend of GDP in Shandong province is influenced
by many factors and is a nonstationary series, so its series is
judged to have both linear and nonlinear characteristics. +e
GA model is frequently used to model linear relationships,
while the RBFNN neural network is used to mine the series’
nonlinear relationships. Model compression techniques and
scaling were combined with optimization goals to achieve an
automatic selection of model compression techniques for
various networks and task requirements.+e combination of
these two forecasting methods fully exploits their benefits
and compensates for the single model’s single mapping
relationship flaw. Most of the data features of the GDP series
in Shandong province can be mined using a combination of
RBFNN and GA neural network, and the prediction accu-
racy of a single model can be improved.

+e network structure of the RBFNN neural network
algorithm is determined, and its training process is mainly
divided into two parts: first is the forward propagation of
information, which means that the information is input
from the input layer, after the nonlinear mapping of neurons
in the hidden layer, and passed into the output layer to
output the result [23]. +e second is error backward
propagation, which refers to the error between the output
result of the output layer and the true value by judging the
error, and if it exceeds the range of the preset error, the error
signal is gradually passed backward, while adjusting the
weights and thresholds of each hidden layer passed through,
so that the adjusted parameter model makes the output error
decrease along the gradient direction. After repeatedly fixing
the model after the parameters until the prediction error is
controlled within the set range, the learning process of the

network is ended and the weights and thresholds of each
layer corresponding to the minimum mean square error are
obtained, i.e., the nonlinear mapping relationship of the
model is determined.

+e compression algorithm is improved by studying
three compression techniques, namely quantization, sparse,
and cropping, to realize the compression of different models
with different network structures at different scales of model
compression. +e experiments compare the models’ load
characteristics under various compression methods. +e
differences in performance between the various methods are
tracked and analyzed. Finally, reasonable model compres-
sion and scaling techniques are demonstrated. By selecting a
reasonable model compression technique and ratio, the
model size, inference time, and energy consumption can be
effectively reduced, and the performance of different com-
pression methods in different network structures varies. +e
best compression method is determined by the target neural
network’s structure and the optimization constraints. +e
best compression method is determined by the target neural
network’s structure and the optimization constraints.

Combining the two algorithms of RBFNN and GA
neural network, the main principles of the combined pre-
diction model are as follows: (1) the GA model predicts the
linear part of GDP in Shandong province; because the GA
model builds a linear regression of the current data about its
lagged data, so this study will apply the prediction result of
the GA model as the linear part of the combined model
prediction. +e residual of the RBFNN model prediction,
i.e., the white noise, as the part outside the linear part of the
series, no longer has the value information of linear pre-
diction, so it is hoped that the residual value of white noise
can be extracted using nonlinear prediction. (2). RBFNN
neural network model trains the white noise series and
extracts the nonlinear features in the GDP series, mentions
the residual series predicted by the GAmodel, and builds the
RBFNN neural network model after the matrix
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Figure 2: Structure of radial basis function neural network.
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transformation and normalization process. +e predicted
value of this model is used as the predicted value of the
nonlinear part of the time series, i.e., the nonlinear infor-
mation of the extracted time series. (3)+e fitted value of the
GA model is added to the predicted residual value of the
RBFNN neural network and the obtained predicted value,
which is the predicted value of the combined model pro-
posed in this study. +e specific steps are shown in Figure 3.

+e variance of each variable in the model can be
decomposed according to certain criteria, and the criterion
of variance decomposition is to decompose the variance of
the variable according to the proportional size of the in-
fluence of each random disturbance term on the variable,
and the variance decomposition studies the proportion of
the influence of the orthogonalized residuals on the mean
squared error (MSE) of the prediction, so it can be seen that
the variance decomposition studies the proportion of the
influence of the orthogon. Because the variance decompo-
sition yields the proportion of shocks’ impact on variable
change, the relative magnitude of each perturbation term’s
impact on the variables can be determined, and thus, the
relative importance of each perturbation term on a variable
can be determined. +e sum of the percentage contributions
of all orthogonalized disturbances to a variable’s effect is 100
percent for its mean square error. +e vast majority of time
series in socioeconomic phenomena are nonstationary time
series, as is well known. In order to convert the slowly
varying trend terms, periodic seasonal terms, and smooth
random noise terms in nonstationary time series into sta-
tionary time series, various data primitive transformations
and more processing methods must be used in modeling.
+is can then be transformed into analysis modeling. As a
result, transforming the time series into a smooth time series
and ensuring that the trend information is extracted ade-
quately become critical. When dealing with nonsmooth time
series, a variety of treatments can be considered to smooth
them out.

With the RBFNN algorithm, stochastic radial basis
function neural networks have been shown to have fast
learning ability and powerful function approximation ca-
pability, both in theory and practice. However, due to the
random selection (uniform distribution) of the centers and
smoothing factors of the radial basis functions in the net-
work, it is easy to cause the output matrix of the hidden layer
to be irreversible and even pathological. +is leads to the
instability of the solution when solving the output layer
weights, which affects the stability of the RBFNN algorithm
and the performance of the random radial basis function
neural network.More importantly, the stochastic radial basis
function neural network solving the output layer weights by
the RBFNN algorithm does not avoid the overfitting phe-
nomenon and usually performs very well in the training set
but poorly in the test set. It is found that the above problem
can be effectively avoided by model regularization, i.e.,
adding the l penalty term to the original model.

We need to preprocess the data before we can conduct
the variable selection analysis, and the first step is to run a
correlation test, as shown in Figure 4. +e correlation co-
efficient between multiple sets of explanatory variables is

above 0.8, and the multicollinearity between variables is
serious, so it will lead to instability and difficulty in
explaining the prediction model later, so in this step, we use
the Lasso method to process for variable selection and solve
the multicollinearity problem [24]. To free the model from
the constraints of the explanatory variables’ units and sizes,
the data must be transformed into dimensionless, or nor-
malized, form. Subsequently, we use the Glenmont package
in R to implement the Lasso model for various X values. We
can see how the model’s coefficients change in the following
diagram, and then, we use the cross-validation (CV) method
to select the best parameter values and thus determine the
variable selection results. Total energy supply and total
disposable income per capita are the final economic ex-
planatory variables we choose as the most relevant to
Shandong province’s GDP. +is also demonstrates that
Shandong province’s GDP is highly correlated with agro-
industry, indicating that the province’s GDP is dominated by
primary and secondary industries. Chemical, machinery,
textile, metallurgy, and other energy-based industries ac-
count for themajority of Shandong province’s main business
income. Energy and raw material industries account for
more than 40% of Shandong province’s GDP, indicating that
industrial agriculture remains the province’s main con-
tributor, and the development of tertiary industries, such as
commerce, finance, and transportation and new industries
such as the internet industry, is still in its infancy.

4. Experimental Verification and Conclusions

Figure 5 depicts the total economic volume of Shandong
province over the next seven years, as predicted by the
RBFNN-GA algorithm. It is expected that the total economic
volume of Shandong province over the next seven years will
continue to show an upward trend and grow at a high rate,
with average annual growth rates of 3.98 percent, 5.63
percent, 6.39 percent, and 6.97 percent, respectively. GDP
growth over the next five years is expected to be 7.63 percent
on average, reaching 1,134.2 billion by 2025; GDP growth
over the next five years is essentially the same as the growth
rate in 2019–2020, is essentially consistent with the growth
rate since 2015, and will remain at a higher level than in the
previous 50 years. +e average annual growth rate of total
annual fixed-asset investment (FAI) over the next five years,
2022–2026, is forecasted to be 4.79 percent, reaching $801.95
billion in 2025; the growth rate of a total fixed-asset in-
vestment over the next five years is slightly higher than the
growth rate in 2019–2020, but significantly lower than the
growth rate since 2010, and will remain moderate and
steady. Over the next five years, 2022–2026, the annual
average growth rate of annual general public budget revenue
(GBR) is expected to be 5.21 percent, reaching 947.8 billion
by 2025.+e general public budget revenue growth rate over
the next five years is slightly higher than the rate in
2019–2020, which is largely consistent with the growth rate
since 2010 and will annually increase. +e initial individual’s
efficiency curve is the lowest, followed by the individual with
the best head, and finally the individual with the best effi-
ciency. +e growth spokes of total fixed-asset investment
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and general public budget revenue are smaller when com-
pared to GDP and total retail sales of consumer goods.

As shown in Figure 6, in the next five years, the regional
GDP growth rate is expected to increase and then decrease,
but the GDP growth rate does not change much, generally
located in the range of 6.3%–6.8%. It can be seen that the
economy of Shandong province has passed the stage of high
growth, the growth rate has become slower and entered the
stage of steady progress, the regional GDP will maintain
moderate growth, at this time, the total regional production
increased, not only the level of economic development but
also the inflation rate is small, and this level of GDP growth
rate is conducive to achieve high-quality economic devel-
opment. Combined with the economic development history
of Shandong province, Shandong province should imple-
ment a stable and progressive fiscal policy to improve the
quality of economic development while stimulating the
growth of economic aggregates.

Figure 7 shows the change in total energy production
in Shandong province over the next five years as predicted
by the RBFNN-GA model. +e total energy production in
Shandong province is expected to decline in the next five
years, with an average annual growth rate of −3.98%. +e
average annual growth rate of total energy production in
the five years of 2022–2026 is expected to be −3.25% and
will drop to 103.52 million tons of standard coal by 2025;
the growth rate of energy production in the next five years
is slightly higher than that in 2019–2020, but it will re-
main negative. Insufficient energy supply will constrain
the economy and reduce the rate of economic
development.

+e growth rate of disposable income per capita over the
next five years in Figure 8 shows that urban disposable
income per capita is increasing, with annual growth rates
fluctuating between 5.7 and 6.5 percent, with an average
annual growth rate of 6.13 percent; rural disposable income
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per capita is increasing, with annual growth rates fluctuating
between 7.2 and 7.9 percent, with an average annual growth
rate of 6.43 percent. Both growth rates are expected to be
smaller than those seen since 2005, and the difference be-
tween the two is small and consistent. In terms of growth
volume, although the difference between the growth rates of
per capita disposable income of rural and urban residents is
not large, or even slightly higher than that of urban areas, the
average annual growth of per capita disposable income of
urban residents is expected to be RMB 3,145 per person,
while the average annual growth of per capita disposable
income of rural residents is only RMB 1,403 per person, less

than half of that of urban areas. +e total economic volume
of Shandong province is expected to continue to show an
upward trend in the next seven years, maintaining steady
growth at a high rate. In absolute terms, by 2025, the per
capita disposable income of urban residents is expected to
reach 63,146 yuan/person (a year), but only 27,893 yuan/
person (a year) in rural areas, with the absolute difference in
per capita disposable income increasing from 25,093 yuan/
person to 35,253 yuan/person. In relative terms, the income
ratio between urban and rural residents will decrease from
2.4873 in 2018 to 1.9758 in 2025, with a slight reduction in
the relative gap.
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Currently, Shandong province’s total economic output is
at the forefront of the country, with total regional GDP in
2018 being the third highest in the country, GDP per capita
the seventh highest in the country, and disposable income
per capita in the first three quarters of 2019 ranked eighth in
the country and will largely remain at this level over the next
six years. In terms of growth, the projected GDP growth rate
of 5.8% in Shandong province is not much different from the
projected national GDP growth rate of about 4.7%, which is
slightly lower in comparison; the per capita disposable in-
come, especially the per capita disposable income of urban
residents, will exceed the 50,000 yuan (/year) mark in 2022,
and the per capita disposable income of rural residents will
also exceed 20,000 yuan (/year) in the same year.

4.1. To Ensure Faster Economic Development and Improve the
Quality of Economic Development. We should pursue
progress while maintaining stability, improve the quality of
economic development while stimulating economic output
growth, and insist on promoting high-quality development
as a general development strategy. To begin, we must vig-
orously develop high-tech industries and new industries,
support the development of new services industries and
promote development with “NEW,” and take the early zone
for the conversion of old and new dynamics and the pilot.
We will also encourage the growth of innovation-driven
digital intelligence, and new trade patterns, the development
of marine industries, local economic cooperation between
China, Japan, and Korea, and the rapid economic devel-
opment of coastal cities. Second, sustained and steady
growth should be ensured in total retail sales of consumer
goods and fixed asset investment and growth should be
promoted in line with demand by lowering fees and taxes
and increasing government transfer payments. Finally,
secondary energy conversion rates should be improved, new
energy development should be accelerated, old kinetic en-
ergy should be replaced with new kinetic energy, and ad-
equate energy supply should be ensured for industrial
development.

4.2. Increase Agricultural Output and Promote Coordinated
Urban and Rural Development. +e data on per capita
disposable income show that the gap between urban and
rural residents’ living standards is wide and unlikely to
significantly narrow in the future. To begin, we should
concentrate on the three rural areas, develop new agricul-
ture, build new rural areas, and establish a model of rural
revitalization in Qilu; second, we should promote village
mergers and land transfers and develop large-scale agri-
culture and intensive agriculture; third, we should build
high-standard farmland and develop green agriculture;
fourth, we should establish agricultural science and tech-
nology companies, build high-tech agricultural demon-
stration parks, and accelerate the construction of high-tech
agricultural demonstration parks. Second, in order to build
beautiful villages, rural infrastructure should be strength-
ened, and the road hardening and toilet revolution should be
accelerated. Finally, the urbanization of rural areas and the

construction of small towns should be accelerated in two
ways: first, the economic strength of counties, districts, and
towns should be improved to close the gap between urban
and rural areas in the province, and second, smart com-
munities should be created and digital technology should be
used to serve community management.

4.3. Pay Attention to the Spiritual Needs of the Masses and
Enrich the Cultural Life of the Residents. +e standard of
living of the people has been greatly improved, and their
concern for the world of design has been greatly increased.
We should strengthen cultural construction, enrich cultural
life, and improve the quality of life in the following ways:
first, through building cultural communities, cultural
squares, recreational clubs, and hosting cultural tours, to
involve the masses and enrich the cultural life of the people;
second, through activities such as culture in the community
and culture in the countryside and through cultural story-
telling and watching movies, etc., to promote local culture
and positive mainstream culture to the masses, to improve
the cultural literacy of the people, to promote the integration
of culture and technology, to create a digital platform for
cultural resources, a platform for the transformation of
culture and technology, etc., to cultivate new cultural in-
dustries and enhance the people’s sense of cultural access, to
promote the development of culture and sports, such as
hosting sports events, organizing national health games,
sports, and cultural festivals, etc., and to find new ways to
disseminate regional culture and popularize culture in daily
exercise.

For future economic development, we recommend en-
hancing the development of the tertiary industry on the one
hand and developing the service industry on the other hand.
According to recent national economic data, the service
industry’s scale is growing, its quality and efficiency are
greatly improved, and new industries and business models
are emerging. Currently, the service industry in Shandong
province requires further development. +e service industry
has the potential to bring a variety of new economic growth
points, such as productive services, in the fine development
of promising financial service industries of private fund-
raising, cultural tourism industry, internet economic in-
dustries such as big data, cloud computing, artificial
intelligence, e-commerce, and so on. Simultaneously, the
growth of the service sector can help to improve and support
the current Shandong province economy, which is domi-
nated by manufacturing and agriculture industries. In light
of the new economic situation and the impact of the Sino-US
trade war, it is more important than ever to fully tap do-
mestic demand and to constantly activate the development
of private enterprises, and small and microenterprises to
generate new economic growth points. On the other hand, in
light of the current economic situation and the escalation of
difficulties, we cannot dismiss the importance of the
state-owned economy, which has a significant impact on the
economy of Shandong province. +e Shandong economy
state-owned system, which has a high starting point, high
level, and high-quality state-owned enterprises, should be
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accelerated for further development. To stimulate market
players and increase market-oriented reform, the upgrading
and transformation of enterprises should be sped up that are
not keeping up with market development. Simultaneously,
increased support for scientific research undertakings is
recommended; scientific and technological innovation can
significantly improve productivity, more high speed, and
high quality to enhance economic growth; not only the
development of applied disciplines can be transformed into
productivity, but also in the current situation, the devel-
opment of basic disciplines is more important and can bring
more critical core technological breakthroughs. It is sug-
gested that spending on scientific research should be in-
creased, that the construction of “double first-class” schools
and disciplines should be strengthened, and that preferential
policies for attracting talents, such as subsidies for settling
talents and subsidies for high-end talents, should be
increased.

5. Conclusions

+is study completes the RBFNN-GA model’s GDP pre-
diction in Shandong province, and the results show that the
RBFNN-GA model’s prediction accuracy with input var-
iables is higher than the univariate RBFNN model, and the
RBFNN model’s stability is also higher. To improve the
accuracy of GDP prediction, this study combines the two
algorithms of GA and RBFNN to create a combined model.
Based on the assumption that the GA model mines the
linear characteristics of the GDP series, the residual series
predicted by the RBFNNmodel is taken as the part without
linear information, and the RBFNN neural network model
is built to extract the nonlinear information of this residual
series. +e linear part’s predicted value is added to the
nonlinear part’s predicted value, and the resulting sum is
the combined model’s predicted value in this study. +e
way the residuals are predicted is the main difference
between the improved combined model and the combi-
natorial model. By converting the genetic algorithm input
information of both the fitted value sequence and the re-
sidual value sequence, the improved model predicts the
residual value of the current period, and the value is added
to the linear prediction result of the corresponding radial
base model to obtain the prediction value of the improved
model. After analyzing the experimental results, the im-
proved combined model has the best prediction effect. +e
improved model predicts the current period’s residual
value by converting both the fitted and residual value se-
quences of the GA model into RBFNN neural network
input information and then by adding the value to the
linear prediction result of the corresponding RBFNN
model to get the prediction value of the improved model.
+e improved combined model has the best forecasting
effect, according to the experimental results. In this study,
several more important economic indicators are chosen to
provide reference opinions and strategies for Shandong’s
economic development policies in the next five years, in-
cluding total economic volume and growth rate, energy
supply, and people’s living standards.
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Shaanxi is one of China’s most important cradles of civilization. *e main vein of Chinese culture is rich history and culture, and
brilliant red culture embodies the essence of socialist core values. It is still relatively weak to deeply analyze the related research of
Shaanxi Province’s cultural province construction on the basis of studying the achievements of cultural development in foreign
countries and China and combining with the reality of Shaanxi Province. In this paper, a BPNN (BP neural network) model is
selected to study the comprehensive evaluation of tourism competitiveness of smart tourism cities, and the software is used to
realize the simulation of the comprehensive evaluation system of tourism competitiveness of smart tourism cities, which more
comprehensively and objectively reflects the level of comprehensive competitiveness of each city. It is believed that there are some
problems in Shaanxi regional cultural communication, such as insufficient exploration of content resources, insufficient
communication channels, and low audience awareness, hoping to provide ideas and reference for further exploring the promotion
of cultural communication power.

1. Introduction

Shaanxi is recognized as a province with rich cultural re-
sources and is vigorously building Shaanxi as a province
with rich historical culture, splendid revolutionary culture,
distinctive folk culture, and modern culture with certain
strength. How to develop Shaanxi’s cultural undertakings
with the help of rich cultural resources and develop a cul-
turally rich province into a culturally strong province has
become the direction of the joint efforts of provincial party
committees and governments [1]. Although Shaanxi has
made great achievements in the development of cultural
undertakings and cultural industries in recent years, it is not
commensurate with the requirements of being a big cultural
province and building a strong cultural province. Compared
with developed provinces, there is still a big gap, and the
construction of a strong cultural province still faces some

problems and difficulties [2, 3]. *is is also the background
of this topic.

Many cultural communication professionals began to
actively study the internal relationship between the Internet
and cultural communication content in the era of mobile
Internet to better understand how to spread cultural content
through the Internet. Cultural construction is an important
aspect of socialist construction and a crucial component of
the Chinese style socialist theoretical system. *e classifi-
cation and planning of historical and cultural cities, as well
as the attention paid to implementation after the planning of
famous city protection, are clearly inadequate. Protection
planning should not be a one-size-fits-all approach [4, 5].
Protection planning should be evaluated in light of changes
in implementation as protection work progresses, and this
should be used as the basis for planning adjustments [6]. To
enrich Shaanxi’s cultural construction, it is critical to study
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the construction of Shaanxi Province as a strong cultural
province. *is paper examines the problems and reasons for
the construction of a strong culture in Shaanxi Province, as
well as the countermeasures and recommendations for the
construction of a strong culture in Shaanxi Province, which
is of reference value to the country’s and other provinces’
cultural construction.

Beginning with the scientific definition of culture, this
paper examines the current state of Shaanxi’s cultural
province construction, highlighting the accomplishments
and benefits of Shaanxi’s cultural construction, and iden-
tifying the major issues that exist in Shaanxi’s cultural
construction. A transportation mode selection model based
on the BPNN (back propagation neural network) algorithm
is established after comprehensively considering the attri-
bute variables and activity patterns of travelers, with a focus
on the historical block, a special block. Using the protection
of ancient cities as an example, it has been demonstrated that
the BPNN evaluation model of the entire process of historic
city protection planning can be used for historic city pro-
tection evaluation.

2. Related Work

*e early research mainly focused on the background of
cross-cultural generation, while the current research has
already involved many disciplines of humanities and social
sciences [7, 8]. Yang et al. [9] propose that some information
is hidden in the context when people communicate with
each other, and there are different levels of communication
contexts among countries and ethnic groups. Countries such
as Britain and the United States belong to the low-context
society, while countries such as Japan and South Korea
belong to the high-context society. By analyzing the current
situation of foreign language education in China, Liu andHu
[10] pointed out that foreign language teaching in China
attaches importance to language knowledge and language
skills but neglects the cultivation of cultural factors, so that
Chinese college students lack intercultural communication
skills. Based on this, Hou [11] proposes to build a brand-new
college English-teaching model based on intercultural
communication. Wu and Ma et al. [12, 13] propose that to
achieve effective communication across the gap of nation-
ality, race, nationality, language, and culture, it is necessary
to search for and think about the multidimensional inter-
action between self, people and society, people and culture,
people andmedia, so as to find out the possible path of cross-
cultural communication. Zhan [14] discusses smart tourism
in depth and thinks that smart cities should have six di-
mensions: smart economy, smart environment, smart
transportation space, smart people, smart families, and
smart government. *rough data analysis, it is found that
innovation ability, attention to urban environmental quality,
administrative management, and education level play an
important role in the utilization of information technology
and the intelligence of cities [15, 16].

*e characteristics of artificial neural networks in terms of
information processing are unique. It has been used suc-
cessfully in a variety of fields. It has strong nonlinear mapping

capabilities, as well as self-adaptation, self-learning, fault
tolerance, and parallel processing capabilities. Neural net-
works have properties that make them ideal for studying
chaotic sequence prediction. *e use of neural networks
[17] in multivariable time-series prediction and multivalue
prediction has been studied in literature [18, 19], and Lu
et al. [20] discuss the modeling mechanism and multivalue
prediction of this method, as well as its application in stock
price prediction. Tang and Yu [21] discuss the establish-
ment mechanism of a time-series prediction model based
on neural networks and then propose an adaptive time-
series modeling and prediction by combining the time-
difference method with BPNN. Sun and Lei [22] developed
a radial basis function neural network model using cluster
analysis, tested it using financial time series, and compared
it to the radial basis function neural network model. Yuan
et al. [23] established a time-delayed BPNNmodel and used
the Bayesian regularization method to improve BPNN’s
generalization ability. Furthermore, many researchers used
the search algorithm in optimization to improve the
common BP learning method’s convergence speed and
network prediction performance.

3. Research Method

3.1. Communication Design of Shaanxi Regional History and
Culture. *e goal of Shaanxi Province as a strong cultural
province is an indispensable part of the construction of
“western province”. Attaching great importance to cultural
construction ideologically is an important prerequisite for
building a strong cultural province. Shaanxi talents will have
more sense of belonging and existence. Cultural construc-
tion is an important symbol of Shaanxi’s comprehensive
strength. A country pays attention to comprehensive na-
tional strength, and a province also pays attention to
comprehensive labor saving, including not only material
strength such as economic strength, scientific and techno-
logical strength, but also spiritual strength such as culture.

Culture, as a special component of comprehensive
strength, is based on and backed by developed economy.
Building a moderately prosperous society, to achieve the
goal of building a culturally powerful province in the west
also requires firm belief and guidance. Cultural construction
provides intellectual support for the construction of a strong
western province. China’s modernization process, to a great
extent, depends on the improvement of national quality and
the development of human resources. Shaanxi should be
highly aware of the importance of cultural construction
ideologically, make full use of the advantages of efficient
resources, train outstanding and high-quality talents, and
provide backup forces for the construction of Shaanxi’s
strong cultural province.

As a kind of “soft power”, culture is increasingly be-
coming an important factor of regional competitiveness and
an important aspect of a region’s comprehensive strength.
Cultural background, cultural environment and atmo-
sphere, and scientific and cultural quality of workers are
increasingly becoming the important foundation and
guarantee of economic development. *e complex
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relationship between culture and economy is becoming
more and more important. *erefore, the significance of
cultural revival is not limited to simple economic
development.

*ousands of years have passed since many cultural
relics, historic sites, and cultural sites in historical and
cultural cities were destroyed and rebuilt. *ey have
remained tourist attractions for the time being, due to the
cultural continuity and inheritance [24]. Aside from the
continuation and inheritance of culture, the cultural sus-
tainable development of famous historical and cultural cities
is also very important for the innovation and development of
culture, and it is an important index to measure the con-
tinuation of “context” of famous historical and cultural cities
as well as the development of culture over time. It is a critical
ally in the development of cultural tourism. Tourists are
drawn to cultural relics and historic sites in well-known
historical cities because they are diverse, have a long history,
have a high taste, are valuable, and have a high ornamental
value. At the same time, the material carriers of culture are
the preservation of cultural relics and historic sites in well-
known historical and cultural cities, the preservation of
ancient architectural styles, and the preservation of cultural
landscapes. *e cultural evaluation index system of his-
torical and cultural cities includes five major factors, which
constitute an index system composed of three levels: target
level, factor level, and index factor level, as shown in
Figure 1.

*e cultural industry in Shaanxi has more potential for
economic growth. Shaanxi takes cultural tourism as a
breaking point because of its diverse and colorful cultural
resources, and labor drives many economic growth points
throughout the industrial chain, including the cultural lei-
sure industry, book publishing industry, and advertising
exhibition industry. Culture is, at its core, a creative en-
deavor. *rough the integration of various forms of cultural
resources, various cultural products and services with fresh
vitality can be continuously produced with the continuous
input of creativity.

In the field investigation, the vast majority of tourists are
in a positive and high emotional state, and a small number of
tourists are mixed with negative emotions. In the specific
tourism situation, this paper only selects tourists’ positive
tourism emotions as the focus of this paper. On the whole,
the higher the tourists’ positive tourism emotion, the
stronger the tourists’ sense of experience and identity to the
tourist destination, and the greater the tourists’ satisfaction.
*e structural model is shown in Figure 2.

Tourist satisfaction plays a part of intermediary role
between positive tourism emotion and behavioral intention.
As a senior creature, people’s tourism emotion is complex in
the process of tourism. *e level of tourism emotion de-
pends on tourists’ experience and recognition of the tourism
world, and its influence is far-reaching and extensive. On
one hand, positive tourism emotion affects tourists’ satis-
faction with tourist destinations, on the other hand, it also
has a direct effect on their behavior intention, but at the same
time, tourists’ positive tourism emotion also plays a role in
behavior intention through overall satisfaction.

It is worth noting that while tourists’ positive tourism
emotion has a strong influence on behavior intention, the
impact of positive tourism emotion on behavior intention is
weakened when tourists’ satisfaction factors are taken into
account. As a result, the most important aspect of tourist
destination management is to pay attention to tourist satis-
faction. Xi’an tourists appreciate the ancient capital’s incom-
parable charm because of its unique tourism resources and
beautiful natural and cultural environment. As a result, Xi’an
tourists’ tourism emotion and satisfaction with tourism re-
sources and culture, tourism environment, and facilities are
related in the travel process, and there is a positive correlation.
*ere is, however, no link between tourism emotion and
tourism expectations, tourism service, or tourism price. *e
causal relationship between them cannot be determined using
correlation analysis. *e next step of regression analysis is
required to investigate the relationship between tourists’
tourism emotions and tourism resources and culture, tourism
environment and facilities, and overall satisfaction.

3.2. BPNN Model Design

3.2.1. BPNN Structure. BPNN algorithm is a training al-
gorithm based on the principle of error back propagation. It
takes the minimum error mean square as the criterion and
uses nonlinear differentiable function for weight training.
BPNN is a multilayer forward anger network, which is
composed of IL (Input layer), HL (hidden layer), and OL
(Output layer). Usually, the number of layers of neural
network does not include IL. Figure 3 is the BPNN structure
diagram.

*e HL transfer function of BPNN adopts the nonlinear
function of continuously differentiable, usually Sigmoid
function, while the transfer function of OL can adopt linear
function or Sigmoid function, depending on the distribution
range of OL vector.

Basic steps of algorithm: set the initial value of each
weight or threshold: wji(0), θj(0) is a small random number.

Provide training samples: input vector
Xk, k � 1, 2, . . . , P; Expected output dk, k � 1, 2, . . . , P;

Calculate the actual output of the network and the state
of HL unit:

okj � fj 
i

wjioki − θj
⎛⎝ ⎞⎠. (1)

Training error:

δkj � okj 1 − okj  tkj − okj ,

δkj � okj 1 − okj  
m

okmwmj.
(2)

Corrected weights and thresholds:

wji(t + 1) � wji(t) + ηδjoki + α wji(t) − wji(t − 1) ,

θj(t + 1) � θj(t) + ηδj + α θj(t) − θj(t − 1) .
(3)

When k goes through 1 to P, judge whether the index
meets the accuracy requirement.
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3.2.2. Establishment of the BPNNEvaluationModel. Tomeet
the requirements of training error and prediction error,
BPNN model training must include a series of constant
comparisons between expected value and neural network
output value, as well as repeated training and simulation

operations. *e comprehensive evaluation value of the
implementation evaluation of historic city protection
planning is obtained using the expert scoring method and is
used as the expected value of BPNNmodel training samples.

*e training samples come from 100 randomly gener-
ated sample evaluation values. According to the scores, the
famous cities are evaluated and divided into five grades:
(90–100) as good, (80–89) as good, (70–79) as good, (60–69)
as fair and below 60 points as poor.*e formula is as follows:

P �  Ci × Wi, (4)

where P is the comprehensive evaluation value for the
protection planning of historic cities, Ci is the single score of
evaluation index, and Wi is the weight of evaluation index.

3.2.3. Determination of the Number of HL Nodes. In the
process of BPNN training, the weights and thresholds
change randomly and change with the training times. *e

Regional 
characteristics

Sustainable 
development

Evaluation 
index

Resource 
base

Display 
features

Community 
participation

Figure 1: Cultural evaluation index system of famous historical cities.

Tourist satisfaction
It plays a partial
intermediary role.

Behavioral intention
Tourism emotion has a significant direct
positive impact on tourist satisfaction.

Reputation motivation
Determines why tourists arrive at this
tourist destination.

Experience and knowledge
seeking motivation
Positive tourism emotion has a
significant direct positive impact on
tourist satisfaction.

Positive tourism
emotion

Figure 2: Structural equation model.
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Figure 3: BPNN structure.
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number of HL layers and the number of nodes in each layer
will directly affect the training results. By setting the number
of HL nodes, the training accuracy will be improved, and the
error will be reduced. After debugging for many times, the
number of HL nodes that reach the required accuracy and
error is finally selected, and this number of HL nodes is the
final required number of nodes.

*ere are many ways to determine the number of HL
nodes, which are determined by empirical formula in this
paper.

m �
����
n + I

√
+ a, (5)

where n is the number of IL nodes, I is the number of OL
nodes, and a is a constant from 1 to 10, so it is determined
that the number of HL nodes is 13.

Each index has its own dimension. In the process of
calculation, for the factors with different equivalent levels,
dimensionless measures should be taken to make each factor
in the same equivalent level. In this case, to make the input
factors dimensionless, the actual travel time should be di-
vided by 10 as the input of travel time, and the other seven
factors should be converted into smaller values by stages, so
as to avoid unnecessary errors caused by large data gaps and
improve the training speed and accuracy.

3.2.4. Training Strategy. *e sample data are usually divided
into two parts when training the network: one part is used
for training, and the other part is used to test the training
effect. As BPNN is trained using the gradient descent
method, the training set’s error will decrease monotonically,
while the average error on the test sample set will always be
higher than the training sets, which will not decrease
monotonically. *e big trend is that after reaching a certain
training level, the error on the training set decreases first,
then increases again. As a result, rather than continuing to
train until the error of the test set reaches the minimum
point, the network usually stops training when the error of
the test set reaches the minimum point.

4. Results Analysis and Discussion

4.1. Learning and Training Analysis of the BPNN Method.
Shaanxi has a splendid red culture, in which the influence of
Yan’an spirit radiates all over the country. Until now, the
land of Sanqin has a large number of red cultural resources,
including both material cultural resources and historical and
cultural heritages, such as revolutionary documents, me-
morial sites, literary works, cultural relics, revolutionary war
sites, and so on. In Shaanxi regional culture, there are many
cultural resources rich in popular entertainment and ex-
pressive force, particularly some folk arts that are more
suitable for media communication. *ese are priceless gems
that must be thoroughly explored and exploited, and brands
with distinct label value must be created to ensure strong and
effective communication. Furthermore, the development of
high-quality content in Shaanxi regional culture must be
accelerated. *ere are some issues right now, such as a low

level of innovation transformation, a lack of second creation,
and a shallow interpretation.

In traffic mode division, the whole process of BPNN is
divided into three steps. First, a suitable neural networkmust be
established. Second, the network should be trained according to
the existing input and output data to make the accuracy and
error of the network as small as possible. Finally, the output
prediction of other input data should be made according to the
trained network. Train the network according to the nonlinear
function, and get the output of the nonlinear function predicted
by the trained network (Figure 4).

It can be seen from Figure 4 that on the basis of training,
the remaining 15 pieces of data are used for prediction, and
the predicted data basically accord with the expected data,
which shows that BPNN algorithm has certain practicability
in the research field of transportation mode selection.

Shaanxi’s cultural market access conditions are constantly
relaxed, but the cultural market order needs to be further
standardized. A good cultural market environment is the
foundation for the healthy development of the cultural industry.
At present, the situation of fragmented, multiheadmanagement
and fragmented cultural market in Shaanxi exists to a certain
extent, which not only increases the difficulty of organizing
capital operation but also causes waste and idleness of cultural
resources. Cultural development is low and immature, and
cultural products lack a standardized market trading envi-
ronment and have not really formed a perfect market
mechanism.

*e above case proves that the BPNN algorithm is
practical in the research field of transportation mode se-
lection. *e traffic sharing rates of Xi’an, Hanzhong,
Luoyang and Baoji in Figure 1 are verified by BPNNmethod
(Figures 5–7).

*e verification results show that the predicted data of
the traffic mode division model based on BPNN algorithm
are basically consistent with the actual survey data.

*e rich forms and contents of Shaanxi regional culture
necessitate rich communication platforms or channels for all-
around communication. In today’s world, new media, in ad-
dition to traditional media, is a must-have communication
channel. It is the audience’s cultural communication’s arrival
terminal, so the effect of cultural communication power will
eventually be reflected in the audience as the terminal. *e
investigation of the effect is primarily based on two levels of
cultural awareness and recognition. It is necessary to divide the
audience into groups, such as those who live in the province and
those who live outside of it. *eir understanding of Shaanxi
regional culture differs, allowing them to communicate more
effectively.

*e cultural service system is sound. Public cultural facilities
are scientifically planned, rationally laid out, and coordinated
between urban and rural areas. Large and medium-sized cities
have a number of modern symbolic cultural and entertainment
facilities with high level, high standard, and unique style.
Comprehensive cultural facilities and places for cultural ac-
tivities at the grass-roots level are fully functional and basically
can meet the needs of the masses to carry out regular cultural
activities. *e cultural service network is sound, with complete
functions, wide coverage, and high service capacity and level.
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At present, the dissemination of Shaanxi regional culture
is not accurate enough in audience segmentation, which
leads to the loss of communication effect. Different audi-
ences have uneven awareness of regional culture, and thus
have different recognition of culture. In addition, the con-
tent, methods, channels, and skills of cultural communi-
cation all have an impact on the final communication effect,
and these contents should be based on the accurate research
of the audience.

4.2. Evaluation and Analysis of Shaanxi Regional Historical
and Cultural Tourism. *e research on the tourism com-
petitiveness of smart tourism cities is a hot issue in the
current tourism field. Under the development trend of

modern tourism with the theme of science and technology
and competition, the smart tourism city complex as a tourist
destination has a comparative advantage with other smart
tourism cities in the competition of tourism elements under
the comprehensive action of tourism economic develop-
ment, scientific and technological innovation, tourism re-
sources, environmental support, geographical location, and
other factors.

*e tourism competitiveness of smart tourism cities is
embodied in five aspects: economic development, scientific
and technological innovation, potential competitiveness,
environmental support, and development guarantee of
smart tourism cities.

According to the established BPNN, relevant training
comparison values can be obtained (as shown in Figure 8).

Figure 8 shows that the expected output value is very
close to the value of neural network training output value. In
other words, the BPNN model can accurately determine the
general situation of tourism competitiveness of smart
tourism cities according to various evaluation indexes.
*erefore, the training of network model is over, and the
evaluation model of tourism competitiveness of smart
tourism cities based on BPNN has been constructed. When
evaluating the tourism competitiveness of other smart
tourism cities, only need to enter the normalized data of the
evaluation sample index, and the required evaluation con-
clusion can be obtained.

Based on the results of BPNN evaluation on the com-
petitiveness of smart tourism cities because the competi-
tiveness of each city is different, by comparing other sample
cities with those in an advantageous state, smart tourism
cities can have an objective understanding of their own level
of smart construction and the competitiveness of other
cities, identify the gap and take corresponding measures to
improve their competitiveness.

After BPNN training, the trained BPNN model is used
for testing, and the index data of Xi’an and Shangluo test
samples are input into the model, and the output results
shown in Figure 9 are obtained.

*e error of the test samples is close to the error of the
training samples through the trained neural network, and it
is assumed that the established network model can effec-
tively approach the training samples based on the test
samples in Figure 9. *e relative and absolute error values of
training and test samples in the BPNNmodel are also within
acceptable bounds. As a result, the BPNN-based evaluation
model of smart tourism city competitiveness developed in
this paper is effective, and the directly trained neural net-
work can be used to evaluate the competitiveness of other
smart tourism cities.

*rough the training results of BPNN, the evaluation
results of 10 smart tourism city samples are compared and
ranked, and the final competitiveness ranking is shown in
Figure 10.

*e core of culture is certain values and their concrete
norms. Shaanxi is rich in cultural resources, but its influence
is limited due to insufficient understanding and develop-
ment. At the important stage of the transition period, it is
necessary to fully understand and explore the spiritual
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Figure 4: Schematic of BPNN training error.
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education value of Shaanxi’s red cultural resources with
Yan’an spirit and patriotism as the main connotation, so as
to urge people to reflect on the spiritual emptiness and belief
confusion that are prevalent now, draw positive energy from
the values, outlook on life and spirit of life of revolutionary
ancestors, establish correct value goals and value pursuits,
shape social psychology of self-respect and self-improve-
ment, and stimulate initiative and creativity.

Shaanxi is rich in science, education, and culture re-
sources, and it is a big province of science and education,

which provides intellectual support and powerful guar-
antee for the modernization of culture in terms of tech-
nology and manpower. *e development of culture in the
new period cannot be separated from scientific and tech-
nological innovation, such as animation industry, film, and
television production industry, creative advertising in-
dustry and so on, which have highly accumulated scientific
and technological content. Give full play to the advantages
of Shaanxi education and the strength of science and
technology, promote the integrated development of
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Figure 6: Comparison of traffic mode sharing rate in Hanzhong.
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enterprises in Industry-University-Research, realize the
linkage between cultural industry capital and intellectual
capital, and innovate and develop culture with high
technology.

Culture and science and technology are the areas that
need innovationmost. If you plug in the wings of culture and
technology, it will accelerate the transformation of culture
and science and technology into real productive forces and
maximize the cultural value. Shaanxi has both. As long as
attach great importance to and develop reasonably, the
resources of science and education will certainly promote
the prosperity and development of Shaanxi culture.

5. Conclusion

At this new historical juncture, we must deeply comprehend
the enormous significance and unavoidable requirements of
building a socialist cultural power, adhere to a global and
long-term vision, recognize the strategic importance of cul-
ture, strengthen the sense of mission and responsibility to
promote cultural construction, and strive to realize the
Chinese nation’s cultural rejuvenation. As Shaanxi has unique
and rich cultural resources, it is critical to explore and further
revitalize these cultural resources as part of the province’s
overall economic and social development. *e tourism
competitiveness of smart tourism cities is evaluated using the
BPNN model, and an empirical study is conducted in 10
smart tourism cities. *e qualitative and quantitative index
data are thoroughly investigated using the designed index
system of tourism competitiveness of smart tourism cities. At
the moment, audience segmentation for the dissemination of
Shaanxi regional culture is insufficient, resulting in a loss of
communication effect. Different audiences have varying levels
of awareness of regional culture, and thus have varying levels
of cultural recognition. Furthermore, cultural communication
content, methods, channels, and skills all have an impact on
the final communication effect, and these contents should be
based on accurate audience research.

Although the BPNN model algorithm used in this paper
is the most widely used algorithm in artificial neural net-
works, the samples chosen in this paper are somewhat fewer
due to objective condition limitations, which reduces the
accuracy and precision of BPNN model evaluation to some
extent. It will be necessary to improve the sample data and
the accuracy of data evaluation in future research.
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In the fields of traffic management, traffic health, and vehicle safety, vehicle speed prediction is an important research topic. *e
greater the difference between vehicle speed and average vehicle speed, or the more discrete the vehicle speed distribution, the
higher the accident rate. *is paper proposes a vehicle speed prediction method based on adaptive KF (Kalman filtering) in the
ARMA (Autoregressive Moving Average) environment to address the problem of high-speed moving vehicle speed prediction.
*e ARMA theory is used to model the prediction of speed time series. *e contribution rate of each coefficient representing the
original time series is different after fitting the original time series with the ARMA model, so each coefficient must be given a
certain weight. Multisource traffic data fusion and interval speed prediction are carried out on the basis of few-shot data
preprocessing and traffic state division, according to different traffic states. *e speed prediction accuracy is very high, according
to the algorithm verification results.

1. Introduction

According to statistics, intersections account for roughly
30% of all traffic accidents [1]. Even when traffic control
lights are installed at intersections, deadly collisions caused
by illegal activities such as speeding and running red lights
still occur. At intersections, drivers must pay attention to
influencing factors such as vehicles traveling in different
directions, pedestrians, and nonmotor vehicles, as well as the
relative positions of their own vehicles, and then make
driving behavior decisions in a short amount of time [2, 3]. If
the driver can be given some information about his own
vehicle’s operation ahead of time, it will greatly reduce the
driver’s driving difficulty at the intersection.

When driving on the road, drivers set their own speed
based on the terrain and road conditions [4]. When the
road’s horizontal, vertical, and horizontal geometric ele-
ments exceed the minimum requirements for safe driving of
automobiles on this grade of road, and external conditions
such as traffic density, terrain, and climate are favorable, the
actual driving speed of automobiles often approaches or

exceeds the design speed [5, 6]. Entering the intersection and
arranging them according to the time mark, according to
existing research, can not only reflect the characteristics of
drivers’ individual driving behavior. Time series differ from
ordinary series in that the data are organized in chrono-
logical order, and each numerical point has a corresponding
time point [7].*ese data are generated as part of the day-to-
day operations of businesses, hospitals, schools, and other
institutions, and they gradually accumulate into a large-scale
time series database. *e two types of data can be mutually
supplemented and verified using data fusion. *e accuracy
of vehicle speed prediction across corresponding regions will
be improved as well.

*e above-mentioned contents are the focus of this
paper. ARMA (Autoregressive Moving Average) predictive
modeling was used [8]. *e time series of vehicle speed
generated when the object to be evaluated (own vehicle) and
the vehicle in the direction of conflict (other vehicle) drive to
the intersection at the same time serves as the evaluation
basis and modeling data. *e modeling data come from a
real-world vehicle driving test. Multisource traffic data

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 2526821, 9 pages
https://doi.org/10.1155/2022/2526821

mailto:wangyingzi@tju.edu.cn
https://orcid.org/0000-0002-8659-3382
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2526821


fusion and interval speed prediction are carried out
according to different traffic states using data preprocessing
and traffic state division.

2. Related Work

*e purpose of travel time prediction is to use historical and
real-time distance, speed, traffic flow, travel time, or some
variables mathematically related to travel time to obtain the
travel time of vehicles that will leave at a certain time in the
future and whose starting and ending points are determined
[9, 10]. *ese known variables can be obtained through
equipment collection, estimation, or prediction [11]. In the
process of predicting the travel time of expressway, com-
bining the travel time of different sections in different time
periods, the traffic operation conditions of different sections
are obtained, and the results are extended to the whole
section of expressway, and the final travel time prediction
result is obtained, with a good result of about 10% error%.
Literature [12] studies the daily travel time model and ap-
plies linear regression and tree model to travel time pre-
diction. *e input parameters include traffic flow
information, occupancy data collected by single-loop de-
tector, and historical travel time information (Literature
[13]). Using the data collected by point traffic detectors, a
short-term expressway travel time prediction method is
mined. *ey took into account the spatial and temporal
changes of traffic data and made use of the traffic mea-
surement data collected from different places at the current
moment and different places at the historical moment to do
this [14]. Using the ARIMA model to determine the po-
tential hot spots of taxis, in the process of research, they
regard the demand of passengers for taxis as a simple linearly
changing structure, so only linear models are used to predict.
Literature [15] puts forward a model for forecasting service
demand, which is suitable for a single taxi station. *e use of
traffic flow data in the forecasting process is a comprehensive
place for them to consider, and the model can be used for
real-time forecasting in online environment. However,
according to their research ideas, different taxi stations in the
same city must carry out different model training in order to
achieve more accurate prediction results.

*e speed information of vehicles before entering the
intersection can be used as the basis of vehicle collision risk
assessment at the intersection. Literature [16] studies the
probability model between the speed of vehicles heading for
the intersection and the occurrence of collision accidents,
and there is a clear correlation between the speed and the
acceptable gap in the workshop. Literature [17] puts forward
a dynamic model and a communication model between
vehicles after analyzing the characteristics and process of
traffic conflicts at signalless intersections and sorts out a set
of algorithms. Finally, the effectiveness of the algorithm is
verified by computer programming simulation. Literature
[18] developed a speed control device for vehicle turning left
at intersection. Finally, the simulation results show that the
device can really improve the safety of vehicle turning left at
intersection. Literature [19] puts forward two strategies of
setting left-turn phase and left-turn waiting area at

intersections to improve the traffic quality at intersections.
Literature [20] found that the intersection conflict simulated
by software or model is very suitable for the actual inter-
section conflict research. Literature [21] holds that the oc-
currence of traffic accidents is mainly caused by the driver’s
mistakes, and the driver carries out a series of driving actions
for a certain purpose, but the original driving intention
cannot be realized due to the operation mistakes. Literature
[22] establishes a hidden Markov model based on the pedal
opening of the vehicle and the position information of the
vehicle, so as to determine the intention that the driver really
wants to achieve. Reference [23] establishes a hidden
Markov model to infer the driver’s intention when the
vehicle deviates to different degrees. *e final reasoning
result is applied to the control device of the vehicle, which
increases the safety of the vehicle when driving.

In order to determine the driver’s driving intention, all
types of state data must be collected, and an identification
model must be established during the analysis of the driver’s
driving. *e challenge is deciding what kind of data to
collect, or choosing the feature vector for modeling. *e
difficulty of model building and the time it takes to identify a
model can be reduced if the feature vector dimension is too
small. However, the model’s accuracy will deteriorate.
Furthermore, collecting characteristic data in the actual
driving environment of some vehicles is quite difficult. As a
result, selecting the appropriate feature vector is critical in
the study of predicting a driver’s driving intention.

3. Research Method

3.1. Vehicle SpeedTime SeriesAnalysis. It is a critical variable
in the field of speed traffic, and vehicle driving speed is a key
index for reflecting traffic operations, and the driving state of
floating vehicles can best reflect traffic operations over time.
*e traffic situation is constantly changing in real time, and
the travel time of vehicles is directly influenced by the
current traffic situation. As a result, understanding how to
convert and correlate vehicle and traffic driving conditions,
as well as how to display the short-term operation of traffic
using appropriate variables, is critical. Under such condi-
tions, road speed is generated.

In the research, this model is mainly used to calculate the
traffic conditions before vehicles enter the expressway.
When it is necessary to predict the travel time, the estimated
travel time, the estimated starting point, and the expected
ending point of the vehicle are all known. After getting the
speed of the road section before the estimated travel time,
then can know the traffic conditions during this period. At
the same time, from the second 5minutes to the first 5
minutes before the trip, one can get a general understanding
of the changes in traffic operation. For the known estimated
travel time, calculate the speed of each road segment within
the first two 5 minutes of the trip, and arrange the speed of
each road section according to the front and back position of
the road section, so as to obtain the preliminary input
characteristics.

In practical application, the complexity and unstruc-
tured degree of time series are very high, which forces the
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research to continuously improve the accuracy and appli-
cability of time series mining algorithm. In reality, time
series exists in all aspects. Finding the hidden rules and
patterns from these complex data and finally serving for
decision-making is the main purpose of data mining.

In the past research, the ARMA model was mostly used
in forecasting. *is paper mainly uses the ARMA model to
extract features of time series. Determining the time series
Xt, t � 1, 2, . . . , n  can fit the ARMA model. We can find
the basic model type judgment diagram in Figure 1.

If the accurate optimal value of (p, q) cannot be obtained
by using autocorrelation function and partial autocorrela-
tion function, AIC (Akaike information criterion) can be
used to determine the order, which is a standard to measure
the fitting effect of the model.

Increasing the parameter variables of the model will
reduce the deviation between the estimated value of the
model and the actual value, so that the model can better fit
the original data. However, increasing the number of pa-
rameter variables will increase the complexity of the model,
so the cost of increasing the variables should be punished.

*e fitting ARMA model can be defined as follows:

AIC � (p, q) � N ln σ2(p, q) + 2(p, q), (1)

where N is the sample size, k � p + q is the number of
parameters in the ARMA model, and σ2 is the estimation of
noise variance.

BIC (Bayesian information criterion) is also a judgment
criterion, which is expressed as follows:

BIC(p, q) � N ln σ2(p, q) +(p, q)ln N. (2)

*e principle of this method is the same as that of AIC,
but it increases the intensity of “punishment.” It can be
seen that both of these criteria advocate the concise form
of functions and use fewer variables to represent func-
tions. When the number of samples is large, BIC principle
is more effective, and AIC principle determines relatively
many model parameters, so it is more suitable for small
samples.

Check the autocorrelation and partial correlation be-
tween scattered data in time series data Xt. By observing the
distribution of autocorrelation and partial correlation
function values, if the distribution curve accords with the
characteristics of “tailing” and “truncated,” it shows that the
series is suitable for establishing the ARMA model. *e
calculation formulas of autocorrelation Rk and partial
correlation function ϕk,k for correlation judgment are as
follows:

Rk � E Xt, Xt−k ,

ϕk,k �
E Xt, Xt−k 

��������������

E Xt 
2
, E Xt−1 

2
 , k � 1, 2, . . . , n.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)

If the time series data do not meet the correlation re-
quirements, it is necessary to perform differential, differ-
ential, or logarithmic operations on the data used for partial

scatter points in Xt and then continue the subsequent steps
when it becomes a stationary data series.

Select the appropriate p, q value to establish the ana-
lytical formula of ARMA model, and use the AIC rank
criterion to determine the p, q value, even if the following
formula is the minimum value:

AIC � min N · ln δ2k + 2(p + q + 1) , (4)

where N is the capacity of the selected speed sample and δ2k is
the residual variance of the model, that is,

δ2k � 
N

k�1

ε2k
N

. (5)

If the absolute values of residual autocorrelation func-
tions of the prediction results are less than 2/

��
N

√
, it indicates

that the ARMA model meets the prediction requirements.
In general, data can be divided into numerical and non-

numerical types of characteristic attributes. *ese two types
of filling are treated differently by the mean filling method.
*e missing values for numeric attributes will be filled using
the average values of the attributes in other nonmissing
samples. Fill in the values with the most frequent occur-
rences in the nonmissing samples, that is, the values with the
highest frequency, for non-numeric attributes, according to
the mode principle.

From the entire sample set, choose the road section
speed that corresponds to the recorded road section and save
it as the new adjacent road section sample set. *en, using a
hierarchical clustering algorithm, this portion of the data is
clustered, the centroid of each cluster is calculated, and the
cluster centroid that is closest to the speed of the road section
near the missing position is found. *e values of data
samples in the missing positions in the cluster are filled in
the missing fields. *is completes the missing item’s filling.

3.2. Vehicle Speed Prediction. At present, the prediction
method generally uses the previous historical data, taking
the day as the cycle, extracting the change rule of traffic
parameters from it, and applying the extracted rule to the
current time, thus obtaining the prediction result. According
to the comprehensive evaluation of the previous traffic state
dividing thresholds, the specific dividing standards are
determined.

After dividing the continuous traffic data into traffic
states, the traffic data belonging to different traffic states are
classified. According to the historical traffic data of each
traffic state, the state transition matrix required by the KF
(Kalman filtering) method is trained by the artificial neural
network, and then the interval speed prediction based on
data fusion is carried out by the KF method.

In the ARMA environment, the dynamic performance of
high-speedmoving vehicles is very high.*erefore, when the
parameters change little, we use a larger adaptive forgetting
factor μk to increase the prediction strength. When the
parameters change greatly, a small adaptive forgetting factor
μk is used to enhance the identification accuracy. *e
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formula of adaptive forgetting factor used in this paper is as
follows:

μk � max 1,
tr Gk( 

tr Hk( 
 . (6)

*e core idea of memory decay is to apply a factor to the
covariance matrix of prediction and increase the variance of
prediction state vector, so as to make full use of the current
measurement data.

Gk � Mk − CQCT
− R. (7)

In equation (7), Gk andMk represents the error variance at
time k.

Hk � CAPk−1A
T
C

T
. (8)

In equation (8), Hk represents the error variance at time k,
which ensures that the value of the error covariance matrix
Pk is symmetric and positive, and improves the dynamic
performance of the system.

In this paper, the flow of speed prediction operation of
high-speed moving vehicles based on adaptive KF in ARMA
environment is shown in Figure 2.

*e contribution weight also plays a role in reducing
dimension and simplifying operation to a certain extent. On
this basis, this paper puts forward a new similarity mea-
surement standard, and the process of clustering analysis
becomes the following steps.

Using the ARMA model to fit the model, the time series
will be represented by a set of coefficient vectors. Namely, the
time series X, Y, and the parameter vectors of the fitting
model are πX, πY, respectively.

Find the contribution rate (α1, α2, . . . , αm) of the first m

coefficients whose cumulative contribution rate reaches a
certain percentage and then calculate the weight

β � (β1, β2, . . . , βm) of these m coefficients, where β is the
weight vector and i represents the i th coefficient:

βi �
αi


m
i�1 αi

. (9)

*e newly obtained coefficient vectors are standardized,
their Euclidean distance dμ is used as similarity measure, and
the corresponding clustering method is used to recluster,
and finally the clustering result is obtained.

dμ �

�������������



m

k�1
μXk − μYk( 

2




. (10)

Due to the weekly similarity of traffic data, historical data
with the same weather conditions in the same week as the
forecast date in the last week were selected in the study. If the
weather conditions are different, select the data of the same
week last week. If the weather conditions are still different,
select the data of the adjacent Sunday of last week.

Because the one-dimensional median filter is less af-
fected by the contour of image samples, and the noise
suppression effect of the two-dimensional median filter is
obviously better than that of the one-dimensional median
filter when the contour of image is not considered, one-
dimensional and two-dimensional median filters can be used
alternately when filtering. In addition, during filtering, the
image can be iteratively filtered to get the optimal solution.

4. Results Analysis and Discussion

4.1. Modeling and Analysis of Time Series Prediction.
Design the real vehicle driving data collection test according
to the vehicle collision situation. *e driving area is selected
at the intersection of a newly built municipal road, and it is

ACF and 
PACF of 

sequence Xt

ACF truncates 
at step q

MA (q) model

Both ACF and 
PACF are 

trailing

ARMA (p, q)
model

The PACF is 
truncated in 

step p

AR (p) model

Figure 1: Basic model type judgment. ACF is autocorrelation function, PACF is partial autocorrelation function, MA is the moving average
model, and AR is the autoregressive model.
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required that the road connecting the intersection should
extend long enough, have a wide field of vision, and have
small traffic flow. Motor vehicles 1 and 2 in the direction of
conflict use the same type of small cars, and the vehicle speed
is collected once every 1 s by the vehicle driving behavior test
platform and stored in chronological order.

After the vehicle stops, determine the position of the
collision point according to the traveling direction of the
vehicle and measure the distance from the starting point to
the collision point, as shown in Figure 3.

In straight-line sections, drivers will first choose be-
tween three types of traffic crossing options based on their
destination and intersection design: straight, left, or right.
*e external information, such as traffic lights/signs, other
vehicles, pedestrians, nonmotor vehicles, roads and ob-
stacles at intersections, weather factors, and so on, is pri-
marily received visually. *e driver will adjust his speed to
prepare for entering the intersection based on the above
factors. *e driver primarily uses the accelerator and brake
pedals to adjust the speed of his own car on the straight
road section.

*e driving in the straight-line section and the driving in
the intersection follow each other on the time axis. *e
purpose of driving on the straight road section is to prepare
for driving in the intersection, so the speed fluctuation on
the straight road section reflects the driver’s turning
preparations.

If you go straight through the intersection, the driver’s
main gaze targets are the vehicles and traffic lights ahead.
Compared with the other two turning modes of crossing, the

influencing factors of straight-through crossing are relatively
simple. However, the change of traffic lights directly affects
whether the vehicle stops or not. *erefore, the speed of
straight-through traffic varies greatly.

Comparing the degree of difference between the curves
in Figures 4 and 5, it can be seen that the prediction model
[20] established by using the first 40 data in the vehicle speed
series obtained from the experiment has a better prediction
effect on the last 20 vehicle speeds.

Start

Initialization 
parameters

Collect vehicle initial 
data

Time update status 
value

Update adaptive 
forgetting factor

Time update error 
covariance

Measurement update

Next sample

End

K=K+1

Read observation 
sample

Figure 2: Adaptive KF speed prediction flow chart.
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real vehicle driving test.
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*e vehicles run continuously in space, and the number
and types of vehicles passing through different sections of
each test section are basically the same in the same time
period. However, for different observation points on the
same section, the composition structure of vehicle types has
spatial differences. In the process of driving on the ex-
pressway, certain drivers will frequently change lanes in
order to choose the best route. *is reflects the change of
running speed in the direction.

By studying the speed change of different drivers when
driving vehicles through the combination of curve and slope
of the test section, the main influencing factors of drivers’
driving behavior in the curve are found, so as to prepare for
the later study of the running speed distribution charac-
teristics of typical sections.

4.2. Verification and Analysis of Prediction Results. *e ve-
hicle will be acted on by centrifugal force pointing to the
outside of the horizontal curve while driving on a curve. To
improve the vehicle’s lateral controllability, the driver typ-
ically slows down when entering the curve. *e longitudinal
stability of the vehicle is also involved in curve driving
because the vehicle will decelerate when decelerating and the
longitudinal stress will change. *e safety of the entire route
is largely determined by the quality of the curve’s design, and
curve speed characteristics have always been the focus of
running speed research.

Because of the complexity and diversity of highway
alignment composition, there are some differences in the
running speed of entering the slope section, which affects the
running speed of different sections on the slope section. Set
at the longitudinal slope’s beginning, middle, and end
points, and increase the position section of the minimum
sight distance point in the vertical curve section. You can
track the vehicle to record the speed if the slope length is less
than 800 meters. One person stands at the bottom of the
slope or at the top of the slope, measuring the speed with a
speed gun. Follow two people and keep track of their speed
in two different directions. Because the speed measuring
range of a radar speed measuring gun is limited when the
slope is longer than 800 meters, more speed measuring
personnel should be equipped. Record the relevant align-
ment and road surface parameters, roadside conditions, and
road surface conditions of the point after the speed mea-
surement test is completed, and take photos.

In the simulation experiment, three methods are used to
predict the speed of high-speed vehicles. *e predicted
results of simulated vehicle speed are shown in Figures 6–8.

It can be seen from Figure 8 that during the whole it-
eration process, the maximum error between the actual
running speed of the high-speed moving vehicle and the
estimated speed based on the least square method is ±4 and
fluctuates up and down here.

*e original data obtained from the test include mileage,
speed, and acceleration, which are continuously changing
with the mileage. *is paper mainly studies the distribution
of running speed on curved slope sections, which are divided
strictly according to the pile number. *erefore, the data
obtained from the test should first be recalibrated according
to the station number, so as to approximately get the
continuous running state of vehicles on different sections.

*e test shows that the mileage measured by the in-
strument is shorter than the actual pile number mileage.*is
is because the road pile number is based on the actual
distance of the road centerline, and the instrument measures
the actual mileage of the vehicle. However, when driving the
vehicle, it is impossible for the driver to drive in strict ac-
cordance with the direction of the road centerline marking.
Skilled drivers will often change lanes and choose shorter
routes.

*is kind of error caused by the driver’s route selection is
objective and inevitable in the test process, but the data can
be recalibrated by setting special marking points, which are
hereinafter referred to as “reference points.” Data calibration
is actually an artificial dispersion of experimental errors, and
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the influence of this error can be reduced by increasing the
number of “reference points” (Figures 9 and 10).

It can be seen from Figure 9 that the change trend of the
predicted value is basically consistent with that of the real
value. It can be seen from Figure 10 that the maximum
relative error is 7.4, the error between the predicted result
and the true value is small, and the predicted result is rel-
atively accurate.

If you want to turn left through the intersection, the
factors affecting the speed are more complicated than when
you go straight through. Drivers should not only pay at-
tention to the changes of traffic in intersections but also pay

attention to the flow of people and nonmotor vehicles on
crosswalks. According to the traffic rules, even if the traffic
lights indicate that you can turn left, there are pedestrians
and nonmotor vehicles crossing the street at the crosswalk.

*e essence of the running speed method is to ensure the
smooth and continuous running speed by controlling the
gradual transition of the unit index values of adjacent road
sections, thus improving the driving safety of the highway.
In practice, the designer checks the consistency and coor-
dination of technical indicators along the route direction
through the running speed curve. If the vehicle speed curve
under a certain set traffic volume is calculated, not only can
you get the travel time between the start point and the end
point, provide reference for road users’ travel, but also
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Figure 6: Speed prediction effect of the least square method.
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measure the service level of the road, and then judge whether
the design expectation is met and whether it is necessary to
rebuild, expand, or build parallel lines.

5. Conclusion

*is method improves KF’s tracking ability by allowing it to
record and predict the speed of high-speed moving vehicles
in harsh environments, curves, uphill, and downhill. *e
predicted vehicle speed value is used to calculate vehicle
displacement and distance between vehicles, which can be
used to assess the risk of collisions in intersections between
vehicles traveling in opposing directions.*e research object
is an ARMAmodel with a zero-mean random sequence.*e
simulation results show that the adaptive KF vehicle speed
prediction method based on ARMA predicts values that are
closer to reality, which improves the filter’s convergence
effect and reduces the fluctuation range, effectively over-
comes the negative effects of process and measurement
errors, and better reflects real-time effectiveness.

*e vehicle speed prediction modeling and parameter
tuning are done off-line, which is a flaw in this study. *e
ARMA modeling parameter self-tuning method and its
implementation algorithm should be considered to help the
prediction model adaptively adjust parameters to cope with
changes in the driving environment, in order to improve the
model’s universality. *e work described above will be
continued in the follow-up study.
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