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This research addresses a numerical analysis on the effects of flow compressibility on the characteristics of droplet dispersion,
evaporation, and mixing of fuel and air according to the simulation of the spatially developing supersonic shear flows laden with
evaporating n-decane droplets. A sixth-order hybrid WENO numerical scheme is employed for capturing the unsteady wave
structures. The influence of inflow convective Mach number (M), representing the high-speed flow compressibility, on the two-
phase mixing is analyzed, in which M, is specified from 0.4 to 1.0. It is found that the shearing vortex is compressed spatially as
M, increases, associated with the alternate distributions of compression and expansion regimes in the flow field. The flow
compressibility changes not only the vortex structures but also the aerothermal parameters of the shear flows, and further
influences the dispersion and evaporation of droplets. The two-phase mixing efficiency is observed to decrease as M, increases.

1. Introduction

Supersonic shear layer laden with dispersed fuel droplets is
considered as the physical model for the supersonic c-based
engine [1-4]. The research on supersonic two-phase flow
includes the dispersion of sprayed droplet, the droplet evapora-
tion, and the mixing between fuel vapors and air in the carrier
phase, which are very important and complicated scientific
issues for supersonic multiphase flow and combustion.

The unsteady entrainment due to the vortex dynamics
promotes the fuel-oxidant mixing in supersonic shear flows.
The velocity difference between the two parallel shearing
flows results in the momentum transfer from the high-
speed flow to the low-speed side, associated with the mass
and heat transfer. The motion of vortices control the mixing
process, and chemical reaction will not begin until the mixing
reaches the molecular level. Therefore, the studies on the
features of vortices with multiscales and their influence on
combustion are of importance for engineering applications.
Brown and Roshko [5] first found that the unsteady vortices

have coherent structures when they experimentally studied
the incompressible shear layers. The large-scale vortices
formed in the shearing have a significant on the energy
transport and mixing of species [6]. There are various sizes
of flow structures in the shear layer. The Reynolds number,
Re, dominates the scale of the eddy structure. As Re increases,
the small-scale vortex structures are found to be more and
more abundant. For the compressible shear layers, the flow
compressibility is of importance for the flow dynamics, and
the convective Mach number, M, = AU/(a, + a,), character-
izes the flow compressibility (where a, and a, are the sound
velocity of two streams). In addition, there are parameters,
such as density ratio of two shear flows, gradient of velocity
and pressure, and heat release, which are found to have an
effect on the dynamics of the shear layer.

For the compressible shear layer, the variation of convec-
tive Mach number influences the development of the shear
layer [7]. Clemens and Mungal [8] experimentally studied
the compressible flow. They found that the shear flow
develops more slowly with the increase of M, and the flow
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with higher speed has a more significant suppression. Kourta
and Sauvage [9] and Vreman et al. [10] applied numerical
simulations and indicated that the initiation of vortex shedding
is depressed as the flow compressibility is intensified. In partic-
ular, as the M, rise above 1.2, the pairing process of vortices
cannot be formed. Wang et al. [11] investigated the mixing
process of supersonic shear layers by numerical simulations
and focused on the influence of flow compressibility and gradi-
ents of velocity and density on the mixing efficiency. The results
showed that the growth rates of shear layer and mixing
efficiency are reduced with the increase of M. The increasing
density ratio enlarges the shear layer thickness but has a nega-
tive effect on the mixing efficiency. The mixing efficiency is pro-
moted but the shear layer thickness decreases with the increase
of velocity ratio. In addition, the level of turbulence fluctuations
represents the strength of turbulent eddies, and the previous
researchers investigated the influence of flow compressibility
on the turbulence fluctuations. Elliott and Samimy [12] applied
the experimental studies on the compressible shear layer with
High Re and showed that the fluctuating velocities and Reyn-
olds stresses are reduced with the increase of M. Olsen and
Dutton [13] used particle image velocimetry (PIV) for obtain-
ing the velocity fields of the shear layer with weak compressibil-
ity. They found that the fluctuation of transverse velocity and
Reynolds shear stress is reduced but the fluctuation of stream-
wise velocity remains constant, as compared with the incom-
pressible flow. Pantano and Sarkar [14] numerically analyzed
the turbulent shear layer with subsonic and supersonic speeds
and found that the decrease of pressure-strain term contributes
to the reduction of the turbulent fluctuation and the decreasing
growth rate of the shear layer. Atoufi et al. [15] measured the
compressible shear flow by large eddy simulations and studied
the kinetic energy exchange. Their results showed that the
production term is suppressed with the enhancement of flow
compressibility, which results in the deceleration of the shear
layer growth rate. The turbulent viscous dissipation term is also
suppressed due to the increase of the flow compressibility.

The previous research provides a wealth of information on
the characteristics of the shear layer thickness and the fluctua-
tions of turbulence in the compressible shear layer flow. In
general, the growth rate of the supersonic shear layer thickness
is suppressed with the enhancement of the flow compressibil-
ity. The increase of M, leads to the suppression of pressure
fluctuations, which prohibits the momentum transfer between
the vortices, associated with the decrease of entrainment rates.
In addition, the reduction of the production terms from the
turbulent kinetic energy correlates with the suppression of
the turbulent diffusion. However, it is noteworthy that the
studies are absent for the influence of the flow compressibility
on the droplet evaporation and two-phase mixing in super-
sonic shear flows despite its importance for understating the
physics of the spray combustion in the supersonic flow. The
previous research has shown that the high-speed flow com-
pressibility affects the flow dynamics, which can expect to
influence the dispersion and evaporation of droplets and
fuel-air mixing. Furthermore, the ignition and flame will be
altered in the supersonic combustor of the scramjet. The
related physics should be revealed.

International Journal of Aerospace Engineering

The present study is aimed at evaluating the impact of
flow compressibility on the two-phase mixing in a supersonic
shear layer laden with fuel (n-decane, C,,H,,) droplets. The
numerical simulations with high order schemes are applied
to mimic the unsteady two-phase flow. The convective Mach
number (M) increases from 0.4 to 1.0. The remainder of this
paper is organized as follows. The governing equations,
numerical methods, and validations are introduced in
Section 2. The results are presented in Section 3, including
the effects of flow compressibility on the carrier flow, and
the features of droplet dispersion, evaporation, and fuel-air
mixing. Finally, the concluding remark and discussion are
drawn in Section 4.

2. Governing Equations and
Numerical Methods

2.1. Governing Equations for Fluid Phase. In this paper, the
motion of inertial evaporating fuel droplets is considered in
the compressible shear layer. The governing equations,
comprising the equations of mass, momentum, and energy
and transport equations of three chemical species (C,,H,,,
0,, N,), supplemented by the equation of state for the ideal
multispecies gas, are solved in the following form:

op 0
j
0
3 (pu;) + a_x] (P“i”j + Paij - Tij) = Sgi» (2)

Ns v
P=pRT ) Wk

k=1 """k
where p is the density, u; is the velocity in the ith direction, P
is the static pressure, and T is the temperature. R is the
universal gas constant. e, is the total energy (kinetic energy
plus internal energy) and is defined as

ok T 0 P uu,
et:kZ{Yk J prdT + I —;+ ’2‘. (6)

T,

ref

¢,k is the specific heat capacity at constant pressure, and h?’k
is the specific chemical formation enthalpy at the reference
temperature, T\. The values of ¢, are calculated by a
fifth-order polynomial [16]. 7;; is the Newtonian viscous
stress tensor, and y is the viscosity. Y is the mass fraction
of the k™ species. Vcj is the correction velocity. Ny is the
total number of the chemical species, and W is the molecule
weight of the k™ species. For the transport properties, the
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kinetic theory [17] for a gaseous mixture is utilized. In partic-
ular, the Lennard-Jones potentials are used to obtain the
intermolecular forces. The heat conductivity of each species
is calculated by using the modified Eucken model. The
dynamic viscosity and the binary diffusion coeflicient are
from the Chapman-Enskog theory.

_ 26.69\/W,T )

Mk O_,iQV)k ’
LW, 1 1.77 ®
Cok . (Cp.k/R) -1
0.00266T>?
AB )

PW (30550
Here, o, is the hard-sphere diameter of the k™ species.
D,y is the diffusion coefficients for the binary gas A and B,
W ,p is the combined molecular weights of A and B. 0,5 is
the characteristic length of the intermolecular force law,
and O, is the collision integral for diffusion. The semiempir-
ical expressions proposed by Wake and Wassiljewa are used
to calculate the dynamic viscosity, 4, and heat conductivity,
A, of the gaseous mixture. The right-hand side terms S,
Sg;» and Sq describing the interphase couplings of mass,
momentum, and energy, respectively, and they are calculated
via summating the total number of droplets N, existing in the
grid, AV, of the gas phase calculation,

1 .
Sm="7v 2 (14)s (10)
1
SFZZ_H;(Fdz+mdudz)’ (11)

1

—— ) (my) for fuel,
Sy, = AV; (13)

0 for other species.

Here, m, and i, are the droplet mass and the mass
change rate, respectively. u4; is the droplet velocity. hy  is
the evaporated vapor enthalpy at the droplet surface.

2.2. Governing Equations for Droplet Phase. The dispersion of
individual droplet in the supersonic flow is tracked by using
the Lagrangian trajectory model. The droplets are considered
as sparsely dispersion, and the droplets do not influence each
other. The drag force due to the interphase slip velocity
acting on the droplet is modeled, and the heat convection is
calculated. Under the assumption made as such, the position
(xq4,) velocity (u4;), temperature (T,), and mass (m,) of a
single droplet are controlled by the following equations [18]:

Pai _ (14)

dugy; _ & _ <fF(TRed)> (Uiag — Ua;)s (15)
d

e my
Qi _(Ja) (80) (51, s (R) Ly
aCr 7, ) \3Pr)\¢ my/) ¢

(16)

am, . 1\ /Sh
Gt ) Geemaemo 07

where u;o4 and Ty are the velocity and temperature of
carrier flow at the droplet position. ¢, is the specific heat of
gas surrounding the droplet, ¢; is the specific heat of the
droplet, and L, is the latent heat from evaporation. The
momentum response time, 7, is as follows,

d2
Ty= M, (18)
18u
where dj is the droplet diameter. For the drag force, the
correction function, f.(Re;), for the influence of droplet
Reynolds number, Re, is

fe(Reg) = — —— (1+0.15 Re™) +

_Re, (24 0.42
Rey 1 +42500 Re; 16

)for Re; <2 x 10°.
(19)

Re, = |u; — uy; | d,/v is based on the slip velocity between
the droplet and the local gas. Pr= pc,/A and Sc=u/pD are
Prandtl and Schmidt numbers, respectively. The Nusselt
and Sherwood numbers are Nu =2 +0.552 Re}/* Pr'” and
Sh =2+ 0.552 Re!/2Sc!?, respectively. The evaporation rate
of droplets is calculated according to the mass transfer
number, By, = (Y -Yy)/(1-Yy). Yy is the fuel mass
fraction on the far-field, and Y is the fuel mass fraction at
the droplet interface, which is obtained directly from the
surface molar fraction () based on a nonequilibrium evap-
oration model [19],

Yf: Xsf ,
Xt (L= xg) WIWy,

P L, /(1 1 2L,
= — - ) ) -=EB, (21
b= 7p P (R/ Wy (TB,L Td)) dy 2

[, - HRATL(RIW)
ScP
W is the molecular weight of the carrier gas, W, is the
molecular weight of the fuel vapor, P, is the atmospheric
pressure, and T, is the liquid boiling temperature at P,,.
L, is the Knudsen layer thickness.

(20)

(22)

2.3. Numerical Methods. The supersonic shear flow laden
with droplets is simulated by our in-house code, which has
been utilized for the studies of supersonic flow and two-
phase reacting flow [18, 20]. The numerical methods are
summarized below. A finite difference methodology is
performed. The convection fluxes are calculated by an
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FIGURE 1: Schematic of the supersonic shear layer laden with
droplets released from the inlet center.

adaptive central-upwind sixth-order WENO (WENO-CU6)
scheme [21] for obtaining the smooth turbulent fields and
for capturing the eddy shocklets and complex waves in the
supersonic flow with strong compressibility. The viscous
terms are discretized according to a sixth-order symmetrical
compact difference scheme. For the time advancement of the
governing equations for the gas phase, a third-order explicit
Runge-Kutta method is applied. A third-order Adams
approach is used for the time advancement for the droplet
equations. In order to obtain the velocity, temperature, and
other properties of the flow around the droplet, a fourth-
order Lagrangian interpolation method is utilized. The
dispersed droplets are treated as point sources, and the influ-
ence of the droplets on the carrier flow is modeled by adding
the source terms, S, to the grids around the droplets, namely,
the particle-source-in cell (PSI-CELL) model.

2.4. Numerical Setup and Simulation Parameters. The sche-
matic diagram of the present computational configuration
is depicted in Figure 1. As shown, the shear layer is formed
by the upper and lower streams moving in a same direction
with different speeds U, and U ,,. The letters x and y refer
to the streamwise and transverse directions, respectively.
The streamwise and transverse domain lengths are L, and
L,, respectively. L, is set to 30008, and L, is set to 7508,
The initial mixing layer thickness is §,. By setting L, = 4L,
the transverse domain size is large enough to have minimal
influence on the main interaction region of the droplet-
laden shear layer. Stream 1 and 2 are both air (T =700K, P
=0.1 MPa) as a mixture of nitrogen (N,) and oxygen (O,)
with (in terms of mass fraction) Y =0.77 and Y =0.23.
The velocity ratio of two flows, U,,/U,,, equals to 0.6. At
the inflow boundary, the streamwise velocity distribution is
specified as a hyperbolic tangent profile by using a supersonic
inlet boundary condition as follows,

u+U, U-U
u(x=0,y) = 1; 2+ 12 2tanh<%),
0

v(x=0,y)=0.

(23)

The transverse perturbations are added to the inlet velocity
in order to excite the growth of spanwise disturbances, and the
random perturbations are added to the transverse component
of the inflow velocity based on the most-unstable frequency in
the flow field [22],
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TaBLE 1: Simulation cases.

Case  Mach number, M,;, M,, Convective Mach number, M,

0.4 M, 20,12 0.4
0.6 M, 3.0,1.8 0.6
0.8 M, 40,24 0.8
1.0 M, 5.0,3.0 1.0

(u-U,)/AU
ul’[’ﬂS/AU

(y-y05)18

-o- Experiment
—— Simulation

FIGUrg 2: Comparison of the simulation results with experiment
data for a supersonic shear layer.

v (x=0,y) = (U, - U,)G(y)A sin (2rft + &),

(24)
u'(x=0,y)=0,

where G(y) is the Gaussian function, A is the amplitude, and f
is the most unstable frequency. The random phase is £. The
most unstable frequency is usually obtained by means of the
flow stability analysis based on the base flow profile given by
Eq. [15]. The nonreflecting boundary conditions are set in
the transverse directions [23]. At the outlet, the boundary con-
ditions are zero-gradients that are interpolated by assuming
first-order derivatives of all flow parameters.

Pure n-decane spray is injected at the centerline with a
width of 58,,. The droplets are initially randomly seeded, with
the same size. The initial droplet velocity is identical to the
local gas velocity, and the initial droplet temperature is T,
=298.15K. The liquid fuel is preatomized, and the droplets
are considered without further breakup process, since the
Weber number based on the slip velocity (the initial velocity
between the two phases is zero) is quite small for the
concerned droplets in this study.

Table 1 provides the inlet parameters for the present
simulation cases. Since the velocity ratio, U,,/U,;, has an
important effect on the development of the shear layer flow,
the velocity ratio is the same for all the simulation cases
and the inflow Mach numbers of two streams; M,; and
M 4, are changed to study the influence of the flow compress-
ibility and to exclude the interference of other factors. The
convection Mach number, M_, increases from 0.4 to 1.0 in
the four simulation cases, associated with the strength of flow
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F1GUrEe 3: Comparison of numerical results at different grid sets: (left) mean streamwise velocity and (right) r.m.s streamwise velocity.
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F1GUrE 4: Comparison of numerical results at different grid sets: (left) mean streamwise velocity and (right) r.m.s streamwise velocity of

droplets.

compressibility. Generally, the shear flow is considered to
have strong compressibility with compression waves or
shocklets, and the corresponding convection Mach number
is M, >0.8. The present flows in this study consider both
weak and strong flow compressibility. The cold droplet is
injected into the hot stream to evaporate. The spray equiva-
lence ratio, @, is defined as @ - (F/O), = ity / (i1, Y )-
Here, (F/O), is the stoichiometric fuel-to-oxidizer ratio.

Mgy and i1, are the mass flow rates of fuel and air, respec-
tively. The high @, means that more fuel enters the flow field,
which causes the influence of the dispersed phase on the local
carrier flow (turbulence modulation). In the present study,
the effects of flow compressibility are considered, and a low
D, (D, =0.1) is selected for all simulation cases. The inflow
velocities in these cases are different, and if the initial diame-
ter of the droplets in each case is the same, the residence time
of the droplets in the flow is expected to be different. In order
to ensure the same residence time of the droplets in different
cases, the Vaporization Damkohler number [24], Davapor, in
the four cases keeps the same, and the expression of Da,,,,
is as follows,

a _ b
vapor —
tV

Ly/U, 1

D 5 o< ———.
(padac,)/ 121 U,dg,

(25)

Here ¢, is the residence time of the droplets in the super-
sonic flow, which is estimated as the ratio of the living
distance L, of the droplets to the averaged inflow velocity,
and t, is the evaporation time of the droplets [25]. Although
the residence time and the evaporation time of the droplets
are different in each case, the Da,,,, is the same and hence
the simulation cases become comparable. Therefore, the
influence of flow compressibility on the droplet phase can be
studied.

2.5. Model Validation. Here, the computation of a supersonic
shear layer without droplets is performed for the validation
of the ability to simulate the gaseous flow. The experiment
data for the supersonic shear layer conducted by Goebel
et al. [26] is used for the comparison. The self-similarity
profiles of the mean streamwise velocity and the standard
deviation of the streamwise velocity are found to be same
with the experimental measurements, as shown in Figure 2.
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FIGURE 5: Instantaneous distributions of Mach numbers: (a) 0.4 M_, (b) 0.6 M, (c) 0.8 M, and (d) 1.0 M.. Here, the black lines refer to

dimensionless spanwise vorticity (,/(AU 4/8,) = [-0.02,—0.005].

This validation verifies that the present code has the ability to
mimic the supersonic shear flow.

For the droplet evaporation in the sparse spray, the
evaporation of single droplet is slightly affected by the
surrounding droplets. The numerical simulation is applied for
the experiments of a single droplet evaporation [27]. The com-
parisons between the numerical simulations and experiments
show that the nonequilibrium evaporation model used in the
present study can reproduce the temporal evolution of the
squared droplet diameter [18].

The grid scale should be carefully designed, and the study of
grid independence is applied. Three sizes of grids are utilized,

-100

2200 2400 2600
x/8,

FIGURE 6: Local enlargement of the shocklet in Figure 2(d) with
M, =1.0.
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and the grid numbers in the x and y directions are N, x N, =
384 x 192, 512x256 and 640 x 320, respectively. Figure 3
shows the statistical results of the mean and r.m.s streamwise
velocities from the simulation using different grids, which
achieve the self-similarity. It is observed that the independence
results are achieved in different grid resolutions. The results
from 512 x 256 and 640 x 320 are found to agree well.

The study of the grid independence on the statistics of the
droplet-phase, including the mean streamwise velocity and
r.m.s streamwise velocity of the droplets, is applied, and the
results are illustrated in Figure 4. The profiles in different grid
resolutions are found to achieve independence as the grid sets
increase from 512 x 256 to 640 x 320. Based on the grid
independence study for both gas-phase and droplet-phase,
the computation grids are finally chose as 512 x 256 for the
next-step investigation, considering the calculation costs.

3. Results and Discussion

3.1. Effects of Flow Compressibility on the Flow Features.
Figure 5 shows the instantaneous distributions of Mach
numbers, M, for the cases with M, increasing from 0.4 to
1.0 without droplet laden. The black lines refer to the dimen-
sionless spanwise vorticity (,/(AU4/8,) = [-0.02,—-0.005]
and indicate the shape of large-scale vortices in the shear

layer. For the case with M, = 0.4, it is found that the super-
sonic flow loses the stability due to the shearing of the two
streams, and the Kelvin-Helmholtz (K-H) instability. The
flow processes of vortex rolling, shedding, pairing, merging,
etc. in the shear layer occur, and the vortex structure is
similar to that in the incompressible flow. With the increase
of the flow compressibility, the streamwise location where
the large-scale vortex begins to shed becomes far, and the
shear layer flow is found to become difficult to lose its
stability. From the results of the instantaneous flow fields, it
is found that the vortex starts to shed at around the dimen-
sionless streamwise distance x/3,, = 900 for case 0.4 M, while
for case 1.0 M, the obvious shedding occurs until x/§, =
1300. At the same time, the increasing flow compressibility
results in the obvious change of vortex shape from the regular
near-circular structure (M, =0.4) to the strip-shaped flat
structure stretched along the streamwise direction (M. =0.8
and 1.0) with a thinner shear layer thickness. From the spatial
distributions of M, it is observed that the compression and
expansion wave structures appear in the flow field with the
increase of M, as shown in Figure 5(c) with M_=0.8, and
the shocklets around vortices occur. When M, increases to
1.0, although the vortex shape becomes flatter, the structure
of shocklets becomes more conspicuous, and their intensity
is also found to be enhanced. In particular, Figure 6 shows
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a shocklet for case 1.0 M, and the dashed line characterizes
the shocklet with the solid lines indicating the streamlines.
It can be found that the Mach number decreases as the air-
flow passes through the shocklet. The shocklet can be consid-
ered as a weak oblique shock wave. If the preshock Mach
number is M, the flow direction is deflected after the oblique
shock wave and the postshock Mach number is M,. After the
measurement of the shock wave angle of the shocklet in
Figure 6, the angle is 71.9° and the pressure increase ratio
P,/P, equals 3.5. For an oblique shock wave with angle 71.9°,
the pressure increase ratio Posw ,/Posw , is 40.3. Therefore,
the intensity of the shocklet is much smaller than the intensity
of the oblique shock wave with the same wave angle.

For the supersonic flows with high flow compressibility,
the compression waves (shocklets) and expansion waves in
the shear flow can lead to the obvious change of local
pressure and temperature, which affects the evaporation of
fuel droplets in the carrier flow. The distribution of tempera-
ture and pressure in the shear layers under the influence of
flow compressibility will be analyzed below.

Figure 7 gives the instantaneous distributions of the
dimensionless gas pressure, P/P;, in the coordinates of
dimensionless spanwise vorticity for the whole flow field.
For case 0.4 M,, it is found that the maximum value of P/P,
is around 1.0 and the minimum value is about 0.5. These

indicate that the compression waves are quite weak in the
supersonic flow with low compressibility, and the pressure
rise resulted from the compression process is unobvious.
On the other hand, the expansion effect is relatively obvious.
As the flow compressibility increases, such as cases 0.6 M,
and 0.8 M, the maximum pressure in the flow field increases
significantly, and the values are found to be mainly located in
the regions with low vorticity, namely, the high-strain vortex-
braids between the vortices, which has relatively strong
compression waves and even shocklets. It is also observed
that the minimum pressure decreases as M, increases,
indicating that the strength of the expansion waves also
increases as the flow compressibility increases. For M, = 1.0,
the compression and expansion in the supersonic shear
layer flow are further intensified, and the pressure peaks in
the high-strain, low-vorticity areas between the vortices is
approximately doubled, compared with P, while the
minimum value is found to have no significant change with
that of case 0.8 M. A high M, means that the acoustic time
scale, 6/a, is of the same order as the characteristic vortex
stretching time scale §/AU. This leads to the gas pressure
to experience strong fluctuations during the turnover of the
large-scale vortex, which is of the same order as the dynamic
pressure and can also cause strong density fluctuations in the
shear layer flow. When the free supersonic stream is entrained
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into the shear layer, it can encounter the areas with the
decrease of velocity, even subsonic areas. Sometimes, these
conditions occur abruptly between vortices carrying super-
sonic and subsonic flows. These flow regions with strong
Mach number fluctuations were called as eddy shocklet [28]
or shocklet in the previous research, and the shocklets mainly
appear in the flows with higher Mach numbers, as shown by
the shocklets in the upper high-speed airflow of Figure 5.
Figure 8 shows the instantaneous distributions of the
dimensionless gas temperature, T/T,, in the coordinates of
dimensionless spanwise vorticity for the whole flow field.

For the shear flow with low M, (M, =0.4), it is found that
the temperature decrease caused by the flow expansion effect
is more pronounced than the temperature increase from the
compression effect. As the flow compressibility increases, the
temperature rise caused by the compression effect becomes
obvious. In particular, for cases 0.8 M, and 1.0 M_, it is clearly
observed that the scatters with the temperature higher than T,
are mainly concentrated in the regions with low-vorticity.
When the free supersonic stream enters the shear layer, the
high-speed compressibility causes the kinetic energy of the
free stream to be converted into internal energy. Hence, the
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local gas temperature is increased by about 1.2 times than the
temperature of the free stream, T, even if there is no chemical
reaction. In addition, for the reactive flows with high com-
pressibility, it is clear that a large part of the temperature rise
in the flow field is due to the compressibility. The local high-
temperature or low-temperature zone due to the flow com-
pression or expansion effects will heat or cool the local fuel
droplets, further affecting the evaporation, and these effects
will be detailed in the following part.

3.2. Effects of Flow Compressibility on the Droplet Dispersion,
Evaporation, and Fuel-Air Mixing. From the above analysis,

the flow compressibility affects the structures and dynamics
of vortices in the supersonic shear layer, and the expansion
and compression waves in the flow field are found to influ-
ence the spatial distributions of the aerothermal parame-
ters, such as pressure and temperature, of the carrier flow,
which affects the dispersion and evaporation of the laden
droplets.

Figure 9 gives the spatial distributions of fuel droplets in
the supersonic shear flow. The selected vorticity indicates the
vortex, and the dots represent the evaporating droplets with
colors for the dimensionless droplet temperature T,/T,.
After the cold droplets disperse in the hot air stream, the heat
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is transferred from the surrounding gas to the droplets, asso-
ciated with the increase of droplet temperature. For the shear
flow with low compressibility (M, = 0.4), the vortex structure
is relatively regular, and the evaporating droplets tend to
accumulate in the periphery of the vortices as well as the
vortex-braids after the vortices are rolled up and shed. After
the droplet temperature increases gradually from T, , to
the saturation temperature, it remains almost unchanged in
the downstream region. With the increase of flow compress-
ibility, the temperature of the carrier flow in the vortex-
braids is found to be increased, and it is observed that the
temperature of droplets in the vortex-braids is much higher
than that around the vortices. The increase in droplet tem-
perature promotes evaporation. However, the flow expan-
sion in the vortex cores causes the local gas temperature
to decrease, associated with the decrease of the droplet
temperature, which inhibits the evaporation. The increase
of flow compressibility results in the compression of the vor-
tex structure along the transverse direction, and hence the
distribution of droplets entrained by the vortex is found to
be narrow.

Figure 10 shows the instantaneous distribution of the fuel
vapor mass fraction Y in the supersonic shear layer. The
spatial distribution of the fuel vapors depends on the
injection position of the droplets as well as the dispersion
characteristics of the evaporative droplets. The droplets are
initially injected in the central region of the shear layer inlet
before the vortex starts to shed, and the fuel vapors are
enriched in the central region. For case 0.4 M, the droplets
segregate in the central region of the shear layer before the
vortex shedding, and the fuel vapors are enriched locally.
After the vortex is shed, the vortex entrains vapors in the
vortex cores. The turbulent motion of the vortex entrains
the droplets, resulting in the preferential accumulation of
droplets in the periphery of the vortex as well as the vor-
tex-braid, and it is found that a large number of fuel
vapors exists around the vortex. With the increase of flow
compressibility, the vortex is compressed along the trans-
verse direction and the structure becomes narrow, and
the dispersion region of droplets is also narrowed, result-
ing in the concentrated distribution of fuel vapors. For
case 1.0 M, it is observed that the fuel vapors are mainly
concentrated inside the vortices. There are two main reasons
attributed to this phenomenon. On one hand, the flow
becomes difficult to lose the stability with the increase of flow
compressibility, and the location for the rolling-up and shed-
ding of vortices is found to move downstream. The droplets
have evaporated to form many fuel vapors before the vortex
shedding. Since the droplets segregate in the central region
of the shear layer, the fuel vapors are concentrated in the shear
layer center. As the vortex is shed, most of the fuel vapors
accumulate inside the vortices. On the other hand, the flow
compressibility affects the dynamics of vortices, the droplets
entrained by the vortices distribute in the central region of
the shear layer, and hence the fuel vapors are concentrated
in the shear layer center.

In order to analyze the mixing degree of fuel vapors with
air, the spatial mixing deficiency (SMD) [29] is used, which
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measures the ununiform distribution of chemical compo-
nents. The expression is as follows,

RMSplane <?1)

SMD = —,
Avgplane (Yz)

(26)

where RMS is the root mean square of the time-averaged
species at a certain plane, Y,

B 1 mplane _ _ 2
RMS 1,0 (V) = Momme =1 21: (Yi_AVgplane(Yi)) >
P

(27)
and Avg is the mean value of Y,

1 Mplane

AVgplane (Yx) = (}71) : (28)

mplane i=1

Mpane i the number of grids on this plane. As SMD
equals to 0, it represents a complete mixing at this plane.
For the mixing process in the supersonic shear layer, three
transverse planes along the streamwise direction are selected,
and x/3,, is taken as 900, 1800, and 2700 for the evaporating,
the completion of evaporation, and the downstream regions,
respectively. Figure 11 shows the distributions of SMD at
different streamwise locations. It is found that the mixing is
gradually completed with the development of the shear layer,
and the SMD decreases. For the same streamwise location,
the SMD increases with the increasing M., which indicates
that the mixing is insufficient and demonstrates that the
increase of flow compressibility inhibits the mixing of the
chemical components.

4. Conclusions

In the present study, we present a systematic investigation for
the influence of high-speed flow compressibility on the dis-
persion and evaporation of droplets, and two-phase mixing
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in supersonic shear layers. The fuel droplets interact with the
turbulent shear flows through the two-way coupling model,
and the Eulerian-Lagrangian point source approach is
adopted. The convective Mach numbers of the carrier flows
increase from 0.4 to 1.0.

The overall features of the aerothermal field of the super-
sonics shear layer are first analyzed, and the effects of the flow
compressibility are discussed. The compression and the
dilatation in the compressible flow are found to be spatially
intermittent, which is attributed to the high-speed flow com-
pressibility, and they result in the switching between thermal
and kinetic energies during the turnover of the large-scale
vortices. The flow compressibility influences the carrier flow,
which affects the dispersion, evaporation, and mixing of
droplets. On one hand, the shear vortices are compressed
along the transverse direction, and their sizes reduce as the
flow compressibility increases. Therefore, the dispersion
range of the fuel droplets transported by the local vortices
becomes narrow, associated with the reduced distribution
of fuel vapors from evaporation. On the other hand, it is
found that the intermittent spatial distributions of the expan-
sion zone with low temperature and the compression zone
with high temperature occur due to the high flow compress-
ibility and affect the heat and mass transfers from the carrier
gas to the droplets. The strengthen of the flow compressibil-
ity reduces the mixing degree of fuel droplets. Generally, the
increasing convective Mach number is found to suppress the
dispersion, evaporation, and mixing. However, the increasing
temperature of the carrier gas due to the flow compressibility
is expected to contribute to the ignition and combustion, and
the effects on combustion are worth further investigation.
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The stability of oblique detonation waves (ODWs) is a fundamental problem, and resistance of ODWs against disturbances is
crucial for oblique detonation engines in high-speed propulsion. In this work, numerical studies on ODW stability in disturbed
flows are conducted using the two-dimensional reactive Euler equations with a two-step induction-reaction kinetic model. Two
kinds of flow disturbances are, respectively, introduced into the steady flow field to assess ODW stability, including upstream
transient high-pressure disturbance (UTHD) and downstream jet flow disturbance (DJFD) with different durations. Generally,
an ODW is susceptible to disturbances at larger wedge angles and stable at smaller wedge angles. In the unstable wedge angle
range, different ODW structures and transition patterns are obtained after disturbances, including different locations of the
primary triple points, different numbers of the steady triple points on the wave surface, and different transition patterns from
the leading oblique shock wave to the ODW. It is found that the primary triple point tends to move upstream for the
disturbances that can form a local strong detached bow shock wave near the wedge tip. In contrast, the wave surface and the
transition pattern are susceptible to all of the disturbances introduced in this study. Despite the unstable responses of the
ODWs to the disturbances, the ODWs can keep standing stability after disturbances, which is beneficial to the propulsion

application of ODWs.

1. Introduction

Standing stability of ODWs is important for oblique detona-
tion engines because it involves the realization of its advan-
tages in hypersonic propulsion, including fast heat release
and high thermodynamic cycle efficiency. A standing ODW
should first satisfy the requirement of the wedge angle
according to Pratt et al. [1]; that is, the wedge angle should
lie between the minimum value called the Chapman-
Jouguet (CJ) wedge angle and the maximum value called the
detachment wedge angle. However, according to Ghorbanian
and Sterling [2], the maximum allowable wedge angle should
be less than the detachment wedge angle if a secondary CJ
ODW forms following the leading shock. If the ODW initia-
tion condition is not considered, the minimum wedge angle
is not actually limited by the CJ wedge angle, according to
Ashford and Emanuel [3]. In this situation, the ODW angle

will remain constant at the CJ wave angle as the wedge angle
decreases below the CJ wedge angle, with the Taylor rarefac-
tion waves following the ODW itself. A series of studies on
ODW structures [4-16] demonstrate ODW characteristics.

The aforementioned studies are based on two-
dimensional flow fields. If a conical shock wave is considered,
the flow field will differ from the wedge flow to some extent
due to the curvature effect and the presence of the Taylor-
Maccoll flow [9, 17, 18]. In addition to the wedge flow and
conical flow, the spherical flow is another major concern
for ODW initiation and standing stability. For the spherical
flow, experiments on hypervelocity projectiles were compre-
hensively conducted by some researchers [19-23]. They
conducted a series of parameter studies and investigated the
criticality of stabilized ODWSs around a spherical projectile.
All of these results provide important benefits for ODW
applications in propulsion.
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TaBLE 1: Numerical parameter setup.
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conditions (see Fang et al. [27] and Yang et al. [28]).
Recently, the influence of geometric disturbances on ODW's
has also been investigated [29, 30]. For the transient distur-
bances, all of the papers indicated that an ODW is resilient
to disturbances and can recover to its original state. However,
Liu et al. [31] demonstrated the hysteresis phenomenon of
the ODW recently. That means an ODW structure is not
totally independent of the initial condition. ODW stability
to inflow disturbances obtained by earlier studies [4, 12,
24-26] was probably due to the selected small wedge angles
for which the ODWs are inherently stable or because of the
transient feature of the disturbances giving insufficient time
to trigger instability. Therefore, this study will introduce
different kinds of flow disturbances at different wedge angles
to investigate when and how an ODW becomes unstable to
disturbances.

2. Numerical Treatment

The governing equations to be numerically solved are the
two-dimensional unsteady reactive Euler equations given as
follows.

The continuity equation is

9 , d(pu)

T Ty 0 (v

where p, u, v, t, x, and y are the density, the x-direction veloc-
ity, the y-direction velocity, the time, the x coordinate, and
the y coordinate, respectively.

The conservation equation of x-direction momentum is

dpu) , O(pw’ +p)  0(puv)

ot ox I @)

where p is the static pressure.

FIGURE 1: The computational domain.

The conservation equation of y-direction momentum is

A(pv) , Apuv)  3(pv’ +p)

ot ox R 3)
The conservation equation of energy is
O(pe) , Olu(pe+p)]  Ofv(pe+p)] _
T P (4)

where e is the specific total energy and is described in
Equation (6).
The equation of state for perfect gas is

p=pRT, (5)

where R and T are the gas constant and the static tempera-
ture, respectively. Thus, the specific total energy can be
written as

P (u2 + vz) ~ ~
e= o-1) + 5 RT,q, (6)

where y, T, and g are the specific heat ratio, the static tem-
perature of the oncoming flow, and the dimensionless local
heat release (using RT for normalization, ie., §=¢/RT,,
where ¢ is the dimensional local heat release), respectively.
A two-step induction-reaction kinetic model proposed by
Ng et al. [32] and widely used in oblique detonation simula-
tion [14, 33] consisting of a thermally neutral induction step
and a heat release step is employed which allows us to easily
change the induction length simply by modifying the
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FI1GURE 2: Evolution of the flow field after UTHD at 6 =32°. (a) ¢ = 0 (the disturbance has just been introduced into the flow field), (b) t =
200A¢, (c) t =300A¢, (d) t =400A¢t, (e) t = 500A¢, (f) t = 700At, (g) t = 1500At, and (h) steady state after the disturbance.

reaction rate constant of the induction step. The reaction rate
equations for both steps are given as

2p8) |, dlpud) | ApE) _ R
ot T Tax oy _H(l_E)Pk‘exP[E(R_Ts_ﬁ)}
a(gtM . a(gzM . 805;%) =[1-H(1-)]pky (1~ 1) exp (ﬁ)

(7)

where &, k;, and E; are the reaction progress variable (indicat-
ing the finishing degree of the current step), the reaction rate
constant, and the activation energy of the induction step,
respectively, and A, kg, and Ey are that of the heat release

step, respectively. Note that the reaction rate constants k;
and ky control the induction length and the thermal pulse
width, respectively. Usually, the induction length corre-
sponding to a CJ detonation, AI, and the thermal pulse width
corresponding to a CJ detonation, AR, are used to reflect the
values of k; and kg, respectively. In this study, the grid reso-
lution satisfies that there are 32 grid points in AI (with the
grid convergence test given in Section 3). T is the tempera-
ture inside the induction region. H(1 — &) is a step function
written as

1 if &<1,
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FIGURE 3: Grid convergence test at 0 = 32°. (a) Undisturbed steady flow field for 64 pts/AI and (b) steady flow field after UTHD for 64 pts/AL
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FIGURE 4: Evolution of the flow field after DJFD of 100At at 6 = 32°. (a) t = 100At (the jet flow has just been turned off), (b) t = 900At, (c)
t =2100At, (d) t = 5700At, (e) t = 16200At, and (f) steady state after the disturbance.

Clearly, at any instant, the local heat release g or g sat-
isfies g = AQ or q =AQ, where Q and Q are the dimensionless
and dimensional total heat released by the reactant
Q= Q/RT), respectively.

The governing equations above are numerically solved
using an open-source adaptive mesh refinement computa-
tional fluid dynamic program called AMROC [34] which is
based on the finite volume method. The block-structured
adaptive mesh refinement technique of AMROC makes
high-resolution capture of discontinuities in the flow field
possible. Discretization is conducted using the MUSCL-

Hancock scheme which is second-order accurate, together
with the hybrid Roe scheme as the Riemann solver. In order
to ensure total variation diminishing (TVD) properties, a van
Albada slope limiter is employed. The Godunov splitting
method is used to treat the source term so as to overcome
the problem of stiff chemistry. The parameter setup is listed
in Table 1. The AMROC program with the two-step
induction-reaction kinetic model has also been used by Li
et al. [35, 36] to investigate detonation reflection. The com-
putational domain is shown in Figure 1. The left and top
boundaries are the inflow boundaries, and the bottom
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F1GURE 5: Evolution of the flow field after DJFD of 200At at 6 = 32°.
t = 22800At, and (d) t = 36500At.

boundary in the range of 0 mm < x < 130 mm is a fixed wall.
The angle between the inflow direction and the horizontal
direction, 6, represents the wedge angle. 6 can vary so that
different wedge angles can be tested. The right boundary
and the bottom boundary in the range of -20mm <x<0
mm are the outflow boundaries on which the flow field vari-
ants are extrapolated from the inside.

In this study, all the original steady flow fields are
obtained through the following method: an inert shock wave
is obtained by turning off the chemical reactions, and then an
ODW is obtained by turning on the reactions in the cold
flow. As introduced in Section 1, we will introduce different
kinds of flow disturbances into the original steady flow fields.
To be specific, the flow disturbances include an upstream
transient high-pressure region (UTHD) and a downstream
jet flow (DJFD). UTHD is within a rectangular zone of —10
mm < x < 0mm and 0 mm < y < 20 mm where the local static
pressure P is 10 times the inflow static pressure P__. DJFD is
located in the range of 10 mm <x <20mm on the bottom
boundary. The jet is a sonic flow normal to the bottom
boundary, at a static pressure 10 times that of the inflow,
and with other parameters the same as that of the inflow.
In this study, the jet’s lasting period is variable in different
cases to check the effects, including 100 time steps, 200 time
steps, and 500 time steps. The time step At is controlled by
the Courant number. In this study, the Courant number of
0.95 is used, which is corresponding to a time step of approx-
imately 107 seconds. All of the results in this study are
presented in the form of numerical schlieren, 0p/0y.

3. Results and Discussion

Three different wedge angles including 8 = 32°, 6 = 31°, and
0 =30" are tested in this study. In the following, the results
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FIGURE 6: Pressure distributions on the bottom boundary of the
steady flow fields after the DJFD of 100At and 200At at 6 = 32°.

of the 0 =32 case are given. Figure 2 shows the evolution
of the flow field after UTHD. At t = 0, a high-pressure distur-
bance region of P =10P_ is introduced in the upstream of
the leading shock of the original steady ODW at 6 = 32°, as
shown in Figure 2(a). In Figure 2(a), the wave surface of
the ODW has three steady triple points, indicated by TP1,
TP2, and TP3, respectively. TP1 is the primary triple point.
Since TP1, TP2, and TP3 are all steady, they differ from the
unstable triple points of cellular structures that are
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FIGURE 7: Steady flow fields before and after UTHD at 6 = 31°. (a) Before and (b) after.
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FIGURE 8: Pressure distributions on the bottom boundary of the
steady flow fields before and after UTHD at 0 = 31°.

continuously oscillatory. After UTHD is introduced into the
flow field, the pressure disturbance propagates downstream,
and the flow field is disturbed significantly. A new triple point
forms near the wedge tip (see Figure 2(c)) after the distur-
bance passes, and the ODW near this newly formed triple
point is slightly bow-shaped. However, the triple point con-
tinuously moves downstream and the flow field finally
recovers to very similar to its original state (compare
Figure 2(a) and Figure 2(h)), except that the steady ODW
after the disturbance has four steady triple points on its
wave surface (denoted by TP1, TP2, TP3, and TP4, respec-
tively, in Figure 2(h)). Thus, the primary triple point of
the ODW is stable to the UTHD, but the wave surface is
unstable to the UTHD.

To assess whether the aforementioned results are grid-
independent, Figure 3 shows the steady ODWs before and
after disturbed by UTHD for 64 pts/Al In both the undis-
turbed and disturbed cases, the results of 64 pts/AI are almost
the same as that of 32 pts/AI (compare Figure 3(a) with
Figure 2(a) and Figure 3(b) with Figure 2(h)), except that
the slip lines of the 64 pts/AI are slightly clearer. Thus, 32
pts/Al is sufficient to reach grid convergence in this study.

Considering that the primary triple point being stable to
UTHD may be due to insufficient disturbance time, a

longer-term DJFD disturbance is introduced into the original
steady flow field at 6 = 32°. Figure 4 shows the evolution of
the flow field after DJFD that lasts for 100At. Clearly, the
evolution of the flow field takes longer compared to that of
UTHD because the current disturbance is no longer tran-
sient. A significant bow shock together with a triple point
forms immediately when the jet flow is introduced into the
flow field (see Figure 4(a)). However, the triple point again
moves continuously downstream. After sufficient time, the
flow field becomes the same as that of the UTHD case (com-
pare Figure 4(f) with Figure 2(h)). That is to say, for DJFD of
100A¢, the primary triple point is still stable. This indicates
that the jet flow time may be still insufficient to trigger insta-
bility of the primary triple point.

Figure 5 shows the evolution of the flow field after DJFD
of 200At at 6 = 32°. A much stronger bow shock forms after
the jet flow is introduced (compare Figure 5(a) with
Figure 4(a)). After 36500At, which is sufficiently long, the
primary triple point remains located somewhere upstream
(near the wedge tip) and cannot recover to its undisturbed
state (compare Figure 5(d) with Figure 2(a)). Furthermore,
the ODW itself presents more unsteady features, including
the unsteady slip line with large-scale vortexes and another
unsteady triple point on the wave surface. Thus, for this
longer-term jet flow, the primary triple becomes unstable. It
seems that the formation of a strong bow shock or ODW
near the wedge tip is the precondition for triggering instabil-
ity of the primary triple point. Therefore, the effect of the
location and intensity of the disturbance can be further
deduced. That is, the primary triple point is stable if the loca-
tion of the disturbance is significantly far from the primary
triple point or if the intensity of the disturbance is insufficient
to form a strong bow shock or ODW near the wedge tip.
Figure 6 compares the pressure distributions on the bottom
boundary of the steady flow fields after the 100A¢- and 200
At-DJFD. Clearly, after the 200At-DJFD, there exists a
remarkable pressure jump on the wedge surface, which
indicates the reflection of the transverse shock. In the far
downstream, the pressure on the wedge surface recovers at
a similar level with the undisturbed case.

Now, we start to consider the case of 8 = 31°. Henceforth,
the detailed evolution processes of the flow fields will not be
provided since they are similar to the previous cases and we
mainly focus on the steady flow fields before and after distur-
bances. Figure 7 shows the steady flow fields before and after
UTHD of the 8 = 31° case. Before UTHD, the ODW presents
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F1GURE 9: Evolution of the flow field after DJED of 500A¢ at = 31°. (a) t = 500A¢ (the jet flow has just been turned off) and (b) steady state
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F1GURE 10: Evolution of the flow field after DJFD of 500A¢t at 6 = 30°. (a) t = 0 (original steady state), (b) t = 500At (the jet flow has just been

turned off), (c) t = 700At, and (d) steady state after the disturbance.

a smooth transition pattern with no primary triple point or
transverse shock. However, after UTHD, the transition
pattern becomes abrupt, with the existence of the primary tri-
ple point and the transverse shock. Figure 8 compares the
pressure distributions on the bottom boundary before and
after UTHD. The transverse shock of the abrupt transition
gives rise to a pressure jump on the wedge surface whereas
the smooth transition has no sudden pressure jump.

Figure 9 shows the evolution of the flow field after DJFD
that lasts for 500At at 8 = 31°. Although the ODW is highly
locally detached and bow-shaped near the wedge tip after
the jet flow is turned off, as shown in Figure 9(a), it finally
becomes the same as that after UTHD (compare
Figure 9(b) with Figure 7(b)). Thus, there is no upstream
moving triple point for the 8 = 31" case.

Finally, the case of 8 = 30° is tested. Figure 10 shows the
evolution of the flow field after DJFD of 500A¢. It is seen that
before and after the disturbance, the ODW keeps totally
unchanged. Since the 500At-DJFD is a much more intense
disturbance than UTHD, it is reasonable to expect that the
ODW will still be unchanged by UTHD. This means that
the ODW is absolutely stable to disturbances at 6 = 30°.

The stability of the steady ODW flow field after the
disturbance is also worth discussing. At 0 =32°, the steady
flow field after UTHD or DJFD of 100At (both can trigger
wave surface instability) is stable to disturbance of the same
type but remains unstable to DJFD of 200A¢ that can further
trigger the primary triple point instability. However, the
steady flow field after DJFD of 200At¢ is stable to any other
kind of disturbances, suggesting that the ODW with an
upstream primary triple point is absolutely stable, just like
the case of 0 = 30°.

Although the ODW is unstable to flow disturbances in a
certain wedge angle range, it can maintain standing stabiliza-
tion on the wedge, which is beneficial to propulsive ODW
applications.

4. Conclusions

The disturbance resistance of ODWs was numerically stud-
ied in this work using the two-dimensional reactive Euler
equations with a two-step induction-reaction kinetic model.
In contrast to previous studies by other researchers [4, 12,
24-26], the present work demonstrates that an ODW is not



stable or resistant to flow disturbances under certain condi-
tions and is sensitive to the disturbance form. The ODW
tends to be stable at a smaller wedge angle and unstable at a
larger wedge angle. The unstable characteristics manifest
themselves in the ODW structure and transition pattern. In
the unstable wedge angle range, only the ODW surface and
transition pattern change after UTHD and short-term DJFD,
whereas the upstream moving of the primary triple point
occurs after long-term DJFD because a local strong detached
bow shock wave forms near the wedge tip via this kind of dis-
turbance. Although the ODW presents unstable responses to
disturbances, it maintains the standing stability after distur-
bances, which is desired for an oblique detonation engine.
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When the detonation reaction occurs after the charge in the warhead is ignited, the propagation of the detonation wave and the
expansion of the detonation product will interact with the wrapped metallic shell and cause the shell material to accelerate,
extremely deform, and eventually rupture, which is a typical strong fluid-structure interaction problem. In this paper, a
comparison investigation on a cylinder test in different ambient media was implemented by experiment and numerical
simulation, respectively. In the experimental test, the attention was paid to discussing the differences of the accelerating process
of the cylinder metal wall, the expansion modes, and the fragment shape of the cylinder due to the medium with different shock
wave impedance which surrounds the cylinder shell. For the numerical simulation, a coupling scheme of a meshless method and
finite element method called the coupled finite element material point method was used to reproduce the cylinder expansion
problem driven by explosive sliding detonation where the interaction between the cylinder wall and the explosive/detonation
product is enforced by using a point-to-surface contact scheme to accurately achieve contact and separation between material
particles and finite elements. Lastly, the macroscopic and microscopic states of the cylinder failure were compared and discussed

for further discussion.

1. Introduction

The warhead is filled with high energetic materials and uti-
lizes the detonation product, shock wave, and fragments to
destroy the targets. The main factors affecting the damage
efficiency consist of the density of the explosive, the detona-
tion speed, the ability of acceleration, and the dynamical
properties of the structure and material of the target. At pres-
ent, the cylinder test is the simplest and the most feasible test
method to evaluate the capability of an explosive and the
dynamical properties of the cylinder material which was first
proposed and applied by Kury et al. [1] of LLNL. In this test,
the explosive is placed inside the metallic cylinder to be
tested, and the charge is detonated at one end by a detonator
or an explosive plane-wave lens. In the process of the detona-
tion wave propagating to the other end of the cylinder, the
high-speed scanning camera is used to record the cylinder
wall expansion history. The image processing technology is
used to obtain the expansion speed and the specific kinetic

energy and to characterize the characteristic quantity of the
explosive capability. In the relevant fields including experi-
mental design, testing, and data extraction of cylinder tests,
a large number of research results can be referenced. Wang
et al. [2] discussed the expansion, acceleration, and rupture
process of cylindrical casing made of three types of material
including TU1 copper, 50SiMnVB steel, and ANSI 1045 steel
in the air medium by means of experimental tests and accu-
rately measured the oscillation of velocity at the scanning slit
of cylindrical casing by using the DPS (arrayed Doppler Pho-
tonic System). Goto et al. [3] studied the expansion and frac-
ture process of cylinder and ring under the plane-strain and
uniaxial-stress conditions by detonation load and gave the
relevant coefficients of the Johnson-Cook damage model of
cylindrical material based on the experimental data. Lindsay
et al. [4] used the Shen-Castan edge detection algorithm to
extract the expansion displacement curve of the cylinder wall
from the slit expansion film more efficiently and accurately;
meanwhile, a three-stage force formula model on the wall
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expansion of the cylinder was proposed to capture the most
prominent features of the expansion of the wall of the cylin-
der. In particular, it can commendably reproduce the peaks
and valleys of the first reverberation of the velocity curve of
the wall. In the existing researches, few papers have involved
the expansion of the cylinder in the water medium. Yang
et al. [5] investigated the detonation and postcombustion
effects on the underwater explosion of an aluminized explo-
sive which was not confined by any metallic shell with a
meshless method, the MOC method. It focused on the noni-
sentropic flow due to postcombustion effect which affects the
shock trajectory and gas-water interface. Hamashima et al.
[6] obtained the JWL parameters of the detonation product
of the cylindrical and spherical high explosives SEP which
was not confined either by the shell through the nonideal det-
onation of the underwater explosion. Zhao et al. [7]
researched the energy output characteristics of cyclotri-
methylenetrinitramine- (RDX-) based aluminized explosives
under the water with different aluminum content.

The cylinder test problem is a typical sliding detonation
problem involving the propagation of detonation wave and
the large deformation, fracture, and complicated phase
changes of materials which are highly nonlinear. Meanwhile,
the cylindrical metal, detonation product, and the outer cyl-
inder medium form a complicated fluid-structure coupling
system which increases the difficulty of numerical simula-
tion. As one kind of meshfree particle method, the material
point method [8] takes an advantage in the simulation of
the dynamic response of materials under the initiation and
the detonation of energetic materials. In particular, the solid
material, the gas of the detonation product, and the detona-
tion wave can be coupled under the uniform framework by
the material point method which avoids the difficulty of the
interface treatment. For example, Hu and Chen [9] studied
the synergistic effects of concrete walls undergoing the action
of the detonation of explosives and impact of fragments.
Wang et al. [10, 11] used the material point method to eval-
uate the sliding detonation process of explosives and simu-
lated the explosion welding between metal plates. Ma et al.
[12] proposed an adaptive material point method to handle
the numerical fracture problem in a one-dimensional shock
tube; the method was also applied to solve the explosively
driven metal flyer and the three-dimensional-shaped charge
jet problem [13]. Yang et al. [14] introduced stochastic failure
factors into the material model and successfully simulated
the metal spherical shell rupturing process under the blast
loading. Zhang et al. [15, 16] used the ignition growth equa-
tion to study the shock detonation process of solid explosives
and further discussed the critical impact velocity of the flyer
causing the explosion to detonate. Yang [17] studied the
shock wave propagation problem and the dynamic response
process of structure undergoing underwater explosion by
using the generalized material point method. In order to
avoid the numerical fracture problem of the material point
method in simulating the propagation of detonation waves,
Cui and Zhang [18, 19] established a coupling scheme of
the material point method with the finite difference method
for simulating the detonation wave propagation process
and its coupling with the concrete target. Furthermore, the
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material point method has achieved favorable applications
in other fields such as hypervelocity impact [20, 21], incom-
pressible fluid [22, 23], and molecular dynamics [24].

In this paper, the numerical method and experimental
test will be used to investigate the cylinder expansion prob-
lem driven by sliding detonation of the explosive. Firstly,
the cylinder expansion problem is introduced in Section 1.
In Section 2, an improved version of the coupled finite ele-
ment material point method and the contact algorithm is
presented. In Section 3, the expansion process of the metal
cylinder in the air medium is compared with that in the water
medium by the test results and numerical methods. In Sec-
tion 4, the rupture modes of the cylinder in the air/water
medium are analyzed through the shock wave theory and
microscanning technique. After the above research, it pro-
vides a reference for the explosion-driven problem of the
underwater cylinder test.

2. Coupling of Finite Element Method with
Material Point Method

The updated Lagrangian framework was applied in both the
finite element method and the material point method; their
weak form can be given as [8]

J Suipi't,»dV+J Sui)jaijdV—J SuipbidV—J Su;t,dl' =0,
v v v r,
(1)

where the subscripts i and j denote the components of the
spatial coordinates following the Einstein summation con-
vention, p is the density of the current state, b; is the body
force per unit mass, u; is the displacement, §u; is the corre-
sponding virtual displacement, o;; is the Cauchy stress, I',
stands for the prescribed traction boundary of V, and ¥ is
the external traction.

2.1. Material Point Method. MPM is a hybrid method with
Eulerian-Lagrangian description in which a material domain
is represented by a collection of Lagrangian particles moving
through a Eulerian background grid, as shown in Figure 1.
The particles carry all state variables such as the mass, the
position, the velocity, the acceleration, and the stress and
strain, whereas the grid which carries no permanent informa-
tion is used to solve the momentum equations and calculate
the spatial derivative of physical variables. In this paper, the
regular orthogonal grid is adopted for simplicity and high
efficiency.

Since the whole domain is discretized by n, particles, the

spatial density can be approximated as follows:
"
p(x) = Z m,0(x = x,), (2)
p=1

where n, is the sum of particles, m,, is the mass of particle p, §
is the Dirac delta function, and x,, is the location of particle p.
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FIGURE 1: Material point method [8]: (a) material domain, (b)

material represented by material points, and (c) discretization by
material points.

When the momentum equations are solved in each time
step, the background grid is attached rigidly to the particles
and deforms with particles so that the grid can be viewed as
a finite element discretization for the material domain. Con-
sequently, the displacement u;(x) at any location can be
approximated through

u;(x) = Z Ny (x)uyps 3)

where n,, is the total number of grid nodes.

Substituting Equations (2) and (3) into the weak form
Equation (1) and applying the lumped grid mass matrix yield

mvy=fip I1=12,n, (4)
where 7;; is the velocity of grid node I,

n

4
my = Z Ny, m, (5)
p=1

is the mass of grid node I and Ny, = N/(x,),
fa=fT+fir (6)
is grid nodal force, where
int \ mp
fi :_ZNIp,jaijp_ (7)
p=1 Pp
is the internal grid nodal force,
e
ext
fir = zi m,Ny, b, (8)
p:

is the external grid nodal force and is the Cauchy stress and
body force of particle p, respectively. The momentum Equa-
tion (4) in the background grid can be solved either by the

explicit integration scheme or by the implicit integration
scheme (readers can refer to the related references [8] for
more details). From the above discretization and computa-
tional process, it is found that the weak form is equivalent
to the momentum equation and the traction boundary con-
dition is the same in MPM and FEM. The biggest difference
is that the particle quadrature is used in the material point
method in each time step and Gauss quadrature in the finite
element method.

2.2. Coupled Finite Element Material Point Method. In the
impact problem with low and moderate striking velocity,
the deformation of the metallic projectile is smaller than that
of the concrete target. For handling this problem, Lian et al.
[25] proposed a coupling scheme named the coupled finite
element material point method (CFEMP) based on the
updated Lagrangian framework. Then, an improved CFEMP
scheme, a particle-to-surface contact algorithm rather than
the grid-based contact method, was presented by Chen
et al. [26]. It drew on the idea of the particle-to-surface con-
tact algorithm in FEM to satisfy the contact conditions
exactly at the contact interface, and it is convenient to imple-
ment the contact/slip/split between material particles and the
finite elements. The improved contact version is comprised
of four steps: In the first step, the information of the FEM
grid is acquired to extract the surface mesh of the finite ele-
ment grid. In the second step, establishing the potential con-
tact pairs between the material points and the surface
elements is carried out based on the possible contact event.
In the third step, according to the potential contact pairs,
the exact contact position and the gap for each contact pair
are calculated by using a local search. In the last step, the con-
tact force resisting the penetration into another body is
imposed for each contact pair. The contact force applied on
the material point is mapped into the background grid nodes,
and that applied on the surface grid element is distributed to
finite element nodes.

The existing numerical investigations show that
improved CFEMP with the particle-to-surface contact algo-
rithm was stable in the problems such as the free falling of
a wedge into water and water column collapse with elastic
baffle [26], and the efficiency and precision are better than
the material point method and original CFEMP. However,
turther verification is needed in the gas detonation case with
local extreme deformation.

3. Cylinder Expansion Test in Different Media

The main purpose of the cylinder test is to evaluate the capac-
ity of acceleration for explosives. Generally, the typical cylin-
der test is carried out in an air medium under standard
atmospheric pressure. Due to the very low shock wave
impedance of air, the impedance of air medium on the accel-
eration of cylinder explosives is negligible in the theoretical
analysis and numerical simulation. If the air medium is
replaced by the water medium in the cylinder test, the influ-
ence of the water medium on the propagation of detonation
wave as well as the cylinder expansion must be considered,
because it is a typical fluid-structure interaction problem. In
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this section, the cylinder tests in two different media were
conducted and compared.

3.1. Cylinder Test Experiment and Its Layout. The cylindrical
charges and configuration are shown in Figure 2. The main
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FIGURE 6: The wall-expanded speed-time curve at the slit.

charge is made of TNT explosive, which was connected one
by one in series with a size of $25 mm x 25 mm. The material
of the cylinder is oxygen-free copper TU1 with an outer
diameter of d, =30.12mm, an inner diameter of d, =25.0
mm, and a length of L, = 300 mm. The detonation end was
extended by one JH14 charge and ignited by a detonator,
and the detonation velocity of the explosive was measured
by an electric probe at each end of the copper cylinder. A
SJZ-15 high-speed scanning camera was used for scanning
slit during the test. In the process of test, the light source
was provided by parallel backlight technology. The slit posi-
tion was located at a position with a 200 mm distance from
the detonation end, the camera speed was set to 6 x 10*
r/min, and its corresponding scanning speed was 3 km/s.

The experimental device of the underwater cylinder test
is shown in Figure 3; the tank made of wood and plexiglas
which has a length of 400 mm, a width of 300mm, and a
height of 300 mm was filled with water. The light source
and scanning camera can be used because the front and rear
observation windows are transparent. In our test, the argon-
jet spark light source was adopted to supply the illumination.
For safety reasons, relevant tests were carried out in the
explosion tower of the Xi’an Modern Chemistry Research
Institute. The whole experimental layout of the explosively
loaded metal cylinder test is illustrated in Figure 4.

When the cylinder expansion test was happening, the
expansion trajectory negative at the slit can be obtained
through the scanning camera. As shown in Figure 5, the hor-
izontal axis represents the time variable and the vertical axis
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TaBLE 1: The parameters for TNT explosive.
JWL EOS C-J parameters
Po (g/cm3) A (Mbar) B (Mbar) R, R, w E, (KJ/em®) D (cm/us) Py (Mbar)
1.589 3.712 0.0323 4.15 0.95 0.3 7.0 0.6874 0.21
TaBLE 2: The material constants for TU1.
Material parameters Johnson-Cook strength model
Po (g/em’) v E (Mbar) A (MPa) B (MPa) n c m g (s Troom (K) T ere (K)
8.96 0.35 1.29 90 292 0.31 0.025 1.09 1.0 293 1356

represents one-dimensional image of the slit expansion at the
corresponding time. A microscope was used to manually
interpret the scanning negative of the cylinder expansion.
First, the starting position of the cylinder wall is determined
by manual visual inspection as the origin of coordinates.
Next, the ordinate and abscissa of the point at the interface
are identified along the expansion trace at the equal axial dis-
tance, and then, according to the image magnification and
the scanning speed, the expansion distance (R —R;) of the
cylinder wall and the corresponding expansion time ¢ are cal-
culated. Lastly, a series of (R; — R;) — t; data is obtained, and

a curve can be fitted based on them. The above specific exper-
imental data processing was described in the literature [1].

3.2. Cylinder Test and Numerical Result in Air Medium. The
cylinder wall-expanded negative at the slit was obtained by a
cylinder test in an air medium as shown in Figure 5. Accord-
ing to the data of (R; —R,) —t;, the expansion speed-time
curve of the outer wall of the cylinder can be obtained by
the differential calculation as illustrated in Figure 6. The
detail of data is supplemented in the supplemental file (avail-
able here).

In order to quantitatively investigate the propagation of
detonation wave, the flow process of detonation products,
and fluid-structure interaction between product gas as well
as environmental medium and the cylinder shell, the
improved CFEMP based on MPM3D (http://comdyn.hy
.tsinghua.edu.cn/english/mpm3d) [27] software was used in
this paper for numerical verification. Meanwhile, in order
to compare the numerical accuracy with other numerical
algorithms, the numerical results from the SPH/FEM, ALE/-
FEM, and Euler/FEM coupling schemes based on Autodyn
software were listed in this subsection. In the numerical
model, the detonation speed of the booster charge is close
to that of the main charges inside the copper tube, so all
charges were simulated based on the equation of state of
the JWL (Jones-Wilkins-Lee) reaction product of TNT which
takes the form of

E
p=A(1- 2 )RV ip(1- 2 )RV 22 (9
R,V R,V Vv

where E = p,e is the internal energy per unit initial vol-
ume and p, is the reference density. w, A, B, R, and R, are

user-defined material constants. D is the C-J detonation
velocity, Pcjis the C-J pressure. All parameters are listed in
Table 1. For the copper TUI, the Johnson-Cook strength
model is adopted as follows:

0y=(A+Bé”)(1+Cln§*>(1—T*’”), (10)

where A, B, n, C,and m are material constants, £ = /¢, is the
dimensionless effective plastic strain rate, &, is the effective
plastic strain rate corresponding to the quasistatic test used
to determine the yield and hardening parameters A, B, and

n,and €=/ (2/3)é£]é£j is the plastic strain rate. T* = (T - T,
(T, —T,)€[0,1] is the dimensionless temperature; T,

and T, are the room temperature and melting temperature
of the material. Its parameters are listed in Table 2 and the
Mie-Grineisen equation of state where ¢, =0.394cm/ys, s
=1.49, and y =2.0. In the CFEMP model, a quarter model
was used in order to save the calculation cost and the effects
of the air medium are ignored based on the previous analysis.
The total length of cylinder charges is 325 mm which was dis-
cretized into 321099 particles with a space size of 0.5mm,
and the orthogonal cube grid is overlapped on the computa-
tional domain with a size of 1.0 mm x 1.0 mm x 1.0 mm. The
copper tube with a length of 300 mm, an inner diameter of
25mm, and an outer diameter of 30.12 mm was discretized
by a finite element mesh which has 4848 nodes and 3000 ele-
ments. In SPH/FEM, ALE/FEM, and Euler/FEM coupling
models, the two-dimensional axisymmetric model was used
where the charges were discretized by SPH, ALE, or Euler,
and all the copper tubes were discretized by the finite element
method. Their sizes were consistent with those of the mate-
rial particles and finite elements in CFEMP.

As shown in Figure 6, the numerical results of the expan-
sion speed of the cylinder tube were compared with the
experimental results at the slit (L, = 200 mm). It is found that
the time when the cylinder wall at the slit simulated by sev-
eral numerical methods started to expand was basically
simultaneous at t=32.5us. In the beginning, the cylinder
wall underwent a sharp radial expansion when the detona-
tion wave front had passed the slit. When the explosive
around the slit had completely reacted, the cylinder wall con-
tinued to expand under the action of the rarefaction wave
and the reaction product. With the subsequent expansion
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Ficure 8: The configuration of the underwater cylinder test by
CFEMP.

FIGURE 9: The wall-expanded negative in water medium.

of the detonation product, the expansion rate of the cylinder
wall dropped significantly and tended to be a constant.
Among these numerical methods, the numerical results of
CFEMP are consistent with the results and trends of other
numerical methods. However, two issues are found in the
SPH/FEM scheme analogous to CFEMP. Firstly, the wave
front region of the shock wave was widened to cause the cop-
per wall to expand in advance, because the kernel function
approximation was adopted in SPH and the influence
domain of particle was enlarged. Secondly, the speed of cylin-
der wall expansion was significantly lower than the experi-
mental value which is mainly due to the excessive
numerical dissipation during the propagation process. On
the other hand, the coupling scheme of the Euler method
and the finite element method caused the contact force to
decrease due to the penetration of the fluid-solid interface
in the later stage. It led to the lower expansion speed of the
cylinder wall than that of the experimental test. If the ALE/-
FEM scheme was used to discrete charge and cylinder tube,
respectively, it can simulate large deformation and guarantee
the nonpenetration at the fluid-solid interface, whose results
are consistent with the experimental test as illustrated in
Figure 6.

As illustrated in Figure 7, the pressure contours obtained
by two numerical simulation methods including SPH/FEM
and CFEMP were compared at three different times. The
result of SPH/FEM was placed on the left side and the result
of CFEMP on the right side. It is observed that the location of
shock wave propagation and the deformation of the cylinder
tube from two methods were symmetric basically. However,
there were some anomalous particles with excessive pressure
in the SPH/FEM scheme due to the tensile instability, which
did not happen in the CFEMP scheme. On the other hand,
the expanding velocity of particles in CFEMP was higher
than that in SPH/FEM at the top of the cylinder tube, which
is caused mainly by the interface instability of the material
point method in the CFEMP scheme. In conclusion, the

two meshless methods coupled with the finite element
method are suitable to simulate the sliding detonation of
the explosive and the expansion and deformation process of
the cylinder wall in the cylinder test; in terms of quantitative
comparison, the result of CFEMP is closer to the experimen-
tal result compared with the SPH/FEM scheme.

3.3. Cylinder Test and Numerical Result in Water Medium.
Based on the standard cylinder test in the air medium, the
air medium was replaced by the water medium as shown in
Figure 3. The TU1 cylinder tube has an outer diameter of
30.12mm, an inner diameter of 25mm, and a length of
300 mm. In order to ensure the reliability of the installation
of the detonator under the water, the length of the charge col-
umn is consistent with that of the cylinder tube, i.e., the det-
onation end and the left end of the cylinder tube are flush. In
addition, other material parameters are consistent with the
case in the air medium. The observation slit is also marked
at the same position L, =200 mm from the left end of the
copper tube. The water tank is constructed by wooden and
plexiglas plates, and the experimental device is suspended
in the centre of the pool and fixed with iron wires as illus-
trated in Figure 3. In the numerical model of CFEMP, the
TNT charges were discretized into 76224 material particles.
The spacing length of each particle was set to 0.8 mm with
a size of background grid of 1.6 mm X 1.6 mm. The TU1 tube
was discretized by finite element mesh, and the finite element
mesh in this case was consistent with that in the first case.
The water domain was discretized into 4238869 material par-
ticles. The CFEMP model is shown in Figure 8. For the model
of water, its viscosity was ignored in the strength model, and
the Mie-Grineisen polynomial was used in the equation of
state. The formulation of EOS was given as follows:

pOC(Z) [[4+ (25— 1)[42 +(s-1)(3s - 1)[43], iftu=0,
Pu=
itu<o,
(11)

where = (p/p,) — 1 represents the compressibility of the
material and ¢, and s are the relevant material parameters.
These parameters related to water used in this paper are set
as p,=1.0g/cm’, ¢,;=0.165cm/us, and s=1.92. In
SPH/FEM and ALE/FEM models, a two-dimensional axi-
symmetric model was established. The charge and water were
discretized by SPH or ALE, and the cylinder tube was discre-
tized by finite element mesh whose size and material model
were consistent with those of finite element mesh applied in
CFEMP.

As shown in Figure 9, the velocity-time curve of cylinder
wall expansion at the slit was extracted from the cylinder test
whose data is supplied in the supplemental file, and it was
found that the expansion curve of the cylinder in the water
medium was significantly different from that in the air. First,
on the velocity peak of the curve, the value of the cylinder
wall expansion (about 770 m/s) under the water was obvi-
ously smaller than that (about 1399 m/s) in the air medium.
Second, for the trend of the velocity-time curve, the expan-
sion speed curve of the cylinder in the air medium shows a

poCot:
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FIGURE 10: The pressure contour for cylinder test in water medium by CFEMP scheme: (a) t = 10 ys, (b) t =20 us, and (c) t =30 ys.

monotonously increasing change. Oppositely, the curve of
the cylinder in the water medium had a rapid increasing at
the initial stage and then a slow decreasing. Compared with
several numerical methods, the velocity-time curve simulated
by the CFEMP method was basically the same as the experi-
mental data at the beginning, the peak, and the latter stages.
At the same time, by comparing the expansion negatives
(Figures 5 and 9) of the cylinder tests and tests and the sim-
ulation configurations (Figures 7 and 10), it was found that
the rate of the cylinder expansion under the water was
smaller than that in the air medium. For the SPH/FEM
method applied in this problem, due to the interface between
the water and copper tube, the amplitude of the rarefaction
wave which was reflected in the detonation product was
greatly reduced, and then, the numerical energy dissipation
in SPH/FEM was also reduced. According to the above anal-
ysis, the numerical results in the water medium by CFEMP
and ALE/FEM schemes were closer to the experimental
result than that in the air medium. The pressure contour by
the CFEMP method is shown in Figure 10, from which the
trajectory of the detonation wave front and the interface
between the cylinder wall and the water can be clearly
identified.

3.4. Investigation on the Propagation of Shock Wave in
Different Media. The difference of shock wave impedance
of the medium outside the cylinder wall leads to the distin-
guishing expanding pattern of the cylinder tube, which fur-
ther changes the detonation energy and momentum
transmission paths to cause the different distribution of det-
onation energy to the medium. In this subsection, the one-

dimensional shock wave theory was used to explain the issue.
The cylinder tube coupling with air or water can be regarded
as a multimedium system; the combination of different shock
wave impedance media with a cylinder tube will cause the
shock wave at the interface to reflect and transmit according
to different manners. In the process of shock wave propaga-
tion in the cylinder test, it is supposed that the attenuation
in the thin-walled cylinder is neglected, so the type of the
stress wave reflected at the interface of two media just
depends on the shock wave impedance of the media based
on the shock wave theory. When the shock wave propagates
from medium I to medium I, if the impedance of medium I
is greater than that of medium II, the rarefaction wave will be
reflected at the interface. On the contrary, the reflected wave
is the shock wave if the impedance of medium I is less than
that of medium IL

The Hugoniot curve of the undisturbed material can be
obtained by using the mass conservation equation, the
momentum conservation equation, and the shock compres-
sion law in the solid after the incident shock wave reached
the interface as follows:

(12)

where p,, is the initial density of the material, ¢, and s are
related material parameters, and u is the particle velocity at
the deformed domain. The parameters of the Hugoniot curve
which refer to the EOS of material are listed in Table 3.

When the shock wave propagates to the interface of two
media, the values of the reflected wave and the transmitted
wave can be calculated by using the shock Hugoniot curve

P = pot(co +su),
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TaBLE 3: The parameters of Hugoniot curve.

po (g/cm?) ¢, (cm/us) s
TU1 8.96 0.394 1.49
Water 1.0 0.165 1.92
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FiGure 11: The analysis diagram of the stress wave propagation
process.

or the isentropic p-u curve of the medium. As shown in
Figure 11, the red and green solid curves represent the shock
Hugoniot curve of different media (copper and water, respec-
tively). The value of the slope from the original point to any
point at the Hugoniot curve becomes large with increasing
the shock wave impedance of the medium. The solid black
curve indicates the isentropic curve of the TNT detonation
product. According to the equation of state of the explosive,
the parameters of the detonation wave at the C-J point, and
the isentropic equation of the detonation product, the rela-
tionship between the lateral particle velocity and rarefaction
wave pressure of detonation can be calculated as

@ e

where u is the particle velocity and p is the pressure of
incident shock wave at the interface, D is the explosive deto-
nation wave speed and is set to be 0.6874 cm/us, y is the
multi-index of the explosive and is set to be 2.727, and p
is the C-J detonation pressure of explosive and is set to be
0.21 Mbar. As shown in Figure 11, the red dotted line is the
isentropic curve of copper. For the sake of simplicity, the
isentropic rarefaction wave curve is approximated by the

2Dy

u=
y -1

m  Expdata = ----- SPH/FEM
—— CFEMP -  ALE/FEM

FIGURE 12: The wall-expanded velocity-time curve at the slit.

reflected Hugoniot curve; the specific form can be expressed
as

P=po(2uy —u)lcg +5(2uy — u)]. (14)

For the air medium, since its shock wave impedance is
much lower than that of metal or water, it can be approxi-
mated as p(u)=0. According to the illustration of
Figure 11, when the detonation wave propagates along the
copper tube, the intersection point O between the Hugoniot
curve of the copper and the isentropic curve of the detona-
tion product represents the transmitted wave pressure and
the particle velocity at the interface. When the shock wave
in copper is transmitted into the water, since the shock wave
impedance of copper is greater than that of water, the inter-
section point @ between the mirror symmetry of the Hugo-
niot curve of copper and the Hugoniot curve p(u) of water
represents the transmitted shock wave. Conversely, if the
medium outside the copper is air, the intersection point ®
represents the transmitted shock wave at the interface below
the intersection point @. In the above two cylinder tests with
different environmental media, the charge and copper materials
were the same, so the time when the first shock wave peaks
transmitted to the copper medium at the slit was consistent.
As illustrated in Figure 11, the particle velocity at the interface
when the shock wave is transmitted into the water medium is
about 0.73 mm/us (point @) which is basically consistent with
the initial expansion velocity peak of the outer wall of the cylin-
der in Figure 10, and the pressure of transmitted shock wave is
about 2.0 GPa. In another case, when the shock wave is trans-
mitted into the air medium, the particle velocity behind the
shock wave front in the air is about 0.78 mm/us (point®),
and the pressure of transmitted shock wave is neglected com-
pared with the pressure in the water medium.

4. Discussion on Microscopic Analysis of
Cylinder Damage

Based on the shock wave theory, the propagation process of
shock wave in the medium was analyzed theoretically in the
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FIGURE 14: Recycled fragments in the experiment.

previous section, but it could not quantitatively evaluate the
work done by the detonation product acting on the copper
tube. Through further numerical simulations and experi-
mental measurements, it is found that the cylinder which is
surrounded by different environmental media has different
loading history curves as shown in Figures 6 and 12. In the
air medium, the cylinder wall undergoes a typical process
including sharp loading (33 us <t <34 us), slow loading
(34 ps < t <55 us), and shell fracture (¢ > 55 ys). But in the
water medium, another process was presented which
includes a sharp loading (33 us <t < 34 us), slow unloading
(34 us <t <80us), and shell fracture finally. The essential
reason is ascribed to the change of the resultant force applied
at the cylinder wall. For example, the first stage of sharp load-
ing was completed quickly under the first transmitted shock
wave from the detonation product. At the second stage, on
account of the superposition of transmitted shock wave at
the detonation product/cylinder wall interface and the
reflected rarefaction wave at the cylinder wall/air or cylinder
wall/water interface, the cylinder wall was pressed by outside
and inside forces collectively. In the case of the air medium,
P, was far greater than P, at the first stage; the cylinder wall
was accelerated rapidly. At the second stage, P,;, raised due to
the transmitted shock wave, but it was far less than P, as illus-
trated in Figure 13(a). In the case of the water medium, P,
was also far greater than P, at the first stage. After the

water
transmitted shock wave reached the interface between the

cylinder wall and the water for the first time, P,,,,., exceeded
P, gradually at the second stage as illustrated in Figure 13(b).
Finally, for both cylinder tests, the cylinder wall kept expand-
ing along the radial direction due to the gas expansion and
the inertia. When the deformation of the cylinder wall
approached the limitation of fracture, the copper wall will
undergo a circumferential and axial fracture up to breaking
up. As shown in Figure 14, we recovered some of the copper
tube fragments from two tests. For the cylinder test in the air
medium, most of the fragments are slender with an average
length of about 26 mm and average width of 10 mm. Con-
versely, the fragments have a flake shape with an average
length of about 270 mm and an average width of 14.7 mm
for the cylinder test in the water medium.

In order to further study the microscopic failure mecha-
nism of the cylinder tube driven by explosive, a scanning
electron microscope (SEM, JSM580) was used to observe
the microscopic scale of the metal fragments recovered after
the test. For the first case in the air medium, the surface of
the recovered fragments presents successive waves along
the axial direction and no obvious strip-shaped appearance
as shown in Figure 15(a-1). After zooming it in, the obvious
local bulges were visible which is called dimple due to the
outer surface under tension as shown in Figure 15(a-2).
When the medium around the cylinder is water, the surface
of the recovered cylinder fragments generally showed a rela-
tively regular parallel strip along its axial direction. As shown
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(b-1)

(b-2)

F1GURE 15: SEM photos of fragments in different media: (a-1) in the air (x200), (a-2) in the air (x2000), (b-1) in the water (x200), and (b-2) in

the water (x2000).

in Figures 15(b-1) and 15(b-2), it shows obvious axial cracks
without significant dimples.

5. Conclusions

In this paper, the sliding detonation law of the charging cyl-
inder in different media was studied by numerical simulation
and experimental methods. Firstly, an improved fluid-
structure coupling numerical method, coupled finite element
material point method, was applied to simulate the expan-
sion process of the cylinder under sliding detonation. Sec-
ondly, the numerical accuracy of several different numerical
methods was compared, and the accuracy of the coupled
finite element material point method was verified by the
experimental data. Numerical simulations and experimental
tests have demonstrated the effect of different media on the
expansion of the cylinder. The cylinder in the air medium
has undergone three stages of sharp loading, slow loading,
and shell rupture. In the water medium, the cylinder experi-
enced a sharp loading, slow unloading, and final shell rup-
ture. The cylinders have different expansion laws in
different medium environments, mainly due to the difference
of shock wave impedance, which causes the internal and
external pressures acting on the cylinder to change. Finally,
the macroscopic and microscopic states of the cylinder fail-
ure were compared and discussed, which provides a prelimi-

nary reference for the subsequent investigation of the failure
of the material.
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Supplementary Materials

The file “Experiment data.doc” consists of two tables: Table 1
is the data of experimental data of the cylinder test in the air
which is consistent with that in Figure 6; Table 2 is the data of
experimental data of the cylinder test in the water which is
consistent with that in Figure 12. (Supplementary Materials)
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Based on the URANS equation, a numerical simulation is carried out for acoustic properties of the thruster chamber with coaxial
injectors and plenum chamber in a liquid rocket engine. Pressure oscillations with multiacoustic modes are successfully excited in
the chamber by using the constant volume bomb method. FFT analysis is applied to obtain the acoustic properties of
eigenfrequencies, power amplitudes, and damping rates for each excited acoustic mode. Compared with the acoustic properties
in the model chamber with and without an injector as well as with and without the plenum chamber, it can be found that the
injector with one open end and one half-open end still can work as a quarter-wave resonator. The power amplitudes of the
acoustic mode can be suppressed significantly when its eigenfrequency is close to the tuning frequency of the injector, which is
achieved by Cutting down the pressure Peak and Raising up the pressure Trough (CPRT). Compared with the acoustic
properties in the model chamber with and without the plenum chamber, it can be found that 1L acoustic pressure oscillation is
inhibited completely by the plenum chamber and other acoustic pressure oscillations are also suppressed in a different extent.
The injector and plenum chamber have a little effect on the eigenfrequencies and damping rate of each acoustic mode. For
multimode pressure oscillation, it is better for tuning frequency of the injector closing to the lower eigenfrequency acoustic

mode, which will be effective for suppression of these multiacoustic modes simultaneously.

1. Introduction

Gas-liquid coaxial injectors have been widely used in liquid
rocket engines for their good properties on the mixing of fuel
and oxygen, atomization of liquid propellant, and combus-
tion stability of the thruster chamber. Many research works
have been conducted on such injectors and related combus-
tion chambers.

High-frequency combustion instability often occurs in
liquid propellant engines and may be related to the geometry
of the atomizing elements that are often used. Shear coaxial
injector elements are particularly prone to such instability
because the resonant acoustic frequencies of the LOX post
are often close to the resonant frequencies of the combustion
chamber [1]. A phenomenon on combustion instability in a
subscale combustor for a LOX/methane rocket engine has
been conducted by JAXA [2], in which the effects of five types

of single shear coaxial injector on the combustion instability
were observed. The injection-coupled response of a LOX post
was predicted by Lin et al. based on the finite element model
(FEM) [3], in which the observed instability was a result of
the interaction of combustion chamber resonance frequen-
cies with injector resonance frequencies. Injector-driven
combustion instabilities in a hydrogen/oxygen rocket com-
bustor were investigated by Groening et al. [4]. It was found
that the oscillation of the heat release rate was related to the
injector acoustics but was not corresponding with the
combustion chamber pressure oscillations. Urbano et al.
analyzed the combustion instability by using large eddy
simulation in a liquid rocket engine with multiple coaxial
injectors [5]; it was shown that the overall acoustic activity
was strongly coupled with the injector. It can be found that
the coaxial injector and its acoustic properties have an
important effect on the combustion in the chamber of the
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FiGurek 1: Configurations of three model chambers.

liquid rocket engine. So, the acoustic properties and decay
rate of coaxial injectors have got much investigation.

Acoustic characteristics and acoustic damping induced
by gas-liquid scheme coaxial injectors were studied by Zhou
etal. [6, 7]; it has been found that such injector can play a sig-
nificant role in acoustic damping or absorption. Sohn et al.
[8] examined combustion-stability characteristics of a coaxial
injector by using a scaling method, in which similarity of
acoustic, hydrodynamic, and combustion characteristics
between a model test and an actual test was achieved. They
[9] also studied acoustic fine-tuning of gas-liquid coaxial
injectors by using linear acoustic analysis. Haksoon and Sohn
[10] experimentally studied the gas-liquid coaxial injector as
an acoustic resonator in the combustion chamber. Soller et al.
[11] conducted a hot fire test in a thruster chamber with sev-
eral coaxial swirl injectors under the condition of chamber
pressures in the range of 4.0 MPa to 8.5 MPa and mixture
ratios between 2.4 and 3.5, and the effects of the injector’s
parameters on the combustion instability were observed.
Pomeroy et al. [12, 13] studied the response of combustion
in a gas-centered swirl coaxial injector to high-amplitude,
high-frequency, and transverse-mode pressure oscillation
by using a high-speed camera. Kim and Heister [14] devel-
oped a homogeneous two-phase flow model to assess hydro-
dynamic instabilities of coaxial injectors, in which effects of
the density ratio, gas-liquid velocity ratio, sheet thickness,
channel length, and Reynolds number on such instabilities
were discussed. The flame of a single coaxial injector was
investigated by Zhukov and Feil [15]. And the spray charac-
teristics of the gas-centered swirl coaxial injector were
measured by Jeon et al. [16].

As shown above, many research works have been carried
out to investigate the atomization, combustion, and acoustic
properties of the gas-liquid coaxial injector. Indeed, such an
injector is not like a typical acoustic resonator with one
closed end, but it has one open end connected with the com-
bustion chamber and one half-open end connected with the
plenum chamber. Therefore, the acoustic properties of such
an injector may be different from the typical acoustic resona-
tor, and the plenum chamber may have a contribution to the
decay of the pressure oscillation in the combustion chamber.
But such contribution has never been evaluated till now. So,
the acoustic properties of such an injector are investigated
in this paper in a rocket engine combustor with a plenum

chamber by using a numerical constant volume bomb
method, in which a nonlinear pressure oscillation with multi-
acoustic modes is excited.

2. Numerical Methodology

2.1. Geometric Configurations. A model chamber sliced from
a combustion chamber of a 100kN LOX/kerosene rocket
engine is adopted in this paper for its less cost of computa-
tional time, in which seven gas-liquid coaxial injectors are
included. In order to observe the effects of such injectors
and the plenum chamber on the decay of pressure oscillation
in the combustion chamber, three kinds of model chambers
are presented in this paper. One is Model A, which is com-
prised of a combustion chamber without injectors and a
plenum chamber. For Model B, seven gas-liquid coaxial
injectors are equipped at the head of Model A. For Model
C, a plenum chamber is connected with those injectors in
Model B. These three model chambers are shown in
Figure 1. By comparing the decay processes of pressure oscil-
lations in Models A and B, the effects of these injectors on the
acoustic properties of the combustion chamber can be
obtained, while by comparing the related processes in Model
B and Model C, the role of the plenum chamber on the decay
of pressure oscillations can be identified.

The geometry sizes of the model chambers are shown in
Figure 2. The model chamber is a center slice of a full-
scaled chamber, and it keeps the same geometrical parame-
ters in transverse (x direction) and longitudinal (z direction)
dimensions as a full-scaled chamber. The lengths from the
injector plate to the nozzle entrance and throat are 130 mm
and 180 mm, respectively. The transverse sizes of the model
chamber and nozzle throat are 88 mm and 45.2 mm, respec-
tively. The thickness (spanwise size) of this slice chamber is
12mm. The transverse and spanwise (y direction) sizes of
these injectors are 10 mm, while their length is set as 22, 32,
44, 62, 78, and 100 mm for different cases. The length and
width of the plenum chamber are 100mm and 88 mm,
respectively. Compared with transverse size of the injector
with 10 mm, there is a contraction with 5mm at the inlet of
the injector, which is shown in Figures 1 and 2. So, the injec-
tor’s outlet is an open end, while its inlet is a half-open end; it
is corresponding to that in engineering.



International Journal of Aerospace Engineering

100 mm. " 78 mm \l 130 mm |/50 m

88 mm
5 mm
K
k-
10 mm

x

(a) Front view

45.2 mm

FIGURE 2: The geometry size of the thrust chamber, injector, and plenum chamber.

2.2. Governing Equation. Investigation on the acoustic per-
formance of the combustion chamber under cold condition
in normal temperature and pressure environment is gener-
ally adopted in engineering to evaluate the chamber’s eigen-
frequencies and decay rates [17]. So, the model chambers
are initially filled with quiescent air with a pressure of
0.1 MPa and a temperature of 300 K. Instead of loudspeakers
or bombs in engineering used as a stimulated source, a pres-
sure pulse is imposed on a determined region in the model
chambers in present works. The stimulated turbulent flow
and pressure oscillations in these chambers are simulated
by the URANS method and compared with each other, in
which the turbulent is described by the k-& model. The gov-
erning equations for turbulent flow in the model chambers
can be written as follows:

dp  Opu; _
E 0x; o (1)
d(pu;)  O(puu;) _ dp 3 (2 0t
=0 = — — - 2
o oy, oy am\3f) T @
9(pe)

3(pu, ou.
+ (Pye) 40 (—K or _ pDh> + pe,

ot Xj - _pa_xj - a_x] axj

3)
o(pk) o(puk) _ 2 ou;  ou; 3 [p, Ok
5 + %, = gpka—xj+rija—uj+a—xj O—ka—xj P&,

(4)
ope) , Olpwe) _ (2. _ ouj 3 (u, o
ot ok gcel Ce Psa—ijfa—xj a_sa_x]

€ ou;
| C .t _C N
+ k ( eth] axj £2p8>
(5)

where p, p, uj, e T, h, k, and € represent the density, pressure,
velocity in the jth direction, total energy, temperature,
enthalpy, turbulent kinetic energy, and its dissipation rate,
respectively. D and K are diffusion coefficient and heat con-
duction coeflicient, respectively. For effective viscosity u,
and viscous stress tensor T;;, we have

ij

o=+ fhys (6)

3
N
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(b) Top view
TaBLE 1: Turbulence model coefficients.
Parameter U Cq C,, Cg o o,
Value 0.09 1.44 1.92 -1.0 1.0 1.3
ou; Ou; 2 Ou;
— ] ]
T, = —+ | -=u =45, 7
i = He (axj o, ) " 3%eax, % (7)
where
2
pC,k
el (8)

The turbulent model coeflicients are shown in detail in
Table 1, in which the standard coefficients are adopted in
the present works.

2.3. Numerical Algorithm and Boundary Conditions. The
semi-implicit method for pressure linked equations is
adopted to solve the pressure field. And the forward-Euler
difference method is employed for temporal difference. The
finite volume method is adopted for spatial difference, in
which the diffusion terms and convection terms are discre-
tized by a second-order central difference scheme and
second-order upwind scheme, respectively.

The injector face of the combustion chamber, as well as
side walls of thruster chambers, injector, and plenum cham-
ber, is set as wall boundary. The adiabatic condition and
turbulent law-of-the-wall condition are adopted to wall
boundary. In order to avoid setting as a closed end for the
upstream boundary of injectors for Model B chamber and
for the upstream boundary of the plenum chamber in Model
C chamber, a small velocity and a given pressure are set at
these upstream boundaries. The chamber exit is set as an out-
let boundary, in which the pressure at the exit is set as ambi-
ent pressure and the velocity is set equal to that of the logical
inside neighbor vertex. It means that the partial derivative in
the streamwise direction is set to zero at the outlet. The
boundary condition in the nozzle throat for the cold case is
different from the real hot case. There is no reflection of the
pressure wave at the throat in the real case, but in our case,
the pressure wave may be reflected at the exit where the pres-
sure is set as the ambient pressure, which may influence the
longitudinal acoustic modes. However, the longitudinal
acoustic modes are mainly dominated by the wall of the con-
vergence section of the nozzle which is the same for the



present case and real case. So, the above boundary condition
for the outlet is acceptable.

The grid scales are 2 mm, 1 mm, and 2 mm in the x, y, and
z directions, respectively. The time step is set as 5% 107 s,
but it is 1 x 107® s during the period of the constant volume
bomb imposed on the steady flow in the chamber.

The initial condition is that the model chambers are filled
with air at 1 atm and 300 K. As shown in Figure 3, a region Q
(colored by red) is selected to impose the constant volume
bomb; it is a 6 mm X 6 mm x 6 mm cube with the central
coordinate (37 mm, 0, and 7mm). It is 4mm far from the
injection panel and the upper wall of the chamber. At this
region, the initial pressure, temperature, and density are det-
onated as P, T;, and p,, respectively. A gas with pressure yP,
, temperature T, and density Bp, is added into this region
Q from the initial time ¢, to time f, + At, which has the same
components with the original gas in the imposed region Q.
Supposing that the imposed gas and the original gas are
mixed quickly through a constant volume process, the
pressure P(x, y, z, t), temperature T(x, y, z, t), and density p
(x, y, 2, t) at the imposed region Q after imposing are thereby
obtained as follows:

P(x, y 2z, t) = (1 +7)Py, )
p(x 2, t) = (1+ ) py, (10)
T(x,y,2.1) = G:Z) T, (11)
y=ap, (12)

(x.3,2) €0,

(13)

to<t<ty+ At

A pressure pulse is then achieved as a stimulated source
by this method. «, y, and 8 are model coefficients. The tem-
perature of the imposed region usually keeps the same before
and after the imposing process; thus, we havea =1 and y = 8
. Only one model coefficient y is required to be predeter-
mined in this model, by which the peak value of such
pressure pulse can be selected. In this paper, y and At are
taken as 19 and 10®s, and then, a pressure pulse as 20 times
higher than the initial pressure is achieved in the model
chambers with a period of 10°s to induce a pressure oscilla-
tion. For all model chambers, the location and intensity of the
pressure pulse are the same. After the constant volume bomb
is imposed in the chamber, several positions near the
chamber wall and near the injector face are selected to
observe the pressure oscillation. For the sliced chamber
adopted in this paper, transverse (x direction) and longitudi-
nal (z direction) acoustic modes recorded in these observa-
tion points are almost the same. In order to save space, the
results for only one observation point are shown in the paper.
This observation point locates at the opposite side of the
bomb; its pressure is applied to study the acoustic properties
of the chamber.
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F1GURE 3: The imposed region of the constant volume bomb in the
model chamber.

2.4. Quantification of Acoustic Damping Capacity. Half-
power bandwidth Af, is adopted to evaluate the acoustic
damping capacity of each model chamber in this paper. Pres-
sure oscillations with large amplitude are achieved in the
model chamber by using the above numerical constant
volume bomb. FFT analysis is then carried out, and some
power peaks in the frequency region can be obtained. For
the ny, peak with power amplitude P, ., at corresponding
frequency f,, half-power bandwidth Af, is calculated as the
following:

Afn: (fn,2 _fn,l)’ (14)

where f,, and f, | are the frequencies at which the power
amplitude of the pressure oscillation corresponds to P, .,/
V2 with f, , > f, . Once the half-power bandwidth has been
determined, the damping rate «,, of the model chamber for

this acoustic mode with the peak frequency f, can be figured
out by the following relation:

a, =TAf,. (15)
Furthermore, the nondimensional damping factor #,, for

a peak frequency f, is defined by the half-power bandwidth
method as follows:

Fn T (16)

As shown in this equation, the bigger the half-power
bandwidth is, the higher the damping rate is, which means
that pressure oscillations of the corresponding acoustic
mode decay faster. Hence, half-power bandwidth, which
is dimensionless by eigenfrequency, is applied as a quanti-
fication parameter of the damping factor of the chamber
in this paper.

3. Results and Discussion

The numerical method applied in this paper for acoustic
properties of a combustion chamber has been validated for
a small thrust liquid rocket engine chamber by experimental
results [18]. So, the validation of the numerical method is no
longer done again in this paper. On the other hand, there is a
lack of experimental data for the cases in this paper.

3.1. Grid Convergence Study. Acoustic performances for three
model chambers, including their acoustic-mode eigenfre-
quencies and damping capacities, are mainly considered in
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FIGURE 4: Acoustic performances of the chamber with different grid sizes.

this paper. So, grid convergences are examined based on
these acoustic performances. Grid sizes varied from 1 mm
to 2mm in the x and z directions are employed in grid
convergence study. The eigenfrequencies and damping fac-
tors of acoustic modes for the Model A chamber are
shown in Figure 4. For grid sizes varied from 1mm to
2mm, the identified acoustic modes are the same, and
the frequencies, amplitudes, and damping factors of these
acoustic modes do not have any significant difference. In
order to reduce the computation cost, 2.0 mm grid size is
enough to predict the acoustic performances of the cham-
ber used in this paper.

3.2. Acoustic Properties of Model A Chamber. The eigenfre-
quencies of acoustic modes of the Model A chamber are
obtained by theoretical calculation, in which the combustion
chamber with the nozzle convergence section is treated theo-
retically as a closed cylindrical chamber. The eigenfrequen-
cies for a cylindrical chamber closed at both sides can be
calculated with the following:

TaBLE 2: Theoretical eigenfrequencies of acoustic modes in the
model chamber.

Transverse (T)

Longitudinal (L) 0 1 )
0 — 1875Hz 3750 Hz
1064 Hz 2155Hz 3898 Hz
2 2128 Hz 2836 Hz 4311 Hz
2 )
flmn:% 2%” +lL—7§, Lmn=0,1,2,, (17)

where A,,, is the transverse eigenvalue [17]. ¢ is the speed of
sound and taken as 340 m/s in the present cases. For combus-
tion chambers as shown in Figure 1, L, is the effective acous-
tic length, which is taken as the sum of chamber length and
one-half of the converging nozzle length.

Based on Equation (17), the theoretical eigenfrequencies
of acoustic modes of the Model A chamber are shown in
Table 2. The 1L acoustic mode has the lowest eigenfrequency.
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FIGURE 5: Pressure oscillations and their FFT analysis at the observation point for Model A chamber.

The 1T and 2T acoustic modes are very important for engi-
neering; their eigenfrequencies are 1875Hz and 3750 Hz.
These eigenfrequencies are applied to identify the acoustic
modes excited by the numerical constant volume bomb in
the model chambers in the following analysis.

After imposing a constant volume bomb in the Model
A chamber, the pressure oscillations at the observation
point are shown in Figure 5(a), and their corresponding
FFT analysis is shown in Figure 5(b). Four peak frequen-
cies are observed as 985Hz, 3771Hz, 3961 Hz, and
4461 Hz. Compared with the theoretical eigenfrequencies
of acoustic modes for this chamber as shown in Table 2,
985Hz, 3771 Hz, 3961 Hz, and 4461 Hz of these four peak
frequencies are identified as the first longitudinal (1L)
acoustic mode, second transverse (2T) acoustic mode,
1L2T acoustic mode, and 2L2T acoustic mode, respectively.
Furthermore, the eigenfrequencies, power amplitudes, and
damping rate of these four acoustic modes are therefore
obtained and shown in Table 3. For peak frequency
3961 Hz, though it is identified as the 1L2T acoustic mode,
it is difficult to determine its half-power bandwidth for its
peak is not isolated with a small peak value. Only fre-
quency and amplitude are given for this peak, and its
damping factor is not available.

Comparing the power amplitudes of these four acoustic
modes, the 1L and 2T modes are the acoustic modes that
can be excited most easily in this chamber for they have
large power amplitudes. The other two acoustic modes of
1L2T and 2L2T may appear due to interaction of 1L and
2T acoustic modes, so they have small power amplitudes.
Comparing the damping rate of these four acoustic modes,
the 1L mode is the acoustic mode that can be decayed most
rapidly for they have a large damping rate, while 2T and
2L2T modes are acoustic modes that can be decayed most
difficulty for their small damping rates. The damping rate
of 1L2T is between those of 1L acoustic mode and 2T
acoustic mode. Though the eigenfrequency of 1L is smaller
than those of the other three acoustic modes, it has the
largest damping rate due to the open downstream condi-

TaBLE 3: Eigenfrequency, power amplitude, and damping rate of
acoustic modes in the Model A chamber.

Acoustic modes Properties Values
Eigenfrequency (Hz) 985
1L acoustic mode Amplitude (kPa) 0.76
Damping factor 11.8%
Eigenfrequency (Hz) 3771
2T acoustic mode Amplitude (kPa) 1.17
Damping factor 3.4%
Eigenfrequency (Hz) 3961
1L2T acoustic mode Amplitude (kPa) 0.58
Damping factor —
Eigenfrequency (Hz) 4461
2L2T acoustic mode Amplitude (kPa) 0.31
Damping factor 3.2%

tions. So, the present results are reasonable. In general,
based on theoretical acoustic modes and spatiotemporal
evolution of instantaneous pressure distribution in the
chamber, the peak frequencies obtained by the present
simulation can be successfully identified. It can be con-
cluded that multimode acoustic pressure oscillations are
stimulated by the present numerical constant volume bomb
model, and acoustic properties like eigenfrequencies, power
amplitudes, and damping rate are given quantitively in the
present work.

3.3. Acoustic Properties of Model B Chamber. The gas injector
in the coaxial injector is not like a typical quarter-wave reso-
nator for it has two open ends. However, the end of this injec-
tor at the plenum side is usually a half-open end for there is a
contraction. So, the coaxial injector is usually considered as a
quarter-wave resonator in engineering, which is widely used
to suppress combustion instability in a liquid rocket engine.
The tuning frequencies f, of such an injector are determined
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TaBLE 4: Eigenfrequency, power amplitude, and damping rate of acoustic modes in the Model B chamber.
Length of the injector (cm)
0 2.2 3.2 44 6.2 7.8 10
Resonator’s tuning frequency (f,, Hz) — 3750 2578 1875 1330 1057 825
Eigenfrequency (Hz) 985 944 853 — — — 1126
1L acoustic mode Amplitude (kPa) 0.76 1.1 1.1 — — — 0.58
Damping factor 11.8% 11.2% 17.3% — — — 11.5%
Eigenfrequency (Hz) 3771 3777 3791 3798 3798 3842 3567
2T acoustic mode Amplitude (kPa) 1.17 0.72 1.1 1.15 0.31 0.57 1.18
Damping factor 3.4% 3.5% 2.5% 2.1% — 3.5% 2.1%
Eigenfrequency (Hz) 3961 4155 4076 3988 4178 4049 4131
1L2T acoustic mode Amplitude (kPa) 0.58 1.1 1.65 0.65 0.8 0.89 0.61
Damping factor 8.2% 2.4% 2.4% 3.2% 4.3% 2.0% 3.4%
Eigenfrequency (Hz) 4461 4626 — 4368 4558 — 4507
2L2T acoustic mode Amplitude (kPa) 0.31 0.8 — 0.33 0.49 — 0.44
Damping factor 3.2% 3.7% — 1.9% 4.6% — 2.0%
Eigenfrequency (Hz) — — — — 3323 — —
Unidentified frequency peak Amplitude (kPa) — — — — 0.59 — —
Damping factor — — — — 5.3% — —

by its length L, .. As the following equation,

c
o= 4Ly v )

inj

(18)

where f; denotes tuning frequency of the injector, c is the
sound speed of gas in the injector, and AL is the length cor-
rection factor, which is neglected in this paper.

In order to cover the eigenfrequencies of acoustic modes
shown in Table 2, which are possible to appear in the model
chamber, a series of injector length are selected in this paper.
The tuning frequencies for different length injectors are
shown in Table 4, which vary from 825Hz to 3750 Hz. The
eigenfrequencies of 1L and 2T acoustic modes in the model
chamber are exactly covered.

After imposing a constant volume bomb in the Model B
chamber, FFT analysis of pressure oscillations at the observa-
tion point for cases with different injector lengths is shown in
Figure 6. For the Model B chamber, it is difficult to obtain its
eigenfrequencies of acoustic modes through theoretical cal-
culation, so the peak frequencies that appeared in Figure 6
are also identified by the theoretical eigenfrequencies of
acoustic modes for the Model A chamber. There are four
peak frequencies among these results for the Model B cham-
ber; they are located between 853 Hz and 1126 Hz, 3323 Hz
and 3777Hz, 4049Hz and 4155Hz, and 4368Hz and
4626 Hz, respectively. And based on the theoretical eigenfre-
quencies of acoustic modes for the Model A chamber, they
are therefore identified as eigenfrequencies of 1L, 2T, 1L2T,
and 2L2T acoustic modes, respectively. So, the excited acous-
tic modes in the Model B chamber by the same numerical
constant volume bomb are still those of 1L, 2T, 1L2T, and
2L2T modes. Compared with those in the Model A chamber,

there is no new acoustic mode that appeared in the Model B
chamber. So, the acoustic modes excited by the same stimu-
lated source do not change for the case with or without injec-
tors. It mainly depends on the chamber configuration for the
observed acoustic-mode pressure oscillation propagation in
the chamber.

The eigenfrequencies, power amplitudes, and damping
rate of 1L, 2T, 1L2T, and 2L2T acoustic modes observed
through Figure 6 in the Model B chamber are listed in
Table 4. In order to compare with those in the Model A
chamber directly, the results for the Model A chamber are
also listed in Table 4 and marked by zero length of the injec-
tor. The eigenfrequencies and damping rate of each acoustic
mode for the Model B chamber are close to those of the cor-
responding acoustic mode for the Model A chamber. So, with
or without an injector does not have a significant effect on the
eigenfrequency of the acoustic mode. And the extra decay
due to propagation of the pressure wave in the injector is
not the main way to suppress the pressure oscillations.

However, injectors have a great effect on the power
amplitudes of the acoustic modes which even decrease to
zero for some cases. For the case of injector length with
2.2 cm, the tuning frequency of such injector is close to the
eigenfrequency of the 2T acoustic mode. Compared with
the amplitude of the 2T acoustic mode in the Model A cham-
ber, it decreases obviously for this case with injectors. How-
ever, the pressure oscillation of 1L acoustic mode is
enhanced due to the redistribution of oscillation energy
among these acoustic modes. For the case of injector length
with 3.2 cm, the tuning frequency is not close to either eigen-
frequencies of 1L and 2T acoustic modes, so the pressure
oscillations of these two acoustic modes are not restrained
anymore. But the pressure oscillation of the 2L2T acoustic
mode disappears for this case. The tuning frequency of the
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F1GURE 6: FFT analysis of pressure oscillations at the observation point for the Model B chamber with different injector lengths.

injector is roughly half of the eigenfrequency of the 2L2T
acoustic mode, so the injector may play as a half-wave reso-
nator of the 2L2T mode. For the case of injector length with
4.4 cm, the tuning frequency closes to the eigenfrequency of
1L acoustic modes, and the pressure oscillation of the 1L
acoustic mode is inhibited completely, while it does not work
for the other acoustic modes. For the case of injector length
with 6.2cm, the tuning frequency is keeping close to the
eigenfrequency of 1L acoustic modes much more, and the
pressure oscillation of 1L acoustic modes is still repressed

completely, while the pressure oscillation of 2T also sup-
presses significantly. The peak value of the 2T acoustic mode
is very small enough that its half-power bandwidth cannot be
read, so the damping factor for this mode is not available in
Table 4. However, there is a new peak at the frequency of
3323 Hz for this case. So, the energy of pressure oscillation
of the 2T acoustic mode may transfer to this new-frequency
mode which cannot be identified. For the case of injector
length with 7.8 cm, it still restrains the 1L acoustic mode
completely, and it is also effective for suppression of the
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FiGure 7: FFT analysis of pressure oscillations at the observation point for the Model C chamber with different injector lengths.

2T acoustic mode. The pressure oscillation of the 2L2T
acoustic mode also disappears for this case. For the case
of injector length with 10 cm, it has little effect on suppres-
sion of 1L and 2T acoustic modes for the tuning frequency
of such injector is much less than the eigenfrequency of the
acoustic modes.

For the 1L2T and 2L2T acoustic modes, their eigenfre-
quencies are larger or much larger than the tuning frequency,
so suppression of injectors on these two acoustic modes has
not been observed clearly. Compared with the case without

an injector, the power amplitudes of these two acoustic
modes increase in most cases indeed due to the redistribution
of pressure oscillation energy among these acoustic modes
through the injectors. In general, for the Model B chamber,
injectors with length from 6.2 cm to 7.8 cm are good at sup-
pression of pressure oscillation. The 1L acoustic mode is
inhibited completely for injectors are acting as quarter-
wave resonators, and 2T is suppressed largely due to redistri-
bution of pressure-oscillation energy through these injectors,
while power amplitudes of 1L2T and 2L2T acoustic modes
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TasLE 5: Eigenfrequency, power amplitude, and damping rate of acoustic modes in the Model C chamber.

Length of the injector (cm)

0 2.2 3.2 4.4 6.2 7.8 10
Resonator’s tuning frequency (Hz) — 3750 2578 1875 1330 1057 825
Eigenfrequency (Hz) 985 — — — — — —
1L acoustic mode Amplitude (kPa) 0.76 — — — — — —
Damping factor 11.8% — — — — — —
Eigenfrequency (Hz) 3771 3886 3813 3756 3777 3771 3648
2T acoustic mode Amplitude (kPa) 1.17 0.55 1.13 0.78 0.24 0.41 1.0
Damping factor 3.4% 4.4% 2.2% 4.2% — 3.8% 3.6%
Eigenfrequency (Hz) 3961 4076 4092 4147 4060 4062 4160
1L2T acoustic mode Amplitude (kPa) 0.58 0.65 0.97 0.42 0.52 0.66 0.47
Damping factor 8.2% 2.5% 4.3% 4.0% 6.6% 2.5% 3.5%
Eigenfrequency (Hz) 4461 4644 4558 — 4627 — 4583
2L2T acoustic mode Amplitude (kPa) 0.31 0.78 0.74 — 0.58 — 0.68
Damping factor 3.2% 2.0% 2.5% — 3.3% — 2.1%
Eigenfrequency (Hz) — — — — 3494 — —
Unidentified frequency peaks Amplitude (kPa) — — — — 0.85 — —
Damping factor — — — — 2.5% — —

increase not dramatically. 1L and 2T acoustic modes, which
are mostly concerned by engineering, are significantly con-
trolled by coaxial injectors.

So, such a coaxial injector with one open end and another
half-open end still can work as a quarter-wave resonator. For
multimode pressure oscillation, it is better for tuning fre-
quency of the injector closing to the lower eigenfrequency
acoustic mode, which will be effective for suppression of
these multiacoustic modes simultaneously.

3.4. Acoustic Properties of Model C Chamber. After imposing
a constant volume bomb in the Model C chamber, FFT anal-
ysis of pressure oscillations at the observation point for cases
with different injector lengths is shown in Figure 7. The peak
frequencies that appeared in Figure 7 are also identified by
the theoretical eigenfrequencies of acoustic modes for the
Model A chamber. There are three peak frequencies among
these results for the Model C chamber; they are located
between 3459 Hz and 3886 Hz, 4060 Hz and 4160 Hz, and
4558 Hz and 4644 Hz, respectively. Based on the theoretical
eigenfrequencies of acoustic modes for the Model A cham-
ber, these peak frequencies are therefore identified as eigen-
frequencies of 2T, 1L2T, and 2L2T acoustic modes,
respectively. So, the excited acoustic modes in the Model C
chamber by the same numerical constant volume bomb are
those of 2T, 1L2T, and 2L2T modes. Compared with those
in Model A and B chambers, there is no new acoustic mode
that appeared in the Model C chamber. So, the acoustic
modes excited by the same stimulated source do not change
for the case with or without injectors as well as with or with-
out the plenum chamber. It still mainly depends on the
chamber configuration for the observed acoustic-mode pres-
sure oscillation propagation in the chamber.

The eigenfrequencies, power amplitudes, and damping
rate of 2T, 1L2T, and 2L2T acoustic modes observed through

Figure 7 in the Model C chamber are listed in Table 5. The
eigenfrequencies of each acoustic mode for the Model C
chamber are close to those of the corresponding acoustic
mode for the Model B chamber. So, with or without the
plenum chamber does not have a significant effect on the
eigenfrequencies of the corresponding acoustic modes. Com-
pared with cases in the Model B chamber, the pressure oscil-
lation of the 1L acoustic mode is completely suppressed for
all cases with different injector lengths when just the plenum
chamber is considered in the Model C chamber. So, it can be
concluded that the plenum chamber is very effective for sup-
pression of 1L acoustic pressure oscillation. In general, the
damping rate of 2T, 1L2T, and 2L2T acoustic modes is a little
larger for cases in the Model C chamber than those in the
Model B chamber; it means that the plenum chamber
provides an extra decay for pressure oscillation of these
acoustic modes, but such decay is not significant. However,
the amplitudes of 2T and 1L2T acoustic modes for cases with
the plenum chamber are smaller significantly than those
without the plenum chamber. So, the plenum chamber
decreases the amplitudes of the acoustic modes mainly by
absorbing the pressure-oscillation energy of the combustion
chamber, not just by extra decay of the propagation pressure
wave. Amplitudes of 2L2T acoustic modes for cases in the
Model C chamber are a little larger than those in the Model
B chamber; it may be induced by redistribution of pressure-
oscillation energy among these acoustic modes through
injectors. The effects of injector length on the 2T acoustic
pressure oscillation for the Model C chamber are like those
for the Model B chamber. The tuning frequency of the
2.2 cm length injector is very close to eigenfrequency of the
2T acoustic mode; it can be found that the amplitudes of
the 2T acoustic mode decrease significantly as compared with
the cases without injectors. From then on, the amplitudes of
the 2T acoustic mode increase with the length of injectors. It
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means that the injectors still can work as a quarter-wave res-
onator with the plenum chamber.

3.5. Effects of Injectors and Plenum Chamber on the Pressure
Oscillation. Figure 8 shows the instantaneous velocity vector
and pressure fields in the chamber and injector. As shown in
Figure 8(a), pressure waves propagate into the injectors when
pressures at the chamber zone adjacent to injectors are in
high value. It means that some energies of pressure oscilla-
tion are absorbed by injectors from their peak. As shown in
Figure 8(b), the pressure waves propagated into injectors
from the chamber reflect at the end of the injectors and go
towards the chamber. When it arrives at the exit of the injec-
tor, the pressure at the chamber zone adjacent to the injectors
is just in its lowest value. So, the absorbed energy from the
peak of pressure oscillation is added to a trough of pressure
oscillation. In this way, which is called Cutting down the
pressure Peak and Raising up the pressure Trough (CPRT),
the power amplitudes of the acoustic mode, by which eigen-
frequency is close to the tuning frequency of injectors, are
suppressed significantly as shown in Model B and C cham-
bers. As shown in Figure 8(c), when the pressure wave in
injectors arrives at the exit of injectors, the pressure at the
chamber zone adjacent to the injectors is in the middle value.
It means that the pressure at this zone is controlled by other
acoustic modes which are different from the acoustic mode
that this pressure wave is induced. So, the energy of pressure
oscillation is transformed from one acoustic mode to other
acoustic modes through these injectors. So, as shown in
Model B and C chambers, such redistribution of pressure
oscillation energy leads to an increase of power amplitudes
of some acoustic modes when injectors are considered and
multimode pressure oscillations present in the chamber.
Figure 9 shows the instantaneous velocity vector and
pressure fields in the plenum chamber and injector. For the
lower four injectors, the pressure at the injector zone adjacent
to the plenum chamber is in high value; pressure waves
thereby propagate from injectors to the plenum chamber.
Such propagations of pressure waves are easily and fre-
quently observed in the numerical results. The pressure
waves propagated from the plenum chamber to the injector
can also be observed as upper three injectors, but its ampli-

g L.051E+005
= =

x o -
yT—>z E.

w I 9.523E+005

FIGURE 9: Instantaneous velocity vector and pressure fields in
injectors and plenum chamber.

tude is obviously smaller than that propagated from injectors
to the plenum chamber. That is the reason why the pressure
oscillation of most acoustic modes can be suppressed signif-
icantly by the plenum chamber.

4. Conclusion

The effects of coaxial injectors and plenum chamber on the
acoustic properties of the thruster chamber are numerically
investigated, in which a numerical constant volume bomb
is employed to excite multimode pressure oscillation. FFT
analysis and half-power bandwidth method are applied to
get the eigenfrequency, power amplitude, and damping rate
of each excited acoustic mode. Under the same stimulated
source, the excited acoustic modes are the same as 1L, 2T,
1L1T, and 2L2T for chambers with and without injectors as
well as with and without plenum chamber, and their eigen-
frequencies and damping rates do not have obvious changes.
The injectors still act as a quarter-wave resonator under mul-
timode pressure oscillations for they are very effective to
suppress acoustic-mode pressure oscillation when its eigen-
frequency is close to the tuning frequency of injectors. And
it is better for tuning frequency of the injector closing to
the lower eigenfrequency acoustic mode, which will be effec-
tive for suppression of these multiacoustic modes simulta-
neously. Comparing the pressure oscillation with and
without the plenum chamber, the plenum chamber can
inhibit 1L acoustic-mode pressure oscillation completely
and also has obvious effects on other acoustic modes. For
multimode pressure oscillation, it can be found that there is
a redistribution of pressure-oscillation energy among those
excited acoustic modes.
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