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Convolutional neural networks as steganalysis have problems such as poor versatility, long training time, and limited image size.
For these problems, we present a heterogeneous kernel residual learning framework called DRHNet—Dual Residual Hetero-
geneous Network—to save time on the networks during the training phase. Instead of using the image as an input of the network,
we extract andmerge the images into a feature matrix using the richmodel and use the generated feature matrix as the real input of
the network. +e architecture we proposed has good versatility and can reduce the computation and the number of parameters
while still getting higher accuracy. On BOSSbase 1.01, we evaluate the performance of DRHNet in the setting of the spatial domain
and frequency domain.+e preliminary experimental results show that DRHNet shows excellent steganalysis performance against
the state-of-the-art steganographic algorithms.

1. Introduction

As the most commonly used scheme of modern steganog-
raphy, the least significant bit (LSB) will inevitably change
the correlation between adjacent pixels of the image and the
correlation of adjacent pixels of the residual image (high-
frequency component) of the image [1, 2]. Before the re-
naissance of the neural network, the mainstream stegano-
graphic analysis method extracts the statistic that can
describe the correlation of adjacent pixels of the residual
image as a steganographic analysis feature and then uses the
machine learning tool to train the steganographic analysis
classifier [3, 4].

Convolutional neural network (CNN) has been widely
used in the field of image classification [5–7]. Since steg-
analysis can be regarded as a two-class problem for images,
the goal is to determine whether an image is embedded with
the ciphertext. Steganalysis began to use convolutional
neural networks to attack steganography. Qian et al. [8] first
proposed the application of convolutional neural networks
to steganalysis.+ey described a neural network steganalyzer
with a Gaussian activation function equipped with a fixed

preprocessing high-pass KV filter. +e high-pass KV filter
was used to suppress the image content, thus improving the
signal-to-noise ratio (SNR) between the stego signal and the
host image. Ye et al. [9] proposed a new network in which
rather than a random strategy, the weights in the first layer of
the proposed CNN are initialized with the basic high-pass
filter set used in the calculation of residual maps in the
spatial rich model (SRM), which acts as a regularizer to
suppress the image content effectively. To better capture the
structure of embedding signals, which usually have ex-
tremely low SNR (stego signal to image content), a new
activation function called truncated linear unit (TLU) is
adopted in their CNN model. Boroumand et al. [10] de-
scribed a deep residual architecture, SRNet, designed to
minimize the use of heuristics and externally enforced el-
ements that are universal in the sense that it provides state-
of-the-art detection accuracy for both spatial domain and
JPEG steganography. +e key part of the proposed archi-
tecture is a significantly expanded front part of the detector
that “computes noise residuals” in which pooling has been
disabled to prevent suppression of the stego signal.
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+e problem with using neural networks as a stegano-
graphic analysis tool is that it is impossible to analyze larger
sized images due to limitations in computer resources. And the
versatility of such steganographic analysis tools is not good;
that is, a network trained with a steganographic algorithm
cannot analyze images with another steganographic algorithm.
Finally, the training time of the neural network is too long.

In this paper, we propose a heterogeneous kernel re-
sidual learning framework to save time on the networks
during the training phase. Experimental results show that
the DRHNet detection error achieves less than 10% when
using S-UNIWARD [11] as the steganography algorithm,
and the payload is 0.4 bpp. In summary, we make the fol-
lowing contributions in this paper:

(i) We address the accuracy-computation-time prob-
lem by introducing a versatile deep residual learning
for steganalysis.

(ii) Instead of using the image as an input to the net-
work, we extract andmerge the images into a feature
matrix through the rich model and use the gener-
ated feature matrix as the real input of the network.

(iii) +e heterogeneous kernel is used as the convolution
kernel of the network that we proposed. +e het-
erogeneous kernel is adopted to reduce network
parameters and reduce computational complexity.

2. Preliminaries

2.1. Feature SelectionMethod. +e spatial rich model (SRM)
[12] is a typical image steganographic analysis method. It
designs a wide variety of spatial high-pass filters and uses
these filters to filter the image to obtain a rich variety of
residual images; then, it separately counts the frequency of
occurrence of each adjacent residual sample pattern in a
residual image. +e cooccurrence matrix of the residual
image is obtained. Finally, the elements of the cooccurrence
matrix are rearranged into vectors as a steganographic
analysis feature. +e JPEG rich model (JRM) is the image
steganographic analysis method that is widely used in the
JPEG domain. JRM is similar to SRM. +e only difference is
that the features of JRM consist of the second-order cooc-
currence matrices of the block coefficients of JPEG and their
residual. However, the features of SRM are composed of the
fourth-order cooccurrence matrices of different kinds of
filter residuals. SRM is used in the spatial domain and JRM is
used in the JPEG domain.+e images of JPEG format are the
carriers of the steganographic algorithms in the frequency
domain.

Ma et al. [13] proposed a general feature selection
method based on decision rough set α-positive region re-
duction to reduce the dimension of steganalysis features.
+eir results show that the reduced feature set can obtain the
detection ability comparable to the original feature set,
which effectively decreases the computation cost.

2.2. *e Deep Learning Method. Because of gradient van-
ishment/explosion, the deep networks are normally difficult
to train. He et al. [14] proposed ResNets, which solve the

problem of gradient vanishment/explosion in deeper net-
works. +is means the deeper network can show better
accuracy rather than degradation. However, better accuracy
comes with much more computation and time.

To reduce computational complexity, Singh et al. [15]
presented a deep learning architecture in which the con-
volution operation leverages heterogeneous kernels. +ey
improved the convolution kernel and achieved 3× to 8×

FLOPs based improvement in speed while still maintaining
(and sometimes improving) the accuracy.

Currently, deep learning is widely applied to improve the
steganalysis performance. Hu et al. [16] proposed a new self-
seeking steganalysis method based on visual attention and
deep reinforcement learning. +e visual attention method
selects a region from the image and deep reinforcement
learning is utilized to yield a summary region. +en, the
summary regions are adopted to replace the misclassified
training images to improve the steganalysis performance.
+eir experimental results show that their method can
achieve steganalysis performance comparable to the state-of-
the-art steganographic detection algorithms.

3. DRHNet

+e proposed network architecture is called DRHNet–Dual
Residual Heterogeneous Network. +e “residual” here has
two meanings, one of which means that 34 layers of ResNet
are used as the main network structure, and the other
meaning is that the residual of the image is treated as the
object. Firstly, we explain the method of preprocessing, that
is, how to get the feature matrix, and the principle of dis-
criminating embedded images with residuals and then
demonstrate the architecture of the network. At last, we
describe the details of the experiment.

3.1. Method and Principle. +e steganographic embedding
process makes subtle changes to the image, which is similar
to introducing weak noise (stealth noise) into the image. At
the same time, the steganographic embedding process not
only changes the adjacent pixel correlation of the natural
image but also changes the adjacent pixel correlation of the
residual image (noise component) of the natural image. SRM
and other residual image based steganographic analysis
methods [17, 18] model the residual image instead of directly
modeling the image itself, mainly to weaken the interference
of the image content on the steganalysis feature.

+e residual of the cover image or stego image is
extracted with k high-pass filters to form k submodels. +en,
quantize, round, and truncate each submodel and extract the
cooccurrence matrix in both horizontal and vertical direc-
tions. At this time, 2k cooccurrence matrices are generated
for each picture. Cooccurrence matrices with similar
properties are symmetrically merged and all elements are
rearranged into feature vectors. At this point, the feature has
been obtained, and its form is as follows [12]:

Fkcx

⇀
←Range Merge Mh cx( 􏼁, Mv cx( 􏼁( 􏼁( 􏼁, (1)
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where Fkcx

⇀
is the feature of the xth cover image cx calculated

by using the kth submodel. Merge(·) is to make two matrices
merge to be one by combining elements having the same or
similar statistical laws in the horizontal cooccurrence ma-
trices Mh(·) and vertical one Mv(·). Range(·) is a function to
rearrange the merged matrices into a feature vector. Among
them, x � 1, 2, . . . , z, where z is the last image of the train
set; the feature of the stego image sx can also be calculated.
cx, sx ∈ Zn1×n2 are spatial domain images of size n1 × n2 in
which each value in the matrix is between 0 and 255.

Mh(·) can be obtained by the following formula [12], and
Mv(·) can be obtained in the same way:

Mh cxi,j
􏼒 􏼓←Extrhd

TruncT Round
HPk cxi,j

􏼒 􏼓

q

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠,

(2)

where the positive vertex q is a quantization factor and the
positive integer T is a truncation threshold; there are two
important parameters that affect the dimensionality and
steganalysis performance of SRM features. d is the order of
the symbiotic matrix. If d is too large, sparse features will
appear. If d is too small, the statistical diversity is not rich
enough. HPk(·) demonstrates the residual extracted by the
kth high-pass filter; the specific definition is as follows:

HPk(·)←􏽢xi,j Ni,j􏼐 􏼑 − zxi,j, (3)

where x ∈ Zn1×n2 is the pixel value of the cover or stego
image at (i, j), HPk(·) ∈ Rn1×n2 is the residual value of the
residual f obtained by using a high-pass filter on the cover
or stego image at (i, j), and z∈ Z is the coefficient before the
pixel value xi,j. Ni,j is the pixel value of xi,j neighborhood
xi,j ∉Ni,j, and xi,j,Ni,j􏽮 􏽯 is the support set of image re-
siduals. 􏽢xi,j(·) is the calculation result of the correlation
between xi,j and it is the neighborhood Ni,j on different
filters. Round(·) means rounding up by element, and
TruncT(·) means a truncation operation by element.
Extrhd

(·) extracts the residual as a cooccurrence matrix. +e
common filters used in SRM are shown in Figure 1.

We choose q � 0.5, 1, 2, T � 2, and d � 4 and use all the
merge rules designed by SRM. +e obtained SRM feature
instance is called the SRMQ3 (SRM feature using 3 kinds of
quantization factors). It has 106 features, 17 of which are
338-dimensional features and 89 of which are 325-dimen-
sional features. +e dimension of the RMQ3 feature is
338 × 17 + 325 × 89 � 34671. We use 0, 0 as the segmen-
tation between each feature to fill it into a feature matrix of
187 × 187 , and null values after the last feature in the matrix
are filled with 0. It is defined as follows:

MFcx
← F1cx

⇀
, t0, 0n, qF2cx

⇀
h,0 , 0x, 7 . . . CF106cx

⇀
; , 0, . . . , 0􏼔 􏼕.

(4)

By observing the feature vectors, we find that there are no
elements with a value of 1 in the vector. We intended to split
the feature vectors by “1, 1″, but considering that the

maximum pooling is used in the subsequent network design,
this will cause the network to train the separator we set as an
important parameter, so, finally, we use “0, 0″ as the separator.

After obtaining the feature matrix of the cover image
MFcx

and the stego imageMFsx
, our goal is to use DRHNet to

train a mapping Map(·) based on the difference between
them, so that the mapping satisfies the following equation:

Map MFsx
􏼐 􏼑 � 1,

Map MFcx
􏼐 􏼑 � 0,

⎧⎪⎨

⎪⎩

Map(·)←DRHNet MFcx
,MFsx

􏼐 􏼑.

(5)

As discussed in Section 2, the feature extraction pro-
cedure of JRM is similar to SRM. +e difference is that the
features of JRM consist of the second-order cooccurrence
matrices of the block coefficients of JPEG and their residual.
JRM will double the feature dimension through Cartesian
calibration, which produces 22510 features. Finally, a 151 ×

151 feature matrix is generated.

3.2. Dual Residual Heterogeneous Network Architecture

3.2.1. Deep Residual Network. +e structure used in this
paper is similar to the 34-layer structure of ResNet [14]. We
also adopt batch normalization (BN) [19] after each con-
volution and before ReLU [20]. +e difference is that we
added the SRM-Extract-Merge (SRMEM) layer between the
image and the first convolutional layer of DRHNet for
steganographic analysis of the spatial domain; we added the
JRM-Extract-Merge (JRMEM) layer between the image and
the first convolutional layer of DRHNet for steganographic
analysis of the frequency domain. +is reduces the data
dimension that the network actually handles from 256× 256
to 187×187 or 151× 151. And the image represented by the
feature matrix is no longer the content of the image. On the
contrary, it is the statistical feature of the image residual, so it
is more abstract. In addition, since Adamx [21] can reach
convergence faster than stochastic gradient descent (SGD),
we use Adamx as the optimizer to replace SGD.

+e structure of the network is shown in Figure 2. +e
layered structure in the figure is not just a layer of convo-
lution, but a convolution block containing two layers of
convolution. +e DRHNet network parameter settings are
shown in Table 1. Please note that the DRHNet used for the
steganographic analysis of the spatial domain is known as
S-DRHNet in the following sections and the DRHNet used
for the steganographic analysis of the frequency domain is
known as J-DRHNet. +e S-DRHNet and J-DRHNet share
similar network architecture. +e only difference is that they
own different feature extraction layers. +e S-DRHNet
adopts the SRMEM as the feature extraction layer and the
J-DRHNet uses the JRMEM as the feature extraction layer.

3.2.2. Heterogeneous Kernel. Another difference of DRHNet
compared to ResNet is that the HetConv [15] is used as the
convolution kernel, instead of the conventional convolution
kernel. +e channel is filled in the order of a 3× 3 and three
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1× 1 convolution kernels.+e convolution kernel of the next
convolutional layer remains in this order, but the overall
arrangement is shifted to the right by a convolution kernel.
+e structure of the DRHNet convolution kernel is shown in
Figure 3.

It can be seen that there are two convolutional layers in
the convolution block, each layer consisting of 64 convo-
lution kernels of 3× 3 and 1× 1 sizes, arranged and offset in
the above order. Using HetConv instead of a conventional
convolution kernel can reduce network parameters and
reduce computational complexity.

4. Experimental Results and Analysis

All experiments in this paper were evaluated and contrasted
on BOSSbase 1.01, which contains 10,000 grayscale images
with a size of 512× 512. +e experimental environment for
this article is a host with an NVIDIA GeForce 1080 Ti
graphics card and an Intel i7-9700 CPU. +e more pixels
image has, the more information it can embed, as well as the
higher the computational complexity in the steganographic
analysis process. +is does not affect the performance of
DRHNet, regardless of which size of the image will be
extracted in the preprocessing into a feature matrix of
187×187 or 151× 151. To facilitate comparison with the
other steganalysis methods, we resized all the images into
256× 256. In the setting of the spatial domain, WOW [22],
S-UNIWARD [11], and MiPOD [23] are used as stegano-
graphic algorithms to embed ciphertext in the image. +e
SCA-TLU-CNN [9] and the SRNet [10] are utilized as the

competing steganographic analysis method to be compared
with S-DRHNet. In the setting of the frequency domain, the
UED [24] and J-UNIWARD [11] are chosen as the steg-
anographic algorithms. Because SRNet can also be used in
the frequency domain, we compare J-DRHNet with SRNet
to evaluate the effectiveness of DRHNet in the setting of the
frequency domain. +e payload of each steganographic al-
gorithm is set from 0.2 to 0.4 bits per pixel (bpp), respec-
tively. For the dataset, 5000 cover-stego image pairs, 10000
images, were randomly selected as the training set. For
clarity of expression, the following are all counted in cover-
stego image pairs. As the same, 2500 were selected as the
validation set, and the remaining 2500 combined with the
2500 randomly selected unembedded image pairs were used
as the test set. +e experimental epoch of this paper is 100
times, the minibatch size of the training set is 20 cover-stego
image pairs, and the validation set is 10. +e first 80 epochs
of the experiment trained the network at a learning rate of
0.001 and trained it at 0.0001 for the last 20 epochs.

4.1. DRHNet Steganalysis Level Experiment. We adopt the
detection error Perror as the evaluation criteria. +e defini-
tion of Perror is as follows:

Perror �
nFP + nFN

n
, (6)

where n is the total number of images in the test set, and nFP
and nFN are the number of false positive and false negative
errors in the machine learning concept.
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Figure 1: +e commonly used filters of SRM.
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4.1.1. *e Performance of S-DRHNet in the Spatial Domain.
+e performance of S-DRHNet in the spatial domain is
shown in Figures 4–6. It is observed in Figures 4–6 that
SRNet’s [10] Perror is less than 1% lower than our

proposed structure when applying the WOW steganog-
raphy algorithm and with a payload of 0.4 bpp; SCA-
TLU-CNN [9] has a detection error rate of 6% lower than
the DRHNet when applying the S-UNIWARD steg-
anography algorithm and with a payload of 0.2 bpp. Apart
from the above two situations, DRHNet generally has
better performance than the other two steganographic
analysis networks. And it can be seen that as the payload
increases, Perror of DRHNet decreases faster than the
other two networks.

+e ROC curves of SCA-TLU-CNN, SRNet, and
S-DRHNet against S-UNIWARD at 0.4 bpp are shown in
Figure 7. +e AUC of S-DRHNet, SRNet, and SCA-TLU-
CNN are 0.97, 0.94, and 0.92. +e accuracy of S-DRHNet
against S-UNIWARD is higher than SRNet and SCA-TLU-
CNN at the high payload.

+e training of DRHNet was iterated 100 times in total.
+e learning rate was set to 0.001 in the first 80 iterations and
0.0001 in the last 20 iterations. Figure 8 shows the changes in
detection error during training and validation of S-DRHNet.
+e data are obtained on S-UNIWARD at payload 0.4 bpp.
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Figure 2: Network architectures for DRHNet.

Table 1: Parameter s for DRHNet.

Layer name Output size Convolution kernel
Conv_1 94× 94 7× 7,64

Max pool

Conv_2 47× 47 3 × 3, 64
3 × 3, 64􏼠 􏼡 × 3􏼢 􏼣

Conv_3 24× 24 3 × 3, 128
3 × 3, 128􏼠 􏼡 × 4􏼢 􏼣

Conv_4 12×12 3 × 3, 256
3 × 3, 256􏼠 􏼡 × 6􏼢 􏼣

Conv_5 6× 6 3 × 3, 512
3 × 3, 512􏼠 􏼡 × 3􏼢 􏼣

Avg pool
Fc 1000
Softmax
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Figure 3: 3× 3× 64 convolutional block structure in DRHNet.
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Figure 9 shows the progression of the training and
validation loss when training S-DRHNet in the same cir-
cumstance. Because the curves of detection error and loss of
J-DRHNet during training and validation are similar to
S-DRHNet, we only show the corresponding curves of
S-DRHNet here.

4.1.2. *e Performance of J-DRHNet in the Frequency
Domain. +e performance of J-DRHNet in the frequency
domain is shown in Figures 10 and 11.+e J-DRHNet shows
better performance than SRNet against J-UNIWARD.When

the payload is high, the J-DRHNet shows better performance
than SRNet against UED.

+e ROC curves of SRNet and J-DRHNet against UED at
0.4 bpp are shown in Figure 10. We can observe from
Figure 12 that the accuracy of J-DRHNet against UED is
close to that of SRNet.

4.2. DRHNet Steganalysis Generality Experiment. Using the
feature matrix extracted by SRM or JRM as the input of the
network makes DRHNet have good versatility. To evaluate
the versatility of DRHNet, we adopt one steganographic
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Figure 4: Detection error Perror of SCA-TLU-CNN, SRNet, and S-
DRHNet against WOW.
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Figure 5: Detection error Perror of SCA-TLU-CNN, SRNet, and S-
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algorithm to generate steganographic images as the training
set and validation set. +en, the steganographic images
generated by another steganographic algorithm are used as
the test set. We observe the detection error of DRHNet in
this situation. Because the J-DRHNet and S-DRHNet own
similar architecture except for the feature extraction mod-
ules, we only show the results of the cross test of S-DRHNet
here. +e detection error of the cross test of S-DRHNet is
shown in Table 2. +e detection error obtained by using the
same steganography algorithm for the test set and training
set is shown in bold in Table 2, and the error rate of the cross
test is shown in normal font.+e detection error obtained by
adopting different steganographic algorithms is generally

0.01–0.03 higher than that of using the same steganography
algorithm. From the results in Table 2, we can conclude that
the S-DRHNet shows good versatility against different
steganographic methods.

4.3.*eTimeConsumption andComputational Complexity of
DRHNet. DRHNet also reduces time consumption while
improving accuracy. Table 3 shows the parameters, com-
putational complexity, and time consumption of the above
four types of steganalysis networks.+e network structure of
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Figure 8: S-DRHNet’s training and validation detection error Perror
for S-UNIWARD at 0.4 bpp.
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SCA-TLU-CNN has ten layers, and the SRNet has twelve
layers, so ResNet is higher than SCA-TLU-CNN in the three
metrics mentioned in Table 3. Although the DRHNet
designed in this paper is a 34-layer network structure, the
application of HetCov as a convolution kernel greatly re-
duces the parameters of the network, resulting in shortened
computational complexity and time consumption than the
other two networks, while still ensuring considerable ac-
curacy. Because the feature matrix of J-DRHNet is smaller
than S-DRHNet, the time consumption of J-DRHNet is
lower than that of S-DRHNet.

5. Conclusion

In this paper, a deep neural network with high accuracy and
low time consumption is proposed for steganalysis. +e
SRMEM and JRMEM layers are used to extract features from
the original images and combine them into a feature matrix,
which provides versatility for the steganographic analysis
method while reducing the network dimension. Further-
more, we select HetConv as the convolution kernel of the
DRHNet network, which greatly reduces the computational
complexity while ensuring accuracy. By combining different
feature preprocessing modules, that is, SRMEM and
JRMEM, DRHNet can be flexibly applied in both spatial
domain and frequency domain. +e preliminary experi-
mental results show that the DRHNet shows excellent
steganalysis performance in both the spatial domain and
frequency domain. +e DRHNet outperforms the existing
state-of-the-art steganographic analysis algorithms such as
SCA-TLU-CNN and SRNet and shows excellent perfor-
mance against the state-of-the-art steganographic methods
such as S-UNIWARD, J-UNIWARD, andWOW.+e image
embedded in ciphertext may be compressed during
transmission.

+e cross test of SRNet and J-DRHNet will be further
studied and verified in the following research. How to extract
the embedded image after compression will be our next
research direction.
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With the rapid development of wireless communication technology and intelligent mobile devices, unmanned aerial vehicle
(UAV) cluster is becoming increasingly popular in both civilian and military applications. Recently, a swarm intelligence-based
UAV cluster study, aiming to enable efficient and autonomous collaboration, has drawn lots of interest. However, new security
problems may be introduced with such swarm intelligence. In this work, we perform the first detailed security analysis to a kind of
flocking-based UAV cluster with 5 policies, an upgrade version of the well-known Boids model. Targeting a realistic threat in a
source-to-destination flying task, we design a data spoofing strategy and further perform complete vulnerability analysis. We
reveal that such design and implementation are highly vulnerable. After breaking through the authentication of ad hoc on-
demand distance vector (AODV) routing protocol by rushing attack, an attacker can masquerade as the first-arrival UAVwithin a
specific scope of destination and generate data spoofing of arrival status to the following UAVs, so as to interfere with their normal
flying paths of destination arrival and cause unexpected arrival delays amid urgent tasks. Experiments with detailed analysis from
the 5-UAV cluster to the 10-UAV cluster are conducted to show specific feature composition-based attack effect and corre-
sponding average delay. We also discuss promising defense suggestions leveraging the insights from our analysis.

1. Introduction

UAVs have been widely used in military and civilian fields
due to their low cost and high flexibility. With the rapid
development of wireless communication technology and
mobile devices, the unmanned aerial vehicle cluster is be-
coming increasingly popular in tasks of monitoring, search,
and rescue in a dangerous environment. Recently, swarm
intelligence in the field of AI has been employed in the UAV
cluster to provide an efficient and effective collaboration of
UAVs that does not require any external remote guidance or
any central-node UAV control, amid complex tasks difficult
for a single UAV. *us, the multi-UAV cluster aims to
realize an autonomous mechanism by imitating different
kinds of swarm including a flock of birds and a swarm of
bees. Although such swarm intelligence has shown its

potential to provide an efficient and effective UAV collab-
oration, few studies focus on the security issues brought by
swarm intelligence. *us, it is highly important to deep
assess the security of swarm intelligence-based UAV cluster
and discover a possible vulnerability that can be maliciously
exploited.

In this paper, we focus on the swarm intelligence of
flocking inspired by birds. *ere is a classical model named
Boids model [1] proposed by Reynolds in 1986, of which
there is no central node and each UAV is autonomous
through perceiving its neighbors’ information within a
certain range nearby [2, 3]. Each UAV’s decision-making is
based on three simple policies: dispersion, alignment, and
cohesion. Such a collaboration mechanism of policies de-
rives from the birds’ flocking; thus, it is also called flocking in
short. In this work, we choose the latest upgraded version of
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the Boids model including five policies: alignment, homing,
cohesion, dispersion, and following, which is more complete
for flocking [4]. In the rest of this paper, the flocking is
always referred to as this 5-policy flocking. Also, we target a
source-to-destination flying task for cluster flying and
perform the first detailed security analysis to the flocking-
based UAV cluster flying. To the best of our knowledge, no
similar work has focused on it.

Facing cyberattacks, it is highly important to firstly
understand potential security vulnerabilities so that they can
be actively resolved before real large-scale deployment. As
the first step, we implement the 5-policy flocking algorithm.
*rough tuning a set of parameters, we successfully realize
the flocking to maintain a relatively stable formation for
UAV cluster flying. *en we identify basic security chal-
lenges, involved authentication, data spoofing, and so on,
aiming to understand whether the current design or
implementation of the flocking algorithm for UAV cluster is
vulnerable and why it is vulnerable and hope to provide
insights on how to fundamentally protect it before large-
scale UAV cluster deployment.

For simplicity, we assume that the UAVs in the cluster
move at a constant speed and use the mobile ad hoc network
(MANET) [5] to exchange data with other UAVs within the
specific range of wireless sensing. *e data includes GPS
location, speed direction, and arrival status. *e only attack
requirement that we limit is that there is just one UAV
masqueraded to send spoofed data to other UAVs. *is can
be realized by a rushing attack to break through the au-
thentication of the ad hoc on-demand distance vector
(AODV) routing protocol [6, 7]. As reported in former
work, such compromise can be performed physically [8],
wirelessly [9], or through malware [10, 11]. *us, only
rushing attack one first-arrival UAV for data spoofing of
arrival status is closer to the attack reality and ensures that
our analysis has highly practical implications.

In this work, we find that data spoofing of arrival status is
very effective for autonomous flocking-based UAV cluster:
through masqueraded UAV sending spoofed data to the
following UAVs, the maximum percentage of delay can even
reach up to nearly 50%, which completely subverts the
advantage of the flocking, as a highly efficient algorithm.
Figure 1 shows an attack snapshot of the simulation for 8-
UAV flocking-based flying from the left sources to the right
destinations (denoted as red circles, respectively) in farm-
land. *e axes represent the flying coordinates in meters.
Figure 1(a)) shows the attack place occurring to the first-
arrival UAV. As shown in Figure 1(b)), during the attack,
some UAVs’ trajectories in the cluster have been affected
(seen in the green circle) and caused an obvious delay to
their destinations. We find that this is due to a vulnerability
in the trade-off between security and formation stability: in
the flocking algorithm, to maintain the stability of the cluster
formation, once a UAV has reached its destination, its in-
formation will not be used in the other UAVs’ decision-
making anymore.

In our experiment, we find the following: (1) fixing the
arrival determining threshold with 20 meters, the delay
percentage of smaller UAV cluster is higher than that of a

larger cluster, which appears from cluster speed 10m/s to
20m/s; (2) lower arrival determining threshold will cause an
opposite result, that is, larger cluster having higher delay
percentage; (3) fixing the cluster’s speed, whatever the
cluster size is, lower arrival determining threshold will cause
a higher delay percentage; (4) the maximum delay per-
centage of 47.84% is obtained in the occasion of cluster size
9, cluster speed 16m/s, and arrival determining threshold 12
meters.

According to our analysis, the current flocking algorithm
design is highly vulnerable to data spoofing, causing the
whole UAV cluster to delay its arrival to a large extent. We
also discuss promising defense directions leveraging the
insights from our analysis.

We summarize our contributions as follows:

(i) We perform the first security analysis of flocking-
based UAV cluster flying. We formulate the
problem with a highly realistic threat model, in-
volved AODV link authentication, rushing attack,
and data spoofing to UAV cluster and analyze the
algorithm design to identify the data spoofing
strategy.

(ii) Targeting the goal of causing unexpected arrival
delays in flying task, we first perform vulnerability
analysis to understand the attack effectiveness. We
find that the flocking algorithm design and
implementation are highly vulnerable, causing
nearly 50% arrival delay in some cases.

(iii) *rough massive experiments, we obtain detailed
attack results under different cluster features, which
helps to provide promising defense directions from
our analysis and experimental results.

2. Background

In this section, we introduce the necessary background
about the swarm intelligence in the UAV cluster and the
flocking algorithm that we target.

2.1. UAV Swarm Intelligence. Swarming behavior is a
common phenomenon in nature. Typical examples include
flocks of birds migrating in formation, schools of fish pa-
rading in groups, colonies of ants working together, and
colonies of bacteria that grow together. *e common feature
of these phenomena is that a certain number of autonomous
individuals, through mutual collaboration and self-organi-
zation, present an orderly coordinated movement and be-
havior on the collective level [12]. In the early stage of
research in this area, a lot of work focused on modeling and
simulation of natural biological populations. Scholars use a
large amount of experimental data to explore the influence
of individual behavior and the relationship between indi-
viduals on the overall behavior of the group [13, 14].

In the field of UAV, the Boids model is naturally applied
as the earliest swarm intelligence model, establishing and
maintaining collision-free cohesive flocking which requires
only three simple policies between idealistic agents: (1)
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gathering: make the agents in the entire group closely ad-
jacent; (2) keeping distance: adjacent agents keep a safe
distance; (3) motion matching: neighboring agents have the
same motion state. *is model roughly describes the
movement characteristics of swarms in nature. Lately,
Sharma and Ghose extended the Boids and proposed a
swarm intelligence algorithm to avoid cluster collisions [4].
Our work is based on Sharma et al.’s algorithm to build a
flocking-based UAV cluster as our target of security analysis.

2.2. Flocking Algorithm. In a UAV cluster, the equation of
motion in the two-dimensional plane for a UAV can be
represented as

_xi � v cos θi,

_yi � v sin θi,

_θi �
η
V

,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where xi, yi, θi are the x-axis coordinate, y-axis coordinate,
and heading angle of the i-th UAV, respectively. V � |v|

means UAV’s speed and η is the acceleration. *e detailed
calculation is shown as follows:

η � kΔθi,

Δθi � w1 θreq1 − θi􏼐 􏼑 + w2 θreq2 − θi􏼐 􏼑 + · · · + wn θreqm − θi􏼐 􏼑,

(2)

where k is the acceleration constant and
θreq1, θreq2, . . . , θreqm are the desired heading angles corre-
sponding to different policies. We can vary the policy
weights w1, w2, . . . , wm to obtain different composite
policies.

We target the flocking with five basic policies including
cohesion, dispersion, following, homing, and alignment as
shown in Table 1.

We use wh, wa, wc, wd, wf to represent the weight of
homing, alignment, cohesion, dispersion, and following
policies, respectively.

Figure 2 shows the heading angle computation of a UAV
in the cluster. *e above basic policies can ensure that the
self-organized UAV swarm remains stable and collision-free
during the flight. However, when the UAV swarm arrives
near the destination, if the arrived UAV is still involved in
the angle calculations for other unreached UAVs, the di-
rections of the unreached UAVs will be affected not to reach
their destinations. *us, once there is a UAV in the cluster
that has reached its destination, it has to be timely excluded
from the calculations.

Also, in general, to determine whether a UAV has ar-
rived, we calculate the distance between the current location
of the UAV and the destination, in which the specified
parameter R is defined as an arrival determining the
threshold. When the distance between the current location
of the UAV and the destination is less than R, the UAV is
determined to have reached its destination.

3. Threat Model

3.1. Communication. In the UAV cluster, MANET is a
common-used communication network to support UAVs’
communication (see Figure 3) [15]. *ere are two channels:
data channel and protocol channel. In our experiment, we
limit three data to transmit including heading angle, co-
ordinate, and arrival status.

As we can see, MANET is an ad hoc decentralized type of
wireless network that does not rely on a preexisting infra-
structure, such as routers in wired networks or access points
in managed (infrastructure) wireless networks [5]. Instead,
each node participates in routing by forwarding data to other
nodes, so the determination of which nodes forward data is
made dynamically based on network connectivity and the
routing algorithm in use [16]. Such wireless networks lack
the complexities of infrastructure setup and administration
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Figure 1: A snapshot of the simulation of 8-UAV flocking-based cluster flying. (a) *e attack place to first-arrival UAV. (b) Arrival delays
with affected trajectories in green circles.
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while enabling UAVs to create and join networks anytime
efficiently.

Due to common attacks in MANET, there is also a
communication-related threat to the flocking-based cluster
[17], such as wormhole attack, rushing attack, joint attack,
Sybil attack, denial of service attacks, and eavesdropping
attacks. In this work, we only utilize one communication
attack: the rushing attack.

*rough the rushing attack, data spoofing can be per-
formed. Previous work has demonstrated sensor spoofing
attacks to single UAV, such as GPS spoofing [18, 19] to
misguide UAV’s trajectory and optical spoofing [20, 21] to

gain an implicit control channel. *us, it is confident to as-
sume that the attacker can perform data spoofing in any type,
physically [8], wirelessly [9], or through malware [10, 11].

3.2. AODV Link Authentication. MANET is inherently
vulnerable to attack due to its fundamental characteristics,
such as open medium, distributed nodes, the autonomy of
nodes participation in a network (nodes can join and leave
the network on its will), lack of centralized authority which
can enforce security on the network, distributed coordi-
nation, and cooperation [6].

Many of the routing protocols devised for use in MANET
have their individual character and rules. *e most widely
used routing protocol is AODV, which relies on the indi-
vidual node’s cooperation in establishing a valid routing table.
However, it only enables a weak link authentication based on
all nodes trusted in the network. In the AODV protocol, each
node first establishes a valid route to the destination before
transmitting its data. Sender node broadcasts an RREQ (route
request) message to neighbors and valid route replies with
RREP (route reply) with proper route information. *e
AODV protocol uses a duplicate suppression mechanism to
limit the route request and reply chatter in the network (see
Figure 4). In Figure 4(a)), there are three RREQ messages.

Table 1: Desired heading angles based on different policies in the flocking algorithm.

Policies Desired heading angles Notation

Cohesion θCi � arctan((YCρ,i
− yi)/(XCρ,i

− xi))
(XCρ,i

, YCρ,i
): the centroid of all UAVs in
sensor range ρ

Dispersion θDi � arctan((yi − YCd,i
)/(XCd,i

− xi))
(XCd,i

, YCd,i
): the centroid of all UAVs within

the dmin range

Following
θFi � (θNi + θRi)/2

θRi � arctan((YRi − yi)/(XRi − xi))

θNi � arctan((YNi − yi)/(XNi − xi))

(XRi, YRi): the coordinate of the randomly
selected UAV

(XNi, YNi): the coordinate of the nearest
UAV

Homing θHi � arctan((YHi − yi)/(XHi − xi)) (XHi, YHi): the destination coordinate
Alignment θAi � (1/ni) 􏽐

ni

j�1 θj θj: the heading angle of j-th UAV

Combined θi
′ � θi + Δθi

Δθi � wh(θHi − θi) + wa(θAi − θi) + wc(θCi − θi) + wd(θDi − θi) + wf(θFi − θi)
wh, wa, wc, wd, wf: weights

Following
Homing
Cohesion

Alignment
Dispersion
Heading

Target

Sensor range

Figure 2: *e heading angle of a UAV in its sensor range. By combining the 5 policies’ weight, the heading angle is calculated according to
vector addition.

Protocol
Data

UAVi
Data transmitted from UAVi
Heading angle θi
Coordinate (xi, yi)
Arrival status (T/F)

Figure 3: *e MANET-based UAV communication. *e trans-
mitted data is limited to the heading angle, coordinate, and arrival
status.
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Due to the first arrival of the blue path, the duplicate sup-
pression is triggered to ensure that the blue path is a valid link-
authenticated one as the right subfigure shows.

Although AODV has high efficiency and complexity,
AODV does not have heavy node authentication.*us, once
a malicious node can join and disrupt the network by
hijacking the routing tables or bypassing valid routes, then it
has a chance to eavesdrop on the network if the node can
establish the shortest route to any destination by exploiting
the unsecured routing protocols [6].

As shown in Figure 5, the attacker joins the network easily
using a rushing attack. *e attacker quickly forwards a
malicious RREP. Due to duplicate suppression, an actual valid
RREP message from the valid node will be discarded and
consequently, the attacking node becomes part of the route.
After that, the attacker can change the data from the initiator
node. To maximize the realism of our threat model, in this
paper we assume that only one heading UAV is attacked.

4. Attack Construction

In this section, we describe the attack goal and present the
data spoofing attack to affect the flocking.

4.1. Attack Goal: Arrival Delay. As the first security study on
the flocking-based UAV cluster, our analysis in this paper
focuses on interfering with the UAV cluster’s normal flying
paths to the destination, causing unexpected delays. More
specifically, the attacker aims to pretend to be the first ar-
rived UAV to further send spoofed data to the following
UAVs and interferes with their heading angles (see Figure 6).

Such an attack can cause economic losses and affect
production work. For example, one of the most potential
applications of UAV cluster is for monitoring, search, and
rescue in a dangerous environment. Using UAVs to do such
a task can reduce unnecessary casualties, and thus, it is
highly important to ensure that such flying is well protected
and functions correctly and efficiently. Of course, the at-
tacker can also attack multiple heading UAVs at the same
time.

4.2. Security Analysis and Attack Flow. Our security analysis
consists of the following key steps:

(1) Data spoofing strategy identification: before ana-
lyzing the vulnerability of the flocking algorithm, we
first need to identify meaningful data spoofing
strategies. We analyze the parameter data flow to
understand how the spoofed data can potentially
influence the UAV cluster.

(2) Vulnerability analysis: with the data spoofing
strategy identified, we then further perform vul-
nerability analysis to reveal the attack conse-
quences. To ensure the generality of this analysis, we
choose the most potential application of UAV
cluster in flying tasks for monitoring, search, and
rescue in a dangerous environment and compare
the flying trajectory and total time of the task with
and without attack.

(3) Cause analysis and exploit construction: with the
attack effectiveness for data spoofing quantified, we
perform cause analysis for the successful attacks to
understand why the current flocking algorithm is
vulnerable. Leveraging the insights, we construct
corresponding exploits.

Figure 7 shows the attacked data flow. An attacker can
masquerade as the first-arrival UAV within a specific scope
of destination and generate data spoofing of arrival status to
the following UAVs. Note that GPS and gyroscope are not
spoofed. Due to the affected heading angle computed based
on weights set of policies, the attacker can interfere with
normal flying paths of destination arrival, causing unex-
pected arrival delays.

*e detailed data spoofing attack process is shown in
Algorithm 1.

5. Attack Evaluation

5.1. Setup. We perform a real-world source-to-destination
flying task in a simulation environment. *e swarm consists
of five to ten UAVs and uses the flocking algorithm. *is
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Figure 4: *e duplicate suppression mechanism in AODV protocol, only with a weak link authentication. (a) RREQ process. (b) RREP
process.
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paper uses a laptop computer as the simulation experiment
platform to match the real attack scene, and the software
platform is MATLAB R2019b. *e experimental environ-
ment configuration is shown in Table 2.

5.2. Feature Computation. We hope to bring a delay of the
UAV swarm arriving at the target points. When the cluster is
about to reach the target, we launch a rushing attack to the
arrived UAV in the MANET, by changing the arrival status
data from T (arrived) to F (not arrived), and send the arrival
status data to other UAVs. In this way, the following UAVs
will calculate to get a wrong heading angle which will in-
crease the length of their trajectories to the target points and
cause arrival delay. In the analysis, we use the increased delay

time under attack as a percentage of the original time of the
flying task to quantify the effectiveness of our attack.

5.3. Influence from Speed. We first evaluate the impact of
UAV speed on our attack. We take six different UAV speeds
from 10m/s to 20m/s to study the effect of speed changes on
the delay under a fixed arrival determining threshold
R� 20m. In order to have universal applicability, we con-
duct experiments in the case of 5–10 UAV clusters. In the
experiments, the initial coordinates of UAVs are random
points within five to ten ranges (to ensure the initial safety
distance). *e target points are 1000m away from the initial
coordinates and the structure of target points is consistent
with the initial points’ structure. *e velocity of UAVs is

Initiator

Attacker node
(rushing)

Packet sent-Forward

Figure 5: Rushing attack launched by the attacker node.

Swarm centroid calculated with the arrived UAVt

Swarm centroid calculated without the arrived UAVt

θi calculated with the arrived UAVt

θi calculated without the arrived UAVt

UAVt

∆θ

Figure 6: *e illustration of attack for interfering heading angle by comparing different centroids.
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from V � 10m/s to V � 20m/s, the maximum communi-
cation range among UAVs is ρ � 150m, the threshold for
the application of the cohesion policy is dmax � 120m, and
the threshold for the application of the dispersion policy is
dmin � 30m. *e threshold for judging whether the UAV
has reached the target point is R � 20m; that is, when the
distance between the location of the UAV and its target point
is less than 20m, it can be regarded as having arrived. *e
weight of 5 policies is wh � 0.9, wa � 0.5, wc � 0.2, wd � 0.4,
and wf � 0.1. *is set of weights can ensure that the UAV
cluster can fly smoothly to the destination when it is not
attacked.

*e experiment results are shown in Figure 8.
Figures 8(a)–8(f)) are corresponding to different UAV
numbers of the cluster from 5 to 10. We can see that the
medium numbers in each experiment are over 10% and tend
to increase first and then decrease with the speed of the
cluster. *e corresponding average percentage of delays
increment is summarized in Table 3. We use the increased

delay time as a percentage of the original time of the task to
quantify the effectiveness of our attack. In these columns,
each value is the average delay increment under attack as a
percentage of the average task completion time without
attack.

In this experiment, we fix the arrival determining the
threshold at 20 meters. We find the following: (1) from the
general trend, the delay increment percentage of a smaller
UAV cluster is higher than that of a larger cluster; (2) for a
given cluster size, the average percentage of delay increment
first increases with cluster speed and then decreases; (3) the
maximum delay increment percentage of 27.76% is obtained
in the occasion of cluster size 8 and cluster speed 16m/s.

5.4. Influence from9resholdR. *en, we evaluate the impact
of arrival determining threshold R on our attack. We took
five different arrival determining threshold from 12m to
20m for experiments to study the effect of arrival deter-
mining threshold R on the delay under different UAV
speeds. In order to have universal applicability, we con-
ducted experiments in the case of 5–10 UAV clusters. In the
experiment, the initial coordinates of UAVs are random
points within five to ten ranges (to ensure the initial safety
distance). *e target points are 1000m away from the initial
coordinates and the structure of target points is consistent
with the initial points’ structure. *e velocity of UAVs is
from V � 10m/s to V � 20m/s, the maximum communi-
cation range between UAVs is ρ � 150m, the threshold for

Table 2: Experimental environment configuration.

Experimental environment Environmental configuration
Operating system macOS
CPU 2.4GHz Intel Core i5
Memory 16GB
Hardware 500G
Main tools MATLAB R2019b

Input: R (arrival determining threshold), UAVi(i-th UAV)
Output: θ’,attacki (desired combined heading angle of the i-th UAV after the attack)

(1) //normal
(2) when the first-arrival UAVt is within R scope of its destination then:
(3) UAVt sends arrival status (T) to the following UAVs;
(4) UAVi flies along its desired combined heading angle θi

′ calculated by flocking algorithm without UAVt;
(5) //with attack
(6) when the first-arrival UAVt is within R scope of its destination then:
(7) Attacker masquerades as UAVt exploiting rushing attack;
(8) *e attacker generates data spoofing of arrival status and sends the malicious arrival status (F) to following UAVs;
(9) UAVi flies along its desired combined heading angle θ′,attacki calculated by flocking algorithm including UAVt;
(10) return θ′,attacki

ALGORITHM 1: Data spoofing attack algorithm.

UAV individual

UAV swarm
Arrival
status

GPS

Gyroscope

Policy
weights set

Policy set

UAV individual

UAV individual

Communication

Self-status
information

collection

Calculate
heading angle

Figure 7: *e attacked data flow in the UAV swarm.

Security and Communication Networks 7



0

5

10

15

20

25

30

35

40

45

Pe
rc

en
ta

ge
 o

f d
el

ay
 (%

)

12 14 16 18 2010
UAV speed (m/s)

(a)

5

10

15

20

25

30

35

40

45

50

Pe
rc

en
ta

ge
 o

f d
el

ay
 (%

)

12 14 16 18 2010
UAV speed (m/s)

(b)

0

10

20

30

40

50

Pe
rc

en
ta

ge
 o

f d
el

ay
 (%

)

12 14 16 18 2010
UAV speed (m/s)

(c)

0

10

20

30

40

50

60

Pe
rc

en
ta

ge
 o

f d
el

ay
 (%

)

12 14 16 18 2010
UAV speed (m/s)

(d)

0

5

10

15

20

25

Pe
rc

en
ta

ge
 o

f d
el

ay
 (%

)

12 14 16 18 2010
UAV speed (m/s)

(e)

0

5

10

15

20

25

30

Pe
rc

en
ta

ge
 o

f d
el

ay
 (%

)

12 14 16 18 2010
UAV speed (m/s)

(f )

Figure 8: Delay increment for multi-UAV clusters of different sizes at a speed from 10 to 20m/s and with R� 20. (a) Boxplot for 5-UAV
clusters. (b) Boxplot for 6-UAV clusters. (c) Boxplot for 7-UAV clusters. (d) Boxplot for 8-UAV clusters. (e) Boxplot for 9-UAV clusters. (f )
Boxplot for 10-UAV clusters.
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the application of the cohesion policy is dmax � 120m, and
the threshold for the application of the dispersion policy is
dmin � 30m.*e arrival determining threshold R is between
12m and 20m. *e weight of 5 policies is
wh � 0.9, wa � 0.5, wc � 0.2, wd � 0.4, and wf � 0.1.

*e experiment results are shown in Figure 9. *e
corresponding average percentage of delays increment is
summarized in Tables 4–9. In this experiment, we find that
when fixing the cluster’s speed, lower arrival determining
threshold R will cause a higher delay increment percentage
no matter what the cluster size; the maximum delay in-
crement percentage of 47.84% is obtained in the occasion of
cluster size 9, cluster speed 16m/s, and arrival determining
threshold 12 meters.

6. Defense Suggestion

As our research shows, even though the swarm intelligence
algorithm shows high effectiveness under a benign set of
weights, the current algorithm design is still very vulnerable
to data spoofing attacks. In order to proactively solve these
problems before large-scale deployment, this section dis-
cusses the defense direction based on the insights derived
from our analysis.

From our experimental analysis, compared with the
higher arrival determining threshold R, a lower Rwill cause a
higher delay percentage because it is difficult to fly very close
to the destination especially at a highly fast speed and under
the data spoofing attack. *us, we suggest increasing R in a
reasonable practical range to match the speed. But it is a
trade-off between accuracy and safety because if we use a too
high value of R, the cluster will lose its accuracy and stop too
far away from the destination.

Similarly, UAVs at a constant higher speed will not
steadily fly to the destination when it approaches the des-
tination and under the attack. To ensure the efficiency of
performing tasks, the speed setting can be divided into two
stages. In the beginning, UAVs fly at a higher speed. When
they approach their destinations, a lower speed should be
adopted for a steady fly towards the destination.

Another possible defense is increasing the weight of
homing policy and decreasing the weight of cohesion, fol-
lowing, and alignment policies especially when the swarm
approaches the destination. In this case, although the first-
arrival UAV is attacked, the following UAVs will still fly
towards their destination due to the enhanced homing force
and thus can decrease the influence of attack. *us, it is
highly important to adjust policy weights and speed

dynamically and timely according to the current state to
achieve a robust, conflict-free, and efficient UAV swarm.

*e data spoofing attack against UAV clusters is rooted
from the attacker breaking through the vulnerable au-
thentication of AODV exploiting a rushing attack. Several
robust defenses against rushing attack can be introduced in
the multi-UAV cluster communication network [7], such as
secure neighbor detection which allowed the sender and the
receiver to verify that the other party is within the normal
direct wireless communication range because the attacker
often forwards an RREQ beyond the normal radio trans-
mission range to achieve faster transit; randomized RREQ
forwarding allowed a node first to collect a number of
RREQs and select one at random to forward to replace
traditional duplicate suppression mechanism in AODV
which could be exploited by rushing attackers and blacklist
mechanisms using the property of nonrepudiation to spread
information about identified malicious nodes. Also, there is
always a trade-off issue between strong authentication and
flocking efficiency, requiring further light authentication
study.

7. Related Works

7.1. Data Spoofing in UAV. In [8, 9], the authors demon-
strated the feasibility of infiltrating internal networks to
launch data spoofing through the network node. Lately, a lot
of studies show the sensor’s attack to launch data spoofing.
More specifically, the GPS spoofing [18, 22] by sending
interfering signals is very common. In addition to GPS
sensors, other sensors including optical sensors [20, 21] and
context-aware services [23–26] can also be threatened to
cause data spoofing physically [8, 19, 20, 27–29], wirelessly
[9, 30, 31], or through malware [10, 11]. Similar to previous
work, our data spoofing is launched through a node in the ad
hoc network. Some attacks have been revealed involving
wormhole attack, rushing attack, joint attack, Sybil attack,
denial of service attacks, and eavesdropping attacks [17].
Prior to our work, there are some related works to attack
UAV. *e detailed comparison is given in Table 10. We can
see that our work focuses on attacking the swarm algorithm
as our directed target, compared to those physical sensors or
software modules. In addition, compared to the Partial
Differential Equation (PDE) algorithm [31], the flocking
algorithm enables more control policy that is more practical
in real applications. As to the attack effect, general effects
include position error, crash, unstable flight, path deviation,
and time delay. Although without a crash, our method
discovers the attack to cause a heavy time delay of swarm

Table 3: Average delay increment comparison with R� 20.

Speed (m/s) 5-UAV cluster (%) 6-UAV cluster (%) 7-UAV cluster (%) 8-UAV cluster (%) 9-UAV cluster (%) 10-UAV cluster (%)
10 15.70 12.79 10.37 13.08 9.76 10.90
12 13.77 14.47 11.72 17.74 11.55 12.42
14 12.83 17.33 15.53 19.10 9.52 11.01
16 25.00 15.97 23.69 27.76 12.83 11.52
18 22.39 22.22 11.17 18.29 13.66 13.76
20 15.64 16.17 15.67 21.66 13.70 17.03
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Figure 9: Continued.
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Figure 9: Average delay increment comparison for multi-UAV clusters of different sizes at a speed from 10 to 20m/s and with R from 12 to
20m. (a) Result for 5-UAV clusters. (b) Result for 6-UAV clusters. (c) Result for 7-UAV clusters. (d) Result for 8-UAV clusters. (e) Result for
9-UAV clusters. (f ) Result for 10-UAV clusters.

Table 4: Average delay increment for 5-UAV clusters at a speed of 10–20m/s and with R of 12–20m.

*reshold R (m) V� 10m/s (%) V� 12m/s (%) V� 14m/s (%) V� 16m/s (%) V� 18m/s (%) V� 20m/s (%)
12 26.58 25.71 28.74 34.21 43.24 36.23
14 24.35 22.00 25.61 31.51 31.58 25.59
16 12.15 14.74 18.75 30.99 23.68 26.98
18 8.93 10.64 17.72 27.54 23.29 26.23
20 9.70 11.03 10.39 14.90 13.78 15.60

Table 5: Average delay increment for 6-UAV clusters at a speed of 10–20m/s and with R of 12–20m.

*reshold R (m) V� 10m/s (%) V� 12m/s (%) V� 14m/s (%) V� 16m/s (%) V� 18m/s (%) V� 20m/s (%)
12 31.84 34.76 28.65 28.14 29.95 33.85
14 23.18 29.47 22.75 21.79 28.17 21.67
16 25.71 20.83 22.49 20.01 22.31 16.39
18 19.63 13.71 18.99 14.09 15.05 14.88
20 12.20 11.38 13.75 12.06 14.29 10.34

Table 6: Average delay increment for 7-UAV clusters at a speed of 10–20m/s and with R of 12–20m.

*reshold R (m) V� 10m/s (%) V� 12m/s (%) V� 14m/s (%) V� 16m/s (%) V� 18m/s (%) V� 20m/s (%)
12 28.46 30.70 32.11 31.25 37.35 40.30
14 19.84 21.36 26.84 25.00 31.43 28.48
16 14.57 18.90 19.10 15.29 20.00 24.65
18 10.37 11.96 13.22 15.19 20.59 10.63
20 10.73 7.78 11.75 8.44 11.76 7.46
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flight, which is still unacceptable in emerging tasks of
monitoring, search, and rescue.

7.2.AutonomousUAVCluster and Security. Privacy leak and
collision are two common security issues for the UAV
cluster. In the works [32–35], researchers studied privacy
issues in UAV clusters, such as privacy refers to preventing
the inference of the leader’s identity in leader-follower
structure swarms. Our work belongs to the latter security
issue of flocking-based cluster and collision. Reynolds
proposed the Boids model in 1986, which is the earliest
flocking model [1]. Zaera et al. intended to develop neural
network-based controllers for schooling behavior in three

dimensions, using realistic Newtonian kinematics, such as
inertia and drag [36]. Vicsek et al. proposed a particle swarm
model [37], in which each particle moves at the same unit
speed, and the direction is the average of the direction of its
neighbor particles. Although this model only achieves the
overall direction consistency of the particle swarm and ig-
nores the collision avoidance of each particle, it still makes
an important contribution to the modeling of swarm agents.
Sharma and Ghose extended the Boids model and proposed
a swarm intelligence algorithm to avoid cluster collisions [4].

One of the recent applications of the self-organized
swarm intelligence algorithm is collective UAVs [38], where
decentralized control algorithms for groups of autonomous

Table 7: Average delay increment for 8-UAV clusters at a speed of 10–20m/s and with R of 12–20m.

*reshold R (m) V� 10m/s (%) V� 12m/s (%) V� 14m/s (%) V� 16m/s (%) V� 18m/s (%) V� 20m/s (%)
12 24.50 44.71 28.72 41.93 46.56 46.22
14 21.48 33.62 28.98 32.51 23.56 38.63
16 16.64 14.48 20.41 30.47 15.99 25.43
18 10.20 17.21 18.67 7.76 20.32 8.83
20 9.35 10.44 8.09 9.82 11.84 10.47

Table 8: Average delay increment for 9-UAV clusters at a speed of 10–20m/s and with R of 12–20m.

*reshold R (m) V� 10m/s (%) V� 12m/s (%) V� 14m/s (%) V� 16m/s (%) V� 18m/s (%) V� 20m/s (%)
12 25.44 29.77 23.68 47.84 38.94 28.74
14 17.04 18.07 19.67 26.66 27.97 19.34
16 15.41 13.16 18.34 22.55 20.16 15.64
18 14.10 11.95 16.67 19.52 12.80 12.85
20 8.13 10.73 13.37 8.90 12.92 10.60

Table 9: Average delay increment for 10-UAV clusters at a speed of 10–20m/s and with R of 12–20m.

*reshold R (m) V� 10m/s (%) V� 12m/s (%) V� 14m/s (%) V� 16m/s (%) V� 18m/s (%) V� 20m/s (%)
12 37.84 38.24 39.15 42.36 35.38 35.93
14 34.16 34.43 37.08 30.53 33.18 35.19
16 25.70 19.29 23.54 11.17 9.40 16.29
18 7.87 12.04 10.12 8.76 10.09 9.39
20 5.79 12.15 3.71 7.61 8.46 6.14

Table 10: Comparison of different attack methods.

Method Target Attack effect

Physically

Son et al. [27] Gyroscopic sensor Crash
Choi et al. [28] GPS sensor Path deviation
Trippel et al. [29] Accelerometers Unstable flight
Davidson et al. [20] Optical flow sensor Position error

Tippenhauer et al. [19] GPS sensor Position error

*rough malware Dash et al. [11] Software stack Unstable flight
Mazloom et al. [10] Software stack Unstable flight

Wirelessly
Highnam et al. [30] Wireless channel Disrupted communications
Ghanavati et al. [31] PDE algorithm Time delay

Our method Flocking algorithm Time delay
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UAVs can be developed on the basis of interactions as a
prerequisite for safe operation. In comparison, our attack
target is based on the 5-policy flocking algorithm, which has
more widespread applications.

*e largest UAV cluster so far was developed by Ehang
with more than 1000 UAVs. However, these UAVs were
individually programmed for predefined trajectories or were
centrally controlled and did not satisfy the autonomy with
swarm intelligence [39]. *e US military had an experiment
with fixed-wing drone swarms called Perdix [40, 41]. Un-
fortunately, there is no public information about its control
mechanisms, communication schemes, or possible collision
avoidance behaviors to reliably evaluate. In comparison, we
target a lab-level UAV cluster with 10 UAVs.

A previous related work is the intrusion detection-based
multi-UAV mission execution [42]. In their method, a
subflight area is demarcated by the coordinates of the
waypoints in the assigned tasks of the UAV. According to
the UAV’s GPS coordinates, if the current UAV exceeds this
area, it is considered suspicious and will cut off the con-
nection with other UAVs, and the others reconnect. In
comparison, our method focuses on flocking-based UAV
collaboration, and we do not perform GPS spoofing but
arrival status spoofing, which is a special parameter in the
swarm intelligence of flocking.

8. Conclusions

In this work, we perform the first security analysis of the
flocking algorithm that is most widely used in UAV clusters.
Targeting a highly realistic threat model in AODV link au-
thentication through rushing attack-based data spoofing, we
perform vulnerability analysis and find that the current
flocking algorithm design is highly vulnerable to data
spoofing attacks. *e evaluation results in the simulation
environment validate the effectiveness of the attack and show
that the attack can even cause nearly 50% arrival delay.
Defense directions are then discussed leveraging the insights.

*is work serves as a first step to understand the new
security problems and challenges in the flocking, a main
kind of swarm intelligence algorithm of UAVs. It is expected
to inspire a series of follow-up studies, including but not
limited to (1) more extensive evaluation with UAV clusters
with different formation structures, (2) more extensive
analysis considering other swarm intelligence algorithms,
such as the one imitating bees or ants, and (3) more concrete
defense approach and evaluation.
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Supplementary Materials

We provide a video file to show a simulated attack in
MATLAB. In this attack scenario, there is a cluster of 8
UAVs with an applied flocking algorithm, keeping a for-
mation from the left source to the right destination. A data
spoofing through masquerading as the first-arrival UAV is
performed at a location of 20-meter distance away from the
destination, and then a heavy delay occurred among the
following UAVs.*rough the video supplementarymaterial,
we reveal the whole flying and attacking process. (Supple-
mentary Materials)
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[37] T. Vicsek, A. Czirók, E. Ben-Jacob, I. Cohen, and O. Shochet,
“Novel type of phase transition in a system of self-driven
particles,” Physical Review Letters, vol. 75, no. 6,
pp. 1226–1229, 1995.

[38] M. Cohen, E. Ferrante, M. Birattari, and M. Dorigo, “Swarm
robotics: a review from the swarm engineering perspective,”
Swarm Intelligence, vol. 7, no. 1, pp. 1–41, 2013.

[39] F. Y. Hadaegh, S. J. Chung, and H. M. Manohara, “On de-
velopment of 100-gram-class spacecraft for swarm applica-
tions,” IEEE Systems Journal, vol. 10, no. 2, pp. 673–684, 2014.
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Oblivious transfer (OT) is a cryptographic primitive originally used to transfer a collection of messages from the sender to the
receiver in an oblivious manner. OT extension protocol reduces expensive asymmetric operations by running a small number of
OT instances first and then cheap symmetric operations. While most earlier works discussed security model or communication
and computation complexity of OT in general case, we focus on concrete application scenarios, especially where the sender in the
OTprotocol is a database with less computation and limited interaction capability. In this paper, we propose a generic outsourced
OTextension protocol (OTex) that outsources all the asymmetric operations of the sender to a semihonest server so as to adapt to
specific scenarios above. We give OTex a standard security definition, and the proposed protocol is proven secure in the
semihonest model. InOTex, the sender works on the fly and performs only symmetric operations locally.Whatever the number of
rounds OT to be executed and the length of messages in OT to be sent, our protocol realizes optimal complexity. Besides, OTex

can be used to construct high-level protocols, such as private membership test (PMT) and private set intersection (PSI). We
believe our OTex construction may be a building block in other applications as well.

1. Introduction

Oblivious transfer (OT) is one of the most important
primitives in secure computation. It is wildly used in Yao’s
protocol [1], GMW construction [2], and preprocessing
phase of SPDZ-like [3] protocols. With the development of
big data, cloud computing, and mobile computing, the
demand for joint computation grows rapidly between dif-
ferent organizations and individuals. In order to ensure the
security of such computing tasks against complicated ex-
ternal environment, cryptographic components have to be
used to design protocols, in which OT plays a pivotal role
together with homomorphic encryption, secret sharing, and
garbled circuit.

However, OT is public-key primitive centered, which
makes it computational expensive for secure computation.
Many privacy-preserving protocols, such as private mem-
bership test (PMT) and private set intersection (PSI), rely

heavily on huge number of OT instances for secure com-
putation to get the trade-off between computation and
communication. +e most efficient way to produce many
OT instances is through OT extension protocol [4, 5]. In
such protocol, two participants collectively run few “base”
OT instances and then perform some cheap symmetric
operations to produce many OT instances.

1.1. Motivation. In an OT extension protocol, the sender S
needs to interact with the receiverR for each step during the
protocol, which involves exponential calculation and in-
tensive interaction. In some application scenarios, however,
S could be a mobile device with less computation power or a
database holder with limited interaction capability. When
invoking OT extension as a subprotocol in some more
complex computation tasks, S needs to respond requests
from R as fast as possible.
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Nowadays, many applications are rapidly transferred to
cloud-based service, and it would be desired to seek some
server-aided OTextension protocol to relief the burden of S
under reasonable security assumption. A considerable lit-
erature [6–12] has grown up around the theme of fertilizing
functionality of OTor optimizing communication cost of the
receiverR. However, far too little attention has been paid to
investigate sender side of OT adapting to specific scenarios.

To this end, we propose a generic outsourced oblivious
transfer extension protocol (OTex) in the semihonest
model. In OTex, the sender S first outsources all expensive
asymmetric operations to a third party who runs a sub-
protocol called “base” OT instances with the receiver R.
Based on the corresponding outputs of the subprotocol and
other auxiliary information, S generates symmetric keys
used to encrypt sending messages in OT. As a result, the
sender S works on the fly and sends its inputs encrypted by
symmetric key generated from OTex to the receiverR, and
thus, it enables two parties to complete the whole OT ex-
tension protocol.

Recent trends in OTextension have led to a proliferation
of studies showing how to design an efficient PSI [13–17] or
PSI-based protocols [18–21] in different secure models since
OTextension protocol is an important component in secure
computation and plays a key role in set operations. Take PSI
as an example, without violating individuals’ privacy, and
the use of PSI in contact tracing [21] can help prevent the
further spread of COVID-19. +erefore, OTex framework
has a wide range of applications in outsourced scenarios, and
as a building block, we think OTex can be applied conve-
niently to high-level protocols.

1.2. RelatedWork. Rabin [22] first introduced the notion of
OT that the receiver receives a message sent from the sender
with probability 1/2 and the sender does not know whether
the receiver has received the message or not. +en, a line of
works seek to enrich functionality of OT, and they mainly
consist of 1-out-of-2 OT [6], 1-out-of-nOT [7, 8], and k-out-
of-n OT [9, 10], in which the first two functionalities are
considered in this paper. Some researchers [23–25] pro-
posed OTprotocols in different security models although we
focus on semihonest model that is sufficient enough to
deploy our framework in future among including malicious
model, covert adversary model, and universally composable
model.

Because OT is public-key primitive centered, the issue of
efficiency has received considerable critical attention after
Rabin’s work [22]. Beaver [26] showed that OT can be
precomputed using only prior transfers. Studies over the
past two decades have proved that extending a small number
of OT to huge number of OT instances can be achieved by
one-way function [27–29]. Until 2003, Ishai et al. [4] pro-
posed an efficient method to extend 1-out-of-2 OTs by
running few “base” OT instances, which is also known as the
IKNP OT extension protocol. Kolesnikov and Kumaresan
[5] generalized IKNP from a coding understanding and
proposed an improved OTextension protocol allowing to do
1-of-out-n OTs with less communication and computation

cost. Lindell et al. [11] studied input-size hiding two-party
computation based on fully homomorphic encryption
(FHE) and proposed a secure OT extension protocol to
reduce the communication cost of both the sender and
receiver. Cho et al. [12] focused on the receivers’ commu-
nication cost in OTand proposed laconic OTprotocol based
on the decisional Diffie–Hellman (DDH) assumption.
Carter et al. [30] proposed outsourced OT protocol spe-
cifically for the mobile use-case where the cloud receives
outputs of OT. Recently, Mansy and Rindal proposed [31]
noninteractive OTs from noninteractive key exchange.
However, the resulting OT extension would require 3
rounds.

+e research to date has tended to focus more on the cost
of the receiver and less on the sender in OT, and there are
few studies that have investigated computation and com-
munication complexity on sender side. +e aim of this work
is to explore the cost of sender in OT and construct efficient
OT extension framework assisted by a third party. In ad-
dition, OT extension provides a brief but useful account of
the construction of oblivious pseudorandom function
(PRF). Also, oblivious PRF has been attracting a lot of in-
terest in very recent years, such as multiparty PSI [14], PSI
cardinality [21], and private set union [32]. +is indicates a
need to adapt OT extension to outsourcing scenarios due to
practical constraints.

1.3. Our Contribution. In this paper, we focus on server-
aided OT to reduce the sender’s public-key computation and
rounds of interaction with the receiver. Main contributions
of our work go as follows:

(i) We propose a generic outsourced OT extension
protocol (OTex). In OTex, the server and the re-
ceiver cooperatively run a small number of OT
instances, and at this moment, the sender can be off-
line. After the first phase, the sender can fetch
necessary corelated randomness from the server
whenever needed; then, the sender can send their
inputs encrypted only by a symmetric key to the
receiver, which completes an OT instance. We
design a novel mechanism for this purpose and
formally prove its security under semihonest model.

(ii) We analyze the complexity of our construction and
perform implementation, and the experiment shows
that our construction is practical and efficient.

(iii) Our OTex construction can be applied to improve
the efficiency of OT-based privacy-preserving
primitives in server-aided setting, such as oblivious
pseudorandom function, and high-level protocols,
such as PMT and PSI, which is of independent
interest.

2. Preliminaries

2.1. Notation. Unless otherwise stated, we use OT to denote
1-out-of-2 OT and OTk

l to denote k instances of 1-out-of-2
OT of l-bit strings. For simplicity, let H(·) denote random
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oracles with a suitable secure output length, which will be
well defined in an actual protocol. Matrices are denoted by
capital letters, and vectors are denoted by small bold letters;
that is, ti denotes the i-th row of a matrix T, and tj denotes
the j-th column of T. Small light front with subscript si

denotes the i-th bit of a string s. Notably, we regard strings as
vectors and do not distinguish the difference between strings
and vectors. If s � s1‖ · · · ‖sn and t � t1‖ · · · ‖tn are two
strings, then the notation s⊕ t denotes
(s1 ⊕ t1)‖ · · · ‖(sn ⊕ tn). Similarly, the notation s⊙ t denotes
the vector (s1 · t1)‖ · · · ‖(sn · tn). Specially, when c ∈ 0, 1{ }, c ·

s denotes the vector (c · s1)‖ · · · ‖(c · sn).

2.2. Secure Computation and Security Model. +e formal
definition of security of a secure multiparty protocol [33] is
based on comparing two output distributions coming from
an ideal world and a real world, respectively. +e func-
tionality of three parties P1, P2, P3 is denoted as f:

0, 1{ }∗ × 0, 1{ }∗ × 0, 1{ }∗↦ 0, 1{ }∗ × 0, 1{ }∗ × 0, 1{ }∗, where f

� (f1, f2, f3) and Pi gets fi as output.

Ideal/reality Simulation Paradigm. In an ideal world,
participants send the input to an external trusted party
who computes the functionality and sends each par-
ticipant the corresponding output. Suppose there exists
an adversary who has the inputs and outputs of a
protocol in the ideal world and executes attack against a
real protocol, then there always be an adversary exe-
cuting the same attack in the ideal world. In a real
protocol, if no adversary can do more harm than the
execution of the protocol in the ideal world, the pro-
tocol in the real world is said to secure.
Computationally Indistinguishability. Two distribution
probability ensembles X � X(a, n){ }a∈ 0,1{ }∗;n∈N and Y �

Y(a, n){ }a∈ 0,1{ }∗;n∈N are said to be computationally in-
distinguishable, denoted by Xc ≡ Y, if for every non-
uniform polynomial-time algorithm D, there exists a
negligible function μ(·) such that for every a ∈ 0, 1{ }∗

and every n ∈ N:

|Pr[D(X(a, n)) � 1] − Pr[D(Y(a, n))

� 1]|≤ μ(n).
(1)

Semihonest Adversary Model. In the semihonest ad-
versary model, corrupted participant must execute the
protocol correctly. However, the adversary can com-
prehensively obtain the internal status of the corrupted
party, e.g., the transcripts of all received messages, and
then tries to obtain additional information that should
be kept confidential. Semihonest model is sufficient and
captures many scenarios in practice although it is a very
weak adversary model.

In this paper, we focus on semihonest model and
honest majority case where an adversary can corrupt at
most one participant and any two participants will not get

colluded. In the following, the formal security definition is
proposed.

Definition 1. Let f � (f1, f2, f3) be a deterministic func-
tionality and π be a three-party protocol for computing
f. Given the security parameter κ and triple inputs (x, y, z),
where x is fromP1, y is from P2, and z is from P3, the view of
Pi (i � 1, 2, 3) in the protocol π is denoted as
viewπ

i (x, y, z, κ) � (w, ri, m1
i , . . . , mt

i), where w ∈ x, y, z􏼈 􏼉,
ri is the randomness used by Pi, and m

j
i is the j-th message

received by Pi; the output of Pi is denoted as outputπi
(x, y, z, κ), and the joint output of the parties is outputπ

(x, y, z, κ) � (outputπ1(x, y, z, κ), outputπ2(x, y, z, κ), outpu

tπ3(x, y, z, κ)). We say that π securely computes f in the
semihonest model if the following holds:

(i) +e correctness holds:

outputπ(x, y, z, κ)c ≡ f(x, y, z)􏼈 􏼉x,y,z,κ. (2)

(ii) +ere exist probabilistic polynomial-time simulators
S1, S2, and S3 such that

S1 1κ, x, f1(x, y, z)( 􏼁􏼈 􏼉x,y,z,κ
c ≡ view

π
1(x, y, z, κ)􏼈 􏼉x,y,z,κ,

S2 1κ, y, f2(x, y, z)( 􏼁􏼈 􏼉x,y,z,κ
c ≡ view

π
2(x, y, z, κ)􏼈 􏼉x,y,z,κ,

S3 1κ, z, f3(x, y, z)( 􏼁􏼈 􏼉x,y,z,κ
c ≡ view

π
3(x, y, z, κ)􏼈 􏼉x,y,z,κ.

(3)

2.2.1. OTex Security Model. In OTex, a simpler definition
can be used since two of three parties output nothing (see
FOTex in Figure 1). Specifically, three parties P1, P2, P3 stand
for server S, sender S, and receiver R, respectively. +e
functionality of OTex can be given by simply writing
f: ( 0, 1{ }∗, (x0

i , x1
i )􏼈 􏼉, c)↦(λ, λ, x

ci

i ), where λ denotes the
empty string. We still require correctness described above,
and security meaning that there exist three simulators SimS,
SimS, and SimR such that

SimS 1κ, s,⊥( 􏼁􏼈 􏼉x,s,c,κ
c ≡ viewπ

S(x, s, c, κ)􏼈 􏼉x,s,c,κ,

SimS 1κ, x,⊥( 􏼁􏼈 􏼉x,s,c,κ
c ≡ viewπ

S(x, s, c, κ)􏼈 􏼉x,s,c,κ,

SimR 1κ, c, 􏽥x( 􏼁􏼈 􏼉x,s,c,κ
c ≡ viewπ

R(x, s, c, κ)􏼈 􏼉x,s,c,κ,

(4)

where x denotes input set (x0
i , x1

i )􏼈 􏼉 from S, 􏽥x denotes
output x

ci

i􏼈 􏼉 of R, and ⊥ denotes null value.

2.3. OT Extension. We start by introducing the definition of
standard 1-out-of-2 OT, where a sender holding two mes-
sages (m0, m1) interacts with a receiver holding a choice bit
b. +e 1-out-of-2 OT protocol guarantees that the receiver
obtains mb without knowing anything about m1−b, while the
sender knows nothing about b. +e ideal functionality for 1-
out-of-2 OT, denoted as FOT, is described in Figure 2.

In most settings, it is necessary to run a large number of
OT instances at the same time. +e multiexecution of OT is
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called batch OT (see Figure 3) denoted as FOTm
l
. +e IKNP

OT extension protocol [4] is a real milestone in the devel-
opment of OT research computing FOTm

l
efficiently. It is

trivial to compute FOTm
l
by simultaneously running FOTm

times although it leads to large costs on computation and
communication. +erefore, OT extension is the most effi-
cient way for executingFOTm

l
instead of runningm instances

of OT in parallel.
As shown in Figure 3, the functionality of IKNP is thatR

receives messages x
ci

i |it ∈ n[m]􏼈 􏼉 without knowing anything
about x

1−ci

i |it ∈ n[m]􏽮 􏽯, while S knows nothing about c,
where ci denotes the i-th bit of c. In the IKNP protocol, after
acting as the receiver in FOT and running it k times, S
computes m pairs of symmetric keys denoted as
(K0

1,K
1
1), . . . , (K0

m,K1
m)􏼈 􏼉, which are used to encrypt each

pair of messages (x0
i , x1

i )􏼈 􏼉, where i ∈ [m]. For each pair of
symmetric keys (K0

i ,K1
i ), R only knows the exact one

according to his selection string, i.e.,
K

ci

i |t nciq ∈ hc,x 7iC ∈ ; [ m ]􏽮 􏽯.+e key insight of IKNPOT

extension is to execute such an OT-based key agreement
between S and R in the following way:

R forms m × k matrix T at random and then computes
matrix U such that ti ⊕ui � (ci‖ · · · ‖ci). S chooses s← 0, 1{ }k

at random. For each j ∈ k, R invokes FOT with input
(tj, uj), and S acts as the receiver with selection bit sj. S
receives qj after each computation of FOT and then forms
matrix Q. For each column of matrix Q, it implies
qj � [(sj ⊕ 1) · tj]⊕ (sj · uj) � tj ⊕ (sj · c). +e essential ob-
servation is that, for each row of matrix Q, it holds

qi � ti ⊕ ci · s( 􏼁. (5)

S prepares key pairs by K0
i � H(qi) and

K1
i � H(qi ⊕ s) andR exactly knows Kci

i � H(ti), where ti
is generated by R locally. In addition, due to the ran-
domness of s chosen by S, R learns K1−ci

i � H(ti ⊕ s) with
no more than a negligible probability (1/2k). +en, S can
execute just symmetric operations so as to encrypt each pair
of messages using key pairs (K0

i ,K1
i ) and sends m pairs of

encrypted messages to R. Finally, R can decrypt the cor-
responding message for each message pairs under
K

ci

i � H(ti).
As described above, the IKNP protocol begins with

running FOT k times and then executes lots of symmetric
operations to “extend” these OT instances, which are also
called as “base” OTs.

2.4. Oblivious PRF. Freedman et al. [34] proposed
oblivious evaluation of pseudorandom function (OPRF)
and gave a general construction of OPRF from OT. An
OPRF is a two-party protocol where a sender P1 inputting
a random seed s obtains nothing while a receiver P2
inputting an evaluation point x obtains fs(x) for some
pseudorandom function family fs. +e functionality
of OPRF (see Figure 4) can be defined by
(s, x)↦(λ, fs(x)).

A general definition of OPRF is that the receiver P2
inputs an evaluation set X � xi􏼈 􏼉 and obtains the evaluations
on a PRF in an oblivious manner, i.e., fs(xi)􏼈 􏼉. +e func-
tionality in Figure 4 can be regarded as a special and sim-
plified case although it is sufficient to construct such an

Functionality F
Tex

Let k be security parameter.
�ree parties: sender S, receiver R, server .

(i) Input:
(1)
(2)  inputs random string r ←{0, 1}κ.
(3)

(ii) Output:
(1) S outputs nothing.
(2)  outputs nothing.
(3)

S inputs m pairs of messages (xi
0, xi

1), each of length l, 1 ≤ i ≤ m.

R inputs m-bit selection vector c = c1|| ... ||cm.

R outputs {xi
ci | i Є [m]} and learns nothing about {xi

1–ci | i Є [m]}.

Figure 1: Outsourced oblivious transfer functionality FOTex.

Functionality FOT

(i) Input:
(1) S inputs two messages x0, x1 Є {0, 1}l.
(2)

(1)
(2)

R inputs a selection bit σ Є {0, 1}.
(ii) Output:

S has no outputs.

Let l Є N.Two parties: sender S and receiver R.

R outputs xσ and learns nothing about x1–σ.

Figure 2: 1-out-of-2 oblivious transfer functionality FOT.

Functionality FOTl
m

(i) Input:
(1)
(2)

(1)
(2)

(ii) Output:
S has no outputs.

Let l, m Є N. Two parties: sender S and receiver R.

R inputs m-bit selection string c = c1|| ... ||cm.

R inputs {xi
ci | i Є [m]} and learns nothing about {xi

1–ci | i Є [m]}.

S inputs m pairs of messages {(xi
0, xi

1) | i Є [m], |xi
0| = |xi

1| = l}.

Figure 3: Batch oblivious transfer functionality FOTm
l
.
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efficient OPRF for some scenarios. In this paper, we consider
only the definition where receiver P2 evaluates the PRF on a
single point x, which can be constructed massively in an
efficient manner.

2.4.1. Batched OPRF Based on OT Extension. Kolesnikov and
Kumaresan [5] generalized IKNP and proposed KK protocol
realizing 1 − out − of − 2l OTs in an efficient way. In IKNP, the
equation ti ⊕ ui � (ci‖ · · · ‖ci) means that each row of matrix
T⊕U is either all zeros or all ones.+is feature was interpreted
as a repetition code in KK, and they improved it using a linear
error correcting code denoted byC. Now for each row in T and
U, it holds that ti ⊕ ui � C(ci), whereC is a public linear error
correcting code of dimension l and codeword length k.
+erefore, in KK, equation (5) becomes

qi � ti ⊕ C ci( 􏼁⊙ s􏼂 􏼃. (6)

Notably, ci stands for the i-th element in vector c, and
now, it is no longer a binary bit in equation (5) but an l-bit
string. +e codeword length of C(ci) determines the length
of s and the number of columns of matrices T and U, instead
in IKNP of k (k is relative to a security parameter κ). In KK,
to reach the same security requirement, the codeword length
k′ is about twice as much as k. +at is to say, kKK ≈ 2.5kIKNP.
As a consequence, the number of “base” OTin KK is doubled
than that in IKNP.

Based on 1-out-of-n OTextension, Kolesnikov et al. [13]
proposed a variant of OPRF and described an efficient
protocol to generate batched OPRF instances (known as
BaRK-OPRF). From the point of adaption of OTextension,
the variant OPRF functionality based on equation (6) is that

qi, s( 􏼁, ci( 􏼁⟼ λ, H i, qi ⊕ C ci( 􏼁⊙ s􏼂 􏼃( 􏼁( 􏼁, (7)

where C now is a pseudorandom code instead of a linear
error correcting code.

Notably, the random seed s consists of (qi, s) in
BaRK-OPRF and i ∈ [m], indicating that equation (6) es-
sentially instantiates m different OPRFs in total, and this is
why BaRK-OPRF is called bathed and key-related OPRF. In
addition, the codeword length of pseudorandom code in
BaRK-OPRF is approximately 2 times longer than the
output length of linear error correcting code in KK, which is
necessary to reach security requirement. Based on OPRF, it
is trivial to construct the private membership test, which will
be illustrated later.

3. Overview of Our Construction

+e functionality ofOTex is described in Figure 1. While the
essential difference betweenFOTm

l
in Figure 3 andFOTex in

Figure 1 may appear to be unimpressive and unnecessary,
the distinction becomes more pronounced in the case of
practical OT extension applications and even more so in
outsourced OT scenarios.

+e codeword length of code schemes in equations (6)
and (7), i.e., pseudorandom code and linear error correcting
code, determines the number of “base” OT instances to be
evaluated. +is gives us the intuition that we could use a
specific number of OTs to extend any large amount of OT
instances we need. Both Ishai et al. [4] and Kolesnikov et al.
[5, 13] show n OTs of long strings that can be reduced to k

“base” OTs of shorter strings. +at is, given pseudo-random
generator and a small number of OTs, we can implement any
F

OTm′
l′

we want. +erefore, we make OT execute in a pro-
gram-iteration-like way (see Figure 5) to reach the final
functionality FOTm

l
. Here, for clarity, we denote selection

string in FOTki
ki+1

by bold letter ri instead of c, and j-th el-
ement of ri is denoted by ri[j].

To better understand our work, let us review IKNP OT
extension where S holds m pairs of l-length messages
(x0

1, x1
1), . . . , (x0

m, x1
m)􏼈 􏼉, and the receiver R holds m-bit

selection vector c. According to Figure 5, we now focus on
OTk1

k2
and OTk2

k3
only. For i ∈ [m], each row of matrices T2

and T2′ consists of x0
i and x1

i , respectively; that is, both T2
and T2′ are m × l matrices and r2 � c. Now, OTk1

k2
serves as

“base” OT in IKNP, while the final functionality is to
realize OTk2

k3
, where k1 is the security parameter, k2 � m,

and k3 � l. After OTk1
k2
,S computes equation (5) and sends

encrypted T2 and T2′ to R. Using symmetric-key opera-
tions only, R receives V2 from T2 and T2′ in an oblivious
way. For i ∈ [m], each row of matrix V2 is x

ci

i . We have
reviewed the whole framework of IKNP protocol so far,
and it does matter the relationships among T1, T1′, and r2.
If we write the algorithm implementing OTki

ki+1
as recursive

function FOT(ki,ki+1) in programming language, then the key
step in IKNP is that FOT(m,l) invokes FOT(κ,m); i.e., OTm

l is
reduced to OTκ

m, where κ is the security parameter in
IKNP. +us, we implement FOT(m,l) by invoking FOT(κ,m)

first and then executing some symmetric-key encryption
operations.

In more general case, two parties P1 and P2 prepare to run
protocol OTki

ki+1
, where P1 acts as sender S holding messages

matrices Ti and Ti
′ while P2 holds chosen vector ri. After

OTki

ki+1
, P2 gets outputs Vi consisting of those messages he/she

chooses to receive. According to OTextension protocol,P1 and
P2 first run OT

ki−1
ki

, where P1 acts as a receiver and P2 acts as a
sender. For each OTki

ki+1
and OTki−1

ki
, it holds

Ti−1[j]⊕Ti−1′[j] � f ri[j]( 􏼁. (8)

Ti−1[j] denotes the j-th row of matrix Ti−1[j], ri[j]

denotes j-th element of ri, and f(·) for some encoding
scheme, such as repetition code in equation (5) and linear
error correcting code in equation (6). We present detailed

Functionality FOPRF

(i) Input:
(1) S inputs a random seed s.
(2) R inputs a value r.

(ii) Output:
(1) S has no outputs.
(2) R outputs fs (r).

Let f be a pseudorandom function. Two parties: sender S and receiver R.

Figure 4: Oblivious PRF functionality FOPRF.
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f(·) in concrete protocol and just emphasize the connec-
tions between Ti−1 and ri here.

OTki

ki+1
and OTki−1

ki
are named as outer and inner OT,

respectively. Specially, OTk1
k2
is the innermost one. +en, we

find that the two input vectors Ti−1 and Ti−1′ of the inner
OTki−1

ki
are determined by the input ri of the outer OT

ki

ki+1
. +e

role of P1 and P2 get reversed each time FOT(ki,ki+1) invokes
FOT(ki−1 ,ki)

; that is to say, S in outer OT becomes the receiver
in inner OT, so as toR. Furthermore, OTki+1

ki
(if exists) is the

outer OT related to OTki

ki−1
; therefore, the input vectors of Ti

and Ti
′ are determined by ri+1.

+e transformation amongOTki+1
ki+2

, OTki

ki+1
, andOTki−1

ki
is the

main part of our work.+e key observation is that the inputs of
both two parties in OTki−1

ki
and OTki+1

ki+2
are independent. +at is,

Ti+1 and Ti−1, Ti+1′ and Ti−1′, and ri+1 and ri−1 are independent.
If OTki+1

ki+2
is a necessary component in protocol, we can pre-

compute OTki−1
ki

assisted with a semihonest server. We focus on
a special-but-sufficient case whereS andR prepare to execute
OTk2

k3
; notably, the innermost is OTk1

k1
(see Figure 6) instead of

OTk1
k2
. In such a scenario, k1 should not be less than security

parameter. IfR is a normal user acting as the receiver in OTk2
k3

and S is a database with limited computation power and
interaction capability, the framework becomesmore useful and
efficient. +erefore, we consider a server-aided oblivious
transfer reducing the sender’s all public-key computation and
numbers of interaction with other parties. As shown in Fig-
ure 6, S outsources the computation marked with blue rect-
angle to a server.

Our OTex protocol consists of two major phases. First,
in the outsourced phase, R and server S run OTk1

k1
as

follows.R inputs random selection string r1, while S inputs
two random k1 × k1 matrices T1 and T1′. After OT

k1
k1
, R gets

output V1 and prepares T2 (and T2′) for OT
k1
k2
. In the second

phase, S aims to respond to the request for OTk2
l . +is

phase can be concluded as FOT(k1 ,k2) invoking FOT(k1 ,k1) and
S sending pairs of messages (T3 and T3′ encrypted by V2) to
R. In the last phase,R gets outputs from OT

k2
l , which can be

seen as FOT(k2 ,l) invoking FOT(k1 ,k2).

4. Outsourced Oblivious Transfer Extension

In this section, we show how to construct an outsourced
oblivious transfer extension protocol OTex, where three-
party functionality FOTex can be securely computed in the
presence of semihonest adversaries.

Our OTex protocol consists of two major phases among
three parties, sender S, receiver R, and server S. Figure 6

shows OTex construction in a program-iteration-like way,
where a small number of OT instances, the innermost OTk1

k1
,

are first to be executed cooperatively. In fact, we let k1 � κ,
and it becomes OTκ

κ, where κ is the security parameter in real
protocol. From the global perspective, we give procedure of
OTex in Figure 7 so as to have a better understanding of
roles three parties play in every phase.

First, in the outsourced phase, R and S run OTκ
κ as

follows. R inputs random selection string r, while S inputs
two random κ × κ matrices T and T′. After OTκ

κ, R gets
outputs D and prepares V (and V′) for OTκ

m. In the second
phase,S aims to respond to the request for OTm

l .+is phase
can be concluded as FOT(κ,m) invoking FOT(κ,κ) and S

sending pairs of messages (T andT′ encrypted by E) toR. In
the last phase,R gets outputs from OTm

l , which can be seen
as FOT(m,l) invoking FOT(κ,m).

We describe OTex in Figure 8 which realizes func-
tionality FOTex in Figure 4. +e invoking procedure inOTex

can be written as FOT(m,l)≫FOT(κ,m)≫FOT(κ,κ).
According to equation (8), each time FOT(ki,ki+1) invokes

FOT(ki−1 ,ki)
, and it holds Ti−1[j]⊕Ti−1′[j] � f(ri[j]). Let f(·)

represent different encoding schemes each time iteration
occurs. In OTex, we have T[i]⊕T′[i] � f1(s) and
V[j]⊕V′[j] � f2(c), where both f1(·) and f2(·) are rep-
etition code with output length κ, i.e.,

f1(s) � si‖ · · · ‖si,

f2(c) � ci‖ · · · ‖ci.
(9)

Notably, in more general case, the outputs of f1(ri[j])

and f1(ri+1[j]) may be not equal length, which is deter-
mined by OTki−1

ki
and OTki

ki+1
, respectively. Figures 7 and 8

illustrate OTex framework and procedure, where the
symbols are consistent and the output length of repetition
code is embodied in the number of columns in the matrices
T and V.

Theorem 1. :e OTex protocol in Figure 8 securely com-
putes the functionality FOTex (Figure 4) in semihonest setting,
as described in Definition 1, given random oracle and
functionality FOT(Figure 1).

Proof. We begin by proving the correctness. AfterOTex, we
prove thatR only receives x

ci

i and knows nothing about x
1−ci

i

when computing 􏽥xi � 􏽥z
ci

i ⊕H(i, vi). In the outsourced phase,
it holds that

Vn
V2 V1

V3

r2
r3

r1

rn
T3

T′3

Tn

Tn′T1
T2

T1′
T2′OTk2

k1

OTk3

k2

OTk4

k3

Figure 5: Overview of OT iteration.

V2
V1

V3

r2
r3

r1

T3

T3′
T1

T2

T1′
T2′OTk1

k1

OTk2

k1

OTk3

k2

Figure 6: Construction of OTex.
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dj
� tj ⊕ rj · s􏽨 􏽩,

di � ti ⊕ si · r􏼂 􏼃, where i, j ∈ [κ].
(10)

+en, in the responding phase, Step 5, R essentially
computes

y
0
j � vj ⊕H1 j, tj ⊕ sj · r􏽨 􏽩􏼐 􏼑,

y
1
j � v′j ⊕H1 j, tj ⊕ sj ⊕ 1􏼐 􏼑 · r􏽨 􏽩􏼐 􏼑, where j ∈ [κ].

(11)

+erefore, in Step 6, for j ∈ [κ], by computing
ej � y

sj

j ⊕H1(j, tj), S gets ej � vj when sj � 0 and gets ej �

v′j when sj � 1. Due to vi ⊕ vi
′ � (ci‖ · · · ‖ci), we have ej �

vj ⊕ [sj · c] and

ei � vi ⊕ ci · s􏼂 􏼃, where i ∈ [m], j ∈ [κ]. (12)

For σ ∈ 0, 1{ }, S computes zσ
i � xσ

i ⊕H(i, ei ⊕ [σ · s])
and essentially sends to S the following messages:

z
σ
i � x

σ
i ⊕H i, vi ⊕ ci ⊕ σ􏼂 􏼃 · s( 􏼁. (13)

It holds that H(i, vi ⊕ [ci ⊕ σ] · s) � H(i, vi) if and only if
ci � σ. Concretely, when ci � 0, R computes

(i) Outsourced phase:

(a) R acts as recevier with input rj.
(b) S acts as sender with input (tj, t′j).
(c) R recevies output dj.

(ii) Responding phase:

(iii) Outputting phase:

INPUT OF server : random string s ← {0, 1}κ.

INPUT OF receiver R: m selection bit c = c1|| ... ||cm.
COMMON INPUT: a security parameter κ.
ORACLE: random oracles H: [m] × {0, 1}κ → {0, 1}l, H1 : [κ] × {0, 1}κ → {0, 1}m.

CRYPTOGRAPHIC PRIMITIVE : an ideal OTκ
κ primitive.

INPUT OF sender S: m pairs (xi
0, xi

1) of l-bit binary string.

(1) R chooses r ← {0, 1}κ at random.
(2)  computes κ × κ matrix T at random and sets matrix T′ such that
ti ⊕ t′i = (si || ... ||si).

R forms κ × κ matrix D such that the j-th column of D is the vector dj.

(4)  sends string s and matrix T to S.
(5) R forms m × κ matrix V at random and sets matrix T′ such that vi ⊕ v′i =
(ci || ... ||ci), where i Є [m]. For j Є [κ], R computes yj

0 = v j ⊕ H1 (j, dj)
and yj

1 = v′j ⊕ H1 (i, dj ⊕ r) and then sends messages (yj
0, yj

1) to S.

(3) For each j Є [κ],  and R invoke FOTκ
κ in the following way: 

(6) S recovers m × κ matrix E by computing ej = yj
sj ⊕ H1 (j, tj), j Є [κ].

For i Є [m], S computes zi
0 = xi

0 ⊕ H (i, ei) and zi
1 = xi

1 ⊕ H (i, ei ⊕ s)
and then sends messages (zi

0, zi
1) to R. 

(7) For i Є [m], after receiving (zi
0, zi

1) to R outputs xi = zi
ci ⊕ H (i, vi).~ ~ ~ ~

Figure 8: Outsourced oblivious transfer extension protocol.

Sender Server Receiver
T
T′

r
D

Encrypt matrices
V and V′ under DEncrypted results

Initial parameters

OT

Recover matrix E 
Encrypt messages
under E 

Recover messages

Figure 7: Procedure of outsourced oblivious transfer.
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􏽥xi � 􏽥z
0
i ⊕H i, vi( 􏼁 � x

0
i ⊕H i, vi ⊕ [0⊕ 0] · s( 􏼁⊕H i, vi( 􏼁 � x

0
i .

(14)

When ci � 1, R computes

􏽥xi � 􏽥z
1
i ⊕H i, vi( 􏼁 � x

1
i ⊕H i, vi ⊕ [1⊕ 1] · s( 􏼁⊕H i, vi( 􏼁 � x

1
i .

(15)

In summary, R only receives x
ci

i in OTex and cannot
recover x

1−ci

i by computing 􏽥z
1−ci

i ⊕H(i, vi) becauseR knows
nothing about H(i, vi ⊕ [0⊕ 1] · s), i.e., H(i, vi ⊕ [ci ⊕ (1−

ci)] · s).
+is concludes the correctness of OTex.
We now construct three simulators SimS, SimR, and

SimR for simulating corrupt S, S, and R such that the
produced transcript and the view of real execution are
computationally indistinguishable. +at is,

SimS 1κ, s,⊥( 􏼁􏼈 􏼉x,s,c,κ
c ≡ view

π
S(x, s, c, κ)􏼈 􏼉x,s,c,κ,

SimS 1κ, x,⊥( 􏼁􏼈 􏼉x,s,c,κ
c ≡ view

π
S(x, s, c, κ)􏼈 􏼉x,s,c,κ,

SimR 1κ, c, 􏽥x( 􏼁􏼈 􏼉x,s,c,κ
c ≡ view

π
R(x, s, c, κ)􏼈 􏼉x,s,c,κ,

(16)

where x denotes input set (x0
i , x1

i )􏼈 􏼉 from S, 􏽥x denotes
output 􏽥xi􏼈 􏼉 of R, and ⊥ denotes the null value.

Corrupt S. Given FOT, it is easy to perfectly simulate
the view of the Server S because S only has input,
neither receives messages nor outputs during the ex-
ecution of the protocol. +at is, SimS(1κ, s,⊥)􏼈 􏼉x,s,c,κ is
computationally indistinguishable with viewπ

S(x, s, c,􏼈

κ)}x,s,c,κ.
Corrupt S. In protocol, Sender S works only in the
responding phase, when S receives messages from S

andR then sends encrypted inputs toR. +e messages
obtained by S are s, T, (y0

j , y1
j)􏽮 􏽯. +at is to say,

viewπ
S(x, s, c, κ) consists of input x and messages

s, T, (y0
j , y1

j)􏽮 􏽯, where j ∈ [κ]. It is trivial for SimS to
generate a simulation of s, T{ } since both are random
values from the point of view of S.
Now, SimS simulates a simulation of (y0

j , y1
j)|j ∈ [κ]􏽮 􏽯

by choosing a κ-length string 􏽢s, m-length strings 􏽢rj, κ × κ
matrix 􏽢T, and m × κ matrix 􏽢E at random and computing

􏽢y
􏽢sj

j � 􏽢ej ⊕H1 j,􏽢tj􏼐 􏼑,

􏽢y
1−􏽢sj

j � 􏽢rj.

(17)

Let 􏽢s, t􏽢Tn, q(􏽢y0
j , 􏽢y1

j)􏽮 􏽯 be the output of
SimS(1κ, x,⊥). +erefore, we claim that the view
generated by SimS and the view of corruptS in a real
protocol are computationally indistinguishable.
Corrupt R. We construct a simulator SimR that
simulates the view of corrupt R in the real protocol
execution. We first analyze R’s view
viewπ

R(x, s, c, κ) inOTex.R obtains matrix D in the
outsourced phase and (􏽥z0

i , 􏽥z1
i ) in the outputting

phase. +erefore, viewπ
R(x, s, c, κ) consists of R’s

input c and messages D, (􏽥z0
i , 􏽥z1

i )􏼈 􏼉. To construct the
simulation of the view, SimR works as follows.

(i) In the outsourced phase, given the security pa-
rameter κ,R’s input c, and the randomness r, SimR

calls simulation SimOTκ
κ
with input (􏽢T, 􏽢T′, r) and gets

output 􏽢D. +en, SimR appends the output of SimOTκ
κ
,

i.e., matrix 􏽢D, to its own output.
(ii) In the outputting phase, given the security pa-

rameter κ, R’s input c, the randomness V, and
output 􏽥x, SimR simulates a simulation of
(􏽥z0i , 􏽥z1

i )|it ∈ n[m􏼈 􏼉 by choosing m-length strings 􏽢rj

and computing

􏽢z
ci

i � 􏽥xi ⊕H i, vi( 􏼁,

􏽢z
1−ci

i � 􏽢rj.
(18)

+en, SimR appends (􏽢z0
i , 􏽢z1

i )|it ∈ n(m􏽮 􏽯 to its output.
Combining two phases described above in sequence, we

finally claim that the output of SimR is computationally
indistinguishable from the real execution, i.e., SimR􏼈

(1κ, c, 􏽥x)}x,s,c,κc ≡ viewπ
R(x, s, c, κ)􏼈 􏼉x,s,c,κ.

+is completes the construction of three simulators:
SimS, SimR, and SimR. In summary, OTex is secure under
semihonest model. □

4.1. PerformanceAnalysis. We now analyze the performance
ofOTex in semihonest model.+e complexities ofOTex are
presented in Table 1.

(i) Computation complexity. +e number of sym-
metric and asymmetric operation to be executed in
OTex essentially depends on the size of matrices T,
V, and E, respectively. In the outsourced phase,
FOTκ

κ
consists of O(κ) public-key and O(κ) private-

key operations, for both S (acting as sender) andR

(acting as receiver). In the responding phase, R
invokes random oracle and performs XOR opera-
tion for O(κ) times. +en, S recovers matrix E and
encrypts messages (x0

i , x1
i ), which only consists of

O(m + κ) symmetric operations. In the outputting
phase, R performs symmetric operations O(m)

times to compute its outputs.
(ii) Communication complexity. In the outsourced

phase, the number of bits transferred between S and
R is bounded by O(κ2). In the responding phase,S
receives messages from S and R and sends
encrypted messages to R, which consist of
O(ml + κ2). In the outputting phase, R receives
2ml-bit messages in total from S.

(iii) Round complexity. +e only interaction in OTex

exists in the outsourced phase betweenS andR, i.e.,
FOTκ

κ
. +e number of interaction round in FOTκ

κ
is

bounded by 1.
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4.2. Efficiency Comparison. Since we focus on the efficiency
of the sender S in OT, we provide comparisons to prior
classical protocols from the S’s point of view in Table 2. In
OTex, all asymmetric operations are operated between the
receiver R and the cloud server S, and S works on the fly
and conducts symmetric computations locally.

5. Performance

In this section, we test the performance of OTex. +e ex-
periments were performed on a Linux machine equipped
with 4 cores 3.40GHz Intel Core i5-7500 CPU and 8GB
RAM.

Our tests refer to the implement on GitHub: https://
github.com/emp-toolkit/emp-ot. We simulated main
asymmetric operations in OTex on a single machine. We
comparedOTex with the OTprotocol used in recent work
[32], where they compute at least 450 OT instances locally
from 128 “base” OTs. +erefore, we regarded n � 28 as a
reference and simulated the outsourced phase. After
setting the length of security parameter equal to 128, we
simulated OTex for n � 27, 29, and 210, respectively. We
repeated each simulation 20 times, and the result is
shown in Figure 9. Although OTex shows an almost
identical performance to Vladimir’s, the running time
tends to be steady sooner when n � 29. In addition, in
Figure 9, the sender S of OTex works offline for most of
the time during simulation, and this is one of the ad-
vantages of OTex.

+e other advantage of OTex found in performance
tests is the reduction of communication bottleneck
caused by the sender S. +e main idea of OT extension
protocol is to extend a small number of base OTs to
perform many OTs. As a consequence, we summed from
the time of base OTon setup to the time of protocol finish
and then computed average time for each original OT.

+e averaged time is illustrated in Figure 10. We tested
n′ � 28+x OT instances for different x values and com-
puted the average running time for one single OT, i.e.,
OT1

n. From Figure 10, we can see that the average time
keeps steady when x is less than 8. If we extend base OT to
an adequate number of OTs, for example, n′ � 218, the
average time has a sharp increase. It does not matter in
OTex, however, since the extension process is conducted
between R and S in the outsourced phase.

6. Applications of OTex

+e OTex framework has a wide range of applications in
outsourced scenarios. In this section, we take private set
intersection (PSI) as a case study and demonstrate that, as a

Table 2: Efficiency comparison.

Protocol Round Communication Asymmetric computation Security model
[4] 2 O(ml + mκ) O(κ) Semihonest and malicious
[5] 2 O((mk/log n) + ln log n) O(k) Semihonest
[16] 2 O(ml + κ2) O(κ + ln) Semihonest and one-sided malicious
[30] 2 O(ml + mκ) O(κ) Semihonest
[31] 3 O(ml + log|G| + κ) O(κ) Malicious
Ours – O(ml + κ2) – Semihonest
Note: the efficiency of sender in OT is presented here, who inputs m pairs of l-bit length messages in protocol. Specially, κ is security parameter, G denotes a
group, and k ≈ 2.5κ in 1-out-of-n OT.

Table 1: Complexity of OTex.

Party
Computation

Communication Round
Asymmetric Symmetric

Server S O(κ) O(κ) O(κ2) 1
Sender S – O(m + κ) O(ml + κ2) –
Receiver R O(κ) O(m + κ) O(ml + κ2) 1

5 10 15 20
3,000

3,500

4,000

4,500

5,000

5,500

Ti
m

e (
m

s)

n = 27 
n = 28

n = 29

n = 210

Figure 9: Comparison of running time.
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building block, OTex can be applied conveniently to high-
level protocol.

We first introduce a private membership test (PMT)
protocol to estimate whether an element x belongs to a set
Y � y1, . . . , ym􏼈 􏼉 or not and then describe how to efficiently
implement it via OTex. +e resulting protocol can then be
simply extended to compute functionalityFPSI in Figure 11
by applying the OTex-based PMT protocol.

6.1. OPRF-Based PMT Protocol. PMT protocol involves two
parties: Alice who holds an element x and Bob who holds a
set Y. After PMT, Bob knows nothing about x, andAlice only
knows whether her element x belongs to the set Y or not.

Based on OPRF, we can construct PMT protocol as
follows. First, during the OPRF phase, Bob acts as sender
with a random seed s. And Alice, acting as receiver, inputs
her element x. After OPRF, Alice obtains fs(x) and Bob has
fs(·). +en, Bob sends all fs(yi)􏼈 􏼉 to Alice who compares
fs(x) with fs(yi)􏼈 􏼉 one by one. In conclusion, Alice outputs
1 if and only if there exits an i such that fs(yi) � fs(x) and
else outputs 0.

+e security of PMT via OPRF relies on the fact that an
OPRF protocol is secure. In a secure OPRF, it guarantees
that fs(·) is a one-way pseudorandom function and the
length of s equals to secure parameter. +erefore, Alice
receives fs(yi)􏼈 􏼉 and then learns whether there exists an i

such that fs(yi) � fs(x), but she will not learn the exact
values yi|yit ∈ nYq, hfs( xyi7 )C≠ ; fs(x)􏽮 􏽯 with non-
negligible probability. We omit concrete security proof here.

6.2.OTex-Based PMT Protocol. Given functionality FOPRF,
we can construct PMT protocol in a simple manner. In this
section, we introduce how to design OPRF protocol based on
OTex. Equation (7) indicates that 1-out-of-n OT extension
implies BaRK-OPRF; therefore, we focus on the transfor-
mation from 1-out-of-n OT extension to OTex. As a result,
OTex can be easily used to construct PMT protocol.

We can apply pseudorandom code to equation (8) for
defining new relationship among T2 and T2′ in Figure 6,

which implements functionality FOPRF in Figure 3. In
OTex, however, we stress that it always holds T1[i]⊕T1′[i] �

f1(r2[i]) and T2[j]⊕T2′[j] � f1(r3[j]), where f1(·) is the
repetition code. +is means that we implement INKP
protocol in an outsourced manner since we use the same
repetition code f1(·) in FOT(k1 ,k2) and FOT(k2 ,k3). +at is to
say, three parties, S, S, and R, evaluate corporately m

instances of 1-out-of-2 OTof l-bit messages where repetition
code is used twice in total, each by S and R, respectively.
Now, suppose Alice and Bob would like to execute m in-
stances of 1-out-of-n OT where Bob inputs
(y

j
1, y

j
2, . . . , y

j
n)|j ∈ [m], |y

j

i | � l􏽮 􏽯 and Alice inputs her se-
lection vector r3, and they need make the following
adjustments:

(i) Bob organizes the inputs in OTex with m × l ma-
trices T

(1)
3 , T

(2)
3 , . . . , T

(n)
3 , where the j-th row of

matrix T
(i)
3 is y

j
i .

(ii) Alice makes her selection vector in OTex be
r3|jt ∈ n[m]q, hr3[j]x ∈ 7[n]􏽮 􏽯.

+en, the only adaption they need take in OTex is that
T2[j]⊕T2′[j] � f2(r3[j]), where f2(·) is the linear error
correcting code C. To reach the security requirement de-
fined in [13], inOTex, we need to reset security parameter k

rather than κ—concretely 3κ< k< 4κ.
Given 1-out-of-n OT protocol designed from OTex, it is

trivial to designOTex-based OPRF so is toOTex-based PMT.
Again,Alice prepares her elementx � r3[1], whileBobholds set
Y � y1

1, y1
2, . . . , y1

n􏼈 􏼉. In brief, if it holds in OTex that

T1[i]⊕T1′[i] � f1 r2[i]( 􏼁,

T2[j]⊕T2′[j] � C r3[j]( 􏼁,
(19)

where f1(·) is the repetition code and C is the pseudo-
random code; OTex implies the functionality FOPRF where
the seed s consists of (V2, r2) generated by Bob andAlice gets
fs(x). Meanwhile, this essentially completes the main
construction ofOTex-based PMTprotocol. All needed to do
next is that Bob sends fs(y1

i )|i ∈ [n]􏼈 􏼉 to Alice who com-
pares fs(x) with fs(y1

i )|i ∈ [n]􏼈 􏼉 locally.

6.3. OTex-Based PSI Protocol. To obtain the final PSI pro-
tocol that computes X∩Y, Alice simply invokes the PMT
protocol for each xi ∈ X. +e protocol in Figure 12 com-
putes X∩Y in an outsourced manner. +e intuition is that

Functionality FPSI

(i) Input:
(a)
(b)

(ii) Output:
(a) S has no outputs.
(b) R outputs X ∩ Y.

Two parties: sender S and receiver R.

S inputs Y = {y1, ... , ym}.
R inputs X = {x1, ... , xm}.

Figure 11: Private set intersection functionality FPSI.
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Figure 10: Average time for OT instances in OTex.
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Alice holds a set X, while Bob holds Y, and after PMT, Alice
knows whether her element xi belongs to Y or not, i.e., the
intersection of two sets.

Some details on method of preprocessing items in set are
simply omitted in Figure 12. We can hash the item to bins
and then operate the OTex-based PSI protocol on each bin
separately. Specifically, we use Cuckoo hashing [35] for PSI
in the following way. First, Alice and Bob agree on 3 random
hash functions h1, h2, h3: 0, 1{ }∗ ⟶ [m′] suitable for 3-way
Cuckoo hashing. Alice places her items into m in either
h1(x), h2(x), or h3(x), and each bin contains at most one
item. Bob places each of his items y in locations h1(y),
h2(y), and h3(y). At this point, Alice pads her input with
dummy items so that each bin contains exactly 1 item. Note
that when we use cuckoo hashing, then there will be some
items which cannot be placed into the table and have to be
moved to a stash, which does not matter because of the usage
of stash-less cuckoo hashing [20]. Finally, Alice and Bob
perform a PSI in each bin.

7. Conclusions and Future Work

In this paper, we proposed a generic outsourced OT ex-
tension protocol (OTex) which can outsource all the “base”
OT from the sender to a semihonest server. +e proposed
protocol realizes optimal computational and communica-
tion complexity relative to security parameter. In addition,
we showed that OTex can be efficiently used in private
membership test and private set intersection. In the future,
we will consider malicious model and construct efficient
outsourced OTextension protocols secure against malicious
adversary.
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A current research trend is to combine multimedia data with artificial intelligence and process them on cloud servers. In this
context, ensuring the security of multimedia cloud servers is critical, and the cyber mimic defence (CMD) technology is a
promising approach to this end. CMD, which is an innovative active defence technology developed in China, can be applied in
many scenarios. However, although the mathematical model is a key component of CMD, a universally acceptable mathematical
model for theoretical CMD has not been established yet. In this work, the attack problems and modelling difficulties were
extensively examined, and a comprehensive modelling theory and concepts were clarified. By decoupling the model from the
input and output of the specific system scene, the modelling difficulties were effectively avoided, and the mathematical expression
of the CMDmechanism was enhanced. Furthermore, the process characteristics of the attack behaviour were identified by using a
specific mathematical mapping method. Finally, based on the decomposition problem of large prime factors and convolution
operations, an intuitive and exclusive CMD mathematical model was proposed. ,e proposed model could clearly express the
CMD mechanism and transform the problems of attack and defence in the CMD domain into corresponding mathematical
problems.,ese aspects were considered to qualitatively assess the CMD security, and it was noted that a high level of security can
be realized. Furthermore, the overhead of CMD was analyzed. Moreover, the proposed model can be directly programmed.

1. Introduction

With the development of information technology, multi-
media has been widely applied in the human society.
Moreover, the emergence of artificial intelligence (AI)
technologies has considerably enhanced the ability to ana-
lyse, process, and utilise multimedia. Because multimedia
processing and AI technologies are computation- and
storage-intensive, they are realized through the relatively
mature distributed computing [1] and cloud computing [2]
techniques. Cloud computing is based on server clusters. To
enable the efficient processing of multimedia data, ensuring
the security of multimedia cloud servers is essential. Mul-
timedia cloud servers face nearly the same issues as those of
cyberspace, such as network attacks and multimedia data
protection. ,e multiple reports of network security inci-
dents indicate that attackers mostly exploit the software and

hardware vulnerabilities, and backdoor attacks constitute
the majority of network security incidents. Nevertheless, at
the current level of science and technology, the unknown
vulnerabilities and backdoors and the associated security
threats cannot be eliminated [3]. Traditional defence tech-
nology tends to rely on the attack technology as a priori
knowledge, which involves hysteresis and passivity, and
thus, the traditional approaches cannot block unknown
vulnerabilities and backdoors. ,erefore, the development
of innovative network security theories and techniques has
become a key research direction in the field of network
security. Moving target defence (MTD) is a new type of
active defence technology developed in the United States to
achieve a considerable advantage in the field of network
attack and defence [4]. At present, the research and appli-
cation of this technology are mainly concentrated in de-
veloped countries, with the United States as the main hub.

Hindawi
Security and Communication Networks
Volume 2020, Article ID 8819958, 22 pages
https://doi.org/10.1155/2020/8819958

mailto:zhouxiabing@suda.edu.cn
mailto:iebinli@zzu.edu.cn
https://orcid.org/0000-0002-8977-1367
https://orcid.org/0000-0002-6497-8118
https://orcid.org/0000-0003-3455-4901
https://orcid.org/0000-0002-1156-1108
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/8819958


Cyber mimic defence (CMD) is an innovative active defence
technology independently developed in China, whose
emergence can offset the unbalanced situation of the net-
work attack and defence techniques [5]. ,e CMD mech-
anism facilitates its application in the multimedia cloud
server cluster environment. ,e redundancy characteristics
in the cluster environment conform with the CMD aspects.
In particular, the computing power of the cluster envi-
ronment can satisfy the performance overhead of the CMD
to realize computationally intensive operations such as re-
dundant encryption or decryption. Furthermore, the already
mature virtual technology [6, 7] can provide support for the
CMD and has been widely used in server cloud environ-
ments. In summary, the CMD technology can be applied to
multimedia cloud servers. In this study, two cases were
considered to enable the protection of multimedia cloud
servers through CMD. One approach involves constructing
a mimic multimedia cloud server architecture, and the other
approach involves the use of themimic encryption to protect
the multimedia data. For the first approach, heterogeneous
redundancy is achieved with the granularity at software or
hardware on the multimedia cloud servers. It can be het-
erogeneous at the hardware level, operating system level,
database level, server software level, background application
level, and can also be heterogeneous at several levels at the
same time, which will form a rich heterogeneous redundant
server pool. Scheduling these heterogeneous servers through
the CMD mechanism can greatly protect software and
hardware on them. For the second approach, the main
purpose is to protect multimedia data. ,e use of hetero-
geneous redundant encryption to protect multimedia data
and the use of hash fingerprint comparison to detect and
shield threats are in line with the principle of CMD and can
greatly improve the security of multimedia data. China has
actively promoted the research on the theory and technology
of CMD, and a theoretical system of CMD has been
established [8, 9] and is considerably different from the static
and fixed traditional systems. In this context, it is necessary
to clarify the technical aspects of the mechanism of the
mimic defence at the theoretical level [10] and to establish an
intuitive and exclusive mathematical model according to the
CMD mechanism to formulate a mapping relationship with
the mathematical aspects. In this manner, the mechanism
and protection capabilities of CMD can be clarified, and the
research on CMD can be further promoted. Nevertheless, a
universally accepted mathematical model for CMD has not
been established yet.

In this study, by extensively analysing the attack prob-
lems and modelling difficulties, a clear modelling concept
was established. By decoupling the model from the specific
system input and output scenes, a clear mathematical ex-
pression was formulated, while avoiding the modelling
difficulties. Furthermore, the process characteristics of the
attack were highlighted by establishing a specific mathe-
matical mappingmethod.,e excellent security capacities of
CMDwere demonstrated using the proposed model. Finally,
an intuitive and exclusive mathematical model for CMDwas
established, which could express the CMD mechanism
mathematically and transform the problems of the attack

and defence game of the CMD into corresponding math-
ematical subproblems, thereby enabling the qualitative as-
sessment of the CMD safety capacities.

,is paper first presents the research background fol-
lowed by the main research content. Section 2 introduces the
CMD concepts and mathematical knowledge required for
modelling. Section 3 describes the prerequisite knowledge
for the modelling. Section 4 describes the modelling process
and model mechanisms. Section 5 clarifies the mathematical
problems of the attack and defence game of the CMD ex-
amined through a simulation experiment, analysis, and
evaluation, describes the qualitative assessment of the CMD
safety aspects, and analyzes the overhead of CMD. Section 6
presents the concluding remarks.

2. Background Knowledge

2.1. Cyber Mimic Defence. Cyber mimic defence [11] is a
revolutionary defence technology of “game-changing” ini-
tiated by China. ,e development of CMD was inspired by
the mimicry phenomenon and biological immune system in
the biological world. ,e dynamic heterogeneous redun-
dancy (DHR) architecture was used as the core architecture
of the CMD. Finally, the CMD theory was formulated, with
“structure determines security” as the core idea. CMD is a
nonpoint type defence technology with a dynamic [12] and
closed-loop mechanism. ,e high security and high ro-
bustness [13] in the core architecture (DHR) of CMD are
endogenous and coexisting. ,e unknown vulnerabilities
and backdoors cannot be easily exploited under the CMD
framework. In contrast to the static and single character-
istics, the uncertainty may induce the attacker’s cognitive
dilemma, thereby making it nearly impossible for the at-
tacker to form an attack chain.

Here is a brief introduction to the principle of CMD [14].
For specific vulnerabilities or backdoors, defenders must
first be able to identify them before they can accurately
defend. However, the current level of technology cannot
grasp all unknown vulnerabilities and backdoors in advance.
When the same target function is implemented in hetero-
geneous forms, the probability of them having the same
vulnerabilities or backdoors will be greatly reduced. CMD
puts these heterogeneous redundant executors to work in
parallel without communicating with each other. In other
words, they have no cooperative relationship and do not
know each other’s existence. It is a very rare event that the
same vulnerabilities or backdoors are existent and are
triggered at the same time in heterogeneous executors.
,erefore, if the unknown vulnerabilities or backdoors in the
CMD system are triggered, the output results of heteroge-
neous executors will be inconsistent. At this time, CMD uses
the “relatively correct” principle to not only detect abnormal
situations and perceive threats but also locate abnormal
executors based on certain strategies and then take corre-
sponding measures against them. For the aforementioned
parallel heterogeneous executors, CMD then introduces a
dynamic scheduling mechanism to make the system
dynamic.
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Next, through the DHR architecture visually shows the
principle of CMD.,eDHR architecture is shown in Figure 1.

,e DHR architecture introduces a dynamic scheduling
mechanism and feedback control mechanism [15] based on
the executor heterogeneous redundancy and multimode
adjudication, respectively. ,e operating mechanism of the
DHR architecture is as follows:

(1) A functionally equivalent heterogeneous executor
pool is constructed for a target business function.

(2) ,rough the dynamic scheduling strategy, several
“online” heterogeneous executors are selected from
the functionally equivalent heterogeneous executor
pool.

(3) When the system input arrives, it is distributed to
each “online” heterogeneous executor through the
input distributor to ensure that each executor can be
executed separately without coordination and
communication.

(4) ,e output vectors of all the “online” heterogeneous
executors produce the final output result through the
multimode adjudication strategy. At this time, if an
abnormal “online” heterogeneous executor is “per-
ceived,” the feedback control mechanism is activated
according to the multimode adjudication strategy.

(5) If the feedback control is activated, the abnormal
“online” heterogeneous executors are replaced by
“offline” executors through the feedback control
strategy, and the subsequent processes such as self-
cleaning, self-reconstruction, self-reorganisation, log
recording, and log analysis are performed in the
background.

,e DHR architecture, as the core architecture of CMD,
illustrates the premise of CMD. CMD can be applied to a
target object having the form of “Input-Process-Output,” and it
is represented by the I [P] O model. In [11], the input dis-
tributor and output arbiter were termed as “mimic brackets”
(MB), and the scope of protection limited by the MB was
defined as the “mimic defence boundary” (MDB).,eMDB is
usually a heterogeneous execution environment with unknown
vulnerabilities, backdoors, viruses, and Trojan horses.

In recent years, research pertaining to the theory and
mechanism of CMD has progressed rapidly. At present, the
mimic domain name server has been implemented online,
and the principle prototypes of the mimic web server [16, 17]
and mimic router [18, 19] have been developed. In addition,
the CMD technology has been applied in several fields to
ensure multimedia security, 5G security [20], SDN network
security [21, 22], software diversification [23], mimic storage
system realization, mimic encryption, and mimic cloud,
mimic firewall, and mimic gateway realization.

2.2. Mathematical Knowledge Required for Modelling

2.2.1. Decomposition Problem of Large Prime Factors.
,e decomposition problem of large prime factors can be
described as follows: if there exist several large prime

factors, they can be easily multiplied to obtain a large
composite number. However, it is extremely difficult to
obtain these large prime factors by factorising the large
composite number. ,is problem has been studied by
mathematicians for hundreds of years, and no rapid al-
gorithm is available to solve this problem. ,e research on
the decomposition problem of large prime factors is
challenging, but has theoretical and application value
[24]. For example, the popular RSA [25] encryption al-
gorithm relies on the decomposition problem of large
prime factors.

In addition to the early violent trial division method,
certain algorithms to solve the decomposition problem of
large prime factors have been proposed by researchers, such
as the ρ-method [26], Ρ− 1 method [27], elliptic curve
method [28], random square method, quadratic sieve
method [29], and number field sieve method [30]. Among
these algorithms, the number field sieve method is con-
sidered to be the best at present.

2.2.2. Convolution Operation. Convolution is a key opera-
tion in analytical mathematics and is performed as follows:
first, two independent functions and the definition domain
of their parameters are specified. Subsequently, the function
values are calculated, and the corresponding function values
are multiplied. Finally, all the products are summed. Spe-
cifically, convolution involves rolling a binary function into
a univariate function in a process commonly known as
“dimension reduction.”

,e convolution operation can be divided into contin-
uous and discrete convolutions:

(1) To perform convolution, a certain relationship must
exist among variables x, y, and n. Assume that the
relation x+ y� n holds. For a particular n, this re-
lation can represent a straight line with a slope of 1 in
the Cartesian coordinate system.

(2) ,e variable τ is defined, and the range of τ is
expressed as R. According to the aforementioned
relation, x� τ, and y� n− τ.

(3) If the functions of x and y are f(x) and g(y), re-
spectively, they can be written as f(τ) and g(n− τ),
respectively.

In this case, the discrete and continuous convolution can
be represented as in formulas (1) and (2), respectively:

(f∗g)(n) � 􏽘
τ∈R

f(τ)g(n − τ), (1)

(f∗g)(n) � 􏽚

τ∈R

f(τ)g(n − τ) dτ. (2)

Here, (f∗g )(n) is termed as the convolution of functions
f and g.

A convolution operation can reflect valuable physical
meanings in an engineering system and can be used to
calculate the output of such a system.
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2.2.3. Martingale. ,e martingale concept originated from
the mathematical description of the fair gambling process.
Specifically, the martingale system is a concept in probability
theory, which describes a special class of stochastic pro-
cesses. Herein, the definitions and meanings of discrete and
continuous martingale are presented.

(1) Discrete Martingale. If a discrete-time stochastic process
Xn satisfies the following conditions,

(a) E(|Xn|)<∞ and
(b) E(Xn+ 1 |X1,. . .,Xn)�Xn,

the stochastic process Xn is a discrete martingale. Specifi-
cally, for the stochastic process Xn, if all the values at the
present moment and all the previous moments are known,
the conditional expectation value at the next moment is
equal to the value of the present moment.

If the discrete-time stochastic processes Xn and Yn satisfy
the following conditions,

(a) E(|Yn|)<∞ and
(b) E(Yn+ 1 |X1,. . .,Xn)�Yn,

the stochastic process Yn is a discrete martingale on Xn.
Specifically, for the stochastic processes Xn and Yn, if all the
values of the former process at the present moment and
previous moments are known, the conditional expectation
value of the latter process at the next moment is equal to the
value of the latter process at the present moment.

(2) Continuous Martingale. If a continuous-time stochastic
process Xt satisfies the following conditions,

(a) E(|Xt|)<∞ and
(b) E(Xt | {Xm,m≤ s})�Xs,

the stochastic process Xt is a continuous martingale. Spe-
cifically, for the stochastic process Xt, if all the values up to
time s are known, the conditional expectation value at time t
(t> s) is equal to the value at time s.

If the continuous-time stochastic processes Xt and Yt
satisfy the following conditions,

(a) E(|Yt|)<∞ and
(b) E(Yt | {Xm, m≤ s})�Ys,

the stochastic process Yt is a continuous martingale on Xt.
Specifically, for the stochastic processes Xt and Yt, if all the
values of the former process up to time s are known, the
conditional expectation value of the latter process at time t
(t> s) is equal to the value of the latter process at time s.

3. Modelling Concept

3.1. Network Attack Analysis. ,e network attack technol-
ogy, in combination with computer technology, is under-
going constant development. ,e attack behaviour has the
characteristics of uncertainty, complexity, and diversity and
is developing towards a large-scale, collaborative, and
multilevel framework. ,erefore, the research [31–34] and
formal description of network attacks are of considerable
significance to both sides. ,e classical network attack
modelling methods involve the use of the attack tree [35],
attack graph [36], and attack network [37]. In addition, the
attack surface (AS) [38, 39] and mobile attack surface (MAS)
[40, 41] theories have emerged in recent years to analyse and
examine the law of network attack behaviour.

3.1.1. Attack on the Traditional Static and Single System.
,e following is described in the context of the traditional
static and single system.

Although there are differences in the description of the
network attack process by the above methods or theories, in
conclusion, a successful network attack is a process com-
prising several stages, and there may be repeated back-
tracking subprocesses, as shown in Figure 2.

To summarize, a successful network attack can be simply
described as a critical path from the beginning of the attack
to the success of the attack based on each stage. In this paper,
this critical path is referred to as the successful attack vector
(SAV). By further analysing the SAV, the following two
characteristics can be defined:

(1) Target Characteristics. ,e SAV has target charac-
teristics similar to a vector, and the target and di-
rection from the beginning to the end point are clear
and unique. Consequently, a successful network
attack can be easily described as a chain because of
the targeting characteristics of the SAV.
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Figure 1: DHR diagram.
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(2) Process Characteristics. ,e SAV can clearly reflect
the process characteristics of the network attack.
Specifically, the negative influence of a successful
attack follows the attack behaviour. Because the final
result is not immediately visible, it is latent to the
attacked object. ,us, the attacker must move se-
quentially toward the final goal with considerable
patience, which leads to a typical “delayed
satisfaction.”

3.1.2. Attack on the CMD System. Because the technology of
the CMD is not widespread at present, the data of only a few
typical attack cases are available. Nevertheless, it is possible
to analyse and estimate the attacks against the CMD system.

,is paper emphasises that the premise of the CMD is to
realize scenarios that satisfy the I [P] O model, which is
critical to activate the defence effect of the CMD. In this
paper, we divide the attacks against the CMD system into
type-ρ and type-φ attacks.

(1) Type-ρ Attack. A type-ρ attack is a kind of attack that
deviates from the premise of CMD.,e CMD cannot always
resist this kind of attack, but it can be applied to supplement
the existing security defence technology or means [42]. In
this paper, certain simple examples are presented to illustrate
the type-ρ attacks:

(a) ,e attacker successfully intrudes an “online” het-
erogeneous execution of a certain CMD system and
deletes an important file in it. ,e successful attack
does not produce any output that must pass through
the CMD system arbiter.

(b) ,e attacker successfully intrudes an “online” het-
erogeneous execution of a certain CMD system,
cracks the key of an important encrypted file on it,
and browses the valuable data in the file. Moreover,
the successful attack does not produce any output
that must pass through the CMD system arbiter.

(c) A certain CMD system is subjected to a DDoS attack.

(2) Type-φ Attack. In contrast to a type-ρ attack, a type-φ
attack is a kind of attack that satisfies the premise of the
CMD. In this case, after the attacker successfully attacks the
“online” heterogeneous executor in the CMD system, an
output that must pass through the CMD system arbiter is
produced. ,is output is the desired attack result for the
attacker and the so-called abnormal output for the CMD
system. From the perspective of the CMD system, incon-
sistencies among the abnormal outputs may exist in theory.

However, in terms of the rationality, because the CMD
adjudication mechanism is implemented, for a type-φ attack
to succeed, a “joint escape” in which a consistent abnormal
output is generated must be realized, and it is meaningless
for the attackers to create an inconsistent abnormal output.
,erefore, all the abnormal outputs mentioned in this paper
are consistent, which negates the problem of the type-φ
attack on the CMD system and facilitates follow-up research.
Considering this background, a successful and failed type-φ
attack is that in which a “joint escape” can and cannot be
realized, respectively.

Considering these aspects and the categorization of the
attacks against the CMD system, it can be noted that only the
φ-attack problem has practical research significance for both
sides of the CMD attack and defence.

3.2. Problem Description. A mathematical model is key to
support the continuous improvement of a theoretical system
and to promote the related research work. In this context,
developing a mathematical model can help describe and
analyse the related mechanism of the CMD.

At present, two kinds of CMD modelling are imple-
mented, specifically, modelling the overall mechanism of the
CMD and modelling only part of the mechanism of the
CMD [43, 44]. ,is paper focuses on the former approach,
and thus, the following problems as well as the existing
research results correspond to this approach. Until now, a
universally accepted mathematical model for the theory of
CMD has not been established, and the mainstream mod-
elling method is mainly based on the “Markov chain.”
[45, 46]

(1) Realistic mapping of the overall mechanism mod-
elling of CMD:
,is problem is defined according to the afore-
mentioned SAV characteristics.

(a) In contrast from that in the traditional static and
single system, the target protection object in the
CMD system is heterogeneously redundant. ,e
heterogeneous redundant executors are com-
pletely independent and do not communicate
with one another. If an attacker wants to suc-
cessfully realize the φ-attack, they must complete
several independent SAVs simultaneously, and
this requirement is different from that for
attacking a traditional static and single system.
However, because several independent SAVs are
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point Visit Raise 

authority
Steal 

information
Clean 
marks

Create 
backdoor

Paralyse 
system

Figure 2: Example of the attack process.
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present, the relevant stages may not be com-
pletely consistent or have a one-to-one corre-
spondence. In addition, backtracking and
repeated subprocesses may be present in the
attack process. ,erefore, although the target
characteristics of a single SAV facilitate the de-
scription of a successful network attack in the
chain mode, the description of several inde-
pendent SAVs in the chain mode simultaneously
is complex and challenging. In this case, a single
chain node must represent the stages or states
from several independent SAVs simultaneously.
If these nodes are combined as in the actual
situation, the number of chain nodes required
may be considerably higher than that in a
“traditional chain,” as discussed in the subse-
quent sections. ,is type of chain structure is
easy to network; however, the target character-
istic of each independent SAV becomes difficult
to identify, which makes the analysis and re-
search highly challenging.

(b) In the core architecture (DHR) of the CMD, one
input corresponds to one output. If a type-φ
attack fails and an abnormal output is present, it
will be detected in the adjudication stage of the
DHR. As mentioned previously, an SAV has a
process characteristic, and when an attack is
conducted, an abnormal output is not necessarily
produced. In other words, the attack cannot be
represented by only one input-output pair. At
present, the DHR architecture cannot directly
reflect this process characteristic. ,erefore, it is
necessary to model the overall mechanism of
CMD with a “buffer” that can reflect the delay in
the process characteristic. As a simple and in-
tuitive example, we consider the case of
uploading files on a server. In the absence of any
other security protection measures, three steps
can be defined: request, upload, and access. In
malicious attacks, the three steps may be as
follows: request, upload the virus, and access and
activate the virus. Each of these three steps
corresponds to a system input. ,e attack be-
haviour can be considered to start in Step 1 or 2,
although the negative impact of the successful
attack occurs in Step 3.

(2) Problem of modelling the overall mechanism of
CMD based on the Markov chain:

(a) A Markov chain is a state chain that describes a
process of state dynamic transfer. At present, the
Markov chain is applied to the CMD theory to
describe the process of an attack and defence
game. ,erefore, the Markov chain modelling is
focused on describing the transfer path of the
attack and defence game state, owing to which
the CMD mechanism appears to be highly ab-
stract.,is phenomenon occurs because the state
transfer path occupies the main body, and only

the state nodes in the chain are used to represent
the state of the whole CMD system at a certain
time.,e CMDmechanism cannot be intuitively
reflected in this scenario, which hinders the
mechanism description and analysis.

(b) ,eMarkov chain is a genericmodelling tool and
not specifically applied to CMD modelling. To
apply the Markov chain to model the overall
mechanism of the CMD, a custom set of state
parameters must be used to describe the state of
the CMD system. ,e complexity of this set of
custom state parameters directly affects the
complexity of the Markov Chain, and the
complexity of the real scene directly affects the
complexity of the custom state parameter set.
Owing to this strong binding with the real scene,
the CMD Markov chain can only be used to
model simple system scenes, for instance, to
model the type of system input that would lead to
a certain type of system state and system output.

Considering these problems, in this work, the modelling
method based on the Markov chain was not employed, and
the objective was to develop an intuitive and exclusive
mathematical model for the CMD.

3.3. Core Concept. From the mathematical viewpoint, this
paper performs a formal analysis of the heterogeneous re-
dundant executors of the CMD framework:

(1) For a given CMD system, the heterogeneous exec-
utor pool can be represented by the mathematical set
E, where E� {e1, e2, e3, . . ., en} with ei (1≤ i≤ n), and
the set elements represent the heterogeneous exec-
utors. ,e set of “online” heterogeneous executors is
represented as the mathematical set EO, where
EO � {eo1, eo2, eo3, . . ., eom} with eoj (1≤ j≤m), and the
set elements represent the “online” heterogeneous
executors. ,e set EO is a subset of E.

(2) In the CMD mechanism, the set of “online” het-
erogeneous executors is modified according to the
strategy. ,erefore, the mechanism can be for-
malised as the process of selecting a series of EO on
set E in “1” according to the strategy, which rep-
resents a mathematical process of selecting
combinations.

(3) A combination in “2” is termed as a “sample,”
represented by S. ,e sample space comprising all
possible S values is represented as SS. SS is similar to a
sample warehouse, termed as the “mimic ware-
house” in this paper. ,erefore, the essence of the
CMD mechanism is to schedule and operate the
“samples” on the so-called “mimic warehouse.”

(4) ,e elements of sample S in “3” are formalised as
large prime factors, represented as fj (1≤ j≤m),
where m represents the number of large prime
factors corresponding to the number of elements of
combination S and is distinguished by label j.
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Subsequently, the sample S can be formalised as the
product of these large prime factors, represented as
the following formula:

S � 􏽙
m

j�1
fj, 1≤ j≤m. (3)

,e objective of this formal analysis process is to as-
sociate the “online” heterogeneous executor set of the CMD
system at a certain time with a product of the large prime
factors. Analysing the product of the large prime factors
corresponds to the analysis of the corresponding “online”
heterogeneous executor set.

4. Large-NumberConvolutionalMimicDefence
Mathematical Model

,e proposed mathematical model of the CMD is based on
the convolution operation and depends on the decompo-
sition problem of large prime factors.,emodel is termed as
the large-number convolutional mimic defence (LNCMD).
,e LNCMD model is an intuitive and exclusive mathe-
matical model of CMD.,is section describes the modelling
process and mechanism of the LNCMD.

4.1. Modelling

4.1.1. Assumptions

(1) ,e LNCMD model has the same black box char-
acteristics as the CMD system.

(2) Based on the relationship described in the “core
concept” section, the input and output of the
LNCMD model are not the input and output of the
information system in the actual sense, respectively.
,erefore, the LNCMD model does not involve any
specific input and output values of the actual CMD
system. ,e “problem description” section high-
lighted the problems faced by the CMD Markov
chain owing to its feature of strong binding with the
real scene. ,e aforementioned configuration helps
the LNCMD model avoid these problems.

(3) Each strategy in the CMD system, namely, the dy-
namic scheduling strategy, adjudication strategy, and
feedback control strategy, is configured by the
defender.

(4) ,e attack considered in the LNCMD model is a
type-φ attack. ,e abnormal output, successful type-
φ attack, and failed type-φ attack are defined
according to the aforementioned descriptions.

(5) All the heterogeneous executors in the CMD system
have a comprehensive evaluation value. A larger
evaluation value corresponds to a more safe executor
[47]. It is considered that the comprehensive eval-
uation value is a large prime number. It is assumed
that the development tasks of all the heterogeneous
executors in a CMD system are not completed by the

defender, and the comprehensive evaluation values
of all the heterogeneous executors are known.

4.1.2. Model Framework. Based on the model components,
the LNCMD model logically divides the CMD system into
three layers, namely, the extraction, convolution, and
judgement layers. ,e mechanism of the LNCMD model
corresponds to the cooperation of these three layers. ,e
logic of the extraction, convolution, and judgement layers is
represented by a mathematical function, and the corre-
sponding functions are termed as extraction, convolutional,
and judgement functions, respectively.

4.1.3. Model Components and Rules

(1) Private components:
According to the assumptions, the LNCMD model
exhibits black box features to the external environ-
ment. ,e private components are visible only inside
the LNCMDmodel and can be read and written only
inside the LNCMD model.

(a) Large prime factor pool: this pool stores the
comprehensive evaluation values of all the het-
erogeneous executors in the CMD system. In a
practical sense, this pool represents the hetero-
geneous executor pool of the CMD system.

(b) Convolution kernel vector: this vector stores the
comprehensive evaluation values of the “online”
heterogeneous executors. ,e length of the
vector is equal to the number n of the “online”
heterogeneous executors, and the ith element on
the vector corresponds to “online” heteroge-
neous executor i (1≤ i≤ n).

(c) Product variable: this variable stores the product
of all the elements of the convolution kernel
vector. Although the variable is in the form of a
product, the order of each factor of the product
strictly follows the order of the original element
position on the convolution kernel vector.

(d) Hidden matrix: this matrix is an abstract matrix
with the dimensions n×m, where n is the
number of “online” heterogeneous executors,
and row i corresponds to “online” heterogeneous
executor i (1≤ i≤ n). Here, m is an uncertain
value when a column of the hidden matrix
corresponds to a model input, and it increases
dynamically with the number of inputs. ,e
element values of the hidden matrix are gener-
ated through the model input as the excitation.
,e jth excitation can only generate the elements
of column j, and the elements after column j are
not visible. ,e value range of the hidden matrix
elements is [0, 1], which represents the attack
progress of 0–100%. In the LNCMD model, this
range represents the progress of the attacker
decomposing the specified large prime factor
from the value of the product variable. In terms
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of the actual meaning, this range represents the
amount of the SAV covered by the attacker
attacking a specific “online” heterogeneous
executor.

(e) Layer signal: the values can be 0, 1, or 2, which
correspond to the operation of the extraction,
convolutional, and judgement functions, re-
spectively. When the layer signal changes from
one value to another, it is considered that the
extraction, convolutional, and judgement func-
tions are strictly mutually exclusive even if one
function is operating, that is, only one layer is
allowed to operate at a certain time. ,e ex-
traction, convolutional, and judgement func-
tions can influence the signal actively. However,
due to the dynamic scheduling strategy, the
signal may be set passively through to dynamic
scheduling. For example, the online time of the
“online” executor may reach the limit. ,e
logical turbulence caused by the passive setting
above that of the LNCMDmodel depends on the
rationality of the dynamic scheduling strategy
and is not related to the LNCMD model.

(2) Nonprivate components:
Nonprivate components are those components of
the LNCMD model that communicate with the
outside.

(a) Model Input. ,is input is generated by the
customer. In terms of the influence, the external
environment influences the LNCMD model
through the input of the convolution layer
function. In terms of the attack and defence
game, the attacker tries to decompose the large
prime factor from the product as the game
action.

(b) System Strategies. ,ese strategies are configured
by the defender. In terms of the influence, the
system strategies, as the system level configu-
ration, play a key role in the LNCMDmodel, and
they are not used as the input of any layer
function of the LNCMD model. In terms of the
attack and defence game, the defender adopts the
game actions by changing various system
strategies.

(c) Model Output. ,is output is used to indicate
whether the LNCMD model has been attacked
according to the adjudication strategy. ,e
output is a Boolean type value, with true-1 and
false-0 indicating an attacked and not attacked
state, respectively.

4.1.4. Model Symbol Set. ,e LNCMD model comprises
tuples as follows: LNCMD� {C, eL, cL, jL}.

(1) C represents the components and is denoted as C�

{Pri, Pub}, where Pri and Pub represent the private
components and nonprivate components,
respectively.

(a) Pri� {pool, vector, product, matrix, signal}
Here, “pool” is the large prime factor pool,
“vector” is the convolution kernel vector,
“product” is the product variable, “matrix” is the
hidden matrix, and “signal” is the layer signal.

(b) Pub� {input, strategy, output}
Here, “input” is the model input, “strategy”
represents the system strategies, and “output” is
the model output.

(2) eL represents the extraction layer, with the logic
corresponding to the extraction function.

(3) cL represents the convolution layer, with the logic
corresponding to the convolutional function.

(4) jL represents the judgement layer, with the logic
corresponding to the judgement function.

,e LNCMD model is shown in Figure 3.

4.2. Mechanism

4.2.1. Extraction Layer. ,e logic of the extraction function
in the extraction layer is to refresh the convolution kernel
vector, set the product variable, refresh the hidden matrix
according to the scheduling strategies on the heterogeneous
executors—including the dynamic scheduling strategy and
feedback control strategy—and, finally, set the layer signal.
,e extraction function is described in Table 1.

,e detailed functions are as follows:

(1) Refresh the convolution kernel vector:
,e extraction function first determines the “online”
heterogeneous executors 1,. . .,n according to the
scheduling strategies of the heterogeneous executors.
Subsequently, the extraction function extracts the
comprehensive evaluation values of these “online”
heterogeneous executors from the large prime factor
pool. F1 , . . ., Fn are the comprehensive evaluation
values of the extracted heterogeneous executors,
where Fi corresponds to “online” heterogeneous
executor i. Finally, the extraction function places
F1,. . .,Fn into the convolution kernel vector, where Fi
is placed into the position of the ith element of the
convolution kernel vector.

,e redundancy scale of three is considered as an ex-
ample, as shown in Figure 4.

(2) Set the product variable:
Calculate the product of all the elements of the
convolution kernel vector, and place this product
into the product variable.

(3) Refresh the hidden matrix:
Considering the scheduling strategies of the het-
erogeneous executors, the “online” heterogeneous
executors 1, . . ., n are redetermined. ,erefore, the
extraction function must refresh the hidden matrix
at this time by reinitialising the hidden matrix in an
abstract sense.
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Considering the redundancy scale of three as an
example, the action of refreshing the hidden matrix
is illustrated in Figure 5.
,e significance of refreshing the hidden matrix is as
follows: because the combination of the “online”

heterogeneous executors changes, the statistical
number of the model input times should be
recounted from zero; consequently, the exploration
or expansion of the hidden matrix columns excited
by the model inputs should also be restarted. In a
logical sense, this action represents a milestone start.
,e overall significance of the two actions of re-
freshing the convolution kernel vector and hidden
matrix is to reflect the scheduling mechanism of the
CMD for “online” heterogeneous executors, and this
mechanism is reflected by these two actions on the
LNCMD model.

(4) Set the layer signal:
,e extraction function sets the layer signal as 1,
indicating the commencement of the convolutional
function operation.

4.2.2. Convolution Layer. ,e logic of the convolutional
function in the convolution layer is to wait for the jth model
input, which excites the convolutional function to produce
the jth convolution output. ,e convolutional function is
described in Table 2.

,e detailed functions are as follows:

(1) Convolution operation:
,e convolution operation of the convolutional
function is performed between the vector and the
matrix, and thus, it is a type of discrete convolution.
,e discrete convolution formula of the convolu-
tional function is as follows:

Extraction 
layer

Convolution 
layer

Judgement 
layer

Model components

Arrows:
Expression of process flow
Layers:
Expression of the model mechanism
Model components:
Expression of model elements

Figure 3: LNCMD diagram.

Table 1: Explanation of the extraction function.

Category Explanation
Function input Not applicable
Function output Not applicable
Process summary ,e extraction function operates internally on the private components of the LNCMD model
Function shape Pseudo-code shape: void extract ();

“Online” heterogeneous executors-
1, 2, and 3

Large prime factor pool

Mapping values of 
“online” heterogeneous executors-

F1, F2, and F3

Convolution kernal vector

F1 F2 F3

Figure 4: Refresh the convolution kernel vector.
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convolutional(input J) � f
∗
g( 􏼁(input J) � 􏽘

n

i�1
f(i)g tryFi( 􏼁, n≥ 1. (4)

Assuming that the value of the product variable is P, the
formula can be explained as follows:

(a) Parameters:
,ere exist three parameters, i, tryFi, and inputJ.
Parameter i is the label of the ith “online” hetero-
geneous executor. ,e parameter tryFi is abstract. In
an arithmetic sense, this parameter is a trial value of
Fi, and Fi is the ith large prime factor of P. In a logical
sense, this parameter represents an attempt of the
attacker to attack the ith “online” heterogeneous
executor.,e parameter inputJ is the jth model input.
,e aforementioned three parameters satisfy the
following relationship: i+ tryFi � inputJ. According
to this relationship, in the arithmetic sense, inputJ
corresponds to a set of points (i, tryFi) on the “logical
straight line” (i+ tryFi � inputJ). ,e two functions f
(i) and g (tryFi) are combined into one convolutional
function (inputJ) along the direction of the “logical
straight line” (i+ tryFi � inputJ). In a logical sense,
this parameter indicates that a model input corre-
sponds to a set of the attackers’ attempts to attack
each large prime factor (ordered) in P. In a practical
sense, this parameter is the input distribution
mechanism of the CMD.

(b) Range:
,e value range of Σ summation is 1 to n, where n is
the number of current “online” heterogeneous ex-
ecutors. ,is value is the length of the convolution

kernel vector, which is the number of large prime
factors of P, equal to the number of rows of the
hidden matrix.

(c) Logic of subfunctions:
After the f(i) function obtains parameter i, it searches
for the i-th element Fi in the convolution kernel
vector, and the function returns the reciprocal of Fi.
After the g(tryFi) function obtains the parameter
tryFi, the element value e of the corresponding po-
sition of the hidden matrix is calculated, and the
return value of the g(tryFi) function is 1− e. ,e
g(tryFi) function calculates e as follows:
,e g(tryFi) function which calculates e requires a
kind of carrier function, which needs to satisfy the
following properties:

(1) ,e function is a one-variable continuous
function, which can be expressed as y� f(x)

(2) In the domain (0, +∞), the function values are
always greater than 0 and have a unique absolute
maximum value

(3) Assuming that the function value of f(x) at x0 is
the unique absolute maximum value, then x0
should be a large prime number

,is paper gives a typical example, selecting the
Gaussian distribution probability density function as
the carrier function of the g(tryFi) function. ,e
characteristic of the Gaussian distribution proba-
bility density function is that a value closer to the

Table 2: Explanation of the convolutional function.

Category Explanation
Function input jth model input
Function output Arithmetic formula of the jth convolution result
Process
summary

,e output of the convolutional function is generated by a special convolution operation with the parameter input as the
excitation

Function shape Pseudo-code shape: outputType convolutional (inputType inputJ)
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Figure 5: Refresh the hidden matrix.
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mathematical expectation (average) μ corresponds to
a greater probability density. ,e g(tryFi) function
uses this property for the mapping; therefore, the
closer tryFi is to Fi, the closer the value e is to 1, and
the attack progress is closer to 100%.
,e formula of the Gaussian distribution probability
density function is as follows:

1
���
2π

√
σ
exp −

(x − μ)
2

2σ2
􏼠 􏼡, −∞< x< +∞. (5)

,e formula of the Gaussian distribution probability
density function in the g(tryFi) function is as follows
(5):

1
���
2π

√ exp −
tryFi − Fi( 􏼁

2

2
􏼠 􏼡, 0< tryFi < +∞,

0, tryFi � 0,

0, tryFi � +∞.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

In formula (5), when tryFi is equal to Fi, the calculated
value is (2π)−0.5. Finally, the formula to calculate the
value of e in the g(tryFi) function is as follows:

1/
���
2π

√
exp − tryFi − Fi( 􏼁

2/2􏼐 􏼑

2π−0.5
􏼐 􏼑

. (7)

(d) Calculation result:
,e result of the convolution operation of the
convolutional function corresponds to the multi-
plication of the return values of the f(i) and g(tryFi)
functions. Subsequently, a summation formula in
the range i� 1 to n is defined, which is used to

determine the output of the convolutional function
as

􏽘

n

i�1

1 − eij

Fi

. (8)

(2) Set the layer signal:
,e convolutional function sets the layer signal as 2,
indicating the operation of the judgement function.

4.2.3. Judgement Layer. ,e logic of the judgement function
in the judgement layer is to receive the output of the
convolutional function, perform an adjudication according
to the adjudication strategy, and generate the model output.
,e judgement function is described in Table 3.

,e detailed functions are as follows:
Considering the redundancy scale of three as an ex-

ample, the logic of the judge function can be described as
follows:

(1) Generic Pretreatment. ,e generic preprocessing consists
of four steps. Let the value of the product variable be P.

Step 1: define P to formulate a score with a real value of
1 as follows:

P

P
�

F1 × F2 × F3

F1 × F2 × F3
� 1. (9)

Step 2: set the function input as convolutionJ. Multiply
convolutionJ by the fraction in Step 1 to merge it into a
single fractional form. In the arithmetic sense, this step
involves merging all the subfractions in convolutionJ
with P as the denominator as follows:

convolution J:
1 − e1j

F1
+
1 − e2j

F2
+
1 − e3j

F3
⇒

convolution J ×
P

P
⇒

1 − e1j􏼐 􏼑 × F2 × F3 + 1 − e2j􏼐 􏼑 × F1 × F3 + 1 − e3j􏼐 􏼑 × F1 × F2

F1 × F2 × F3
.

(10)
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Step 3: for the numerator of the result fraction in Step 2,
extract the common factor based on the factor in the
denominator. ,e following example illustrates the
successful extraction of the common factor:

convolution J:
1 − e1j

F1
+
1 − e3j

F3
⟹convolution J

×
P

P
⟹

1 − e1j􏼐 􏼑 × F2 × F3 + 1 − e3j􏼐 􏼑 × F1 × F2

F1 × F2 × F3

⟹
F2 × 1 − e1j􏼐 􏼑 × F3 + 1 − e3j􏼐 􏼑 × F1􏼐 􏼑

F1 × F2 × F3
.

(11)

In the arithmetic sense, the extraction of certain
common factors indicates that, in the convolution
process of the convolutional function, there exist
subfractions of the following form, owing to which
certain Fi are extracted as common factors:

f(i)g tryFi( 􏼁 �
1
Fi

× 0. (12)

In other words, certain outputs of the g(tryFi) function
are 0. In the logical sense, the extracted common factor
directly corresponds to the large prime factor
decomposed by the attacker from P. In the practical
sense, the extracted common factor reflects the “online”
heterogeneous executor whose SAV is covered by the
attacker.
Step 4: define the result formula in Step 3 as the “result.”

(2) Process Highly Dependent on the Adjudication Strategy.
Because this process can affect the logical flow direction of
the LNCMD model according to different adjudication
strategies, this process is highly dependent on the adjudi-
cation strategy. We assume that the adjudication strategy is
the majority voting strategy, described as follows:

(1) Output: the most consistent results are considered as
the final result.

(2) Adjudication: when the results are not completely
consistent, the system is considered to be attacked,
and feedback control is launched. At this time, the
information of the executors whose outputs are

inconsistent with the final result is sent to the
feedback control strategy.
,e process strongly dependent on the adjudication
strategy includes three sequential subprocesses. ,e
sequence is a→b&c, in which the b and c subpro-
cesses can be performed simultaneously.

(a) Judgement process:
According to the adjudication strategy, the attack
status of a system can be determined. ,e
judgement process is shown in Figure 6.
When the logic passes through the left branch,
the number of common factors extracted in the
“result” is 0 or 3, which represents the situation
in which the output vectors of the “online”
heterogeneous executors are completely consis-
tent. In particular, when the number of common
factors extracted in the “result” is 3, the situation
is an extreme one in which the attacker has
covered the SAVs of all the “online” heteroge-
neous executors. When the logic passes through
the right branch, the number of common factors
extracted in the “result” is neither 0 nor 3, which
represents the inconsistency of the output vec-
tors of the “online” heterogeneous executors.
Furthermore, in this case, two situations may
occur, corresponding to the abnormal output
vectors being in the majority or minority.
Let the judgement result of this subprocess be
“judge.”

(b) Output process:
,e judgement result “judge” of subprocess a is
considered as the output of the model.

Table 3: Explanation of the judgement function.

Category Explanation
Function input Output of the convolutional function
Function output Output of the LNCMD model
Process
summary

,e process of generating a function output with the parameter input in the judgement function is highly dependent on
the adjudication strategy

Function shape Pseudo-code shape: bool judge (inputType convolutionJ)
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(c) Process of setting the layer signal:
,e layer signal settings are defined according to
the adjudication strategy.,e judge function sets
the layer signal to 0, indicating the operation
commencement of the extraction function. ,e
judge function sets the layer signal to 1, indi-
cating the operation commencement of the
convolutional function. ,e practical signifi-
cance is the determination of whether the
feedback control must be started, according to
the adjudication strategy. ,is subprocess can be
regarded as a snapshot for the partial action of
the DHR architecture, which pertains to the
launch of the feedback control, as shown in
Figure 7.

,e process strongly dependent on the adjudication
strategy (a→ b&c) is illustrated in Figure 8.

Because the processing of the judgement function in the
judge layer depends strongly on the adjudication strategy,
the following description holds.

,e aforementioned modelling helped define the role
and rules for each strategy in the CMD system in the
LNCMD model. ,e LNCMD model does not directly re-
flect the logic encapsulated by each strategy. As shown in the
figure, the logical process in the dashed box is actually the
action of the LNCMD model. Moreover, although the left
branch of the “result” variable is the logic encapsulated by
the adjudication strategy, it does not belong to the process of
the LNCMD model.

4.3. Summary. ,e foregoing content establishes the
LNCMD model and introduces the composition of the
model and the mechanism of the model in detail. For the
mathematical knowledge introduced in Section 2, it has been
integrated into the LNCMD model. ,e decomposition
problem of large prime factors is regarded as a core
mathematical problem throughout the entire model
mechanism. How to solve this problem is imposed on the
attacker, and the defender creates this problem through the
LNCMD model. Both sides carry out game behaviour
around this mathematical problem. Convolution operation
supports the mechanism of the entire convolution layer, and
it is an important bridge to carry out the game behaviour
around the decomposition problem of large prime factors.

Martingale is a special stochastic process. When the
LNCMD model is not started to run, the martingale cannot
be reflected in it. When the LNCMDmodel is started to run,
it has actual procedural properties. At this time, the mar-
tingale can be used to evaluate the safety status of the
LNCMD model. ,is will appear and be described in detail
in Section 5.

5. Simulation Experiment and Evaluation

5.1. Simulation Experiment

5.1.1. Simulation Environment Design

(1) Physical Background. Considering the assumed web
service programme as the physical background for the
simulation experiment and to apply the CMD technology,
the redundancy scale of the “online” heterogeneous ser-
vice programmes was set as three. ,e DHR architecture
to construct this physical background is shown in
Figure 9.

(2) LNCMD Model Population. In the modelling, a symbol
set for the LNCMD model was established but not popu-
lated. ,is symbol set of the LNCMD model was populated
according to the physical background. ,e specific pop-
ulation details for the LNCMD model are presented in
Table 4. ,e populated LNCMD model is termed as
lncmdDemo in this paper.

(3) Experiment Configuration. In the simulation experiment,
a feature string backdoor is defined. Let this feature string
backdoor be “door” and the corresponding feature string be
“flag.” In the simulation experiment, it is assumed that the
only way for the attacker to complete the SAV is to trigger
the “door” by trying the correct “flag.” In lncmdDemo, the
“flag” that can trigger the “door” is the large prime factors
(ordered) of P.

,e simulation experiment is performed under 5 con-
figurations. In the simulation experiment, a simulation run
with lncmdDemo is performed under each configuration.
,e 5 configurations are as follows:

Configuration 1: all the three “online” heterogeneous
executors have no door, that is, a&b&c�+∞

�e number of common 
factors is neither 0 nor 3

�e number of common 
factors is 0 or 3

False-0 True-1

Is the system attacked?

Result

Figure 6: Judgement process flow.
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Configuration 2: only the first “online” heterogeneous
executor has a door, that is, a<+∞ and b&c�+∞
Configuration 3: only the first “online” heterogeneous
executor does not have a door, and the doors of the
other two “online” heterogeneous executors are the
same, which means that the flags that trigger the two
doors are the same, that is, a�+∞ and (b� c)<+∞

Configuration 4: all the three “online” heterogeneous
executors have the same doors, which means that the
flags that trigger these doors are the same, that is,
(a� b� c)<+∞
Configuration 5: all the three “online” heterogeneous
executors have different doors, which means that the
flags that trigger these doors are unique, that is,

Should feedback 
control be triggered?

Trigger feedback control

Output 
vectors

Output arbiter
Output

Figure 7: Local snapshot to determine whether the DHR starts the feedback control.

Extraction function 
starts to work

Convolutional function 
starts to work

Signal set process
Set the signal to 0 Set the signal to 1

“Send the information of 
‘online’ heterogeneous executors 

which generate abnormal output vectors 
to the feedback control strategy.”

Judgement

Output 
process Output of the model

False-0 True-1 Actions of the LNCMD model

�e number of common 
factors is 0 or 3

�e number of common 
factors is neither 0 nor 3

Judgement process

Result

Figure 8: Flow of process highly dependent on the adjudication strategy.
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(a≠ b≠ c)<+∞

5.1.2. Simulation Result. Let the output value queue of the
LNCMD model be “Q.” In this case, the simulation ex-
periment of the LNCMD model can be experimentally
observed through the “matrix” and “Q.”

,e matrix and Q corresponding to lncmdDemo in
configuration 1 are shown in Figure 10.

In configuration 1, it is impossible for the attacker to
cover the SAV on any “online” heterogeneous executor; that
is, the attacker cannot hit any large prime factor (ordered) in
P. ,e model output shows that lncmdDemo was never
attacked.

,e matrix and Q corresponding to lncmdDemo in
configuration 2 are shown in Figure 11.

In configuration 2, the attacker can cover the SAV on
only the first “online” heterogeneous executor; that is, the
attacker may hit the first large prime factor in P. Once the hit

Heterogeneous service programme pool

Heterogeneous service programme-3

Heterogeneous service programme-2

Heterogeneous service programme-1

Input Dispenser Arbiter Output

Figure 9: Physical background for the simulation experiment.

Table 4: Population of the LNCMD model.

Populated
items Content

Pool ,e mapping values of the heterogeneous executors in the pool are
{a, b, c, d, e, f, g}

Vector ,e values in the vector are
[a, b, c]

Product ,e product P is
P � a× b× c

Matrix ,e matrix is as follows:
,e number of rows is 3, and no elements are visible

Signal ,e value of the signal is 1

Input ,e current status of the input is as follows:
Waiting for the customer to write

Strategy

,e system strategies are as follows:
(1) Dynamic scheduling strategy: all the “online” heterogeneous executors are replaced randomly from the heterogeneous

executor pool at fixed intervals
(2) Feedback control strategy: the abnormal “online” heterogeneous executors are replaced randomly from the

heterogeneous executor pool
(3) Adjudication strategy: the aforementioned majority vote strategy is selected

Output ,e current status of the output is not applicable
,e populated LNCMD model is termed as lncmdDemo in this paper.

Matrix

Column:

e1,1 e1,2 e1j

e2,1 e2,2 e2j

e3,1 e3,2 e3j

1 2 j j + 1

Row:

1

2

3

∗

∗

∗

eij ∈ [0,1)

Output value queue of the LNCMD model

0 0 0 ?

Figure 10: Simulation to observe lncmdDemo under configuration 1.
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is successful, the model output will show that lncmdDemo is
under attack and cause a “reset” operation.

,e matrix and Q corresponding to lncmdDemo in
configuration 3 are shown in Figure 12.

In configuration 3, the attacker cannot cover the SAV on
the first “online” heterogeneous executor; that is, the at-
tacker may hit the second and third large prime factors in P

simultaneously. Once the hit is successful, the model output
will show that lncmdDemo is under attack and cause a
“reset” operation.

,e matrix and Q corresponding to lncmdDemo in
configuration 4 are shown in Figure 13.

In configuration 4, the attacker can cover the SAVs on
all the “online” heterogeneous executors simultaneously;

that is, the attacker may hit all the large prime factors
(ordered) in P simultaneously. When the hit is successful,
the model output will show that lncmdDemo was not
attacked.

,e matrix and Q corresponding to lncmdDemo in
configuration 5 are shown in Figure 14.

,e observation result of lncmdDemo under configu-
ration 5 may be the same as that of any of the previous four
configurations. If the attacker cannot cover the SAV on any
“online” heterogeneous executor, lncmdDemowill behave as
in configuration 1. If the attacker can only cover the SAV on
one “online” heterogeneous executor, lncmdDemo will
behave as in configuration 2. If the attacker can only cover
the SAV on two “online” heterogeneous executors,

Row:

1

2

3

Matrix

Column:

e1,1 e1,1 1

e2,1 e2,2
e2j

e3,1 e3,2
e3j

1 2 j j + 1

∗

∗

∗

eij ∈ [0,1)

Output value queue of the LNCMD model

0 0 1 ×

Figure 11: Simulation to observe lncmdDemo under configuration 2.

Row:

1

2

3

Matrix

Column:

e1,1 e1,2 e1j

e2,1 e2,2 1

e3,1 e3,2 1

1 2 j j + 1

∗

∗

∗

eij ∈ [0,1)

Output value queue of the LNCMD model

0 0 1 ×

Figure 12: Simulation to observe lncmdDemo under configuration 3.
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lncmdDemo will behave as in configuration 3. If the attacker
can cover the SAVs on all the “online” heterogeneous ex-
ecutors, lncmdDemo will behave as in configuration 4.

5.1.3. Experimental Analysis and Evaluation. A part of the
observation results of lncmdDemo under the five configu-
rations is expected by the defender, and the remaining re-
sults are expected by the attacker. In this paper, the expected
LNCMD model observation result for one side is termed as
the “solution” of this side under the LNCMD model.

(1) For the defender:

(a) Analysis:
,e simulation experiment indicates that the
observation results of lncmdDemo under con-
figurations 1, 2, and 5 are solutions for the
defender.
,e observation result of lncmdDemo in con-
figuration 1 reflects that the CMD system always

maintains a normal system output. Moreover,
the feedback control is not triggered, and thus, no
system turbulence is caused by the feedback
control. ,e observation result of lncmdDemo in
configuration 1 can be considered as the “optimal
solution” for the defender under lncmdDemo.
,e observation result of lncmdDemo in con-
figuration 2 reflects that the CMD system always
maintains a normal system output, although the
feedback control may be triggered, which may
induce the system turbulence caused by the
feedback control. ,e observation result of
lncmdDemo in configuration 2 can be consid-
ered as the “ordinary solution” for the defender.
,e observation result of lncmdDemo in con-
figuration 5 is unstable, that is, it may or may not
be what the defender expects, and a luck com-
ponent is involved. ,e observation result of

Row:

1

2

3

Matrix

Column:

e1,1 e1,1 1

e2,1 e2,2 1

e3,1 e3,2 1

1 2 j j + 1

∗

∗

∗

eij ∈ [0,1)

Output value queue of LNCMD model

0 0 1 ?

Figure 13: Simulation to observe lncmdDemo under configuration 4.

Row:

1

2

3

Column:

e1,1 e1,2 e1j

e2,1 e2,2 e2j

e3,1 e3,2 e3j

1 2 j j + 1

∗

∗

∗

eij ∈ [0,1)

Output value queue of the LNCMD model

0 0 0 or 1 ? or ×

∨

∨

∨

1

1

1

Matrix

Figure 14: Simulation to observe lncmdDemo under configuration 5.
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lncmdDemo in configuration 5 can be consid-
ered as the “worst solution” for the defender.
,e observation results of lncmdDemo in con-
figurations 3 and 4 do not correspond to the
“solution” for the defender. At this time, the
CMD system already exhibits a “joint escape”
phenomenon.

(b) Evaluation:
,rough the simulation experiment, it can be
concluded that chasing the “optimal solution”
under the LNCMD model is the ultimate goal of
the defender. ,e defender’s “optimal solution”
under the LNCMD model can be attained by
ensuring that the LNCMD model exhibits the
following martingale characteristic.
Hypothesis:
Let the judgement of the attack by the judgement
function excited by the jth model input be a
stochastic process Yj.
In the jth model input, let the probability that the
attacker cannot decompose any large prime
factor (ordered) from the value of the product
variable correspond to a stochastic process Xj.
When a stochastic process Xj is used as a con-
dition, it means that an event with Xj as the
probability has occurred, so 0<Xj≤ 1.

,en, this martingale characteristic is

E Y(j+1) | X1, . . . , Xj􏼐 􏼑 � Yj � 0. (13)

At this time, the stochastic process Yj is a discrete
martingale on Xj. Its meaning is that the attacker can
never decompose any large prime factor (ordered)
from the value of the product variable, which makes
the judgement function always judge that the
LNCMD model was not attacked. On this basis, for
the future (j+ 1)-th model input, the conditional
expectation of the event Y(j+1) is that the LNCMD
model will not be attacked. In a practical sense, this
scenariomeans that, in the CMD system, the attacker
cannot cover the SAV on any “online” heteroge-
neous executor, and no system turbulence is caused
by triggering the feedback control. When the
LNCMD model has the above martingale charac-
teristic, it reflects the defender’s “optimal solution”
under the LNCMD model.
,erefore, the problem of how the defender chases
the “optimal solution” under the LNCMDmodel can
be transformed into the problem of ensuring that the
LNCMD model exhibits the aforementioned mar-
tingale characteristic. ,e defender considers how to
adjust various system strategies to ensure that the
LNCMD model exhibits the aforementioned mar-
tingale characteristic, which is the mathematical
nature of the problem faced by the defender in the

CMD system in the practical sense, as clarified by the
LNCMD model.

(2) For the attacker:
(a) Analysis:

,e simulation experiment indicates that the ob-
servation results of lncmdDemo under configura-
tions 3, 4, and 5 are solutions for the attacker.
,e observation result of lncmdDemo in configu-
ration 4 reflects that the CMD system has a “joint
escape” phenomenon; however, it is impossible to
perceive the occurrence of the attack. ,e observa-
tion result of lncmdDemo in configuration 4 can be
considered as the “optimal solution” for the attacker.
,e observation result of lncmdDemo in configu-
ration 3 reflects that the CMD system exhibits a
“joint escape” phenomenon, and the occurrence of
the attack can be perceived.,e observation result of
lncmdDemo in configuration 3 can be considered as
the “ordinary solution” for the attacker.
,e observation result of lncmdDemo in configu-
ration 5 is unstable, that is, it may or may not be what
the attacker expects, and a luck component is in-
volved. ,e observation result of lncmdDemo in
configuration 5 can be considered as the “worst
solution” for the attacker.
,e observation results of lncmdDemo in configu-
rations 1 and 2 do not correspond to the attacker’s
“solution.” In this scenario, the CMD system always
maintains a normal system output.

(b) Evaluation:
,e simulation experiment indicated that chasing
the “optimal solution” under the LNCMD model is
the ultimate goal of the attacker. ,e attacker wants
to obtain the “optimal solution” under the LNCMD
model depending on the composition of the large
prime factors in the value of the product variable and
the hit method for each large prime factor (ordered).
,e following simulation experiment is considered
as an example:
,e large prime factors contained in P for
lncmdDemo are a, b, and c. Under configurations 1,
2, and 3, the compositions of the large prime factors
in P are (a&b&c�+∞), (a<+∞ and b&c�+∞),
and (a�+∞ and (b� c)<+∞), respectively. Under
these compositions of the large prime factors, the
attacker cannot obtain the “optimal solution” under
lncmdDemo, regardless of the hit method employed
by the attacker. Under configuration 4, the com-
position of the large prime factors in P is (a� b� c)
<+∞. Under this composition of the large prime
factors, the attacker can obtain the “optimal solu-
tion” under lncmdDemo. At this time, the hit
method used by the attacker determines the rate at
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which the “optimal solution” is attained under
lncmdDemo. Under configuration 5, the composi-
tion of the large prime factors in P is (a≠ b≠ c)
<+∞. Under this composition of the large prime
factors, the attacker can attain the “optimal solution”
under lncmdDemo. At this time, the hit method used
by the attacker determines whether the attacker can
obtain the “optimal solution” under lncmdDemo.

5.2. Security of CMD. ,e evaluation of the network security
is different from that of the information system perfor-
mance. ,e former evaluation is more difficult to describe
quantitatively compared to the latter evaluation [48].
,erefore, by modelling the CMD mechanism and using a
mathematical model to express the CMD mechanism, this
paper establishes a connection between the CMD mecha-
nism and mathematics to ensure that the safety of the CMD
can be qualitatively evaluated based on the LNCMD model.
,e following section describes the qualitative evaluation of
the safety of the CMD based on the LNCMD model.

,e LNCMD model uses a large prime factor product to
represent the “online” heterogeneous executor set of the
CMD system at a certain time, and it uses the large prime
factor decomposition problem tomap an attacker’s attack on
the CMD system. ,e concept of the LNCMD model is
applied, and the traditional static and single system is
represented as one large prime number. For the convenience
of the subsequent description, the aforementioned large
prime factor product and large prime factor are, respectively,
represented as “composite” and “pfactori” (1≤ i≤ n, n is the
number of factors), and the aforementioned large prime
number is represented as “prime.” At the same time, the
“ray” that starts from 0 and grows to +∞ is used to represent
a dimension. Considering these aspects, “composite” and
“pfactori” are shown in the upper part of Figure 15, and
“prime” is shown in the lower part of Figure 15.

When the “composite” is determined, the attacker must
analyse “pfactoris” that the “composite” comprises. ,e
“composite” is only on a one-dimension “ray,” and each
“pfactori” that composes the “composite” is also on a one-
dimension “ray.” ,erefore, a mapping relationship from a
multidimensional “ray” to a one-dimension “ray” is formed
between the “composite” and “pfactori.” However, the at-
tacker must also analyse this mapping from the multidi-
mensional “ray” to the one-dimension “ray.” Furthermore,
for “prime,” the attacker only needs to analyse the specific
value of the “prime.” Because the “prime” does not have a
multidimensional mapping relationship, the attacker only
needs to analyse on a one-dimension “ray.”

To impede the attacker from performing this analysis,
the complexity can be considered as a general approach. ,e
complexity for a “composite” can be improved by increasing
the number or value of “pfactori,” and these two aspects can
be combined. For “prime,” the complexity can only be
improved by increasing the value of “prime.” However,
according to the CMD mechanism, the “composite” is not
immutable. ,rough the multidimensional dynamic driving
one-dimensional dynamic, the “composite” can implement

active changes based on the above two aspects or passive
changes caused by the attacker’s analysis. Regardless of the
active or passive changes in the “composite,” all the previous
efforts of the attacker may be wasted, thereby greatly in-
creasing the complexity on the original basis and rendering
the analysis to be conducted by the attacker more difficult.

Next, an arithmetic analysis is carried out to intuitively
reflect this complexity relationship. We use time to measure
the above complexity, denoted as T. Assuming that the
redundancy scale of the “online” heterogeneous executors in
the CMD system is three, then there are “pfactor1,” “pfac-
tor2,” and “pfactor3.” At the same time, “pfactoris “ (1≤ i≤ 3)
are different from each other; then, their complexity is t1, t2,
and t3, respectively. We take the dynamic characteristic of
CMD as a weight, denoted as w, w tends to +∞. For the
traditional static and single system, let the complexity of
“prime” be t. ,e following formula gives this complexity
relationship:

T(Traditional) � t,

T(CMD_Static) � t1 + t2 + t3,

T(CMD) � t1 × w + t2 × w + t3 × w

� t1 + t2 + t3( 􏼁 × w ≈ +∞.

(14)

For the above complexity, T(Traditional) refers to the
traditional static and single system, T(CMD_Static) refers
to the CMD system without the dynamic characteristic,
and T(CMD) refers to the CMD system. For t, t1, t2, and t3,
they should be in the same order of magnitude, but there
are differences in size. It is not difficult to see that the
complexity of CMD far exceeds the traditional static and
single system.

,erefore, based on the analysis of the aforementioned
arithmetic significance, this paper performs a qualitative
assessment of the safety of the CMD. In contrast to the
traditional static and single system, the CMD system raises
the difficulty level of guessing a single large prime number to
the difficulty level of solving the decomposition problem of
the dynamic large prime factor product.,erefore, the CMD
is highly secure.

5.3. Overhead of CMD. While the use of CMD technology
brings high security and high robustness, additional
system overhead is inevitable because the use of any
technology has to pay a certain price, but it is entirely
possible to control these additional overheads within an
acceptable range by certain means. ,e additional over-
heads brought by CMD can be analyzed from the fol-
lowing two aspects:

(1) Complexity Overhead. We use space complexity to
measure the complexity overhead and use the CMD system
to compare with the traditional static and single system.
Here, the space complexity is expressed in terms of quantity,
and a unit quantity is O(1).

,e complexity overhead of the CMD system is
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O(E) � O e1( 􏼁 + O e2( 􏼁 + · · · + O en( 􏼁,

S(CMD) � O(d) + O(E) + O(a) + O(c) + Δ.
􏼨 (15)

O(E) is the space complexity of the heterogeneous ex-
ecutor pool. O(ei) is the space complexity of the heteroge-
neous executor. Assuming that there are a total of n
heterogeneous executors in the heterogeneous executor
pool, thenO(E) is the sum of eachO(ei) (1≤ i≤ n).O(d) is the
space complexity of the input distributor. O(a) is the space
complexity of the output arbiter. O(c) is the space com-
plexity of the CMD converter. Δ is the extra space com-
plexity. For example, when the CMD system includes the
“cleaning” function for abnormal executors, this part of the
space complexity belongs to Δ. Ultimately, the complexity
overhead of the CMD system is S(CMD).

,e complexity overhead of the traditional static and
single system is

S(Traditional) � O(e). (16)

O(e) is the space complexity of the executor that achieves
the target function; then, the complexity overhead of the
traditional static and single system is S(Traditional).

So far, it can be concluded that the additional complexity
overhead of the CMD system compared to the traditional
static and single system is S(CMD)− S(Traditional). For the
executors in these two types of systems, their space com-
plexity is similar, that is, O(e)≈O(ei) (1≤ i≤ n).

(2) Performance Overhead. We use the time complexity to
measure the performance overhead and use the CMD system
to compare with the traditional static and single system.
Here, the time complexity is expressed in terms of quantity,
and a unit quantity is O(1).

,e performance overhead of the CMD system is

O(E) � max O e1( 􏼁, O e2( 􏼁, . . . , O en( 􏼁( 􏼁,

T(CMD) � O(d) + O(E) + O(a) + O(c) + Δ.
􏼨 (17)

O(E) is the time complexity of the “online” heteroge-
neous executor set. O(ei) is the time complexity of the
“online” heterogeneous executor. Assuming that there are a
total of n “online” heterogeneous executors in the “online”
heterogeneous executor set, because the “online” hetero-
geneous executors are executed in parallel, O(E) is the
maximum value of all O(ei) (1≤ i≤ n). O(d) is the time
complexity of the input distributor. O(a) is the time com-
plexity of the output arbiter. O(c) is the time complexity of
the CMD converter. Δ is the extra time complexity. For
example, when the CMD system includes the “cleaning”
function for abnormal executors, this part of the time
complexity belongs to Δ. Ultimately, the performance
overhead of the CMD system is T(CMD).

,e performance overhead of the traditional static and
single system is

T(Traditional) � O(e). (18)

O(e) is the time complexity of the executor that achieves
the target function; then, the performance overhead of the
traditional static and single system is T(Traditional).

So far, it can be concluded that the additional perfor-
mance overhead of the CMD system compared to the tra-
ditional static and single system is T(CMD)−T(Traditional).
For the executors in these two types of systems, their time
complexity is similar, that is, O(e)≈O(ei) (1≤ i≤ n).

For the additional overheads of using CMD technology,
it is necessary to reduce them to an acceptable range.
Referencing the aforementioned various complexities to
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optimize the system implementation is the first method, and
focusing on the rationality of using CMD technology is the
second method. In terms of rationality, assuming that CMD
technology is used to protect data, the overheads of only
using CMD technology to protect a small amount of critical
data are far less than using CMD technology to protect
ordinary mass data, but the security will not differ too much.
For example, using CMD technology to protect the access
control list (ACL) in the firewall, the overhead caused by
encryption operation is acceptable. At the same time, be-
cause ACL is the critical data, the overall security of the
system will also be greatly improved.

6. Conclusion and Future Work

,is paper proposes a large-number convolutional mimic
defence mathematical model. ,e LNCMD model is an
intuitive and exclusive mathematical model of the CMD.,e
LNCMD model transforms the problems of the attack and
defence game of the CMD into corresponding mathematical
problems. For the defender, the LNCMD model transforms
the problem of how the defender uses the CMD for security
protection into the problem of how the defender adjusts
various system strategies to ensure that the LNCMD model
has a specific martingale characteristic. For the attacker, the
LNCMD model innovatively transforms the problem of the
attacker attacking the CMD system into the problem of the
attacker factorising the large prime factor product. ,ere-
fore, based on the LNCMD model, this paper performs a
qualitative assessment that indicates that the CMD is highly
secure. ,e proposed LNCMD model can be implemented
directly through programming, and the subsequent step is to
programme the LNCMD model to further examine the key
technologies of the CMD framework.
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)e existence of adversarial examples and the easiness with which they can be generated raise several security concerns with regard
to deep learning systems, pushing researchers to develop suitable defence mechanisms. )e use of networks adopting error-
correcting output codes (ECOC) has recently been proposed to counter the creation of adversarial examples in a white-box setting.
In this paper, we carry out an in-depth investigation of the adversarial robustness achieved by the ECOC approach. We do so by
proposing a new adversarial attack specifically designed for multilabel classification architectures, like the ECOC-based one, and
by applying two existing attacks. In contrast to previous findings, our analysis reveals that ECOC-based networks can be attacked
quite easily by introducing a small adversarial perturbation. Moreover, the adversarial examples can be generated in such a way to
achieve high probabilities for the predicted target class, hence making it difficult to use the prediction confidence to detect them.
Our findings are proven by means of experimental results obtained on MNIST, CIFAR-10, and GTSRB classification tasks.

1. Introduction

Deep neural networks can solve complicated computer vi-
sion tasks with unprecedented high accuracies. However,
they have been shown to be vulnerable to adversarial ex-
amples, namely, properly crafted inputs introducing small
(often imperceptible) perturbations, inducing a classification
error [1–3]. )e possibility of crafting both nontargeted and
targeted attacks has been demonstrated, the goal of the
former being to induce any kind of classification error [4, 5],
while the latter aims at making the network decide for a
target class chosen a priori [1, 6]. It goes without saying that,
in general, targeted attacks are more difficult to build.

As a reaction to the threats posed by adversarial ex-
amples, many defence mechanisms have been proposed to
increase the adversarial robustness of deep neural networks
[7–12]. However, in a white-box setting wherein the attacker
has a full knowledge of the attacked network, including full
knowledge of the defence mechanism, more powerful at-
tacks can be developed, thus tipping again the scale in favour
of the attacker [4, 13].

In this race of arms, a novel defence strategy based on
error-correcting output coding (ECOC) [14] has been pro-
posed recently in [15], to counter adversarial attacks in a
white-box setting. More specifically, given a general mul-
ticlass classification problem, error-correcting output codes
are used to encode the various classes and represent the
network’s outputs. To explain how, let us refer to the output
of the last layer of the network, prior to the final activation
layer, as logit values or simply logits. In general, the final
activation layer consists of the application of an activation
function, which maps the logits into a prescribed range, and
a normalization layer, which maps the output of the acti-
vation functions into a probability vector, associating a
probability value to each class. In the common case of one-
hot-encoding, a softmax layer is used, in which case these
two steps are performed simultaneously. During training,
the network learns to output a large logit value for the true
class and small values for all the others. With the ECOC
approach, instead, the network is trained in such a way to
produce normalized logit values that correlate well with the
codeword used to encode the class the input sample belongs
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to. In general, ECOC codewords have many nonzero values,
thus marking a significant difference with respect to the one-
hot-encoding case.

)e rationale behind the use of the ECOC architecture to
counter the construction of adversarial examples [15] is that
while with classifiers based on standard one-hot-encoding
the attacker can induce an error by modifying one single
logit (reducing the one associated to the ground-truth class
or increasing the one associated to the target class), the final
decision of the ECOC classifier depends on multiple logits in
a complicated manner, and hence it is supposedly more
difficult to attack (especially when longer codewords are
used).

In [15], the authors considered nontargeted attacks in
their experiments and showed with the popular white-box
C&W attack that the attack success rate on CIFAR-10 [16]
passes from 100%, for one-hot-encoding, to 29%, for an
ECOC-based classifier.

Another alleged advantage of the ECOC architecture
proposed in [15] is linked to the way the probabilities as-
sociated with each class are computed. Rather than using a
softmax function as commonly done with one-hot-encod-
ing, first the correlation between the activated outputs and
the codeword is computed, and then a linear normalization
procedure is applied (see equation (2) in the following). In
this way, the probability assigned to the class chosen by the
classifier grows more smoothly, and samples close to the
decision region boundary (like adversarial examples are
likely to be) are classified with a low confidence. Results
presented in [15], in fact, show that the ECOC model tends
to provide sharp results for clean images, while it is often
uncertain about the (incorrect) prediction made on
adversarial examples. )is behavior could be exploited to, at
least, distinguish between adversarial examples and benign
inputs.

)e goal of this paper is to further verify if and to which
extent the use of error correction codes to encode the output
of deep neural networks allows to increase the robustness
against targeted adversarial examples. We do so by intro-
ducing a new white-box attack, inspired to C&W attack,
explicitly thought to work not only against ECOC but also
other multilabel classifiers. In fact, the original C&W is
naturally designed to deceive networks adopting the one-
hot-encoding strategy, and it loses some of its advantages
when used against ECOC systems.We stress that, in contrast
to previous works (see, for instance, [15] and Section 10 in
[17]), we aim at developing a targeted attack, which is a more
difficult task than crafting nontargeted adversarial examples.
)is is a reasonable choice for at least two reasons. First,
targeted attacks are more flexible than nontargeted ones
since they can be used in a wider variety of applications,
wherein the ultimate goal of the attack may vary consid-
erably. Secondly, being able to attack a defence under most
stringent attacking constraints illustrates better the weakness
of the defence itself.

We ran extensive experiments to evaluate the ability of
ECOC-based classifiers to resist the new attack and com-
pared the results we got with those obtained by applying a
fine-tuned version of C&W attack and the LOTS attack

introduced in [18]. )e experiments were carried out by
considering three different classification tasks, namely,
traffic sign classification (GTSRB) [19], CIFAR-10 classifi-
cation [16], and MNIST [20]. As a result, we found that the
ECOC classifiers can be successfully attacked with a high
success rate. In particular, the new attack outperforms the
other two especially when long codewords are used by
ECOC.We also verified that, by increasing the confidence of
the attack, adversarial examples can achieve high proba-
bilities for the predicted target class, similar to those of
benign samples, hence making it difficult to use the pre-
diction confidence to detect adversarial samples. Overall, our
analysis reveals that the security gain achieved by the ECOC
scheme is a minor one, thus calling for more powerful
defences.

)e rest of this paper is organised as follows: we first
briefly review the ECOC scheme presented in [15], and then
we describe the proposed attack. )e setup considered for
the experiments, and the results we got are reported and
discussed in Section 4. Eventually, we review the related
work at the end of the paper.

2. ECOC-Based Classification

Let us first introduce the notation for a general multiclass
CNN. Let x be the input of the network and k the class label,
k � 1, 2, · · · , M, where M denotes the number of classes. Let
f(x) indicates the decision function of the network. We
denote by z � (z1, z2, · · · , ), the vector with the logit values,
that is, the network values before the final activations and the
mapping to class probabilities. For one-hot-encoding
schemes, z has length M, and the logits are directly mapped
into probability values through the softmax function ψ as
follows:

pψ(k) � ψk(z) �
exp zk( 􏼁

􏽐
M
i�1 exp zi( 􏼁

, (1)

for k � 1, · · · , M.)en, the final prediction is made by letting
f(x) � argmaxkpψ(k).

)e error-correction-output-coding (ECOC) scheme
proposed in [15] assigns a codeword Ck of length N

(N≥M) to every output class (k � 1, · · · , M). C denotes the
M × N codeword matrix. Each element of C can take values
in −1, 1{ }. In this way, the length of the logit vector z is N.
)e logits are first mapped into the [−1, 1] range by means of
an activation function σ(·) (e.g., the tanh function that
σ(x) � (ex − e−x)/(ex + e−x)). )en, the probability of class
k is computed by looking at the correlation with Ck,
according to the following formula:

pσ(k) �
max σ(z) · Ck, 0( 􏼁

􏽐
M
i�1 max σ(z) · Ci, 0( 􏼁

, (2)

where · denotes the inner product and σ(·) is a sigmoid
activation function applied element-wise to the logits. Since
Cijs take values in −1, 1{ }, the max is necessary to avoid
negative probabilities. According to [15], the common
softmax rule (equation (1)) is able to express uncertainty
between two classes only when the logits are roughly equal
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(i.e., z1 ≈ z2 and the two probabilities are close
pψ(i) ≈ pψ(j)). In a two dimensional case, this corresponds
to a very narrow stripe, approximate to a line, across the
boundary of the decision region, while in high dimensional
spaces, the region zi ≈ zj approximates a hyperplan, an M −

1 dimensional subspace of RM with negligible volume, and
hence the classifier outputs high probabilities almost ev-
erywhere. )is makes it very easy for the attacker to find an
adversarial input that is predicted (wrongly) with high
confidence. With ECOC (equation (2)), instead, it is suffi-
cient that two approximate correlations express low un-
certainty (σ(z) · Ci ≈ σ(z) · Cj), and then a non-trival
volume is allocated to low-confidence region in the logit
space, thus limiting the freedom of the attacker to craft high-
confidence adversarial examples. An overall sketch of the
ECOC scheme is depicted in Figure 1. )e logits z are first
mapped into correlation values, ρ :� σ(z) · C (mapping step
1), and then the vector with the correlations is normalized so
to form a probability distribution (mapping step 2) via the
normalization function in (2). )e model’s final predicted
label is argmaxkpσ(k). Equation (2) is a generalization of the
standard softmax activation in equation (1) and reduces to it
for the case of one-hot-encoding, that is, when C � IM, with
N � M, and where IM is the identity M × M matrix.

)e purpose of the ECOC architecture is to design a
classifier which is robust to changes of multiple logits and
then, expectedly, more difficult to attack (with standard one-
hot-encoding the adversary can succeed by altering a single
logit). For the scheme to be effective, codewords charac-
terised by a large minimum Hamming distance must be
chosen. For simplicity, in [15], the ECOC classifier is built by
using Hadamard codes taking values in −1, 1{ } (when C is a
Hadamard matrix, the Hamming distance for large M ap-
proaches the limit value N/2). An advantage with this choice
is that, since C is orthogonal, whenever the network outputs
a codeword exactly (that is when σ(z) � Ck), then pσ(k) � 1.
)e tanh function is selected as the activation function σ(·).

)e authors also found that, rather than considering a
single network with N outputs, a classifier consisting of an
ensemble of several smaller networks, each one outputting a
few codeword elements, permits to achieve a larger ro-
bustness against attacks. By training separate networks, in
fact, the correlation between errors affecting different bits of
the codewords is reduced, thus forcing the attacker to attack
all the bits independently. In the scheme in Figure 1, every
network outputs one codeword bit only, resulting in N

ensemble branches.

3. Attacking ECOC

We start by considering the basic C&W attack introduced in
[6]. We notice that some of the good properties of C&W do
not hold longer when the attack is applied against the ECOC
scheme since it has been originally designed to work against
networks adopting the one-hot-encoding strategy. )en, we
propose a new more effective attack, which is specially
tailored to multilabel structures like ECOC.

In general, constructing an adversarial example corre-
sponds to finding a small perturbation δ (under some

distance metric) that once added to image x will change its
classification. Such a problem is usually formalised as

minD(x, x + δ),

s.t. f(x + δ) � t,
(3)

where D is some distance metric (e.g. the L2 metric) and t is a
chosen target class. As this problem is difficult to solve,
C&W attack aims at solving its Lagrangian approximation
defined as

min ‖δ‖2 + λ · max max
i≠t

zi(x + δ)( 􏼁 − zt(x + δ), c􏼠 􏼡, (4)

where the second term is any function such thatf(x + δ) � t

if and only if this term ≤c. ‖·‖2 denotes the L2-norm, λ and c

are constant parameters ruling, respectively, the tradeoff
between the two terms of the optimization problem and the
confidence margin of the attack (In [6],
δ � 1/2(tanh(w) + 1) − x, and the minimization is carried
out over w to have box constraints on δ when optimizing
equation (4) with a common optimizer like Adam.).
Equation (4) is designed for the common one-hot encoding
case. In fact, it is easy to see that for ECOC the motivation of
such a design does not hold anymore and ensure that the
second term is less than c and does not guarantee that
f(x + δ) � t.)erefore, the C&W attackmust be adjusted to
fit the ECOC framework. By noting that, in ECOC, corre-
lations are proportional to probabilities (instead of the logits
as with one-hot encoding), and C&W shall be modified as

minimize
δ

‖δ‖2 + λ · max max
i≠t

ρi(x + δ)( 􏼁 − ρt(x + δ), c􏼠 􏼡,

(5)

where ρt(x + δ) � σ(z(x + δ)) · Ct.
A key advantage of C&W attack against one-hot-

encoding networks is that it works directly at the logits level.
In fact, logits are more sensitive to modifications of the input
than the probability distribution obtained after the softmax
activation (most adversarial attacks work directly on the
probability values obtained after the softmax, which makes
them less effective than C&W and prone to gradient-van-
ishing problems).

When C&W attack is applied against ECOC (by means
of (5)), it does not work at the output logit level, but after
that, the correlations are computed (mapping step 1) since
this is the layer that precedes the application of the softmax-
like function. )e correlations between the activations of the
logits and the codewords will likely have a reduced sensi-
tivity to input modifications, and this may decrease the
effectiveness of the attack. We also found that during the
attack, it is possible to change only one bit of the output
while the others are almost unchanged. )is can be
explained by observing that ECOC trains each output bit
separately, so that each bit can be treated as an individual
label. In this way, the correlation between the output bits is
significantly reduced compared to classifiers adopting the
one-hot encoding approach. We exploit this fact to design
our attack in such a way as to make it modify a single bit at a
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time and iteratively repeat this process to eventually change
multiple bits.

With the above ideas in mind, the new attack is for-
mulated as follows:

minimize
δ

‖δ‖2 − λ · min
i

2ti · zi(x + δ), c( 􏼁, (6)

where (t1, t2, · · · , tN) � Ct is the desired target codeword
(ti ∈ −1, 1{ }), λ is a parameter controlling the tradeoff be-
tween the two terms of the objective function, and c is a
constant parameter used to set a confidence threshold for the
attack. Specifically, the attack seeks to minimize (6) until the
product between ti and zi reaches this threshold; thus, a
higher c will result in adversarial examples exhibiting a
higher correlation with the target codeword, that is,
adversarial examples that are (wrongly) classified with a
higher confidence.

)e choice of λ also plays an important role in the attack,
given that a very small λ would lead to a vanishing per-
turbation. On the contrary, using larger λ results in a more
effective attack at the cost of a larger perturbation. To op-
timize the value of λ, we use a binary search similar to the
one used in [6] to determine the optimum value of λ in C&W
attack. By doing so, the parameters of the proposed attack
have the same meaning of those in C&W attack; thus, the
two methods can be compared on a fair basis under the same
parameter setting. An overall description of our attack is
given in Algorithm 1, whose goal is to find a valid adversarial
example, with the desired confidence level c and with the
smallest perturbation. As a result of the optimization in
Algorithm 1, all logit values zi of the resulting adversarial
image will tend to be highly correlated with ti.

It is worth observing that, even if we designed the new
attack explicitly targeting the ECOC classifier, the algorithm
in (6) is generally applicable to any multilabel classification
network since it manipulates the output bits of the network,
regardless of the adopted coding strategy. )is point can be
evidenced by considering two limit cases of ECOC. In the
first case, we avoid using error correction to encode the
output classes. )is is equivalent to multilabel classification
problems with N labels [21, 22], and the proposed attack can
still be applied. In the second case, wemay consider one-hot-
encoding as a particular way of encoding the output class.

)is perspective, also been considered in [15], would de-
grade the ECOC system to a common network that uses one-
hot-encoding and softmax to solve a multiclass classification
task. Since our attack does not involve the decoding part of
the network, it can still be applied to such networks.

4. Experiments

4.1. Methodology. In [15], the authors tested the robustness
of the ECOC architecture for various combinations of
codeword matricesC, activation functions σ(·), and network
structures. In particular, they considered the MNIST [20]
and CIFAR-10 [16] classification tasks (M� 10 in both
cases). In the end, the best performing system was obtained
by considering a Hadamard code with N � 16 and the tanh
activation function. An ensemble of 4 (N/4) networks each
one outputting 4 bits was considered.)e authors argue that
using a large number of ensembles increases the perfor-
mance of the system against attacks (by decreasing the
dependency among output bits). )en, in our experiments,
we used N ensembles, with only one output bit each. )e
authors also indicate that the robustness of ECOC scheme
can be improved by using longer codewords. )en, in our
experiments, in addition to MNIST and CIFAR-10 already
considered in [15], we also considered traffic sign classifi-
cation (GTSRB dataset) [19], to test the robustness of ECOC
on a larger number of classes and with codewords of a larger
size, which potentially means higher robustness. To be
specific, for traffic sign classification, we set M � 32, by
selecting the classes with more examples among the total
number of 44 classes in GTSRB, and chose a Hadamard code
with N � M � 32, which is twice the size of the code used for
MNISTand CIFAR-10. A diagram of the ECOC scheme with
the N ensemble structure is shown in Figure 1. We used a
standard VGG-16 network [23] as the base block of our
implementation. Following the ECOC design scheme, the
first 6 layers form the so-called shared bottom part, that is,
the layers shared by all the networks of the ensemble. )en,
the remaining 10 layers (the last 8 convolutional layers and
the 2 fully connected layers) are trained separately for each
ensemble branch.

For each task, we first trained one M-class classification
network, and then we fine-tuned the weights to get the N
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Figure 1: Block diagram of ECOC architecture.
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ensemble networks. )e error rates of the trained models on
clean images are equal to 2.14% for MNIST, 13.9% for
CIFAR-10, and 1.28% for traffic sign (GTSRB) classification.

In addition to the extended C&W attack described in
Section 3, we also considered a new attack named layerwise
origin-target synthesis (LOTS) introduced in [18]. In a few
words, LOTS aims at modifying the deep representation at a
chosen attack layer, by minimizing the Euclidian distance
between the deep features of the to-be-attacked input and a
target deep representation chosen by the attacker. In our
tests, we applied LOTS to the logits level, and we obtained
the target deep representation (logits) by randomly choosing
50 images belonging to the target class.

4.2. Results. We attacked 300 images randomly chosen from
the test set of each task. For each attack, we carried out a
targeted attack with the target class chosen at random among
the remaining M − 1 classes (i.e., all the M classes except the
original class of the unperturbed image). )e label t of the
target class was used to run the C&W attack in equation (5)
and LOTS, while the codeword Ct associated to t is con-
sidered in (6) for the new attack. We use the attack success
rate (ASR) to measure the effectiveness of the attack, i.e., the
percentage of generated adversarial examples that are
assigned to the target class, and the peak signal-to-noise ratio
(PSNR) to measure the distortion introduced by the attack,
which is defined as PSNR � 20∗log10(255∗

��
N

√
/‖δ‖2), where

‖δ‖2 is the L2-norm of the perturbation and N is the size of
the image.

As the parameters of the new attack have the same
meaning as those of C&W attack, we first compare the C&W
and the new attack with several settings of the input pa-
rameters. )e results we got are shown in Tables 1–3, for
GTSRB, CIFAR-10, and MNIST, respectively. In all the
cases, c was set to 0. )e results obtained by using the C&W
attack against the standard one-hot-encoding VGG-16
network with M classes are also reported in the last column.
By looking at the different rows, we can first see that when
the strength of the attack is increased, e.g., by using a larger
number of iterations or a larger number of steps during the
binary search, the ASR of both attacks increases, at the price
of a slightly larger distortion. For instance, for CIFAR-10,
the ASR of the proposed attack increases from 69.3% to
98.6%, with a decrease in the PSNR of less than 1 dB, and the
ASR of the C&W attack increases from 53.6% to 92.6% with
an extra distortion of 3 dB. )en, by comparing different
columns, we see a clear advantage of the proposed attack
over C&W attack since the former achieves a higher ASR for
the same parameter settings.

By comparing the different tables, we see that the ad-
vantage of the new attack is more evident with GTSRB than
with CIFAR-10. )e use of longer codewords in GTSRB, in
fact, makes it harder to attack this classifier; however, the
new attack can still achieve an ASR� 93.3% with a PSNR
equal to 39 dB.

For MNIST dataset, the ASR is lower compared to the
CIFAR-10 and GTSRB. )is result agrees with the results
reported in [15]. One possible explanation of this fact is
advanced in [10] where the peculiarities of the MNIST

dataset are highlighted and used to argue that high ro-
bustness can be easily reached on MNIST.

)e comparison with LOTS must be carried on a dif-
ferent ground since such an attack is designed in a different
way, and the only parameter shared with the new attack is
the maximum number of iterations allowed in the gradient
descent. For this reason, we applied LOTS by allowing a
maximum number of iterations equal to 2000, which is the
same number we have used for the other two attacks. We
have verified experimentally that LOTS converges within
1000 iterations 92% of the times ()e convergence is de-
terminate by checking whether the new loss value is close
enough to the average loss value of the last 10 iterations.),
thus validating the adequacy of our choice. )en, we
measured the ASR for a given maximum PSNR, thus
allowing us to plot the ASR as a function of PSNR. )e
results we got are shown in Figure 2. Upon inspection of the
figure, we observe a behavior similar to Tables 1–3. )e
proposed attack greatly outperforms LOTS and C&W on
GTSRB when longer codewords are used. )e ASR of the
new attack, in fact, achieves nearly 100% for smaller PSNR’s,
while LOTS and C&W stop at 42% and 42.3%, respectively.
For the other two datasets, the gap between the different
attacks is smaller than in the GTSRB case. Specifically, the
proposed attack and LOTS perform almost the same on
CIFAR-10, while LOTS provides slightly better results on
MNIST. )is observation can also be verified in Figure 3,
where we show some images that are successfully attacked by
all the attacks. We can see from the figure that the proposed
attack requires less distortion to attack the selected exam-
ples, producing images that look visually better than the
others. )e advantage is particularly evident for the GTSRB
case, but is still visible for the CIFAR-10 andMNIST images.

As for time complexity, we observe that though our
attack aims at modifying fewer bits each time, its complexity
is very similar to that of C&W attack. Specifically, if we allow
2000 iterations (10 binary searches) for each attack, for
CIFAR-10, the new attack and C&W attack require about
800 seconds and 1000 seconds to attack an image, respec-
tively ()e times are measured using one NVIDIA RTX2080
GPU without paralleling.). On the other hand, LOTS is
considerably faster since it needs about 80 seconds to attack
an image. )e reason behind the high computational
complexity of C&W and our new attack is the binary search
carried out at each step. In fact, we verified that, by reducing
the number of steps the binary search consists of, the speed
of both attacks improves greatly. However, since our main
purpose is to test the robustness of the ECOC system, we did
not pay much effort to optimize our attack from a com-
putational point of view, all the more that its complexity is
already similar to that of C&W attack.

As an overall conclusion, the experimental analysis re-
veals that, in the white-box scenario, the security gain that
can be achieved through the ECOC scheme is quite limited
since by properly applying existing attacks and especially by
using the newly proposed attack, the ECOC classifiers could
be attacked quite easily.

Another expected advantage of ECOC is that adversarial
examples tend to be classified with a lower probability than
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clean images. Here, we show that such a behavior can be
inhibited, at the price of a slightly larger distortion, by in-
creasing the confidence of the attack. If a larger confidence
margin c is used, in fact, the model becomes more certain
about the wrongly predicted class. To back such a claim, in
Table 4, we report the results of the new attack for different
confidence values c for the CIFAR-10 case (To clearly show
the effect of confidence, we did not consider adversarial
examples that do not reach the chosen confidence margin c,
which leads to a slight drop of the ASR.).)e table shows the
average probability assigned by the ECOC model to the
original class (Prob. true class) and to the target class of the
attack (Prob. targ class), before and after the attack.

From the table, we see that, by increasing c, the
adversarial examples are assigned higher and higher

probabilities for the target class, getting closer to those of the
benign samples. In particular, the average probability for the
target class passes from 0.546 (with c � 0) to 0.993 (with
c � 5), which is even higher than the average probability of
the clean images before the attack (0.908), and the proba-
bility of the original (true) class decreases from 0.194 (with
c � 0) to a value lower than 0.001 (with c � 5). A similar
behavior can be observed for the C&W attack when c is
raised from 0 to 15.

Figure 4 shows the distribution of the probabilities
assigned to the most probable class for clean and adversarial
images generated by the proposed attack. )e plot confirms
that the ECOC classifier assigns low probabilities only in the
presence of adversarial examples obtained with a low
confidence value c. When c grows, in fact, the probability

Input:
)e start point and number of binary search λ1, n;
)e step size and max iteration of gradient descent, ε, m;
To be attacked image, x;

Output:
Adversarial perturbation δ

(1) upper bound⟵∞
(2) lower bound⟵ 0
(3) for i ∈ [1, n] do
(4) δ1⟵ 0
(5) found adv⟵ False
(6) for j ∈ [1, m] do
(7) if x + δj is adversarial and ‖δj‖< ‖δ‖ then
(8) found adv⟵True
(9) end if
(10) δj⟵ δj − ε × (∇i/‖∇i‖), where ∇i is the gradient of equation (6) with current λi w.r.t. the perturbation δj

(11) end for
(12) if found adv � True then
(13) upper bound⟵ λi

(14) else
(15) lower bound⟵ λi

(16) end if
(17) if upper bound �∞ then
(18) λi⟵ 10 × λi

(19) else
(20) λi⟵ (upperbound + lowerbound)/2
(21) end if
(22) end for

ALGORITHM 1: Solving optimization in (6).

Table 1: Results of the attack against ECOC for GTSRB classification.

Parameters
Proposed (ECOC) C&W (ECOC) C&W (one-hot)

ASR (%) PSNR ASR (%) PSNR ASR (%) PSNR
(1e− 4, 5, 100, 0) 40.3 41.43 7.0 48.80 25.5 46.82
(1e− 4, 5, 200, 0) 45.6 41.58 8.6 48.48 37.5 45.73
(1e− 4, 5, 500, 0) 53.3 41.65 11.3 48.03 47.5 46.07
(1e− 2, 5, 500, 0) 70.6 39.85 20.0 43.94 61 43.41
(1e− 1, 10, 2000, 0) 93.3 38.97 42.3 39.20 81.5 42.51
Reported parameters indicate, respectively (start point, number of steps of binary search, max iterations, and confidence).
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Table 2: Results of the attack against ECOC for CIFAR-10 classification.

Parameters
Proposed (ECOC) C&W (ECOC) C&W (one-hot)

ASR (%) PSNR ASR (%) PSNR ASR (%) PSNR
(1e− 4, 5, 100, 0) 69.3 38.59 53.6 39.71 92.5 40.03
(1e− 4, 5, 500, 0) 88.0 38.52 62.3 39.94 100 40.27
(1e− 4, 10, 200, 0) 90.6 37.84 79 37.32 100 40.18
(1e− 4, 10, 500, 0) 95.0 38.39 82.6 37.55 100 40.30
(1e− 1, 10, 2000, 0) 98.6 38.41 92.6 36.97 100 39.99
Reported parameters indicate, respectively (start point, number of steps of binary search, max iterations, confidence).

Table 3: Results of the attack against ECOC for MNIST classification.

Parameters
Proposed (ECOC) C&W (ECOC) C&W (one-hot)

ASR (%) PSNR ASR (%) PSNR ASR (%) PSNR
(1e− 3, 10, 100, 0) 29.3 21.26 26 21.19 1.5 32.48
(1e− 3, 10, 200, 0) 43.6 21.49 35.6 20.73 8 27.69
(1e− 3, 10, 500, 0) 55.6 21.91 43.6 20.37 40.5 24.29
(1e− 3, 10, 1000, 0) 64.6 22.23 49 20.56 66.5 24.97
(1e− 1, 10, 2000, 0) 72.3 22.35 57.6 20.35 78 25.29
Reported parameters indicate, respectively (start point, number of steps of binary search, max iterations, confidence).
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Figure 2: Performance of different attacks against the ECOC system. )e x-axis indicates the PSNR(db) and y-axis indicates the ASR. (a)
GTSRB. (b) CIFAR. (c) MNIST.
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Figure 4: Distribution of probabilities assigned to the most probable class of the attacked examples with the proposed attack on CIFAR-10.
)e x-axis indicates the probability, and the y-axis indicates the number of examples classified with such a probability.

GTSRB CIFAR-10 MNIST

Clean

Proposed

C&W

LOTS

39.14 46.22 32.09 35.62 9.63 12.54

30.58 37.76 28.17 31.21 9.99 13.26

28.59 34.44 29.11 28.80 9.63 11.37

Figure 3: Examples of attacked images for different attacks. Besides the first row of clean images, the green number locates at the top left of
each attacked image indicates its PSNR value.

Table 4: Output of probability values by the ECOC classifier on CIFAR-10 for different confidence margins of the attack.

C&W attack (1e− 4, 5, 500, 0) (1e− 4, 5, 500, 8) (1e− 4, 5, 500, 12) (1e− 4, 5, 500, 14) (1e− 4, 5, 500, 15)
ASR 62.3% 44.6% 44.6% 42.6% 42.3%
PSNR (dB) 39.94 40.78 39.57 39.00 38.40
Prob. true class (B) 0.881 (A) 0.251 (B) 0.881 (A) 0.153 (B) 0.881 (A) 0.084 (B) 0.881 (A) 0.043 (B) 0.881 (A) 0.021
Prob. target class (B) 0.013 (A) 0.328 (B) 0.013 (A) 0.534 (B) 0.013 (A) 0.721 (B) 0.013 (A) 0.843 (B) 0.013 (A) 0.914
Proposed attack (1e− 4, 5, 500, 0) (1e− 4, 5, 500, 1.5) (1e− 4, 5, 500, 2.5) (1e− 4, 5, 500, 4.0) (1e− 4, 5, 500, 5.0)
ASR 88.0% 87.6% 86.3% 85.1% 82.7%
PSNR (dB) 38.53 37.48 37.02 36.07 35.40
Prob. true class (B) 0.908 (A) 0.194 (B) 0.908 (A) 0.063 (B) 0.908 (A) 0.024 (B) 0.908 (A) 0.005 (B) 0.908 (A) 0.001
Prob. target class (B) 0.009 (A) 0.546 (B) 0.009 (A) 0.824 (B) 0.009 (A) 0.923 (B) 0.009 (A) 0.981 (B) 0.009 (A) 0.993
)e parameters of the attacks are indicated according to the following format: (starting point, number of steps of binary search, max iterations, confidence).
Prob. true and target class indicate the probabilities of the original (true) and target classes, before (B) and after (A) the attack.
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distribution of adversarial examples get closer and closer to
that of clean images, and when c � 5, it becomes impossible
to distinguish clean images and adversarial examples by
setting a threshold on the probability assigned to the most
probable class.

5. Related Works

Adversarial examples, i.e., small, often imperceptible, ad hoc
perturbations of the input images, have been shown to be able to
easily fool neural networks [1, 2, 5, 24] and have received great
attention in the last years.

Different attacks have been proposed to obtain adver-
sarial examples in various ways. Some works focus on di-
minishing the computational cost necessary to build the
adversarial examples [2, 25], while others aim at lowering the
perturbation introduced to generate the adversarial exam-
ples [1, 6, 26].)ere are also some works whose goal is to find
adversarial examples that modify only one pixel [27] and
adversarial perturbations that can either fool several models
at the same time [28], or can be applied to several clean
images at the same time [4].

As a response to the threats posed by the existence of
adversarial examples and by the ease with which they can be
created, many defencemechanisms have also been proposed.
According to [29, 30], defences can be roughly categorized
into two branches, which either work in a reactive or
proactive manner. )e first class of defences is applied after
the DNNs have been built. )is class includes approaches
exploiting randomization, like, for instance, stochastic ac-
tivation pruning, in which node activations at each (or
some) layers are randomly dropped out during the forward
propagation pass [31], and, more recently, model switching
[32], where random selection is performed between several
trained submodels. Other approaches attempt to inten-
tionally modify the network input to mitigate the adversarial
perturbation, e.g., by projecting the input into a different
space [33] or by applying some input transformations [34].
Other approaches attempt to reject input samples that ex-
hibit an outlying behavior with respect to the unperturbed
training data [35]. )e second branch of defences aims at
building more robust DNNs. One simple approach to im-
prove the robustness against adversarial example is adver-
sarial training, which consists in augmenting the training set
with adversarial examples [10–12, 36]. More recently, as
more attention has been paid to hidden layers with respect to
the robustness of DNNs [37], it has been proven that rather
than augmenting the training set, the robustness of DNNs
can be improved by directly injecting adversarial noise into
the hidden nodes, thus improving the robustness of single
neurons [38, 39].

)e ECOC scheme considered in this paper, belongs to
the second class of defences and is derived from similar
attempts made in the general machine learning literature to
improve the robustness of multiclass classification problems
[14, 40, 41]. )e robustness of ECOC against adversarial
examples is assessed in [15] by considering conventional
adversarial attacks like [6, 42], which have not been explicitly
designed for multilabel classification. As suggested in [17],

however, in order to properly assess the effectiveness of a
defence mechanism, the case of an informed attacker should
be considered, and then the robustness should be evaluated
against attacks targeting the specific defence mechanism.
Following the spirit of [17], in this paper, we developed a
targeted attack against the ECOC system, which exploits the
multiclass and multilabel nature of such a system. We ob-
serve that the capability of ECOC to hinder the generation of
adversarial examples has already been challenged in [17]
(Section 10); however, the analysis in [17] is carried out
under the more favourable (for the attacker) assumption of a
nontargeted attack, thus marking a significant difference
with respect to the current work [4, 43].

6. Conclusion

In order to investigate the effectiveness of ECOC-based deep
learning architectures to hinder the generation of adversarial
examples, we have proposed a new targeted attack explicitly
thought to work with such architectures. We measured the
validity of the new attack experimentally on three common
classification tasks, namely, GTSRB, CIFAR-10, andMNIST.
)e results we have got show the effectiveness of the new
attack and, most importantly, demonstrate that the use of
error correction to code the output of a CNN classifier does
not increase significantly the robustness against adversarial
examples, even in the more challenging case of a targeted
attack. In fact, the ECOC scheme can be fooled by intro-
ducing a small perturbation into the images, both with the
new attack and, to a lesser extent, by applying C&W and
LOTS attacks with a proper setting. No significant advantage
in terms of decision confidence is observed as well, given
that, by properly setting the parameters of the attack,
adversarial examples are assigned to the wrong class with a
high probability.
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With the rapid development of the Internet, the security of network multimedia data has attracted increasingly more attention.
*e moving target defense (MTD) and cyber mimic defense (CMD) approaches provide a new way to solve this problem. To
enhance the security of network multimedia data, this paper proposes a mimic encryption box for network multimedia data
security. *e mimic encryption box can directly access the network where the multimedia device is located, automatically
complete the negotiation, provide safe and convenient encryption services, and effectively prevent network attacks. According to
the principles of dynamization, diversification, and randomization, the mimic encryption box uses a reconfigurable encryption
algorithm to encrypt network data and uses IP address hopping, port number hopping, protocol camouflage, and network channel
change to increase the attack threshold. Second, the mimic encryption box has a built-in pseudorandom number generator and
key management system, which can generate an initial random key and update the key with the hash value of the data packet to
achieve “one packet, one key.” Finally, through the cooperation of the ARM and the FPGA, an access control list can be used to
filter illegal data andmonitor the working status of the system in real time. If an abnormality is found, the feedback reconstruction
mechanism is used to “clean” the FPGA to make it work normally again. *e experimental results and analysis show that the
mimic encryption box designed in this paper has high network encryption performance and can effectively prevent data leakage.
At the same time, it provides a mimic security defense mechanism at multiple levels, which can effectively resist a variety of
network attacks and has high security.

1. Introduction

With the rapid development of information, network,
communication, image processing, and other technologies,
the security requirements of network multimedia are be-
coming increasingly more urgent [1, 2]. To obtain economic
benefits, occupy commercial competitive advantages, and
achieve certain military needs, attackers usually use tech-
niques such as reverse analysis, vulnerability attacks, and
network sniffing to steal sensitive data, thereby triggering
data security protection problems.

*e life cycle of network multimedia data can be divided
into four main parts: collection, transmission, storage, and
processing. Regarding these functions, in order to protect the
confidentiality of data transmission and storage and prevent
the leakage of private data, it is necessary to encrypt the data

[3]. However, the current network equipment and compo-
nents have a large number of security vulnerabilities, allowing
attackers to directly bypass the encryption link and steal the
original data [4]. Second, security protection for massive
amounts of multimedia data, including images, voices, and
video, entails higher requirements on the efficiency of
cryptographic algorithms. In the process of high-speed data
transmission, traditional CPU encryption algorithms make it
difficult to meet computing requirements [5]. *us, a more
efficient implementation of cryptographic algorithms is re-
quired in order to improve encryption speed. Finally, due to
the staticity and similarity of traditional network components
[6], such as the same hardware equipment, network protocol,
fixed IP address, and port number, it is easy for an attacker to
study the network operating rules, dig out security flaws, and
conduct detection and continuous intrusion.
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To improve the security of the multimedia network, the
academic community has proposed a moving target defense
(MTD) [7] technology and a cyber mimic defense (CMD)
technology [8]. On the basis of MTD, CMD technology
provides a dynamic heterogeneous redundancy (DHR) ar-
chitecture, which uses the active transformation of func-
tionally equivalent heterogeneous executive bodies to
change the components of the information system, therefore
realizing network, platform, environment, software, struc-
ture, and data dynamic changes or migrations. For attackers,
it is difficult to observe and predict the target changes;
therefore, system security risks are greatly reduced. At the
same time, CMD introduces a negative feedback mecha-
nism. According to the configured negative feedback control
strategy, if the current system is found to be abnormal, the
system will be cleaned by self-reorganization and recon-
struction. In addition, new functionally equivalent hetero-
geneous executors will be randomly selected “online.”
Obviously, CMD not only greatly increases the difficulty and
cost of attacks but also can detect the attack behavior of
successful intrusions in real time.

Among various network security defense measures, the
security of the hardware structure and the operating system
is the foundation, and cryptography is the key technology. In
this paper, combining the concepts of MTD and CMD, using
the FPGA as the hardware platform, a mimic encryption box
is designed. *is device provides dynamic encryption,
network structure transformation, and a feedback recon-
struction mechanism in order to realize the security pro-
tection of multimedia data.

Our main contributions in this paper can be outlined as
follows:

(1) A mimic encryption box with dynamics, diversity,
and randomness is designed and will be able to
directly connect to the network where the multi-
media device is located and provide secure encrypted
transmission of data.

(2) *e TCP/IP layer data encryption and variable
network configuration are realized on an FPGA, and
system management and a feedback mechanism are
realized on an ARM. In this system, software and
hardware work cooperatively.

(3) *e reconfigurable underlying cryptographic algo-
rithm, pseudorandom number generator, packet
filtering, and storage functions are optimized on the
FPGA, and the programmability and high anti-in-
terference of the FPGA make it difficult for attackers
to establish a continuous and reliable attack chain.

(4) *e hash value of the packet is used as the key to
achieve “one packet, one key,” and autonegotiation
is used to change the IP address, port number, and
protocol type in order to achieve dynamic network
transformation. *rough cooperation between the
ARM and the FPGA, abnormal condition-related
“cleaning” and the reconfiguration of FPGA are
achieved.

(5) *e encryption and decryption performance, net-
work performance, security, and antiattack of the
mimic encryption box are evaluated from several
aspects.

*e remainder of this paper is organized as follows:
Section 2 introduces the existing network multimedia
protection technologies. Section 3 describes the design of the
mimic encryption box in detail. Section 4 analyzes and
evaluates the mimic encryption box from multiple per-
spectives. Section 5 discusses the applicability and limita-
tions of this method. Finally, Section 6 concludes this paper.

2. Related Work

Regarding MTD research, Aydeger et al. [9] analyzed
crossfire attack planning and utilized the analyzed results to
develop the defense mechanism that in turn reorganizes the
routes in such a way that the congested links are avoided
during packet forwarding. In addition, for use when
implementing MTD mechanisms via route mutation,
Aydeger et al. [10] proposed various virtual shadow net-
works created through network functions virtualization
(NFV), which can dynamically change the routes for specific
reconnaissance packets so that attackers will not be able to
easily identify the actual network topologies. Zeitz et al. [11]
explored the uses of a micromoving target IPv6 defense
(µMT6D). *e μMT6D is designed to work on low-power
and low-resource devices and can prevent targeted attacks
through rotating the IPv6 address. Wang et al. [12] proposed
a network defense method based on random domain name
and address mutation (RDAM). *is method increases the
scanning space of the attacker through a dynamic domain
name method and reduces the probability that a host will be
hit by an attacker scanning IP addresses. Zheng and Namin
[13] presented the results of an analysis performed on
simulating a simplified attack scenario against hosts on a
network. *ey investigated the influence of the host IP
address change rate and host complexity on the success rate
of attacks. Hong and Kim [14] incorporated MTD tech-
niques into a security model, namely, a hierarchical attack
representation model (HARM), in order to assess the ef-
fectiveness of the techniques. Zhao et al. [15] proposed an
SDN-based double hopping communication (DHC) ap-
proach. *e DHC approach is able to increase the overhead
of a sniffer attack, as well as the difficulty of communication
data recovery. Jafarian et al. [16] proposed random host
address mutation (RHM), which uses hierarchical fast
transitions based on the address space and the IP address in
order to distort attacker reconnaissance and deter attacks.
On this basis, Jafarian et al. [17] proposed the proactive-
adaptive defense technique, which monitors an attacker’s
behavior in real time and performs active address hopping,
thus significantly raising the bar against stealthy scanning.

In terms of CMD, Hu et al. [18] designed and imple-
mented a mimic network operating system (MNOS), an
active defense architecture based on mimic security defense,
in order to ensure SDN control plane security. *is
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architecture can effectively reduce the probability of suc-
cessful attack and has good fault tolerance. *en, Hu et al.
[19] introduced the mimic defense (MD) framework and
detailed the “dynamic, heterogeneity, and redundancy” core
mechanism. *eir results showed that MD can significantly
increase the difficulty faced by attackers and enhance the
security of cyber systems. Ma and Zhang [20] described the
mimic defense system formally and, through results from
Monte Carlo simulations, analyzed the security effects of
redundancy in mimic defense systems. Qi et al. [21] pro-
posed Mcad-SA, an aware decision-making security archi-
tecture with multiple controllers, which exploits
heterogeneity and redundancy from different controllers to
prevent an attack proactively. Based on the mimic defense
theory and technology, Liu et al. [22] proposed a framework
against zero-day attacks. To protect the security of distrib-
uted storage systems, Li et al. [23] presented a storage ar-
chitecture for mimic defense (SAMD). *is architecture
adopts a heterogeneous multirandom coding defense
mechanism to actively and dynamically defend against in-
determinate attacks.

In terms of network encryption, Abusukhon et al. [24]
focused on data encryption techniques and proposed a new
method for data encryption based on encrypting the plain
text into a white page image. In addition, Abusukhon et al.
[25] proposed a Diffie–Hellman text-to-image encryption
algorithm (DHTTIE), adding a new security level to the
TTIE algorithm. Tang et al. [26] proposed a dynamic three-
layer encryption scheme based on DES and network coding,
with a low-complexity partial key update mechanism, which
increases its adaptability to various cyber conditions. Khan
et al. [27] further reduced the cost of a network coding
mechanism by reducing the size of data used for permu-
tation. *ey also proposed an algorithm for key generation
and random permutation confusion key calculation. Jiang
et al. [28] presented a compromising method to take both
the security level and the speed of data transmission into
account by means of mixing the RSA and DES algorithms. In
addition, the security interceptor of Spring Security was
extended, and a series of security filters were added to keep
Web attackers away. Li et al. [29] proposed a new attribute-
based data-sharing scheme suitable for resource-limited
mobile users in cloud computing. For the sake of data se-
curity, a Chameleon hash function was used against adaptive
chosen-ciphertext attacks. Jia et al. [30] designed an identity-
based anonymous authenticated key agreement (AAKA)
protocol for the mobile edge computing environment. *is
protocol achieves mutual authentication in only a single
message exchange round and assures both user anonymity
and untraceability. Indira et al. [31] proposed a standard
two-phase implementation of round key- and random key-
based cryptosecurity encryption standard (R2R-CSES) for
improving security system in a cloud environment.

In many security applications, a variety of defense
technologies were realized based on FPGA. Maciel et al. [32]
proposed a high-performance and energy-efficient recon-
figurable FPGA-based K-means/K-modes architecture for
network intrusion detection. Joseph et al. [33] studied the

efficiency of an intrusion detection system by using an FPGA
with a string-matching system design and a predecoder finite
state machine for use in the high-speed network intrusion
detection system. Lin et al. [34] introduced the design of a
Gigabit Ethernet firewall based on FPGA. *e FPGA
functions were implemented to achieve legitimacy in net-
work packet inspection and for internal network protection.
Keni and Mande [35] used the highly parallelized structure
of FPGA to form a rule set for allowing incoming and
outgoing IP addresses to filter the IPv4 protocol. Ricart-
Sanchez et al. [36] proposed a fully functional, FPGA-based
5G firewall that is capable of effectively detecting cyber-
attacks in 5G multitenant scenarios with user mobility
support.

In summary, although the use of IP address, port
number hopping, and other mechanisms increases the
difficulty of the attack to some extent, if plaintext trans-
mission is used, the attacker can still obtain useful infor-
mation. Second, simple network data encryption cannot
resist key exhaustive attacks and ciphertext-only attacks.
*ird, FPGA is a suitable and popular hardware platform for
many network security applications. In addition to being
used in firewalls and packet inspection, it can also be used in
MTD and CMD. *e combination of ARM and FPGA can
be used to expand the attack surface and improve security.
*erefore, this paper combines MTD, CMD, network en-
cryption, and hardware protection technologies and pro-
poses a dynamically reconfigurable mimic encryption box to
solve the abovementioned problems.

3. Design Method of the Mimic Encryption Box

3.1. Overall Structure. *e mimic encryption box is located
between the network multimedia device and the user. It
provides secure communication services to the user by
binding the terminal multimedia device. *e system ar-
chitecture is shown in Figure 1. In the architecture, there are
management and feedback modules running on an ARM.
*ese modules mainly communicate with the key man-
agement center to complete the following: the initialization
of the parameters, key distribution, the generation of FPGA
status statistics, self-reconstruction cleaning, and the dy-
namic loading of bitstreams. In addition, an FPGA is mainly
used for the realization of core cryptographic algorithms,
including hash algorithms, symmetric encryption algo-
rithms, and asymmetric encryption algorithms. By using the
reconfigurable ability of the FPGA, various keys are gen-
erated pseudorandomly, and cryptographic algorithms are
dynamically invoked to complete efficient data encryption
and decryption processing. Second, through the access
control list and memory management, the rule filtering and
storage of data are realized. Finally, multiple 10G and 1G
communication network ports are integrated on the FPGA,
and the network ports and channels are dynamically
switched according to the configuration of the ARM,making
full use of the flexibility and scalability of the FPGA to
confuse attackers and prevent attacks such as network
sniffing.
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3.2. Work Flow. Currently, network multimedia devices
mostly work at the TCP/IP layer in order to provide stable
and reliable data transmission. *erefore, in this paper,
mainly TCP/IP data encryption and camouflage is com-
pleted. As shown in Figure 2, the comparison before and
after TCP/IP packet encryption is given. Here, the IP ad-
dress, protocol, and port number are hopped and disguised.
*en, a 1-byte PID field and a 4-byte CRC32 field are added:
the PID is used to address the key, and the CRC32 is used to
calculate the TCP checksum. Finally, the other TCP fields,
the data, the pad, and the CRC32 are encrypted.

*e mimic encryption box completes the packet en-
cryption based on the principles of randomization,
dynamization, and diversification. As shown in Figure 3, it
is mainly composed of the MAC layer interface, packet
parsing, access control, encryption and decryption algo-
rithms, key generation management, packet encapsula-
tion, memory, arbitration, state information collection,
parameter initialization, and the ARM system. Among the
components, through filtering rules, access control
manages the plaintext path, the ciphertext path, discard-
ing, and other processing and forwarding to the ARM. At
the same time, in the front-end mimic encryption box,
network port F is used to connect to the network multi-
media device, and network port B is connected to the
external network.

*e encryption process of the entire system is as follows:

(1) *e key management center establishes a secure
tunnel with the ARM of both communicating
parties to obtain the mimic encryption box

information and distribute the initial information
and working key.

(2) *e communication parties negotiate to complete
the dynamic configuration of the IP address, port
number, protocol type, encryption algorithm, hash
algorithm, and network interface, and the system
parameters are initiated by the ARM. *en, the
initial encryption key is generated by the pseudo-
random number generator.

(3) After network port F receives the packet, it parses
the packet and forwards it to the corresponding
processing channel by the filtering rules.

(4) In the encryption processing, the PID and CRC32
fields are added to the TCP/IP packet, and the
corresponding initial key for the encryption is se-
lected.*en, a hash operation on the first 64 bytes of
the encrypted packet is performed to generate a new
key, and the key corresponding to the serial number
is updated.

(5) *e negotiated IP address, port number, and pro-
tocol type are used to disguise and encapsulate the
original packet.

(6) *e encrypted packets, plaintext packets, and ARM
packets are cached in memory and, then, sent out
from network port B.

(7) Network port B receives the packet from the ex-
ternal network, parses it, and forwards it to the
corresponding processing channel according to the
filtering rules.
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(8) In the decryption processing, the key corresponding
to the PID field is selected in order to decrypt and
check the CRC32, and at the same time, the cor-
responding key from the hash value of the first
64 bytes of the current encrypted packet is directly
updated.

(9) *e camouflage is removed, the original IP address,
port number, protocol type is restored, and the
packet is encapsulated.

(10) In the ARM path, the data are transmitted to the
ARM system, and the ARM system hands them over
to the key management center to complete the
corresponding processing.

(11) *en, the arbitrationmodule is used to directly send
the decrypted and encapsulated packet to the net-
work multimedia device.

In the process of communication between the two sides,
the packet information of network port F and B is obtained
in real time, and after being collected by the ARM system, it
is sent to the key management center to realize the real-time
monitoring of both sides.

For the back-end mimic encryption box, the functional
modules are similar to the front-end, and the workflow is
basically the same, but the network connection method is
slightly different. Specifically, network port F is connected to
the external network to provide the decryption channel and
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ARM management; network port B is connected to the user
and provides an encrypted channel.

3.3. Optimization of Core Encryption Algorithm

3.3.1. Hash Algorithm. A hash algorithm is an irreversible
one-way function that can output any length of data. At
present, the commonly used hash algorithms are MD5,
SHA1, SHA256, SHA512, RIPEMD160, and SHA3. *ese
hash functions are all based on logical operations. *e data
are filled, grouped, and then, iteratively compressed by the
round function, and the result is generated after n rounds of
calculation. Since the structure of each round is similar, it
can be implemented in a full-pipeline parallel manner.

Here, according to the number of iterations of the hash
algorithm, all the loops are expanded [37, 38] to form a full-
pipeline structure. When it is working at full capacity, in the
overall pipeline, each clock cycle can calculate a set of hash
values.*en, precalculation and carry-save adders (CSA) are
used to optimize and reconstruct the round function to
reduce the critical path delay.

We take SHA1 as an example. *e SHA1 algorithm fills
the initial information into 512 bits and initializes it to 16 32-
bit groups w [15 : 0]. Let A= 0x67452301, B= 0xEFCDAB89,
C= 0x98BADCFE, D= 0x10325476, and E= 0xC3D2E1F0
be the initial link variables, and let a, b, c, d, and e be 5
intermediate variables used to perform 80 rounds of iterative
computations. Each iteration is performed as follows:

a � a next;

b � a;

c � c next;

d � c;

e � d,

a next � a[26 : 0], a[31 : 27]{ } + ft + e + kt + wt;

c next � b[1 : 0], b[31 : 2]{ },

(1)

where ft is a nonlinear function, kt is a constant, and wt is a
grouped data block.

Finally, the 160-bit hash value cascaded output is given
by a� a+A; b� b+B; c� c+C; d� d+D; and e� e+E.

Clearly, b, c, d, and e can be obtained directly via value
passing, while a requires complex operations, and the delay
consumption is concentrated along the critical path of a. For
the FPGA, the delay of addition is much larger than the bit
operation. *erefore, to reduce the use of adders, we define
the CSA as follows:

CSA(x, y, z) � x
∧
y
∧
z( 􏼁 + (((x&y)|(x&z)|(y&z))

≪ 1) � x + y + z.
(2)

At the same time, a variable g is introduced for pre-
calculation, as follows: g �CSA(d, kt+1, wt+1). *at is, we use
the result d of the next round e and kt+1, wt+1 to calculate g in
advance. *en, the calculation of a can be simplified as

a next � CSA a[26 : 0], a[31 : 27]{ }, ft(b, c, d), g( 􏼁. (3)

Figure 4 shows an optimized round function structure.
*en, a unit kernel is built with round functions, the

kernels are interconnected by registers, and all kernels are
executed in parallel. *e overall structure of the hash al-
gorithm is shown in Figure 5.

Comprising FPGA storage resources, the registers are
widely distributed. BRAM is located in a fixed area, and
mixed storage is adopted, enabling the full utilization of
FPGA resources and effectively shortening the critical path
delay. *erefore, in Figure 5, the initialization variables are
stored by using Shift RAM. Due to its small scale and
scattered values, the constant list uses a direct assignment
strategy. For grouped data blocks, a two-dimensional reg-
ister array is used, values are assigned through circular shifts
in one-dimensional space, and values are transferred
through a register copy in two-dimensional space, thereby
realizing data multiplexing and reducing data overlap. For
the output of the results, to achieve a balance between re-
sources and performance, data cascading is used, as it is
more conducive to constraining the data concentration in a
logical area.

In addition, by reconstructing the round functions of
different hash algorithms and using units and hybrid storage
methods, a hash algorithm with higher performance and
better expansibility can be formed to meet the needs of
various encryption computing.

3.3.2. Symmetric Encryption Algorithm. *e current main-
stream encryption algorithms are 3DES, AES128, AES256,
Twofish, and Serpent. *e encryption scheme based on the
FPGA chip level is fast, safe, and of low cost. As the FPGA
technology is reconfigurable, through user programming to
change the circuit structure on the chip, different encryption
and decryption algorithms can be realized. In this paper,
AES128 is taken as an example. Based on the idea of
reconfigurability, the cryptographic algorithm is modular-
ized, providing the encryption and decryption architecture
of AES.

*e main modules of AES include KeyExpansion,
AddRoundKey, SubBytes, ShiftRows, and MixColumns. *e
SubBytes module enables the realization of the obfuscation
principle, and ShiftRows and MixColumns modules mainly
allow realization of the diffusion principle [39, 40]. *e AES
decryption algorithm key selection sequence is exactly the
opposite of encryption, and the key expansion process is
irreversible. *erefore, to ensure that encryption and de-
cryption have the same execution cycle, all round keys need
to be generated at once. *e AES structure is shown in
Figure 6.

*e AES single-round encryption process is shown in
Figure 7. Each round of operations is compressed to 1 clock
cycle in a cascaded manner. *e entire encryption process
requires 23 clocks, of which the key expansion is 11 clocks
and encryption and decryption is 12 clocks. In addition,
compared with the LUT method, the method in which the
BRAM embedded in the FPGA is used to realize the storage
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of the Sbox is better, as this method can reduce the occu-
pation of resources and increase the routing frequency.

Finally, symmetric encryption algorithms have four
commonly used encryption modes: ECB, CBC, CFB, and
OFB. Among them, in ECB and CBC, the data are divided
into blocks and padding operations are performed, while in
CFB and OFB, change block ciphers can be changed into
self-synchronized stream ciphers. *erefore, to pad the last
data block, the CFB and OFB encryption methods are used.
In addition, the previous block of encrypted data are

regarded as the IV (initial vector), and the current data are
XORed with IV after calculation and output.

3.3.3. Elliptic Curve Algorithm. In the prime domain, the
description of the elliptic curve E (Fp) is as follows:
y2 � x3 + ax+ b (mod p) [41].*e security of the elliptic curve
cryptosystem is mainly based on the difficulty of point
multiplication inversion. Point multiplication, also called a
multiple point operation, refers to the multiplication
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operation of a base point P on the curve with an integer k,
that is, the addition of P for k times:

kP � 􏽘
k

1
P � P + P+, ..., +P. (4)

*e point multiplication process includes double point
and point addition operations; therefore, the optimization of

double point and point addition is an important way to
improve the efficiency of elliptic curve calculation.

Here, the Karatsuba–Ofman algorithm (KOA), fast
modular reduction, radix-4 modular inversion, Mont-
gomery point multiplication, and other optimization
methods are combined to achieve an energy-efficient and
antiattack ECC algorithm. *rough the bottom-up design
method, the most basic operations are realized with modular
addition and subtraction, modular reduction, modular in-
version, and modular multiplication, and then, the point
multiplication operation is optimized by point addition and
double point. Finally, the functions of elliptic curve signa-
ture, verification, encryption and decryption, and key
agreement are realized. *e overall structure is shown in
Figure 8.

In the point multiplication calculation, the point addi-
tion and double point operations will be called many times,
while the coordinate transformation is only calculated once,
i.e., at the last time.*erefore, the point addition and double
point operations are optimized by performance optimiza-
tion, while the coordinate transformation operation is op-
timized by resource optimization. Second, the master state
machine is used to schedule and manage the point multi-
plication module in order to meet the calculation require-
ments of different functions. Finally, the reuse of resources is
realized through the coordinate transformation operation’s
shared modular addition and subtraction modules, and to
reduce the consumption of FPGA resources, the data
transmission is completed through an asynchronous FIFO
method.
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(1) KOA Fast Multiplication. *e core idea of KOA [42] is
“divide and conquer,” i.e., a calculation approach in which a
complex multiplication operation is decomposed into
multiple simple multiplication operations by recursion. It is
faster andmore efficient than traditional calculation. For two
n-bit numbers, if they are directly multiplied, the complexity
is O (n2), and the complexity can be reduced to O(nlog23) by
using KOA.

For the n-bit A, this can be expressed as
A � (αn− 1, αn− 2, . . . , αn/2􏽼√√√√√√√√􏽻􏽺√√√√√√√√􏽽

AH

, αn/2− 1, . . . , α0􏽼√√√√√􏽻􏽺√√√√√􏽽
AL

), where αi ∈ 0, 1{ },
0≤ i< n.

*en, A and B can be expressed equivalently as follows:

A � A
H

× 2n/2
+ A

L
,

B � B
H

× 2n/2
+ B

L
.

(5)

*erefore, C � A × B can be calculated by the following
formula:

C � A
H

× 2n/2
+ A

L
􏼐 􏼑 × B

H
× 2n/2

+ B
L

􏼐 􏼑

� z2 × 2n
+ z1 × 2n/2

+ z0,
(6)

where z2 � AH × BH, z1 � AH × BL + AL × BH, and
z0 � AL × BL.

*e ECC parameter is 256 bits, while FPGA DSP sup-
ports multiplication operations with a maximum bitwidth of
64 bits. *en, 256 bits can be divided into 128 bits, and then,
128 bits can be divided into 64 bits. After two recursive
operations, the result is obtained, as shown in Algorithm 1.

(2) Fast Modular Reduction. For fast modular reduction, the
ECC special parameters can be optimized. Because of the
particularity of prime number p, several addition and
subtraction operations can be used to obtain the result of
modular reduction. Compared with the current universal
Montgomery algorithm, the fast modular reduction algo-
rithm can save several 256-bit multiplication operations and
significantly improve the performance.

When p� 2256 − 2224 + 2192 + 296 − 1, for a large number
A: A � A15 × 2480 + A14 × 2448 + ... + A1 × 232 + A0, each Ai
is a 32 bit integer; then, A can be expressed as follows:
A � (A15‖A14‖...‖A1‖A0).

*en, B�A mod p� (T + 2S1 + 2S2 + S3 + S4 − D1 − D2
− D3 − D4)mod p, where each 256 bit operand is repre-
sented as shown in Table 1.

(3) Extended Euclidean Modular Inversion. *e extended
Euclidean algorithm uses the toss and turns division method
to obtain the modular inverse, and according to the nature of
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Input: A, B, n//n is the bit width
Output: C

(1) if (n� � 64) return C�A×B;
(2) A � AH × 2n/2 + AL;
(3) B � BH × 2n/2 + BL;
(4) C1 �KOA (AH, BH, n/2);
(5) C2 �KOA (AL, BL, n/2);
(6) C3 �KOA (AH+AL, BH+BL, n/2);
(7) C�C1<< n+ (C3 –C2 –C1)<< (n/2) +C2;

ALGORITHM 1: KOA multiplication.

Input: a, b, p
Output: c� b/a mod p

(1) u� a; v � p; x1 � b; x2 � 0;
(2) while (v> 0)
(3) if (u[1 : 0]� � 2′b00)
(4) u � u≫ 2; x1 � x1/4modp;
(5) else if (v[1 : 0]� � 2′b00)
(6) v � v≫ 2; x2 � x2/4modp;
(7) else if (u[1 : 0]� � v[1 : 0])
(8) if (u> v) u � (u − v)≫ 2;
(9) x1 � (x1 − x2)/4modp;
(10) else v � (v − u)≫ 2;
(11) x2 � (x2 − x1)/4modp;
(12) else if (u[1 : 0]� � 2′b10)
(13) if ((u>> 1)> v) u � ((u≫ 1) − v)≫ 1;
(14) x1 � (x1/2 − x2)/2modp;
(15) else u � u≫ 1; x1 � x1/2modp;
(16) v � (v − (u≫ 1))≫ 1;
(17) x2 � (x2 − x1/2)/2modp;
(18) else if (v[1 : 0]� � 2′b10)
(19) if (u> (v>> 1)) u � (u − (v≫ 1))≫ 1;
(20) x1 � (x1 − x2/2)/2modp;
(21) v � v≫ 1; x2 � x2/2modp;
(22) else v � ((v≫ 1) − u)≫ 1;
(23) x2 � (x2/2 − x1)/2modp;
(24) else if (u≥ v)
(25) u � (u − v)≫ 1; x1 � (x1 − x2)/2modp;
(26) else
(27) v � (v − u)≫ 1; x2 � (x2 − x1)/2modp;
(28) endwhile
(29) return c� x1;

ALGORITHM 2: Extended Euclidean modular inversion.

Input: k � (kl− 1, ..., k0), point G
Output: Q� kG
(1) Initialize R0 �G; R1 � 2G; i� l – 2;
(2) while (i≥ 0)
(3) if (ki � � 0) R1 �R0 +R1; R0 � 2R0;
(4) else if (ki � � 1) R0 �R0 +R1; R1 � 2R1;
(5) i� i – 1;
(6) endwhile
(7) Q�R0;

ALGORITHM 3: Montgomery point multiplication.
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the common divisor, all divisions can be changed to addition
and subtraction operations, and the division by 2 operation
is completed by binary shift, which is beneficial to hardware
implementation. Here, it is expressed in a quaternary system;
state machine cycle control is used to optimize the extended
Euclidean algorithm, and the value of b/a mod p can be
directly obtained.*e specific process is shown in Algorithm
2.

In Algorithm 2, the first line is the initialization state; the
second line is the loop judgment state; the lines 3–27 are
various judgments and calculations; the last line is the
output. Second, the calculation of u and v always ensures
that the result value is less than p, and no additional pro-
cessing is required. However, the addition and subtraction of
x1, x2 may be greater than p or overflow, and division by 2
and division by 4 require additional judgment. *e specific
calculation formula is as follows:

x

2
modp �

x≫ 1, if x[0] �� 1′b0,

x≫ 1 + p≫ 1 + 1, if x[0] �� 1′b1,

⎧⎪⎨

⎪⎩

x

4
modp �

x≫ 2, if x[1 : 0] �� 2′b00,

(x≫ 1 + p≫ 1 + 1)≫ 1, if x[1 : 0] �� 2′b01,

x≫ 2 + p≫ 1 + 1, if x[1 : 0] �� 2′b10,

(x≫ 1 + p≫ 1 + 1)≫ 1 + p≫ 1 + 1, if x[1 : 0] �� 2′b11.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

(4) Point Multiplication Optimization. At present, the
Montgomery point multiplication algorithm is the most
efficient and widely used algorithm [43, 44]. *e specific
operation process is shown in Algorithm 3.

It can be seen from Algorithm 3 that regardless of the
value of ki, the point addition and double point will be
calculated during each cycle; in addition, the two are in-
dependent of each other and can be executed in parallel. At
the same time, due to the simultaneous calculation of point
addition and double point, the power consumption infor-
mation leaked during the point multiplication operation is
unruly, which can effectively resist the simple power con-
sumption attack (SPA).

In the standard projective coordinate, given point P (X1,
Y1, Z1) and point Q (X2, Y2, Z2), the calculation formula of
point addition and double point is as follows.

*e point addition formula is as follows:

X(P + Q) � X1X2 − aZ1Z2( 􏼁
2

− 4bZ1Z2 X1Z2 + X2Z1( 􏼁,

Z(P + Q) � xG X1Z2 − X2Z1( 􏼁
2
.

⎧⎨

⎩

(8)

*e double point formula is as follows:

X(2P) � X
2
1 − aZ

2
1􏼐 􏼑

2
− 8bX1Z

3
1,

Z(2P) � 4Z1 X
3
1 + aX1Z

2
1 + bZ

3
1􏼐 􏼑.

⎧⎪⎨

⎪⎩
(9)

Finally, the result is converted to an affine coordinate as
follows:

x1 �
X1

Z1
, (10)

x2 �
X2

Z2
, (11)

y1 �
2b + a + xGx1( 􏼁 xG + x1( 􏼁 − x2 xG − x1( 􏼁

2

2yG

. (12)

*en, (x1, y1) is the result. Among them, (xG, yG) is the
coordinate of the base point G.

It can be seen that, under standard projection coordi-
nates, the projection point and the affine point will be
mapped one by one. *e affine coordinates will be

Table 1: Fast modulus reduction parameter representation.
255–224 223–192 191–160 159–128 127–96 95–64 63–32 31–0

T A7 A6 A5 A4 A3 A2 A1 A0
S1 A15 A14 A13 A12 A11 0 0 0
S2 0 A15 A14 A13 A12 0 0 0
S3 A15 A14 0 0 0 A10 A9 A8
S4 A8 A13 A15 A14 A13 A11 A10 A9
D1 A10 A8 0 0 0 A13 A12 A11
D2 A11 A9 0 0 A15 A14 A13 A12
D3 A12 0 A10 A9 A8 A15 A14 A13
D4 A13 0 A11 A10 A9 0 A15 A14
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transformed into the projection coordinates at the beginning
and will be mapped back to the affine coordinates when the
operation is finished. *erefore, in the entire calculation
process, only one modular inversion operation is used at the
last time, and there is no modular inversion participation in
the intermediate iteration process.

Finally, in order to further optimize the calculation ef-
ficiency of point addition and double point, the data stream
is deeply optimized to complete the calculation in the
shortest time. Fast modular multiplication consists of two
modules, KOA multiplication and fast modular reduction,
and the results can be calculated within one clock.*erefore,
the part of the calculation process of point addition and
double point is adjusted, and the KOA multiplication and
fast modular reduction modules are alternately called to give
full play to the calculation efficiency. After optimization, the
point addition and double point calculation can finally be
completed within 12 clocks, which have a very high
efficiency.

3.4. Key Generation and Management. After the initial
working key is obtained through the key management
center, a pseudorandom number generator is used to gen-
erate the first group of keys to encrypt the first batch of
packets. *en, the first batch of packets is used to generate
the second group of keys, the second batch of packets is used
to generate the third group of keys, and so on in order to
generate all encryption keys, as shown in Figure 9.

3.4.1. Random Generation of Keys. A pseudorandom
number generator [45] is widely used in information en-
cryption. *e selection of pseudorandom numbers starts
from random seeds. *erefore, in order to ensure that the
pseudorandom numbers obtained each time are sufficiently
“random,” the selection of random seeds is very important.
If the random seeds are the same, the random numbers
generated by the same random number generator will also
be the same.

*emost commonmethod of generating pseudorandom
numbers is to utilize a feedback shift register, which consists
of two parts: the shift register and the feedback function.
When the feedback function is linear, the feedback shift
register is a linear feedback shift register (LFSR), as shown in
Figure 10.

In the LFSR structure, fn is the feedback coefficient, 1
means connection, and 0 means no connection.

Obviously, the output sequence of the LFSR is periodic,
and an n-level LFSR provides up to 2n − 1 states (excluding
all 0 states). According to the different feedback modes, the
characteristic polynomial of the LFSR can be defined as
follows:

p(x) � 􏽘
n

i�0
fix

i
� fnx

n
+ fn− 1x

n− 1
+ ... + f1x + 1. (13)

In this paper, a 128 bit random number randum is de-
fined, and the initial working key is used as a random seed to

randomly generate the first group of keys. *e polynomial
used is p(2) � 2128 + 2126 + 2101 + 299 + 1.

Similarly, the polynomial p (2)� 232 + 226 + 223 + 222
+ 216 + 212 + 211 + 210 + 28 + 27 + 25 + 24 + 22 + 2 + 1 is used to
complete the calculation of CRC32. Its initialization pa-
rameter is 0xFFFFFFFF, which uses big-endian alignment,
and the end is not enough to be filled with 0x00. To meet the
calculation requirements, the parallel method of the use of a
lookup table is employed to realize the CRC32 calculation,
which supports the direct calculation of 64-bit and 128-bit
data and meets the calculation requirements of a 1G/10G
network.

3.4.2. Key Storage and Update. During encryption and
decryption, the key involved in the operation comes from
the hash value of the last packet. To ensure the key syn-
chronization of encryption and decryption, it is necessary to
maintain a key storage (KS) module on the encryption and
decryption channel. *e depth of KS must be greater than
the maximum number of hash iterations to ensure that the
key is generated in advance before the next round of use.
Here, dual-port RAM is used to store keys with a depth of
256 bits and a width of 128 bits, as shown in Figure 11.

In Figure 11, the initial key of KS is generated by the
random number generator and, then, is continuously
updated by the hash value of the packet. In the encryption
direction, every time a packet that needs to be encrypted is
received, the HKey of the corresponding entry is first taken
from KS by using the PID as the key. *en, the hash value of
the first 64 bytes of the encrypted packet updates KS. For the
KS in the decryption direction, first, the HKey of the cor-
responding PID is taken from KS, and the encrypted packet
is decrypted; at the same time, the hash value of the first
64 bytes of the current packet is fed back to the KS.

For the working key, it is not only used to initialize the
random number generator but also the key for signature and
verification. Moreover, the working key needs to be kept
during the working period of the mimic encryption box, and
there should be a backup and recovery mechanism.
*erefore, the working key requires a higher security storage
and update strategy. Here, flash memory is used to store the
working key, and only the FPGA has read and write per-
missions. In addition, the key management center estab-
lishes a secure tunnel with the mimic encryption box and
regularly updates the working key online.

3.5. Data Packet Processing

3.5.1. Rule Filtering. To monitor network data and prevent
illegal access, for rule filtering, five tuples are used to form an
access control list (ACL), including the protocol type, source
and destination IP address, and source and destination port.
At the same time, FPGA reconfigurability is used to form a
pipeline for processing each step in order to meet the de-
mand of high-speed data sending and receiving. *e specific
structure is shown in Figure 12.

Figure 12 shows that rule filtering is mainly composed of
4 functional modules: Parse, Key, Match, and Action.
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Among them, Parse represents the analysis of packet con-
tent; Key represents the extraction of keywords; Match
represents matching, in which the matching is conducted by
the rules of the ACL; Action represents action execution,
indicating the processing of packets; and ACL represents the
access control list and consists of five tuples. While the

current packet is being parsed, FIFO is used for buffering
and output according to the matching result.

Here, mainly IPv4 packets are analyzed. Multiple values
for the Key module, ACL, and Action module are defined
simultaneously, i.e., Key� {key1, key2, ..., keyn1}, ACL� {acl1,
acl2, ..., acln2}, and Action� {action1, action2, ..., actionn3}. In
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this way, the packets are stripped layer by layer and extracted
to a number of keywords, and then, according to the rules in
a lookup table, the plaintext path, ciphertext path, dis-
carding, encapsulation, decapsulation, and other data
packets’ processing is achieved.

3.5.2. DDR Cache Storage. To effectively deal with the im-
pact of network blocking, prevent the mass dropping of
packets, and ensure the smooth transmission of packets in
each link, the packets are cached in memory. *e FPGA
provides the memory operation interface, but for each read
and write, multiple signals need to be judged, which is quite
tedious. To simplify the memory operation and improve the
read and write efficiency, the FPGA memory interface was
further encapsulated and optimized, as shown in Figure 13.

In the user FPGA logic module, four sets of FIFO are
defined and are used to store the data and address for
reading and writing memory. *en, the memory read-write
control signals, such as app_addr, app_cmd, and app_en, are
associated with FIFO read-write signals. In this way, as long
as there are data and addresses in the four FIFOs, the state
machine control will automatically read, arbitrate, and
complete thememory read and write operations. Second, the
memory read and write logic is independent, and the two do
not affect each other, thereby improving the efficiency of the
memory operations.

In addition, because the memory interface width is
256 bits and the MAC layer transmits 8/64 bits, bitwidth
conversion is required for data written to memory. Similarly,
data read from memory is converted from 256 bits to 8/
64 bits. Finally, due to the need to complete reading and
writing memory data according to the address and form a
one-to-one mapping between data and address, the size of
the address list has a direct impact on the space for reading
and writing memory data. To store more data, the depth of
the FIFO read and write memory address is set to 8192. In
this way, multiple data packets can be cached, and the impact
of network blocking can be effectively alleviated.

3.6. Security Mechanism

3.6.1. Autonegotiation Network Transformation. IP address
hopping, port number hopping, protocol camouflage,
channel transformation, and other technologies can hide the
service mark and confuse the attacker, achieving covert

communication. To further increase the attack difficulty and
cost of the attacker, an autonegotiation transformation
network is established. *rough automatic negotiation, the
communication parties form a security policy combination
mechanism by frequently changing their IP addresses, ports,
protocols, and channels in order to improve their defense
capability. *e specific process is shown in Figure 14.

As seen from Figure 14, the transformation process of
the self-transforming network is as follows:

(1) *e initiator will combine the transformed IP ad-
dress, port, protocol, and channel to generate in-
formation A.*e public key of the responder is used
to encrypt and sign the data, generate the encrypted
data EncA and the signed data SigA, and send it to the
responder.

(2) After receiving the EncA and SigA from the initiator,
the responder uses the private key to decrypt the
information A, signs to generate the signature data
SigATmp, and verifies the signature data SigA and
SigATmp. If the verification is correct, the process
continues to the next step.

(3) Similarly, the responder will transform the IP ad-
dress, port, protocol, and channel combination to
generate information B, encrypt A and B with the
public key of initiator to generate encrypted data
EncAB, and generate signature data SigB for B.*en,
the responder will send EncAB and SigB to the
initiator.

(4) *e initiator receives EncAB and SigB from the re-
sponder and decrypts A and B of EncAB with the
private key. *e initiator, then, signs B to generate
signature data SigBTmp and verifies the signature
data SigB and SigBTmp. If the verification is correct,
the process continues to the next step.

(5) *e communication parties will update the data
packet filtering rules by information A and B and use
the new IP address, port, protocol, and channel for
data encryption transmission.

*e communication parties themselves can negotiate the
time interval, which can be configured by ARM, or the
initiator can define a timer to automatically negotiate
according to certain time rules. Alternatively, the key
management center may notify both parties to complete the
network transformation.

3.6.2. Feedback Reconstruction Mechanism. *e dynamic
configuration of system parameters is mainly realized by the
ARM, and the data are written into the inRAM of FPGA
through memory address mapping. Moreover, the FPGA
writes its state information, including controlling responses,
number of incoming and outgoing packages, packet loss
rate, decryption failure, and checksum error, into outRAM
and sends it to the ARM. *is structure is shown in
Figure 15.

In this way, the collected information is analyzed by the
ARM, and if an abnormality is found, the feedback

Parse Key Match Action

ACL

FIFO

Buffer

Figure 12: Rule filtering of packets.
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reconstruction mechanism is activated. First, a decision tree
is built on the ARM side. In this decision tree, each branch
node represents the choice between multiple alternatives,
and each leaf node represents a decision. *en, whenever an
abnormality is detected, the depth-first algorithm is used to
traverse down from the root node, and if the judgment
conditions of the current node are met, the execution is

performed sequentially. *ird, a heartbeat mechanism is
added to the judgment condition, and the ARM sends a
heartbeat packet to confirm whether the current network is
under attack. If no response is received for a long time, the
key management center will be notified and try to select
another network for communication. Finally, according to
the results of the decision tree judgment, the FPGA is
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Figure 13: Memory read and write control optimization.
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“cleaned” through various operations, such as resetting all
data paths and memory, closing the current network in-
terface, and changing the network configuration.

For example, when the FPGA receives a large number of
packets that do not comply with the rules in a short
timeframe, it can be judged that the current network has
been illegally attacked. *en, the current network interface
can be closed, and the key management center can be no-
tified to reselect a new network with which to connect. For
another example, when no response from the other party is
received for a long time, another network port is selected and
a heartbeat packet is sent to verify the working status of the
other party. In addition, when an attack causes the FPGA to
work abnormally, the ARM can first perform a reset op-
eration. If it still does not work normally, it can directly load
other bitstreams to reconstruct the FPGA.

4. Experimental Results and Analysis

4.1. System Implementation. *e server, FPGA, and switch
used in this paper are shown in Table 2. *e development
environment is Vivado v2019.2 (64 bit).

*e FPGA is composed of dual-core ARM processors
and a Kintex-7 programmable chip, which can communicate
by memory mapping. Its structure is shown in Figure 16.
Among the FPGA’s components, the ARM side has a 1G
Ethernet port; the FPGA side has two 10G Ethernet ports
and two 1G Ethernet ports; the FPGA is connected with
DDR3memory and flash. By writing bitstream into flash, the
automatic loading and reconstruction of FPGA can be
completed.

4.1.1. Implementation of Each Module. *e following are
implemented on the FPGA: 10G Ethernet interfaces; 1G
Ethernet interfaces; packet parsing and encapsulation
modules; and key management and update modules. *e
realization of each functional module is shown in Table 3.

To prevent packet overflow, each module is inter-
connected through an asynchronous FIFO and a set
prog_full flag. If the FIFO is about to be full, the MAC layer
frame flow control function will be triggered immediately
and the data transmission will be suspended. In addition, 1G
networks and 10G networks have the same processing flow,
except for the fact that they work at different frequencies and
the data width is 1 byte and 8 bytes, respectively. *erefore,
bitwidth conversion is needed before packet encryption and
decryption can be performed.

Second, the mimic encryption box in this paper en-
capsulates the AES128 and the 3DES algorithms to realize
encryption and decryption and encapsulates the SHA1 and
the SHA256 pipeline algorithms to form the hash algorithm.
*e implementation of each algorithm is shown in Table 4.

Finally, for the ECC algorithm, the specific situation of
clock frequency, resource consumption, and calculation
cycle of each module is shown in Table 5.

Table 5 shows that when the point multiplication fre-
quency is 25MHz, the calculation can be completed after
3064 clocks, which is a very high computational speed.

When the FPGA is configured as a dual 1G network,
AES128 and SHA1 are used to complete the encryption. *e
occupancy ratio of LUTs is 60.17%, REGs is 32.15%, and DSP
is 48%. When configured as a dual 10G network, 3DES and
SHA256 are used to complete the encryption.*e occupancy
ratio of LUTs is 73.88%, REGs is 37.63%, and DSP is 48%.
*erefore, the design requirements of the mimicry en-
cryption box are fully met.

4.2. Performance Analysis

4.2.1. Encryption and Decryption >roughput. *e
throughput calculation formula is as follows:

T �
B × fmax × N

d
, (14)

FPGA

Control 
commands

inRAM

Addr 1

Addr 2

...

Addr n Working key
ARM

Write

Feedback

outRAM Collect
Status 

information

Configuration 
parameter

...

Read

Figure 15: FPGA management structure.
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where T is the throughput, B is the data block size, fmax is the
maximum clock frequency of each scheme, N is the pipeline
stages, and d is the calculation delay.

To ensure the performance of encryption and decryp-
tion, AES128, 3DES, and LFSR all work at 200MHz, while
due to the use of pipeline technology, SHA1 and SHA256
work at 125MHz or 156.25MHz. In addition, for a 10G

network, multiple encryption algorithm modules are
designed to work in parallel in order to further improve the
efficiency of execution. *e throughput of each algorithm is
calculated by formula (14), and the result is shown in
Figure 17.

In Figure 17, in order to meet the demand of 10G en-
cryption, 10 AES modules are designed to execute in parallel

Table 2: Configuration information of each component.
Component Name Configuration information
Server IBM X3650 M3 CPU type: X5650 2.66GHz; memory: 24GB

FPGA Xilinx XC7Z035 ARM: 800MHz; memory: 1GB; flash: 256Mb; 2 SFP+ 10G Ethernet ports; 3 1G Ethernet ports; logic
cells: 270K; number of DSP: 900

Switch H3C 24-port 10G
switch 24 1/10G SFP+Ethernet ports; 4 10/100/1000M electrical ports

FPGA
Kintex-7

10 GbE SFP+

10 GbE SFP+

DDR3

Flash

DDR3 1 GbE RGMII

1 GbE RGMII

ARM

1 GbE RGMII

Figure 16: Hardware structure of the FPGA.

Table 3: Implementation of FPGA each functional module.
Functional module Description Frequency (MHz) LUTs REGs
ARM ARM communication module 100 6487 8296
SFP_10GE_MAC 10G Ethernet port 156.25 4816 5457
Tri_Mode_Ethernet_MAC 1G Ethernet port 125 637 879
Memory_WR Memory and read-write interfaces 666.67 9321 7549
Packet_Parse Packet parsing 156.25 900 2336
Packet_Filter Packet filtering 156.25 1026 2673
Packet_Package Packet encapsulation 156.25 274 476
Parm_Mng Parameter and key management 100 979 1832
Key_Update Key update 156.25 517 1016

Table 4: Implementation of each encryption algorithm and hash algorithm.
Main algorithm Algorithm structure Highest frequency (MHz) LUTs REGs
AES128 Serial, 23 clocks 350 1060 402
3DES 48-stage pipeline 410 4436 5661
SHA1 80-stage pipeline 400 12336 23860
SHA256 64-stage pipeline 280 21472 24374
CRC32_64 64-bit lookup table 450 266 100
CRC32_128 128-bit lookup table 320 445 164
LFSR Lookup tables, state machine 310 124 186
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and can work in four modes: ECB, CBC, CFB, and OFB.
However, 3DES only works in the ECB mode. As seen from
Figure 17, the algorithm throughputs achieved in this paper
are all above 10Gbps and can, thereby, fully meet the
computing requirements of encryption and decryption of a
1G/10G network.

In the process of ECC signature/verification, encryption,
and decryption of the key exchange, point multiplication will
be called many times, and hash operation and coordinate
transformation are also needed. Based on a frequency of
25MHz, the corresponding speed of the ECC applications is
shown in Table 6.

Table 6 reveals that the ECC can complete signature/
verification, key encryption, and decryption, at least, 3000
times per second, which is a considerable execution speed.

4.2.2. Network Performance. Under 1G/10G networks, the
maximum transmission unit is configured as 1495 bytes, and
files of different sizes are encrypted and transmitted to the
opposite end. After the peer receives the file, it decrypts the
file. *e CPU and mimic encryption box were used for
testing. As the file size changes, the communication time
between the two is shown in Figure 18.

Figure 18 shows that the processing time of the mimic
encryption box encryption and decryption is significantly
lower than that of the CPU.*is is mainly because the mimic
encryption box completes encryption and decryption while
transmitting data. *e CPU needs to encrypt data before
transmitting and to decrypt the data after receiving it, which
is time consuming. Especially under the 10G network, the
encryption time occupies more than 88% of the total time;

therefore, the encryption speed of the CPU becomes the
bottleneck.

In the 1G/10G networks, 100,000 packets are sent each
time. As the packet length increases, the processing time of
the CPU and the mimic encryption box changes, as shown in
Figure 19.

Figure 19 shows that the mimic encryption box takes
significantly less time to process encrypted packets than the
CPU does. *is is mainly because the FPGA omits system
scheduling and speeds up network transmission and
encrypted data processing.

In the 1G network, one byte is transmitted per clock at
125MHz. However, AES128 needs to input 16 bytes each
time to participate in the operation, and generates the result
after 23 clocks. For continuous data streams, AES working at
200MHz can meet the computing needs of the 1G network.
At this time, the DDR cache is mainly used to avoid data loss

Table 5: Implementation of each ECC module.
Module Frequency (MHz) LUTs REGs DSP Calculation period
Point addition 25 8625 4380 144 12
Double point 25 9685 3620 144 12
Point multiplication control 25 1489 7217 0 3064
Coordinate transformation 25 17820 4401 144 225
Master state machine 50 252 1294 0 —
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Figure 17: *roughput of each encryption algorithm.

Table 6: Calculation speed of the ECC applications.
Application Clock number Speed (p/s)
Signature 4068 6145
Verification 7629 3276
Encryption 7439 3360
Decryption 3908 6397

32 103 368 551 1290
File size (MB)

CPU 1G
Mimic encryption
box 1G

CPU 10G
Mimic encryption
box 10G
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Figure 18: Comparison of the file encryption and decryption
transmission performance between the CPU and the mimic en-
cryption box.
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when switching network interfaces. In the 10G network,
8 bytes are transmitted per clock at 156.25MHz, and 10
AESs are required to work at 200MHz under the continuous
data stream. To ensure that the packets are first in, first out,
the packets need to be distribution and collected. Also, it is
necessary to wait for 10 groups of packets to be encrypted

before sending out. As a result, the data throughput of the
network side is greater than that of the encryption side. In
addition, once the FIFO of the cached packet is about to be
full, the flow control mechanism will be triggered to inform
the other party to stop sending data. Obviously, if the DDR
cache is not used, flow control frames will be sent frequently,
resulting in a decrease in data throughput. After testing, the
maximum throughput of the mimic encryption box under
continuous data flow is as shown in Table 7.

It can be seen from Table 7 that using DDR cache im-
proves data throughput to a certain extent. Moreover, the
pause time of the flow control can be increased by the DDR
cache, which can reduce the frequent transmission of flow
control frames.

4.3. Security Analysis

4.3.1. Mimic Security Analysis. If the mimic encryption box
is represented by the symbol Ω, it can be described by a 6-
tuple as follows: Ω � Ec,Key, IP, Port,NPT,NI􏼈 􏼉, where Ec
represents the encryption algorithm, Key represents the key,
IP represents the IP address, Port represents the port
number, NPT represents the network protocol type, and NI
represents the network interface. *e multiple stages of the
system have multiple different encryption combination
schemes. If a state vector Ω(t) � Ec(t),Key(t),􏼈

IP(t), Port(t),NPT(t),NI(t)} is used to represent a state at a
certain moment, a set of reachable finite states can be used to
represent all the different states of the system; that is,

Ω �

Ω t1( 􏼁

Ω t2( 􏼁

. . .

Ω tl( 􏼁

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

�

Ec t1( 􏼁,Key t1( 􏼁, IP t1( 􏼁,Port t1( 􏼁,NPT t1( 􏼁,NI t1( 􏼁

Ec t2( 􏼁,Key t2( 􏼁, IP t2( 􏼁,Port t2( 􏼁,NPT t2( 􏼁,NI t2( 􏼁

. . .

Ec tl( 􏼁,Key tl( 􏼁, IP tl( 􏼁,Port tl( 􏼁,NPT tl( 􏼁,NI tl( 􏼁

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

. (15)

Among them, the components of the vector represent
the changes of the system encryption algorithm, key, IP
address, port number, protocol type, and network interface
channel.

*e traditional encryption system’s component vectors
do not change during operation; therefore,
Ω(t1) � Ω(t2) � ... � Ω(tl); that is, the traditional encryp-
tion system is static and deterministic. *e characteristics of
the mimic encryption box are its dynamics, diversity, and
randomness; that is, at the time ti, the state of the system
changes, so Ω(t1)≠Ω(t2)≠ ...≠Ω(tl).
Ω can be described by information entropy:

H(x) � − 􏽐
l
j�1 pjlog(pj), where pj represents the proba-

bility of occurrence of each component vector Ω(tj).
*erefore, the external uncertainty of Ω can be transformed
into the size of the information entropy; that is, the maxi-
mum information entropy can be determined as follows:
Hmax(X) � max − 􏽐

l
j�1 pjlog(pj)􏽮 􏽯.

Obviously, when the probability of occurrence of lΩ(tj)

is the same and equal to 1/l, H (X) reaches the maximum
value, namely, Hmax(X) � log l. *erefore, the greater the
change state ofΩ is, the greater the information entropy and
the greater the external uncertainty are. As a result, this
paper uses multiple encryption algorithms and multiple
groups of keys, combined with IP address hopping, port
number hopping, protocol camouflage, and network in-
terface selection, to jointly realize a number of different
element changes and combinations, which have a high
degree of uncertainty.

4.3.2. Encryption Security Analysis. *e mimic encryption
box encrypts the plaintext load of the TCP layer and changes
the IP address, port, and protocol so that the attacker cannot
obtain user-related information, increasing the difficulty of
the attack. *e selected AES and 3DES encryption
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Figure 19: Comparison of the processing time of a large number of
packets of different lengths between the CPU and the mimic en-
cryption box.
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algorithms have high security and can provide high-quality
data protection. At the same time, the encryption algorithm
provides four working modes: ECB, CBC, CFB, and OFB.
Among them, under CBC, data blocks are interrelated
during encryption and are not easy to be actively attacked.

Second, the 256-bit ECC algorithm is used to complete
the negotiation between the communication parties. *e
ECC algorithm is based on the intractable problem of
discrete logarithms, which has higher security and resistance
to attacks. Although, according to the published E (Fp(a, b)),
base point G and order n, 2G, 3G, ..., nG can be calculated,
and nG�O. In addition, when a large number k is given,
P� kG can be easily calculated. However, given P and G, it is
very difficult to reversely infer k.

Finally, the hash operation is irreversible, and the hash
value of the packet is used as the key of the next round in
order to prevent the attacker from pushing back the key
according to the content. If the output value of the hash is
uniformly distributed and the bits of message digest are
m bits, then there are n� 2m possible outputs. If k (k≤ n)
random inputs are selected, the probability of, at least, one
collision is as follows:

P(n, k) � 1 −
n!

(n − k)! × n
k

� 1 − 1 −
1
n

􏼒 􏼓 1 −
2
n

􏼒 􏼓, ..., 1 −
k − 1

n
􏼠 􏼡􏼢 􏼣

� 1 − 􏽙
k− 1

i�1
1 −

i

n
􏼒 􏼓 ≈ 1 − 􏽙

k− 1

i�1
e

− i/n
� 1 − e

− k(k− 1)/2n
.

(16)

To make P (n, k)> 0.5, that is, to achieve
1/2 � 1 − e− k(k− 1)/2n, we have the following: ln 2 ≈ k2/2n;
then, k ≈

�
n

√
.

According to the abovementioned calculation, if the
hash function has m-bit output digests, then the probability
of a collision occurring with only k� 2m/2 attempts is, at
least, 50%. In this way, any change in the input information
will result in a significant change in the hash result, thereby
ensuring that the key is greatly different. Table 8 shows the
collision threshold of the hash function.

4.3.3. Antiattack Analysis. A test environment is set up
through network cameras, mimic encryption boxes, and
switches, and then, a simulation of attackers launching at-
tacks on intermediate switches is conducted in order to
verify the security of the mimic encryption boxes, as shown
in Figure 20.

(1) Network Sniffing. *e mimic encryption box uses dy-
namic network information hopping and pseudorandom
encryption to make the system appear in a changing state.
*e IP address and port hopping mechanism essentially
increase the difficulty of scanning by randomly and un-
predictably migrating service entries. To obtain accurate
target information, the attacker will increase the number and
frequency of scanning and detection, which will significantly
increase the cost of the attack. Assuming that the time of an
attack is t, the number of IP addresses that can be hopped is
n, the number of ports is m, and then, the time required for
the attacker to successfully break a service is
T � t × (1 + 􏽐

n×m− 1
k�1 k × Ck

n×m− 1/(Ck
n×m × C1

n×m− k)), which is
simplified as T � t × (1 + (n × m − 1)/2). *en, taking 251
IP addresses 192.168.0.3–192.168.0.253 as an example, 64510
ports in 1025–65534 are detected. *ese IP addresses and
ports are combined to form 251× 64510 service entries. If the
attacker scans every 5 milliseconds, it will take, at least,
40480 seconds. *erefore, the time of IP address and port
number hopping can be set to 3600 seconds to reduce the
scanning success rate. Second, if the scanning detection
frequency is too high, the illegal data can be found quickly
based on the statistical information of the filtering rules. In
addition, even if the detection is successful, if the mimic
encryption box subsequently switches the network, such as
switching from switch 1 to switch 2, the attacker needs to
sniff again.

(2) Tampering Attack. For tampered encrypted packets, if the
attacker tampered with the PID, it will cause the decryption
to fail. However, because it is decrypted first and, then, the
CRC32 is checked, after decryption fails, the CRC32 cannot
be passed, so the packet is discarded. If the first 64 bytes of
the packet are tampered with, the key update and decryption
will fail, and the packet will be discarded. If the data behind
the 64 bytes of the packet are tampered with, the decryption
will fail and the packet will be discarded. Obviously, as long
as the attacker tampered with any byte of the encrypted
packet, it will cause the decryption to fail and cause the
packet to be discarded. At this point, the ARM can monitor
the behavior and quantity of packet discards in real time. If a
large number of packets are found to be discarded, it will

Table 7: Maximum throughput of the mimic encryption box.
1G FIFO
cache

1G DDR
cache

10G FIFO
cache

10G DDR
cache

Continuous data
stream 110MB/s 812MB/s 855MB/s

Table 8: Hash function collision threshold.
Hash function Collision threshold
SHA1 2 ∧ 80≈1.2×10 ∧ 24
SHA256 2 ∧128≈ 3.4×10 ∧ 38

Mimic 
encryption box

Mimic 
encryption box

Network camera

Switch 1

Attacker

Switch 2

Figure 20: Security test environment of the mimic encryption box.
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consider that the system has been attacked by an attacker,
and then, communication is stopped or the network channel
is changed.

(3) Replay Attack. When an attacker intercepts a packet and
implements a replay attack, the system will follow the
normal process. However, because PIDs increase in se-
quence, through the collection of statistics on the same PID
packets, if it is found that the number of packets of a certain
PID is significantly higher than other packets, it can be
judged that it has received a replay attack. Second, because
the TCP/IP protocol is used to transmit data, the repeated
sending of the same packet will cause the system to fail to
receive the packet with the corresponding sequence number.
At this time, the systemwill not receive valid packets and will
send new requests repeatedly. Finally, the sequence number
field of the TCP header is encrypted; therefore, it is difficult
for an attacker to forge the correct sequence number. In this
way, through user monitoring, replay attacks in this situa-
tion can be found.

(4) Ciphertext-Only Attack. *e mimic encryption box can
effectively resist key exhaustive attacks, ciphertext-only at-
tacks, and differential attacks. With the constantly updated
key and the dynamically changing encryption algorithm,
that is, the “one packet, one key,” it effectively prevents
attackers from using brute force attacks and ciphertext to
reverse the key, ensuring that the attacker cannot decrypt all
data normally. At the same time, the hash value of the first
64 bytes of the encrypted packet is used as the key for the
next round. Since the hash value is basically irregular symbol
data, it is difficult for an attacker to perform inference
analysis. *e mimic encryption box effectively resists the
method of using differential attacks to decipher the ci-
phertext and prevents unauthorized leakage and undetected
modification of data.

(5) DDos Attack. A DDos attack will cause the mimic en-
cryption box to have a key update failure and a decryption
failure; the attack will, then, affect normal system operation.
If a large number of illegal interference packets are detected
in a short period of time, the feedback reconstruction
mechanism can be used to select other networks for com-
munication. For example, when the attacker attacks the
network where switch 1 is located, at this time, the FPGA can
be reconstructed and the network where switch 2 is located
can be selected.*e transformation of the network mitigated
the DDos attack to a certain extent.

(6) Vulnerability Attack. *e mimic encryption box adopts
the ARM+FPGA software and hardware cooperation
method. All packets must be “reviewed” by the FPGA,
enabling the prevention of unauthorized data access or
network attacks, and the FPGA’s security is much higher
than that of software security products. Using the FPGA
network interface for parameter configuration can realize
one-way transmission control, protocol filtering, and the
content filtering of packets. It can effectively prevent the use
of the vulnerabilities or the weaknesses of multimedia

equipment in order to carry out targeted intrusion and
destruction. At the same time, by using FPGA hardware
encryption, only the decrypted data can be transmitted to the
upper-layer application; therefore, the packets containing
malicious content are displayed as garbled after decryption,
and normal attacks on the software system cannot be carried
out.

4.3.4. Comparison with Other Schemes. Considering defense
features such as dynamic, diversity, intrusion detection,
encrypted transmission, virtualization, and hardware pro-
tection, a comparison of the defense mechanisms of different
schemes is shown in Table 9.

Table 9 reveals that offering more advantages than other
solutions, the mimic encryption box not only combines the
randomness, dynamics, and diversity defense characteristics
of MTD and CMD but also integrates hardware protection
and reconfigurable encryption technology. In addition, most
of the schemes in Table 9 adopt the software implementation
and are built on the operating system. If the operating system
itself has vulnerabilities, someone can bypass the protection
mechanism and launch attacks. *e mimic encryption box
implements a security protection mechanism on the FPGA,
does not rely on the operating system, and uses the FPGA’s
high anti-interference ability to filter some system attacks.
Second, the mimic encryption box strictly controls the illegal
traffic of the network to the front-end equipment with rule
filtering. *ird, the mimic encryption box uses FPGA en-
cryption to increase the uncertainty of the system without
reducing system performance, thereby increasing the diffi-
culty of attack. However, some existing solutions use vir-
tualization technology. Although layer-by-layer
virtualization brings a certain degree of security, it loses
performance. Fourth, the mimic encryption box uses a
dynamically variable encryption algorithm and uses a dif-
ferent key to encrypt each packet. Even if an attacker in-
tercepts a large number of packets, it is difficult to
successfully implement the ciphertext-only attack. Finally, in
view of the diversity and mobility of network multimedia
data and equipment, the mimic encryption box can be easily
connected to the original network. Compared with other
solutions, it not only has higher security but also has por-
tability and scalability for deployment.

5. Scope and Limitations

*e mimic encryption box uses reconfigurable hardware to
realize dynamic random encryption, network structure
transformation, and data security filtering, which improves
the security of sensitive data transmission and has good
reliability. It can be deployed at the edge of the network and
bound with terminal equipment to enhance the security of
network data transmission, such as that associated with
network cameras, video terminal equipment, data collection
equipment, and self-service terminals. Second, the mimic
encryption box can also be deployed in the Ethernet to
complete end-to-end data encryption transmission. For the
internal communications of the military and government
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confidential departments, it can provide high-security ser-
vices from the inside to outside. Finally, the mimic en-
cryption box can also be applied to blockchain, cloud
security, data security, and other fields. While using hard-
ware to improve security, it can also be used to accelerate
application calculations, such as signatures, verification, and
data integrity verification.

*e mimic encryption box provides the management of
reconfigurable cryptographic algorithms and keys, enabling
multimedia devices to conveniently call cryptographic ser-
vices and to complete application layer encryption and
authentication of video and voice data. It also provides fine-
grained security and authentication services. Second, the
mimic encryption box uses ACL to filter packets, strictly
controls the access of illegal traffic, and has a certain anti-
infiltration function. Finally, the mimic encryption box uses
a “one packet, one key” encryption mechanism and has a
certain self-cleaning function with a self-transforming
network capability and a feedback mechanism. After being
attacked, it can be “online” again in a reconstructed way.

At present, themimic encryption boxmainly completes the
secure encryption of network multimedia data. In the future,
we will consider using secure tunnel technology to provide
better antireplay and antitampering functions with time factor
and integrity verification. In addition, limited by FPGA re-
sources, the current mimic encryption box has a mediocre
performance in a 10G network. *erefore, how to use the idea
of mimic defense to design a mimic encryption box or gateway
with higher performance and higher security and apply it in
10G/100G networks still needs further research.

6. Conclusions and Future Work

*emimic encryption box proposed in this paper optimizes the
implementation of the reconfigurable hash algorithm, sym-
metric encryption algorithm, and elliptic curve algorithm,
thereby improving the processing efficiency of data encryption
and decryption. It uses a pseudorandom number generator to

generate the initial key and updates the key with the hash value
of the packet in order to realize the random encryptionmode of
“one packet, one key.”Dynamic network information is realized
by IP address hopping, port hopping, and protocol camouflage.
*e firewall function is realized by the access control list formed
by five tuples, which limits the illegal access of the attacker. At
the same time, the FPGA is managed through the ARM, and
under abnormal conditions, the feedback information is used to
realize the “cleaning” and reconstruction of the FPGA so that
the mimic encryption box can work again. *e experimental
results and the analysis show that themimic encryption box not
only has higher encryption and decryption throughput but also
has higher security. It can effectively prevent data leakage and
tampering, disrupt attackers, and weaken network sniffing and
vulnerability attacks. In addition, it can resist key exhaustive
attacks and ciphertext-only attacks. It is suitable for applications
with high security requirements.

Further study is suggested for the analysis of a mimic
encryption gateway with higher performance, ways to im-
prove its processing performance in 10G/100G networks, and
the expansion of the use of the mimic encryption box across a
range of system applications. At the same time, further study
is suggested on ways to combine the mimic encryption box
with SDN, as well as the use of the mimic encryption box to
achieve a better mimic defense with a time-varying network,
through changing the routing and composition of the net-
work and forming a combination of multilayer changes,
thereby effectively resisting network attacks.
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Table 9: Comparison between this scheme and other schemes.

Scheme Dynamic Diversity Intrusion
detection

Encrypted
transmission Virtualization Hardware

protection Defensive effect

Aydeger
et al. [9] √ √ √ Defend against crossfire attacks

Aydeger
et al. [10] √ √ √ √ Resist crossfire attacks and provide

network forensics
Wang et al.
[12] √ √ Increase the scanning space

Zhao et al.
[15] √ √ Defend against sniffer attack

Tang et al.
[26] √ √ √ Provide dynamic encryption; resist both

exhaustive and analysis attacks
Lin et al.
[34] √ √ Detect the security of packets

Our system √ √ √ √ √

Provide dynamic network and
encryption and access control filtering;

resist ciphertext-only and key
exhaustion attacks
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In this paper, we design a new lattice-based linearly homomorphic signature scheme over F2. &e existing schemes are all
constructed based on hash-and-sign lattice-based signature framework, where the implementation of preimage sampling function
is Gaussian sampling, and the use of trapdoor basis needs a larger dimension (m≥ 5n log q). Hence, they cannot resist potential
side-channel attacks and have larger sizes of public key and signature. Under Fiat–Shamir with aborting signature framework and
general SIS problem restricted condition (m≥ n log q), we use uniform sampling of filtering technology to design the scheme, and
then, our scheme has a smaller public key size and signature size than the existing schemes and it can resist side-channel attacks.

1. Introduction

&e idea of the linear homomorphic signature scheme
comes from network coding routing mechanism. Specifi-
cally, after a signer sends a number of signatures for
messages to router (verifier) in a computer network using
network coding, the router can generate a random linear
combination μ of the received messages. Using the ho-
momorphic property, the router computes a signature (σ)

of (μ) and transmits (σ, μ) to the next router, and the
process will be continued for different linear combined
messages. &e final router accepts properly signed signa-
ture and recovers the original message by solving a full-
rank linear system over Fp.

&en, one can easily abstract definition from applica-
tions. Informally, given n− dimensional message vectors
(μ1, . . . , μk ∈ Fn

p) and signatures σ1, . . . , σk, anyone can
create a signature for any vector μ ∈ span μ1, . . . , μk􏼈 􏼉. At
the same time, if any adversary cannot produce a valid
signature for μ′ ∉ span μ1, . . . , μk􏼈 􏼉, we say the linear ho-
momorphic signature scheme is secure. &ere exit many
classical linearly homomorphic signatures [1–4] based on
the difficulty in solving discrete logarithm or the difficulty
in integer factoring. However, they have two obvious
disadvantages.

First, the parameter p must be large enough to guarantee
the difficulties in classical problems, but implementations
are generally given over F2 in network coding. Second, these
schemes cannot resist quantum computing attack as we all
know. Hence, more and more people focus on designing
postquantum linearly homomorphic signature scheme over
F2, where lattice-based schemes are significant.

2. Related Work

2.1. Lattice-Based Signature Schemes. &e existing lattice-
based signature schemes are mostly based on short integer
solution (SIS) problem first provided in [5]
(x : As � 0mod q, ‖s‖≤ β,A ∈ Zn×m

q , s ∈ Zm). &ere are two
frameworks to construct lattice-based signature schemes:
hash-and-sign type [6, 7] and Fiat–Shamir type [8–11]. In
schemes of hash-and-sign type, the signer uses trapdoor
basis to compute preimage sampling function to create
signature (σ) satisfyingAσ � H(μ)mod q, whereH is a hash
function. Unlike the hash-and-sign lattice-based signature
framework, aborting technology is used in schemes of
Fiat–Shamir type without trapdoor. &is is the output of the
signature (z � sc + y) according to some probabilities (re-
jection sampling) or the norm of signature must be in a
security range (filtering outputting), where
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(c � H(Aymod q, μ)) and (y⟵Dy) (D is a Gaussian
distribution or uniform distribution).

Furthermore, Gaussian distribution is utilized in pre-
image sampling and rejection sampling, which cannot resist
partial side-channel attacks (see [12, 13]). Although, the
author in [14] showed that an almost perfect implementa-
tion could resist these attacks, and the designed programme
errors might occur.

2.2. Lattice-BasedLinearlyHomomorphic Signature. &e first
lattice-based linearly homomorphic signature scheme over
F2 was proposed by Boneh and Freeman [15] in 2011, which
was based on k− SIS problem, that is, finding a solution s
satisfying s ∉ span s1, . . . , sk􏼈 􏼉 under giving (Asi � 0mod q).
In addition, the specific sign process is
(Aσ � H(μ)mod 2q), where (A ∈ Zn×m

2q ). Soon after, Wang
et al. proposed an improved scheme [16] based on the
general SIS problem, and the size of public key and signature
is smaller than [15] by changing 2q into q. Compared to
signature size, (2m + 2m log q + n) in scheme [15, 16] has the
smaller size (m log q + n).

In fact, both of them are designed in terms of the hash-
and-sign lattice-based signature framework [6], where
Gaussian sampling is used inevitably. Meanwhile, the gen-
eration of trapdoor basis needs that lattice dimension is
(m ≥ 5n log q) (see [17, 18]), which is larger than
(m ≥ n log q) for SIS problem itself.

2.3.OurContributions. In this paper, our scheme overcomes
the drawbacks of existing schemes. Specifically, based on the
SIS problem, we use filtering technology of Fiat–Shamir with
aborting signature framework to design a new linearly
homomorphic signature scheme over F2, and the advantages
can be seen as follows:

(1) &e signature size is smaller than existing lattice-
based schemes. &e signature of our scheme is
σ � (z, h, τ), and the size is (2m log q + n), where
(m≥ n log q). Since our design does not utilize
preimage trapdoor sampling, the signature size is
smaller than (m′log q + n) in [16] with the same n

and q, where (m′ ≥ 5n log q). Here, we use a different
lattice dimension m′ to distinguish the difference in
signature size.

(2) Our scheme can resist side-channel attacks. Using
filtering technology, the masked element y is chosen
uniformly at random under restriction (‖y‖∞ ≤ c),
and z must satisfy the condition ‖z‖∞ ≤ c − β; oth-
erwise, z⟵⊥ (aborting). Hence, the signature
output can protect secret key, and the scheme can
resist side-channel attacks without Gaussian
sampling.

2.4. Organization of the Paper. We will provide two main
technical descriptions to show how our scheme can have the
above advantages in Section 3. &en, we propose the basic
notations and definitions of linearly homomorphic signature in

Section 4. We show the detailed design and security proof of
our lattice-based linearly homomorphic signature in Section 5
and Section 6, respectively. In Section 7, we present efficiency
comparisons. Finally, we give a conclusion and further work in
Section 8. Data availability, conflicts of interest, and funding
statement can be seen in the last three sections, respectively.

3. Technical Notes

In this part, we give detailed descriptions to show how we get
a smaller signature size and the scheme can resist side-
channel attacks.

3.1. Different Lattice Dimension Assumptions. As we know,
given security parameter n, m influences the signature size
directly. &us, we want to reduce it. Fortunately, compared
to hash-and-sign signature framework, the Fiat–Shamir
signature framework has advantage in this aspect. We show
the main reason as follows.

Definition 1. (the short integer solution problem SIS). Given
m uniformly random elements (ai ∈ Zn

q), find a nonzero
(z ∈ Zm) of norm (‖z‖≤ β) satisfying

􏽘

m

i�1
aizi � 0 ∈ Zn

q. (1)

Usually, it is denoted Az � 0 ∈ Zn
q, where ai ∈ Zn

q forms
the columns of A ∈ Zn×m

q . To guarantee the hardness (ex-
istence of solution) of this problem, the parameters satisfy
conditions

��
m

√
≤ β< q, m≥ n log q, q ∈ Z+, n≥ 100. Nor-

mally, people consider the inhomogeneous version of the SIS
problem, which is to find a small solution of equation
Az � b.

To design Fiat–Shamir signature schemes, the lattice
dimension m satisfies m≥ n log q enough. However, hash-
and-sign type needs m≥ 5n log q to get trapdoor basis; thus,
we provide the existing conclusion below.

Proposition 1 (see [6, 17, 18]). Given any prime q and
(m≥ 5n log q), then there exists a PPT algorithm which
outputs (A ∈ Zn×m

q ) statistically close to uniform over (Zn×m
q )

and a full-rank set (S ⊂ Λ⊥(A), ‖S‖≤m2.5) by input 1n. 7en,
it further gets a good basis (T ⊂ Λ⊥(A)) satisfying
(‖T‖≤ ‖S‖).

From what has been discussed above, we get the smaller
m the better for the size of signature and secret key under the
same n. Hence, we design a new scheme using Fiat–Shamir
signature framework without trapdoor (basis).

3.2. Filtering Technology. Since the existing lattice-based
linearly homomorphic signature schemes are based on the
hash-and-sign signature framework in which they use
preimage sampling function implemented by Gaussian
sampling, the schemes cannot resist side-channel attacks.
Hence, we unitize uniform sampling of Fiat–Shamir
framework to generate signature.
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&e idea of filtering can be traced back to [10, 19], and it
is formally provided in [20] to design a blind signature
scheme. Here, we rewrite this lemma according to our
construction.

Lemma 1. For arbitrary a ∈ x ∈ Zk: ‖x‖∞ ≤ β􏽮 􏽯 and
random (b⟵ x ∈ Zk: ‖x‖∞ ≤ c􏽮 􏽯, k � Ω(n)), if (c≥ ϕkβ)

with (ϕ ∈ N+), then we have (Pr [‖a − b‖∞ ≤
c − β]> (1/((e(1/ϕ)) − o(1)))).

&en, the repeat time of our scheme can be computed by
e(1/ϕ). Intuitively, bigger ϕ size is better. However, this value
has influence on the size of (‖a − b‖∞) directly; thus, it leads
to increased communication costs. Hence, we can assign this
value according to different efficiency requirements, which is
a nice advantage in practice. According to [20], the authors
provide the condition (ϕ � 4) is the best; then, the repeat
time is no more than 2, which is also hold for our scheme.

In our scheme, the parameters (c, β) satisfy (c, β< q). In
addition, to facilitate comparisons with schemes [15, 16], we
use (‖a − b‖∞ ≤ q) to compute signature size instead of (c −

β) (see Table 1).

4. Preliminaries

4.1. Notions. We denote (R � Z). &e elements in R

(vector or matrix) are marked in bold, ‖y‖ is l2 norm, and
‖y‖∞ is l∞ norm. (y⟵Dy) means that y is chosen
according to some distributionDy (uniform or Gaussian) at
random. If y⟵Dc, it means that ‖y‖∞ ≤ c using uniform
sampling. Using Gaussian sampling, we denote y⟵Dσ ,
where σ is the standard deviation.

4.2. Definitions of Linearly Homomorphic Signature

Definition 2. Given a fixed ringR, a linearly homomorphic
signature over it contains a tuple of probabilistic polyno-
mial-time algorithms (Setup, Sign,Verify,Combine) and
the detailed descriptions can be seen as follows:

(1) Setup (n, params). It is a probabilistic algorithm that
outputs (pk, sk) by inputting a security parameter n

and other public parameters (params).
(2) Sign (μ, sk, τ). It is a probabilistic algorithm that

outputs a valid signature σ by inputting secret key
(sk), a basis vector μ of message set
(M (μ ∈M ⊂ Fn

2)), and a tag (or an identifier id)
(τ ∈ 0, 1{ }∗) of message M.

(3) Verify (μ, pk, σ, τ). It is a deterministic algorithm that
outputs a bit b by inputting the tuple (μ, pk, σ, τ). If σ is
a valid signature of μ, the algorithm outputs b � 1
(accept); otherwise, b � 0 (reject).

(4) Combine (pk, τ, ai, μi, σi􏼈 􏼉
l

i�1, L). &is algorithm
outputs a valid combined signature (σ′) of
(μ′ � 􏽐

l
i�1 aiμi mod 2), where (ai ∈ 0, 1{ }, l≤ L). &e

parameter L is the maximum circuit depth.

In general, the security properties of a linearly homo-
morphic signature scheme contain correctness,

unforgeability, and privacy. We will give the specific con-
tents for them as follows:

(1) Correctness: the outputs from above algorithms
Sign and Combine can be accepted by the Verify
algorithm.

(2) Unforgeability: we will show a game between
challenger C and a polynomial-time adversary A.

(1) Setup: the challenger C runs algorithm
(Setup(n, params)) to get (pk, sk) and gives (pk)

to the adversary A.
(2) Sign queries: the adversary A makes adaptive

signature queries on k-dimensional subspacesUi

of message space M, and he chooses a basis
vectors (μi1, . . . , μik) for Ui. For each subspaces
Ui, the challenger C chooses τi from 0, 1{ }n at
random and gives τi and j signatures
(σij⟵ Sign(sk, τi, μij)) to the adversary A,
where j � 1, 2, . . . , k.

(3) Output: the adversary A outputs a tag τ∗, a
nonzero message U∗, and a signature σ∗.

&e adversary wins the game when his outputs satisfy the
algorithm

Verify U
∗
, pk, σ∗, τ∗( 􏼁 � 1, (2)

and this algorithm satisfies the following one of two
conditions:

(1) Type 1. (τ∗ ≠ τi) for all i.
(2) Type 2. (τ∗ � τi) but (U∗ ∉ Ui).

Definition 3. A linearly homomorphic signature scheme
(Setup, Sign,Verify,Combine) is unforgeability if the
probability advantage of adversary winning above game is
negligible with security parameter n. &at is,

Pr Verify U
∗
, pk, σ∗, τ∗( 􏼁 � 1

􏼌􏼌􏼌􏼌 τ∗ ≠ τi􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤ ε(n),

or Pr Verify U
∗
, pk, σ∗, τ∗( 􏼁 � 1

􏼌􏼌􏼌􏼌 τ∗ � τi,U
∗ ∉ Ui􏽨 􏽩

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤ ε(n).

(3)

(3) Privacy: a game between challenger C and a poly-
nomial-time adversary A is shown as follows:

(1) Setup: the challengerC runs algorithm Setup (n,
(params)) to get (pk, sk) and gives (pk) to the
adversary A.

(2) Challenge: the adversary A chooses two linear
message subspaces U0 and U1 represented as
vectors (μ(b)

1 , . . . , μ(b)
k ) for (b � 0, 1). In addition,

he selects functions (f1, . . . , fs), which satisfy
(fi(μ

(0)
1 , . . . , μ(0)

k ) � fi(μ
(1)
1 , . . . , μ(1)

k )), where
(i � 1, 2, . . . , s).

(3) Response: the challengerC chooses a random bit
(b ∈ 0, 1{ }), a tag (τ ∈ 0, 1{ }n), and signs the
vector space Ub. &en, the challenger uses the
combine algorithm to generate signatures σi for
(fi(μ

(b)
1 , . . . , μ(b)

k )) and sends σi to A.
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(4) Outputs:A outputs a guess bit b′. If b′ � b holds,
the adversary A succeeds in the game.

Definition 4. A linearly homomorphic signature scheme
(Setup, Sign,Verify,Combine) is privacy if the probability
advantage of adversary winning above game is negligible
with security parameter n. &at is,
|Pr[b′ � b] − (1/2)|≤ ε(n).

5. Our Lattice-Based Linearly
Homomorphic Signature

Setup. (A⟵Zn×m
q ) and (T � ASmod q), where the

public key is (T,A) and secret key is S. We denote the
hash function as (H: 0, 1{ }∗ ⟶ Zm

q ) and another hash
function (hα(μ) � 〈α, μ〉mod q). Obviously, this
function satisfies a property
(􏽐

m
i�1 aihα(μi) � hα(􏽐

m
i�1 aiμi), ai ∈ Z). Especially, we

assume (ai ∈ 0, 1{ }) in our scheme as below.
Sign: we suppose the massage satisfies (μ ∈ Zm

2 ) and
choose a basis of it, that is, μ1, . . . , μm􏼈 􏼉 (for the sake of
design, we have assumed that it is a full-rank space). In
addition, the used linear function is
(f(μ) � 􏽐

m
j�1 ajμj). &en, signer does the following

steps:

(1) He chooses (yi⟵ RDm
c ) (c< q) and computes m

vectors (αi � H(Ayi mod q, τ)), where
(τ ∈ 0, 1{ }m) is a tag of massage basis vector
(μj (1≤ j≤m)).

(2) He computes (hαi
(μj) � hij � 〈αi, μj〉mod q).

&en, fixing the parameter j for any message μj, he
denotes a vector (hj � (h1j, . . . , hjj, . . . , hmj)

T).
(3) He computes (zj � Shj + yj). If (‖zj‖∞≤ c − β),

output the signature (zj, hj, τ), or else, go to the
first step. Here, (yj � yi) holds.

Verify: the verifier verifies the conditions as follows:

(1) He computes (αj � H(Azj − Thj mod q, τ)).
(2) He computes whether the equation

(hjj � 〈αj, μj〉mod q) holds or not.
(3) ‖zj‖∞≤ c − β.

Combine: given public key A and an array
(aj, μj, zj, hj) for (j � 1, . . . , m). &is algorithm

outputs signature (􏽐
m
j�1 ajzj, 􏽐

m
j�1 ajhj) of message

(􏽐
m
j�1 ajμj).

6. Proof of Security

6.1. Correctness. Since correctness refers to two verifications
from the outputs of Sign andCombine algorithms, we prove
it one by one:

(1) &e signature from Sign algorithm is valid. For each
j, when the verifier receives the signature (zj, hj, τ),
he computes

αj � H Ayj mod q, τ􏼐 􏼑

� H A zj − Shj􏼐 􏼑 mod q, τ􏼐 􏼑

� H Azj − AShj mod q, τ􏼐 􏼑

� H Azj − Thj mod q, τ􏼐 􏼑.

(4)

&en, he computes whether the equation
(〈αj, μj〉mod q � hjj) holds or not.

(2) &e signature from Combine algorithm is valid. We
let matrix H be a composition of vectors
(αj(1≤ j≤m)); that is, (H � (α1, α2, . . . , αm)T).
Hence, we have (hj � Hμj mod q). Since condition
(αj � H(Ayj, τ)) holds for each j, we only need to
verify the linear property of (􏽐

m
j′�1 aj′hjj′) and linear

bound of (􏽐
m
j�1 ajzj). At first, we consider the fol-

lowing equation:

􏽘

m

j′�1

aj′hj′ � 􏽘
m

j′�1

aj′Hμj′ mod q

� H 􏽘
m

j′�1

aj′μj′
⎛⎜⎝ ⎞⎟⎠ mod q.

(5)

&us, (􏽐
m
j′�1 aj′hjj′ � 〈αj, 􏽐

m
j′�1 aj′μj′〉mod q) holds

because of (hjj′ � 〈αj, μj
′〉mod q) when

(αj � H(Azj − Thj mod q, τ)) holds. Next, we can see that
the bound of our signature size is linear obviously. &at is,

􏽘

m

j′�1

aj′zj′

�����������

�����������∞

≤m zj′

�����

�����∞
. (6)

Table 1: Comparison.

Public key size Signature size Dimension Resist side-channel attacks
[15] (m′n + m′n log q) (2m′ + 2m′ log q + n) (m′ ≥ 5n log q) ×

[16] (m′n log q) (m′ log q + n) (m′ ≥ 5n log q) ×

Ours (mn log q) (2m log q + n) (m≥ n log q) √
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Hence, as long as this in equation holds, the signature is
accepted.

6.2. Unforgeability

Theorem 1. Our scheme is unforgeability if the lattice
problem SIS is hard.

Proof. We suppose that the defined unforgeability game is
correctly performed between a challenger C and a poly-
nomial-time adversary A. In addition, qH,h and qsig are the
times of random oracle and signature oracle. Specifically,
given the public key (A,T), A adaptively chooses some
m− dimensional subspaces Ui(n) and chooses basis
(μi1, . . . , μim) for Ui. To return m signatures to A, the
challenger makes query to above oracles and outputs
(σi1, . . . , σim) for the chosen basis.

When above game is finished, the adversaryA outputs a
tag τ∗, a nonzero message U∗, and a signature σ∗. Next, we
consider two types forgeries, respectively. □

Type 1. If (τ∗ ≠ τi) for all i and Verify((U∗, pk, σ∗, τ∗) � 1)

holds, the adversary has ability to solve the SIS problem.
Suppose A has gotten ((zij, hij), j � 1, . . . , m), then he
chooses (α∗ij ) randomly and computes (h∗ij ). Hence, he can
combine equations as follows:

zij � Shij + yij,

z∗ij � Sh∗ij + yij.
(7)

&us, he gets (zij − z∗ij � S(hij − h∗ij )) and computes

A zij − z∗ij􏼐 􏼑 � AS hij − h∗ij􏼐 􏼑

AΔz � TΔh.
(8)

Notice that if (Δh≠ 0), the adversary forgeries a sig-
nature if and only is he can solve SIS instance. Furthermore,
since |Pr[Verify(U∗,pk,σ∗,τ∗) � 1 |τ∗≠τi]|�(|Pr[Δh� 0 |

α∗ij⟵RZ
m
q ]| � (1/qH,h) + (1/qsig)≤ε(n)), we can see that the

probability of success for this type of attack is negligible.

Type 2. If conditions (τ∗ � τi) and (U∗ ∉ Ui) hold, the
adversary also can solve the SIS problem. In this case, for the
same hash value (αij), the adversary chooses massage space
U∗ and one of its basis (μ∗j ∉ Ui). &en, he computes
(〈αij, μ∗j 〉mod q) and h∗j . Since (αij) is a fixed value, the
adversary can compute:

αj � H Ayij, τ􏼐 􏼑

� H Azij − Thij, τ􏼐 􏼑

� H Az∗j − Th∗j , τ􏼐 􏼑.

(9)

&en, he obtains equation (A(zij − z∗j ) � T(hij − h∗j )),
which is marked as (AΔz � TΔh).

Since |Pr[Verify(U∗,pk,σ∗, τ∗) � 1 | τ∗ � τi,U
∗ ∉Ui]| �

|Pr[Δz � 0 | z∗j ⟵ RZ
m
q ,μ∗j ∉Ui]| � (1/qsig)≤ ε(n), the ad-

versary cannot forgery a valid signature; otherwise, he is able

to search a SIS problem solution. In addition, the reason why
he does not use hash oracle is that the condition (τ∗ � τi)

determines this oracle has the same input.

6.3. Privacy

Theorem 2. Our scheme is privacy.

Proof. According to the definition of privacy game, chal-
lenger C and adversary A firstly finish the setup step. &en,
A chooses two basis vectors (μ(b)

1 , . . . , μ(b)
m ) from message

spaces Ub, where (b � 0, 1). At the same time, he selects
linear functions (fi(i � 1, 2, . . . , s(n))) satisfying
(fi(μ

(0)
1 , . . . , μ(0)

m ) � fi(μ
(1)
1 , . . . , μ(1)

m )). Specifically, for a
fixed i, the condition (􏽐

m
j�1 ai

jμ
(0)
j � 􏽐

m
j�1 ai

jμ
(1)
j ) holds.

When challengerC obtains (μ(b)
1 , . . . , μ(b)

m ), he chooses b

and τ ∈ 0, 1{ }m randomly. &en, he signs basis vectors under
fi and outputs the signature σi computed using the Com-
bine algorithm. And he sends σi to A.

Finally, the adversary outputs a guess bit b′. Next, we will
show that it is negligible for him to succeed in this game.
&at is, |Pr [b′ � b] − 1/2|≤ ϵ(n).

In fact, we let two distinguished signatures are (σ(0)
i �

(􏽐
m
j�1 ai

jz
(0)
j , 􏽐

m
j�1 ai

jh
(1)
j )) of message (􏽐

m
j�1 ai

jμ
(0)
j ), (σ(1)

i �

(􏽐
m
j�1 ai

jz
(1)
j , 􏽐

m
j�1 ai

jh
(1)
j )) of message (􏽐

m
j�1 ai

jμ
(1)
j ), and

condition is (Con � 􏽐
m
j�1 ai

jμ
(0)
j � 􏽐

m
j�1 ai

jμ
(1)
j ). &en, we

have

H 􏽘
m

j�1
a

i
jμ

(0)
j

⎛⎝ ⎞⎠ � H 􏽘
m

j�1
a

i
jμ

(1)
j

⎛⎝ ⎞⎠ mod q 􏽘
m

j�1
a

i
jh

(0)
j

⎛⎝ ⎞⎠

� 􏽘
m

j�1
a

i
jh

(1)
j

⎛⎝ ⎞⎠ mod q,

(10)

where H � (α1, α2, . . . , αm)T. Hence, we get

Pr σ(0)
i

􏼌􏼌􏼌􏼌􏼌Con􏼔 􏼕 − Pr σ(1)
i

􏼌􏼌􏼌􏼌􏼌Con􏼔 􏼕

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
≤ ε(n). (11)

Because (σ(0)
i ) and (σ(1)

i ) are indistinguishable under
(Con) for the adversary, we show
(|Pr[b′ � b] − (1/2)|≤ ε(n)) holds. □

7. Efficiency Comparisons

In schemes of hash-and-sign type [15, 16], the signer uses
trapdoor basis to compute preimage sampling function to
create signature σ. However, the lattice dimension m must
satisfy (m≥ 5n log q) to get a trapdoor basis (see [17, 18]) and
a larger m will result in a larger size of public key and
signature.

Our design using the Fiat–Shamir signature framework
without trapdoor has smaller public key and signature sizes
mainly because (m≥ n log q) is enough. &en, compared to
public key size (m′n log q ≈ 5n2(log q)2) in [16], our result
(mn log q ≈ n2(log q)2) is smaller than theirs. In addition,
signature size of our scheme (2m log q + n ≈ 2n(log q)2 + n)

is also smaller than (m′ log q + n ≈ 5n(log q)2 + n) in [16].
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Furthermore, preimage sampling function utilizes
Gaussian distribution which cannot resist partial side-
channel attacks, and we use uniform distribution of aborting
technology to resist such attacks effectively. &e detailed
comparisons can be seen in Table 1.

8. Conclusion and Further Work

8.1. Conclusion. In this paper, we provide a new lattice-
based linearly homomorphic signature scheme over F2 based
on the SIS problem. Since we use Fiat–Shamir signature
framework instead of hash-and-sign signature framework to
design this signature scheme, we do not need to construct a
trapdoor basis, and then the whole design is simpler than the
existing schemes. At the same time, without the trapdoor
basis, our scheme has the smallest public key size
(n2(log q)2) and signature size (2n(log q)2 + n) in the
existing schemes because of parameter m satisfying
(m ≈ n log q) rather than (m ≈ 5n log q). In addition, under
the Fiat–Shamir framework, the use of filtering technology
with uniform sampling can resist side-channel attacks.

8.2. FurtherWork. Decreasing interaction and storage costs
is the main work of our future research. In fact, new
compression skill and decreasing parameters m and n must
be improved efficiency. Since our scheme can be designed on
R-SIS directly, we no longer give a special scheme. &at is, if
each element chosen forms the ring (R � (Z[x]/f(x))) or
(Rq � (Zq[x]/f(x))), where (f(x) � xn + 1), n is power of
2, and q is prime, then the parameter m only needs to satisfy
m ≈ log q, rather than m ≈ n log q for SIS. Hence, it can
improve the efficiency.

Specifically, we focus on [9], where it also uses filtering
technology (uniform distribution), and special compression
methods are used. Meanwhile, module lattice form brings an
advantage to parameters m and n, which can be the 1/4 of
existing set. In addition, this form can be transformed into
lattice hard problem over ring (R-SIS) and general problem
(SIS) by setting relative parameters.
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Adaptive multirate (AMR) compression audio has been exploited as an effective forensic evidence to justify audio authenticity.
Little consideration has been given, however, to antiforensic techniques capable of fooling AMR compression forensic algorithms.
In this paper, we present an antiforensic method based on generative adversarial network (GAN) to attack AMR compression
detectors. *e GAN framework is utilized to modify double AMR compressed audio to have the underlying statistics of single
compressed one. *ree state-of-the-art detectors of AMR compression are selected as the targets to be attacked. *e experimental
results demonstrate that the proposed method is capable of removing the forensically detectable artifacts of AMR compression
under various ratios with an average successful attack rate about 94.75%, which means the modified audios generated by our well-
trained generator can treat the forensic detector effectively. Moreover, we show that the perceptual quality of the generated AMR
audio is well preserved.

1. Introduction

AMR audio codec [1] is one of the most popular audio
codec standards, which is optimized for speech signals and
encodes narrowband (200–3400Hz) signals, with sampling
frequency of 8000Hz [2]. As more and more AMR audio
appears as evidence in the forensics scene, it is of extreme
importance to verify their integrity [3]. Generally, to
manipulate an AMR audio, attacker should decompress it
into raw waveform first and then do the forgery operations
and decompress it into AMR format. *e double com-
pressed audio becomes questionable because the manip-
ulated audio is always through the double compression. In
the past decade, many forensic techniques have been
proposed to detect compression history of AMR audios
based on traditional methods [3–5] and deep learning
methods [2, 6, 7]. To represent the difference of single
compressed audios and double compressed audios, tradi-
tional AMR compression detection techniques rely on low-
level acoustic features such as sub-band energy and linear
prediction coefficients (LPCs), which acquire professional
acoustic knowledge. Recently, deep learning methods are

gaining popularity in forensic research studies, which can
capture the highly complex feature from a raw sample by
training large-scale sample data with a neural network.

However, as many forensic techniques are proposed to
detect the integrity of digital file, some antiforensic methods
have also been proposed to expose the shortcomings and
weakness of existing forensic techniques and thus help in-
vestigators better address the weaknesses and improve their
forensic techniques. For example, Fontani et al. [8] firstly
presented an antiforensic method of median filtering (MF),
which made MF images undetectable by the MF detectors
[9–11] while keeping the image quality in a good PSNR. Luo
et al. [12] applied a GAN framework to improve the quality
of JPEG images and fool the JPEG compression detectors
successfully. Chen et al. [13] used the legacy traces of a
designated camera to generate a forged image that can
deceive the existing camera identification techniques suc-
cessfully. Kim et al. [14] adopted a deep convolutional neural
network (DCNN) to remove the forensic traces from MF
images and effectively recover theMF images visually similar
to the original image. Li et al. [15] modified the forensic
traces using a data-driven manner to mislead the results of
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three advanced audio source identification techniques
[16–18].

*ese antiforensic methods have a little consideration
about exposing the weakness of the robustness of AMR
compression detection. Generally speaking, as more and
more AMR audio appears as evidence in forensics scene, it
is important to help the investigators to address the
weakness of AMR compression detectors. *erefore, in this
paper, we propose an antiforensic method utilizing a GAN
framework which comprised of two networks: a generator
and a discriminator. *e generated data can statistically
model the distribution of real data [19]. To improve the
perceptual quality of the double compressed audio and
remove the artifacts introduced by AMR compression
procedure, we adopt the GAN to modify the double
compressed audios to avoid forensic detection. For
building our antiforensic attack, we design the architecture
of GAN and the loss functions. In particular, three state-of-
the-art detectors of AMR compression have been selected
as the attack target to evaluate the performance of our
method.

*e rest of this paper is organized as follows. In Section
2, we introduce the related work of forensic method of AMR
compression and the GAN framework. *e detail of our
proposed GAN framework has been provided in Section 3.
Section 4 presents the experimental settings and extensive
experiments against three AMR compression detectors.
Conclusions are given in Section 5.

2. Related Work

In this section, we briefly introduce three advanced detection
methods, which are considered as attack targets. Addi-
tionally, the GAN framework is also briefly reviewed.

2.1. Detection of AMR Compression. In general, traditional
detection of AMR compression consists of two primary
steps: feature extraction and model classification.

As the first work of the detection of AMR compression,
Shen et al. [3] used the traditional acoustic features including
average sub-band frequency energy ratio, average low-fre-
quency sub-band energy ratio, bispectrum features, and
linear prediction spectrum to represent the difference caused
by AMR compression. And a standard SVM modelling
technique was employed for classification. *ey achieved an
accuracy about 87% for detecting the single compressed
audio from the double one.

In [2], Luo et al. adopted an autoencoder network for
automatic feature extraction. *ey demonstrated that the
deep features differ greatly between the single compressed
audio and the double one which were extracted from a well-
trained autoencoder. And they designed a majority voting
strategy for classification.

In [6], the authors delved into the stack autoencoder
(SAE) network for obtaining better deep features in the
AMR compression forensic task. *en, they applied a
universal background model-Gaussian mixture model
(UBM-GMM) for the identification of compression history.

*ey improved the classification accuracy to 98% on the
TIMIT [20] database.

2.2. Generative Adversarial Network. *e generative
adversarial network (GAN) was firstly proposed by Good-
fellow et al. [21] for generating realistic images. In GAN, two
networks are training against each other in a min-max two-
player game. In their iterative training, the purpose of
generator G is to capture the distribution of real data and
that of discriminator D is to classify a sample that came from
the real database rather than generated by G. *e generator
G tries to maximize the probability of making the dis-
criminator D mistakenly classify the generated data as real,
while the discriminator guides the generator to produce a
more realistic sample. Generally, the adversarial training
process can be denoted as a min-max game and it will be
optimized by the loss function LGAN as follows:

LGAN � 􏽘
x

[log(D(x))] + 􏽘
z

[log(1 − D(G(z)))], (1)

where x denotes the real data and z denotes the random
noise similar to x after the adversarial training of the
generator G and discriminator D. In the training process, the
purpose of G is to minimize the loss value while that of D is
to maximize it.

Recently, GAN has gained growing popularity in various
fields because of its effective generative capability. In this
work, the GAN framework is assumed as the reverse pro-
cedure of AMR compression to improve the perceptual
quality of double compressed audio and remove the forensic
artifacts. Specifically, the generator and the discriminator
can be regarded as an antiforensic model and AMR com-
pression detector, respectively. Hence, the adversarial
concept is suitable for antiforensic task in the AMR com-
pression detection.

3. Proposed Antiforensic Framework

In this section, we briefly introduce three advanced detection
methods, which are considered as attack targets. Addi-
tionally, the GAN framework is also briefly reviewed.

xdb is firstly sent into the generator to get a falsified audio
xdb′ . xdb′ and xorg selected from the uncompressed audio are
further fed into the discriminator for classification. *en, by
freezing the parameters of discriminator, the loss from D

will be fed back to G, which is represented by the dotted
lines.

3.1. Overall Architecture. *e overall goal of our attack is to
remove the artifacts left by the AMR compression so that the
resultant audio can fool the detectors. To deploy a successful
attack, the generated audio should be decompressed back to
AMR format because many investigators only accept the
AMR file before the detection. *us, the generated audio xdb′
must statistically model the distribution of original audio
xorg so that the decompressed ones will be similar to the
single compressed audio xsg.
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As shown in Figure 1, the proposed framework consists
of a generator G and a discriminator D. To remove the
artifacts left by the compression, G is used to generate the
falsified audio xdb′ by adding a generated perturbation into
xdb. *e discriminator D is designed to distinguish an
original audio xorg, which is never through compression
from a falsified audio xdb′ . In the adversarial training of G

and D, G is encouraged to learn how to minimize the
difference between xdb′ and xorg and optimize the parameters
to achieve a better performance in generating good per-
ceptual quality of xdb′ .

3.2. Architecture of Proposed Framework

3.2.1. Generator. Generator is used to generate the anti-
forensic audios. In this framework, we use the SEGAN [22]
as a reference architecture to design our adversarial network,
which has been effectively applied in speech enhancement.
As shown in Figure 2, the generator gets xdb (size� 1× 8000)
as the input and consists of 7 convolutional groups and 7
corresponding deconvolutional groups.

Each convolutional group includes a convolutional layer
with 64 filters with 1× 30 kernels and stride� 2, whereafter a
batch normalization (BN) layer which can stabilize the
training process makes the generated audios more realistic.
And the Leaky-ReLU is chosen as the activation function.*e
deconvolutional group is constituted of a deconvolutional
layer which is set up as the convolutional group, followed by a
BN layer and ReLU as the activation function. To reconstruct
the details of audio and diminish the loss when information
flows through convolutional and deconvolutional groups, we
apply the skip connection in the generator, which can make
the convolutional group’s output flow to its corresponding
deconvolutional group. *e skip connection can make the
generator have a better performance, as the gradients can flow
deeper through the skip connection without suffering much
vanishing [23]. And the sigmoid activation is added to restrict
the output for classification.

3.2.2. Discriminator. Since the key advantage of GAN is
iterative training to obtain a better performance in gener-
ating samples, it seems that the architecture of D is a very
important constraint to our framework.*e discriminatorD

is intended to classify xorg and xdb′ and force the generated
audios to deceive the detector. Hence, the discriminator
must perform well in distinguishing xorg and xdb′ . *erefore,
we build a CNN architecture forD. As shown in Figure 3, the
discriminator is designed as a compression detector based
on CNN. It comprises 6 convolutional groups and is fol-
lowed by a group consisting of a global average pool layer. At
the end of the network, a dense layer coupled with a softmax
activation function is placed to output the categorical
probability.

Before the iterative training, we firstly test the capability
of the designed discriminator to distinguish the original
audio xorg from double compressed audio xdb. *en, we test
the capability of the designed discriminator in a sub-dataset
including 6000 original audios selected from TIMIT

database and its double compressed audios with a com-
pression bit rate randomly selected from {4.75 kbps,
5.15 kbps, 5.9 kbps, 6.7 kbps, 7.4 kbps, 7.95 kbps, 10.2 kbps,
12.2 kbps}. *e sub-dataset was then divided into training
(70%) and validation (30%). *e accuracy of the discrimi-
nator model is shown in Figure 4. It is observed that our
designed discriminator achieves a good performance.

3.3. Loss Functions. In this section, we demonstrate the loss
functions for the two networks. To achieve the goal of
antiforensics, the generatorG should be capable to learn how
to minimize the difference of the modified double com-
pressed audio xdb′ and the original audio xorg, while
maintaining an acceptable perceptual quality. In this work,
we define the loss of generator LG as

LG � αLl1 + βLadv, (2)

where Ll1 represents the perceptual loss of xdb′ , Ladv denotes
the adversarial loss calculated from D, and α, β are the
weights to balance the importance of Ll1 and Ladv.

Considering that the attack needs to introduce lesser
perceptual artifacts to improve the forensic undetectability,
we employ the perceptual loss Ll1 for improving the quality
of xdb′ .Ll1 is defined as

Ll1 � 􏽘
N

i�1
xorgi

− G xdbi
􏼐 􏼑􏼐 􏼑, (3)

where G(·) presents the output of G, and N and i represent
the batch size and the position of x in this batch, respectively.

*en, the adversarial loss Ladv is designed to force G to
have a better performance in the iterative training.We define
the Ladv as

Ladv � 􏽘
N

i�1
log 1 − D G xdbi

􏼐 􏼑􏼐 􏼑􏼐 􏼑, (4)

where G(·) denotes the class probabilities of the modified
audio xdb′ calculated by D.

In this adversarial task, for forcing G to modify xdb
similar to xorg, D should have the ability to detect the
original audio correctly from the decompressed xorg or the
generated xdb′ . *erefore, L D is defined as follows:

L D � 􏽘
N

i�1
log 1 − D G xdbi

􏼐 􏼑􏼐 􏼑􏼐 􏼑 − log D xorgi
􏼐 􏼑􏼐 􏼑􏽨 􏽩. (5)

Generator Discriminatorxdb x′db

xorg

Ll1

Ladv

Real
Fake

Figure 1: Overall structure of the proposed framework.
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4. Experimental Results

In this section, we evaluate our antiforensic method against
the three advanced forensic techniques [2, 3, 6]. First, we
create an audio database designed especially for the ex-
periment. *en, successful attack rate (SAR) is used to
perform the forensic undetectability of our antiforensic
audios and perceptual evaluation of speech quality (PESQ)
[24] is adopted to present the quality of our antiforensic
audios.

4.1.Database. TIMIT [20] is a typical speech database which
consists of 630 speakers from different dialects of American
English (192 females and 432 males) and each speaker reads
ten sentences which are approximately three seconds. At
first, to build the forensic database, we use the AMR codec to
obtain the single compression audio from TIMIT database,
with a random compression bit rate selected from
{4.75 kbps, 5.15 kbps, 5.9 kbps, 6.7 kbps, 7.4 kbps, 7.95 kbps,
10.2 kbps, 12.2 kbps}. *en, we decode and recompress the
AMR audios to get the double compressed AMR audio with
random bit rates also selected from 4.75 to 12.2 kbps.

In the experiments, we first split those audios into 1 s
clips and randomly divide those clips into the train set and
test set. *erefore, we obtain 12000 1 s training audios and
6900 testing audios.*en, three detectors [2, 3, 6] are trained
using the train set, and the average detection accuracies in

test set are 87.52%, 92.60%, and 98.54%, respectively, which
are essentially in agreement with the results reported in their
works.

4.2. Experimental Setup and Evaluation Metrics

4.2.1. Experimental Setup. We train our network on patch
sized audios with the pairs of sets: xorg, xdb􏽮 􏽯. Considering
the audio might be split into different sizes by the investi-
gator before the detection, we stitch all 1 s audios xdb′ to
obtain more audios with difference sizes, including 13800
0.5 s clips, 6900 1 s clips, 3450 2 s clips, and 2300 3 s clips.
*en, we compressed xdb′ back to AMR format with random
bit rates chosen from 4.75 to 12.2 kbps.

Adam [25] is adopted as the optimizer with a learning
rate of 1× 10−4 for G and 5×10−6 for D. Before the iterative
training, we perform the generator training with batch
size� 64 and weight terms of α� 1000 and β� 0 for 5 epochs.
*en, G and D are trained iteratively for 30 epochs with
weight terms of α� 1000 and β� 1, with an iteration ratio of
1 : 5, which gives the discriminator more iterations to get a
better performance.

4.2.2. EvaluationMetrics. *e successful attack rate (SAR) is
used as the evaluation metric, which could well represent the
forensic undetectability of our antiforensic audio. We define
the SAR as
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L D �
1
N

􏽘

N

i�1
F AFxdbi

􏼒 􏼓􏼒 􏼓, (6)

where AF xdb represents the audio decompressed with each
bit rate selected from 4.75 to 12.2 kbps and F(·) is the
classification result of forensic detector, that is, F(AFxdb

) � 1
while AF xdb has been misclassified as xsg and 0 otherwise.

Meanwhile, we apply the PESQ to test the perceptual
quality of the antiforensic audio AF xdb. PESQ is an in-
dustry-standard methodology for the assessment of speech
quality. *e range from −0.5 to 4.5 is the default PESQ score
range, and higher score means better perceptual quality.

4.3. Experimental Performance and Analysis. We perform
our attack on three advanced forensic methods [2, 3, 6].
Specifically, for each clip in the testing set, we generate a
copy of it with the well-trained generator and then de-
compress the copy with eight different bit rates.AF xdb.
Finally, three trained detectors are used to classify our
antiforensic audios.

As shown in Table 1, the experimental results are in line
with expectations. *e antiforensic audios AF xdb can
significantly deceive the three advanced AMR compression
detectors, and the SAR of AF xdb is significantly achieved
with an average rate about 94.71% which means the forensic
techniques cannot distinguish the antiforensic audios cor-
rectly. Obviously, our method can significantly make xdb
undetectable by the forensic techniques.

To measure the quality of our antiforensic audios, we
compute the PESQ score of AF xdb comparing the original
audios. As shown in Figure 5, it is obvious that our anti-
forensic audios can retain good perceptual quality and the
PESQ values of most AF xdb are over 3.3 compared with
xsg, which means that our method can improve the per-
ceptual quality of xdb while achieving the antiforensic
purpose. Figure 6 shows the spectrograms of an original
audio xorg from the test set, its xsg and xdb, and its anti-
forensic audio AF xdb compressed with random bit rates.
Compared with xsg, xdb presents fewer losses of content in
the high frequency than AF xdb, and AF xdb is similar to
xsg.

Table 1: Successful attack rate (SAR) of antiforensic double AMR audio clips (%).

Size (s) Method
Bit rates (kbps)

Average
4.75 5.15 5.9 6.7 7.4 7.95 10.2 12.2

0.5
[2] 97.07 93.96 98.41 95.28 96.52 97.40 96.88 97.59 96.63
[3] 95.82 92.74 93.95 94.26 93.53 96.83 91.75 94.85 94.20
[6] 94.95 96.49 92.60 97.25 96.55 91.64 98.28 93.75 95.69

1
[2] 97.66 98.05 98.15 91.72 95.78 98.42 92.17 94.82 95.82
[3] 98.33 97.94 98.30 93.69 96.72 96.59 96.08 91.01 96.21
[6] 94.05 96.88 92.20 90.63 86.08 91.26 91.73 90.23 91.63

2
[2] 96.12 90.95 97.17 91.56 95.86 98.49 98.12 97.32 95.70
[3] 96.23 99.35 98.59 93.41 92.32 91.34 96.91 93.27 95.15
[6] 94.77 92.88 95.26 89.14 89.00 95.25 90.19 96.85 92.91

3
[2] 98.86 96.06 93.32 98.05 95.35 93.36 85.95 96.74 94.71
[3] 97.57 96.37 94.72 98.45 97.51 98.05 96.74 93.19 96.68
[6] 93.36 96.61 94.72 92.20 93.86 91.56 94.14 92.53 93.62

3
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Figure 5: PESQ score of box plots calculated by antiforensic audios and single compressed audios via same compression bit rate.
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5. Conclusion and Future Work

In this paper, we have proposed a new method to prove the
weakness of the forensic detectors of AMR compression. To do
this, we developed a GAN framework for the removal of AMR
compression artifacts. Unlike the conventional antiforensic
methods, ourmethod can retain good perceptual quality with a
better antiforensic capability in a data-drivenmanner.*rough
extensive experiments, the results demonstrate that the anti-
forensic double compressed audio can effectively avoid the
detection of existing AMR compression methods with an
average SAR about 94.75%, while retaining good perceptual
quality.

However, there are still many remaining problems in
the competition of forensics and antiforensics. In the fu-
ture, we plan to consider the robustness of the forensic
approach of AMR compression, i.e., whether adversarial
framework could obtain a robust discriminator which can
detect the antiforensic audios correctly by a well-trained
generator or other attack strategy while distinguishing the
double compressed audios from single compressed audios
successfully.
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