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"e emergence of fibre-reinforced composites can be regarded
as a significant breakthrough in the development era of new
materials in human society. "is can be seen by their sub-
stantial impact on thematerial distribution in diverse industrial
fields due to their superior mechanical/physical properties and
excellent structural functionality. To meet the eventual appli-
cation requirements, machining operations such as turning,
milling, and drilling are frequently used to precisely fabricate
these fibrous composites. Despite their widespread applica-
tions, composite materials are quite difficult to cut due to their
anisotropic behaviour and heterogeneous architecture. Par-
ticular issues are associated with severe defect formation, rapid
tool wear progression, and short tool life, resulting in a large
number of composite part rejections. To solve fundamentally
the technical issues, experimental and theoretical investigations
concerning the composite cutting mechanisms, surface quality
issues, and wear control are of vital importance.

"e objective of this special issue is to report on the
newest studies in the field of various machining processes for
fibre-reinforced composites covering a variety of aspects,
including the physical modelling of force and heat gener-
ation, optimization of process parameters, damage detec-
tion, and wear control. High-quality papers were rigorously
selected to integrate the present issue that emphasizes the
need, interest, and importance of this topic. It is hoped that

the contributions collected in this special issue can provide
readers with a good overview of the advances achieved in the
machining of fibre-reinforced composite materials. We also
wish that the publication of this special issue can motivate
more scholars to work in this highly promising and chal-
lenging research field.
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/e bonding behaviors of the plate-concrete interface of a composite structure consisting of a concrete block in the middle and two
cement plates at both sides play a key role in its overall mechanical performance. In this paper, the authors conduct 3 groups of push-out
shear tests on a total of 39 composite samples to assess the bonding performance. /e influence of the FRP cement plates, the concrete
strength, and the ribs installed in the cement plate on the interfacial shear strength, the relative bond-slip, strain, and the failuremodes of
the composite samples is recorded and analyzed./e results show that (1) the shear strength and bond-slip performance of the interface
are largely improved if the GFRP/BRRP cement plates are used; (2) shear strength of the interface increases with the concrete strength,
while the deformation behaviors show no significant improvement; (3) an inclusion of the ribs to the interface enhances the shear
strength and shear stiffness but decreases themaximum relative slip at failure; (4)most of the samples present the shear failures along the
interface; however, the bending shear failure prior to the interface shear failure is also observed on the concrete block for low concrete
strength samples and the samples with ribs; and (5) regression method is used to develop a constitutive model of the stress-slip at the
interface to describe the relationship between the shear strength with the cement plates, the concrete strength, and ribs.

1. Introduction and Background

/e fiber-reinforced polymer (FRP) material has become
one of the most popular construction materials and has been
widely used in civil engineering in recent years [1, 2]. As
compared to traditional materials, the FRP material has
higher strength, lighter weight, easier construction proce-
dures, and more reliable performance. Of the FRP materials,
the glass fiber-reinforced polymer (GFRP) and the basalt
fiber-reinforced polymer (BFRP) are two of the most
commonly used fiber materials. /e lightweight GFRP has a
long service life, good corrosion resistance, and many other
advantages. /e electric-insulating BFRP also shows good
resistance to corrosion as well as to high temperature [3, 4].
Both the two types of new FRP materials have become the

most important materials in structure strengthening engi-
neering [5, 6].

/is paper has utilized the BFRP/GFRP materials for the
construction of a composite structure. /e composite
structure consists of a concrete block in the middle and two
FRP reinforced cement plates at both sides (see Figure 1).
/e cement plate is reinforced with the fibermesh and can be
used as a permanent mold/plate. /e concrete is poured
between the two permanent plates during construction; thus,
a composite structure is easily created. As compared to the
traditional cement plates, the permanent composite plate
offers advantages in terms of the overall costs, the con-
struction period, and materials saving including steel, wood,
and bamboo. It also saves demolding operations and
transportation cost. As a composite structure, both the
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middle concrete and the reinforced composite cement plates
at two sides can sustain loads, and therefore, the overall
mechanical performance is improved. However, the bond-
ing performance between the reinforced permanent plates
and concrete becomes the major concern for this composite
structure.

From the field application of the composite structures, it
is observed that the early separation of the FRP reinforced
cement plates from the concrete block greatly impairs the
load-bearing capacity of the composite structure. /erefore,
extensive studies have been made to investigate the bonding
behaviors of the concrete-plate interface. Ma et al. per-
formed the simple shear tests to study the bonding prop-
erties of a concrete beam reinforced by CFRP sheets under
the cyclic loading condition [7]. /ey found that the length
and thickness of the CFRP sheets and the concrete grade
have a major impact on the bonding between the CFRP
sheets and the concrete and that a larger loading rate reduces
the fatigue endurance of the interface. Chen et al. reinforced
the manually precracked single trabeculae by attaching FRP
sheets on its sides and tested the bonding performance [8].
/e influence of dimensions of the FRP sheets and the
applied loading conditions were included in their work.
Nanni et al. studied the interfacial bonding performance of
the interface between FRP reinforced laminated plates and
the middle concrete and found that the stiffness of the
laminated plate significantly impacts the failure load of the
interface [9]. Nakaba et al. proposed a constitutive model to
describe the relationship between the local bond stress and
the slip at the interface between the FRP reinforced lami-
nated plate and the concrete based on a number of double
shear tests [10]. Li et al. performed the simple shear tests on
the concrete samples with embedded CFRP sheets [11]. /e
length of the embedding CRFP sheets was found to have a
great influence on the bonding behaviors.

Other researchers improved the bonding performance of
the composite structures by material modification and the
connection modes at the interface. Gravina et al. investigated
the bonding behavior between the FRP laminated sheets
preimpregnated with resin [12]. /e resin was also used for
concrete modification and the thickness of the bonding in-
terface was included in their experiment to study the adhesive
performance of the composite structure. /e material mod-
ification can improve the bonding force. Zhou et al. improved

the bonding properties of the composite structure by in-
creasing the mechanical fastening pressures between the FRP-
concrete interfaces [13]. Chen et al. designed a horizontal slot
at the interface to improve the bonding and deformation
capacity of the composite structure [14]. Studies on the en-
durance of the interface were also documented in previous
works. Wang et al. concluded that the bonding force between
the FRP plates and the concrete was reduced when subjected
to water, seawater, high temperature, the cyclic damp heat
condition, and the corrosion under acid and alkali conditions
[15]. /ey found from their tests that the high temperature
presented worse deterioration to the interface properties than
the low temperature and the presence of mortar joint in the
composite structure further reduced the bonding capacity of
the interface. /e endurance of the composite structure in-
terface under the extreme weather and loading conditions was
included in Wang et al. [16].

/e bonding between the FRP cement plates and the
concrete is the key factor largely determining the overall
performance of the composite structures. A number of re-
searchers have developed the constitutive models to describe
the bonding stress and slip deformation at the interface. Lin
and Cao investigated the bonding performance at the pure
bending section of the CFRP concrete structure and devel-
oped an analytical model to describe the bond and slip be-
haviors at the interface [17]. Woo and Yun conducted the
pull-out tests to composite structures with CFRP sheets
attaching to the concrete and developed their constitutive
model from back analysis [18]. Baky et al. and Dai et al.
analyzed the seismic performance of an FRP reinforced dam
using a nonlinear bond-slip model [19, 20]. Wang et al.
updated their constitutive model based on a beam test on the
CFRP composite structures [21]. Gao et al. proposed a
continuous curved bonding-slip model based on a summary
of the previous constitutive models [22]. Lu et al. developed a
bonding-slip constitutive model with a consideration of the
interface stiffness [23]. /e model was used to predict the
separation of the interface. Ko et al. conducted the double
shear tests on 18 composite samples to investigate the
bonding between the GFRP sheets and the concrete, based on
which a bilinear stress-slip model was proposed [24]. Hao
et al. performed the pull-out tests to study the bonding be-
tween the steel strand and the concrete on 180 samples, with a
consideration of the placement of the strand and the di-
mensions of the concrete [25]. /ey improved their bonding-
slip constitutive model based on the experimental results.

/e previous studies have improved our understandings
of the bonding performance of the composite structures
between the FRP materials and the concrete. However, the
CFRP and GFRP sheets rather than the FRP cement plates
were used for most of the composite structures in previous
works. /is paper attempts to evaluate the bonding per-
formance between the BFRP/GFRP reinforced cement plates
and the concrete block with a consideration of the types of
the fiber mesh, the concrete grade, and the inclusion of steel
ribs in the cement plates. /ree sets of experiments were
designed and were used to conduct the push-out tests in the
present work. /e first set compares the bonding perfor-
mance of the composite structures with three different cement

Composite
cement plate

Concrete

Displacement
measuring point

Strain measuring
point

Composite
cement plate

15
0

30
12

0

110
150

20 20

Figure 1: A schematic of the composite sample showing the
structure and geometry.
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plates, that is, the regular cement plates for the GS samples,
the BFRP reinforced plates for the GB samples, and the GFRP
reinforced plates for the DG samples. /e second set consists
of different composite structures made of the C15, C30, and
C50 concrete. /e third set includes the composite samples
with and without ribs to investigate the influence of the
mechanical interaction at the interface. /e failure charac-
teristics of the composite samples and the relation between
the shearing capacity and the slip deformation at the interface
were recorded. /e shearing strength as a function of the slip
deformation was obtained using the regression approach./e
results from this paper may provide a reference for improving
the bonding performance and promoting the industrial ap-
plications of the composite structures.

2. Experiment Design

2.1. Sample Preparation. In this research, the push-out shear
test is performed to study the influence of the fiber-rein-
forced cement plate, concrete strength, and ribs in the plate
on the bonding performance of the plate-concrete interface.
Figure 1 gives a front view of the composite structure. /e
cement plate at both ends is 20mm thick, 150mm high, and
150mm long, and themiddle concrete body is 110mm thick,
120mm high, and 150mm long. /erefore, the overall di-
mension of the composite specimen prepared in this study is
150×150×150mm. Efforts were made during the sample
construction to make sure that all specimens have the same
size. /e concrete is poured 30mm above the bottom; thus,
the push-out shearing test can be performed.

/e cement plate is constructed using cement, fly ash,
expanded perlite, sand, water reducing agent, and coupling
agent with a proportion of 1 : 0.25 : 0.015 : 0.15 : 0.007 : 0.015
by weight. During construction, the GFRP plate uses low
alkalinity cement while the BFRP plate uses the Portland
cement [26]. Fiber meshes are placed on both side surfaces of
the plate. /e fiber meshes used in the GFRP and BFRP
plates have the same density (160 g/m2).

/e construction of the BFRP and GFRP composite
samples includes three procedures: (1) preparation of the
experimental mold and cement slabs; (2) concrete pouring
between the composite cement plates; and (3) sample curing
at room temperature for 28 days. For ease of demolding, the
inner surface of the mold was cleaned and coated with
lubricating oil before pouring. Two pieces of cement plates
are placed at both sides of the mold, and a 30 mm thick foam
block is placed at the bottom between the two plates for
reserving space for the later push-out test./e foam is tightly
pressed on cement plates to prevent slurry leakage. /e
concrete is poured at a designed strength (i.e., C15, C30, and
C50 in this study) for comparing the concrete strength
influence on the bonding behaviors of the plate-concrete
interface. After demolding, the composite samples are cured
for a period of 28 days at room temperature.

2.2. Loading Condition and Data Measuring System. /e
push-out shearing test is performed on a compression
testing machine. Figure 2 plots the loading condition of the

composite sample. /e composite sample is placed between
the upper and lower bearing plates. A steel plate slightly less
than 110mm wide is put between the upper bearing plate
and the sample for performing the push-out shearing test.
/e test is ceased when the sample is damaged.

/e bonding performance of the plate-concrete interface
(including the shear strength and relative bond-slip) is the
major concern of this study. /e layout of the measuring
points is also shown in Figure 1. A total of 3 displacement
measuring points can be found on the left and right sides of
the two plates and on the front surface of the concrete body,
respectively. /e relative slip of the plate-concrete interface
can therefore be obtained. /e strain data of the interface,
however, were measured by 2 strain gauges placed at the
plate-concrete boundaries. /e testing machine (type SANS)
is used to load, the sensor (type CFBLY) is used to record the
load data, and the data acquisition system (type BETC) is
used to collect data./e shear stress, relative movement, and
strain data of the interface are recorded during the test. /e
failure characteristics and development of fractures on the
sample are also observed by a camera.

2.3. Material Strength Test. In the process of making spec-
imens, the concrete samples with different strength grades
are reserved, which are 150mm× 150mm× 150mm. /e
ordinary plain cement board samples, BFRP reinforced
cement composite board samples, and GFRP reinforced
cement composite board samples are all reserved for ma-
terial mechanics tests, which are
20mm× 250mm× 250mm. /e compressive strength of
concrete is shown in Table 1. /e flexural strength of the
cement board is shown in Table 2.

3. Results and Analysis

3.1. Effect of Fiber Mesh Type on Interface Bonding
Performance. As mentioned above, the inclusion of fiber
mesh in the cement plate and its type should influence the
bonding performance of the plate-concrete interface.
/erefore, the first group of tests compares the influence of
three kinds of cement plates, that is, the plain Portland

Beam

Load sensor

Upper load-bearing plate

Steel plate

Specimen

Lower load bearing

Hydraulic cylinder

Pressure limiter

Host base

Figure 2: A schematic of the loading condition of the composite
sample.
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cement plate without fiber reinforcement (GS); BFRP
reinforced ordinary Portland composite cement plate (GB),
and GFRP reinforced low alkalinity composite cement plate
(DG). All the three sets of composite specimens utilize C30
for the middle concrete during the sample preparation. In
each set, 3 samples are prepared./erefore, the total number
of samples in this group is 9. /e samples are assigned with
different numbers for better analysis. Sample GS C30-1, for
instance, represents the first sample with the GS cement
plates on both sides and C30 middle concrete.

3.1.1. Failure Modes of Specimens. Figure 3 shows the failure
characteristics of the samples after the shear test. It is found
that all 3GS samples present brittle failure (see Figure 3(a)).
Of those, samples GS C30-1 and GS C30-3 show both shear
failure along the interface and failure on the cement plate,
and sample GS C30-2 only finds brittle failure and fractures
on the cement plate. All the failures occur on the relatively
weak side of the sample. For the 3GB samples, the shear
failure along the interface is found on both GB C30–2 and
GB C30-3 samples, while GB C30-1 sees failure in the
concrete body (Figure 3(b)). By contrast, all three DG
composite samples see shear failure along the interface
(Figure 3(c)) and separations between the cement plates and
the concrete are observed.

/e shearing test reveals that the fiber-reinforced
composite sample fails along the plate-concrete interface
prior to the cement plate, indicating that the overall load-
bearing capacity of the cement plate is largely improved by
the fiber materials./e bonding performance of the interface
is also enhanced for the fiber-reinforced samples as com-
pared to the nonfiber samples and the interfacial shear
strength of the fiber-reinforced sample is even higher than
that of C30 concrete itself.

3.1.2. Shear Strength of the Interface. Table 3 compares the
shear strength of the plate-concrete interface for the com-
posite samples with different fiber-reinforced cement plates.
/e shear strength of the nonfiber composite sample (GS
samples) is noticeably lower than the fiber-reinforced
samples. /e mean value of the shear strength for the GS
samples is 0.64MPa, which is only 63.63% and 55.77% of the

GB (1.00MPa) and DG (1.14MPa) composite samples, re-
spectively. Hence, the fiber mesh significantly improves the
shear strength of the plate-concrete interface. It is also noted
that DG composite samples with GFRP cement plates have a
slightly larger shearing performance than the GB samples
with BFRP plates.

3.1.3. Relative Bond-Slip of the Interface. Table 4 lists the
maximum relative slip of the plate-concrete interface with
different fiber meshes. /e average displacement values of
the GS, GB, and DG composite samples are 0.27, 0.54, and
0.45mm, respectively. /erefore, the composite samples
with fiber-reinforced plates allow a larger relative dis-
placement on the plate-concrete interface compared to the
composite samples with nonfiber plates.

Figure 4 plots the relationship of the shearing stress over
the relative displacement. It shows that the shearing stresses
of the GB and DG composite samples increase at a large and
similar rate. /e fast growth of shearing stresses ends when
the relative displacement is about 0.14mm./e stresses then
reach a plateau and only increase slightly over a large dis-
placement; that is, the interface of the fiber-reinforced
samples shows plastic deformation characteristics. /e slope
of the curve for the GS sample, however, is much lower.
/erefore, the fiber-reinforced cement plate also improves
the deformation performance of the interface.

3.1.4. Shearing Stress-Strain Relationship of the Interface.
Table 5 summarizes the maximum and mean strain values of
the interface for the 3 sets of samples. It shows that the mean
strain value of GS C30 samples is only 10.6% of GB C30 and
18% of DG C30 samples. /e mean maximum strain of GB
C30 samples is 1.7 times that of DG C30 specimen.

/e shearing stress-strain curve is given in Figure 5. An
approximately linear relationship is observed between the
stress and strain for all the three sets of samples. It can also be
found from the curves that the GB and DG samples show
some plastic behaviors at the later stage, which corresponds
to the stress-displacement curves.

3.2. Effect of Concrete Strength on Interface Bonding
Performance. /e bonding performance of the plate-con-
crete interface is also influenced by the concrete strength.
/e composite samples in this group use C15, C30, and C50
for middle concrete, respectively. /e cement plates at both
sides are BFRP reinforced ordinary Portland composite
cement plate (GB) and GFRP reinforced low alkalinity
composite cement plate (DG). /erefore, this group of
experiments prepares 6 sets of tests with 18 samples in total.
Each sample is assigned a unique number. For instance, the
composite structure with BFRP cement plates and C15
concrete has 3 samples, that is, GB C15-1, GB C15-2, and GB
C15-3.

3.2.1. Failure Modes of Specimens. Figure 6 gives the fracture
development and failure characteristics of the samples after
the test. Note that the GB C30 and DG C30 samples have

Table 2: /e flexural strength of cement board.

Cement board type Average flexural
strength (MPa)

Plain cement board 5.4
BFRP reinforced cement composite board 12.1
GFRP reinforced cement composite board 12.3

Table 1: /e 28-day compressive strength of concrete.

Concrete type Average compressive strength (MPa)
C15 15.3
C30 31.1
C50 51.2
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been included in Figure 3. /us, Figure 6 only shows the
results of the C15 and C30 samples. It is observed that most
of the GB samples see shear failure along the interface,
except the GB C30-1 and GB C50-3 with failures also ob-
served on the concrete body. GB C30-1 finds failure on both
the cement plate and the middle concrete rather than fails in
shear along the interface (Figure 3(b)). /e GB C50-3
sample, however, finds tensile damage on top of the sample
beside the shear failure along the interface (Figure 6(b)).

By comparison, the DG samples show different failure
modes. Samples DG C15-1 and C15-3 find tensile failure in
the middle concrete due to bending (see Figure 6(c)). /e
fracture initiates from the bottom of the concrete and ex-
tends upwards. Sample DG C15-2, however, sees the
common shear failure along the plate-concrete interface;
that is, the middle concrete separates from the cement plate
when the limit relative displacement is reached. Likewise, all

the DG C30 and C50 samples fail in shear along the con-
crete-plate interface (see Figures 3(c) and 6(d)). /e DG
C50-3 sample shows a slightly different failure mode, al-
though with the fracture first developing along the interface
and then extending to the concrete before cutting through
the entire sample.

(a) (b)

(c)

Figure 3: Failure characteristics of the composite samples after the shear test: (a) GS C30, (b) GB C30, and (c) DG C30.

Table 3: A summary of the shear load at failure and shear strength
of the plate-concrete interfaces for samples with different cement
plates.

Composite
sample

Maximum load at failure, kN Shear strength,
MPaSp1 Sp2 Sp 3 Average

GS C30 24.33 20.84 23.75 22.97 0.64
GB C30 41.30 30.89 36.72 36.10 1.00
DG C30 42.07 40.31 42.60 41.19 1.14

Table 4: /e maximum relative bond-slip of the plate-concrete
interfaces at failure for composite samples with different cement
plates.

Composite sample
Maximum relative displacement at

failure, mm
Sp1 Sp2 Sp3 Average

GS C30 0.257 0.276 0.265 0.266
GB C30 0.537 0.548 0.541 0.542
DG C30 0.442 0.474 0.434 0.450
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Figure 4: Relationship of the shearing stress over the relative
displacement of the interface.

Table 5: /e maximum strain of the interface at failure for
composite samples with different cement plates.

Composite sample
Maximum strain, με

Sp1 Sp2 Sp3 Average
GS C30 32.5 28.6 27.1 29.4
GB C30 289.4 257.8 282.6 276.4
DG C30 168.5 157.3 162.6 162.8
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From the above analysis, we learn that most of the failure
occurs in shear along the interface. However, it is also in-
teresting to note that bending shear failure in concrete is
observed for Samples DG C15-1 and C15-3, and com-
pression shear failure on both cement plate and concrete is
found in Sample GB C30-1. In other words, failure in the
concrete or cement plate may occur prior to the interfacial
shear failure, indicating that the shear strength of the in-
terface may be larger than the cement plate and the concrete
body, especially when the concrete strength is low (say, the
C15 samples).

3.2.2. Shear Strength of the Interface. Table 6 compares the
shear strength of the composite samples with different
cement plates and concrete. It shows that the shear strength
of the interface increases with the concrete strength for

both GB and DG samples. For instance, the shear strength
for GB C50 sample is 1.43MPa, which is 1.43 times the GB
C30 sample (1.00MPa) and 2.46 times the GB C15
(0.58MPa). By contrast, maximum shear strength is found
at 1.36MPa for DG C50, compared to 1.14MPa for DG C30
and 0.56MPa for DG C15. On the other hand, the GB and
DG samples show no significant discrepancy in the in-
terface shear strength when the same middle concrete is
used.

3.2.3. Relative Bond-Slip of the Interface. /e maximum
relative bond-slip along the concrete-plate interface is
provided in Table 7. It is noticed that the relative dis-
placement of the interface shows no significant difference.
/is differs from the positive relationship between the shear
strength and the concrete strength.
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Figure 5: Stress-strain curves of the interface for composite samples with different cement plates.

(a) (b)

(c) (d)

Figure 6: Failure characteristics of the composite samples after the shear test: (a) GB C15, (b) GB C50, (c) DG C15, and (d) DG C50.
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Figure 7 plots the shearing stress-relative displacement
curves for composite samples with different cement plates
and concretes. /e deformation behavior along the interface
shows different characteristics for samples with different
concrete strength, although the maximum relative dis-
placements are generally the same. It shows that the shearing
stress for C30 and C50 samples increases rapidly at the early
stage of loading, which means the samples pick up the shear
load quickly but at a small displacement. After the relative
displacement reaches about 0.14mm, the C30 and C50
samples reach a plateau and show clear plastic deformation
behavior, with a large amount of displacement but a small
increase in shearing stress. By comparison, the C15 sample
shows an approximately linear relationship between the
shearing stress and the displacement. It is also observed from
the slope of the curves that the overall shearing stiffness of
the composite samples is increased with the increase of
concrete strength.

3.2.4. Shearing Stress-Strain Relationship of the Interface.
Table 8 gives the maximum and mean values of the interface
strain. Figure 8 shows the shearing stress-strain curves. It is
observed that the interfacial shearing stiffness and defor-
mation performance for both GB and DG samples are in-
creased with enhanced concrete strength. In particular, the
C50 samples show obvious plastic displacement behavior at
the late stage of loading./emaximum strain, however, does
not show a specific relationship with relation to the concrete
strength. /is is consistent with the results of the interface
slip test, which shows that the interface deformation
properties can also be reflected by measuring the interfacial
strain.

3.3. Effect of Rib on Interface Bonding Performance. /e
addition of ribs in the cement plate and its layout are also
influential to the bonding performance of the plate-concrete
interface. /e authors have designed cement plates with
horizontal (HL) and vertical (ZL) ribs, which are compared
to the nonrib samples (WL). /e rib is 10mm in width and
5mm in height. A total of 2 ribs are symmetrically placed in
the cement plate with a spacing of 100mm. During con-
struction, the BFRP (GB) and GFRP (DG) materials are used
for cement plates and C30 for concrete. /e sample ID is
assigned to each sample. Sample GBHL-1 represents the first
sample with BFRP cement plate and HL rib.

3.3.1. Failure Modes of Specimens. Figure 9 plots the failure
characteristics of the samples after the test. All the 3GB HL
samples see shear failure near the plate-concrete interface in
both the cement plate and the concrete (Figure 9(a)). /is
differs from the smooth shear failure of the interface and
complete separation of the plate and concrete for the WL
samples. /e GB ZL samples also see shear failure along the
plate-concrete interface (Figure 9(b)). However, fractures ex-
tend towards the middle concrete and damage is found in the
concrete at top of the sample, especially for theGBZL-3 sample.

Shear failure along the interface is observed for Samples
DG HL-1 and DG HL-2 (Figure 9(c)). /e middle concrete
for Sample DG HL-1 also sees shear failure near the failure
interface side at the top. DG HL-3, however, fails in bending
shear in the concrete. /e bending shear crack initiates from
the bottom and extends upward to the top surface, but the
interfaces on both sides still remain intact. Similar to the
GBZL samples, the DG ZL samples find shear failure along
the interface and splitting failure on the concrete at the top.

Table 6: A summary of the maximum shear load at failure and shear strength of the plate-concrete interfaces for composite samples with
different cement plates and concretes.

Cement plate Concrete
Maximum load at failure, kN

Shear strength, MPa
Sp1 Sp2 Sp3 Average

GB
C15 19.56 22.18 18.74 20.16 0.58
C30 41.30 30.89 36.72 36.10 1.00
C50 52.16 50.83 51.12 51.37 1.43

DG
C15 20.01 21.38 21.28 20.98 0.56
C30 42.07 40.31 42.60 41.19 1.14
C50 48.79 51.23 47.01 49.07 1.36

Table 7: /e maximum relative bond-slip of the plate-concrete interfaces at failure for composite samples with different cement plates and
concretes.

Cement plate Concrete
Maximum relative displacement at failure, mm

Sp1 Sp2 Sp3 Average

GB
C15 0.478 0.485 0.513 0.492
C30 0.537 0.546 0.543 0.542
C50 0.516 0.528 0.516 0.520

DG
C15 0.487 0.499 0.514 0.500
C30 0.463 0.451 0.436 0.450
C50 0.477 0.469 0.485 0.477
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Figure 7: Relationship of the shearing stress over the relative displacement of the interface: (a) GB and (b) DG.

Table 8: Maximum strain of the interface at failure for composite samples with different cement plates and concretes.

Cement plate Concrete
Maximum strain, με

Sp1 Sp2 Sp3 Average

GB
C15 118.7 136.5 106.0 120.4
C30 289.4 257.8 282.6 276.4
C50 231.5 219.3 233.5 228.1

DG
C15 187.3 210.2 198.9 198.8
C30 168.5 157.3 162.6 162.8
C50 254.3 259.4 259.7 257.8
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Figure 8: Stress-strain curves of the interface for composite samples with different cement plates and concretes: (a) GB and (b) DG.
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Sample DG ZL-3, however, shows an inclined compression
shear failure mode with a 45° fracture (in relation to the
interface) developing upward obliquely from the bottom
edge (Figure 9(d)).

3.3.2. Shear Strength of the Interface. Table 9 summarizes the
maximum shear load of the interface and the shear strength
at failure. It is obvious that the samples with ribs in the plate
present much larger shear strength than the nonrib ones.
/e shear strength values for the rib samples almost double
those for the nonrib. /is is because the presence of ribs in
the cement plate not only increases the bonding area but also
improves the load transmission between the cement plate
and the concrete. /e ribs provide extra mechanical inter-
action at the interface rather than the pure friction for WL
samples. /erefore, the ribbed samples are more reliable.

It is also noted that the samples with HL ribs have better
interface bonding performance compared to the samples
with ZL ribs. /e HL ribs play a more important part than
the ZL ribs in improving the mechanical interaction at the
interface.

3.3.3. Relative Bond-Slip of the Interface. /e maximum
relative bond-slip of the interface is listed in Table 10 and the
curve of the interfacial shear stress-relative displacement is
shown in Figure 10. It can be seen that, due to the me-
chanical interlocking between the rib and the concrete, not
only is the interfacial shear bearing capacity of the composite
samples increased, but also the interfacial shear stiffness of
the composite samples is greatly increased, the HL rib
samples present the largest shearing stiffness. /e maximum
interface slip of the samples after being ribbed is significantly
reduced. /e sample with HL ribs has the lowest relative
displacement, followed by the ZL rib sample and the WL
sample. It is also observed that no plastic deformation be-
havior is found for the rib samples.

3.3.4. Shearing Stress-Strain Relationship of the Interface.
Table 11 gives the maximum strain of the interface at failure.
/e WL samples have the highest strain values, while the
ribbed samples show significant lower strain. /e stress-
strain curves are plotted in Figure 11. /e HL rib sample has
the largest shear modulus and the ZL rib sample is the
second, while the WL sample has the lowest shear modulus.
/e ribs at the interface increase the mechanical friction of
the sample but allow less relative movement, which is
consistent with the previous results of interfacial bond-slip
tests.

(a) (b)

(c) (d)

Figure 9: Shear fracture of cement plate and concrete composite specimens with different ribs: (a) GB HL, (b) GBZL, (c) DG HL, and
(d) DG ZL.

Table 9: Maximum load at failure and the shear strength of the
interface for composite samples with different ribs.

Cement
plate Rib

Maximum load at failure, kN Shear strength,
MPaSp1 Sp2 Sp3 Average

GB
HL 84.10 83.88 83.78 83.92 2.33
ZL 75.40 72.89 76.23 74.84 2.08
WL 41.30 30.89 36.72 36.10 1.00

DG
HL 90.01 89.62 87.55 89.06 2.47
ZL 76.34 79.21 76.86 77.47 2.15
WL 42.07 40.31 42.60 41.19 1.14

Table 10: Maximum relative bond-slip of the plate-concrete in-
terfaces at failure for composite samples with different ribs.

Cement plate Rib
Maximum relative displacement, mm
Sp1 Sp2 Sp3 Average

GB
HL 0.123 0.119 0.130 0.124
ZL 0.249 0.267 0.249 0.255
WL 0.537 0.546 0.543 0.542

DG
HL 0.208 0.224 0.225 0.219
ZL 0.257 0.249 0.274 0.260
WL 0.463 0.451 0.436 0.450
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3.4. Regression Expression for the Shear Strength of the
Interface. /e influence of the cement plate, concrete
strength, and rib on the bonding performance of the in-
terface has been studied using the push-out shear test in this
paper. /e regression analysis is then utilized to establish a
mathematical relation between the shear strength and the 3
influencing factors, which is given in equation (1):

τu � 0.638 · α · c · 0.0217fcuk + 0.261( , (1)

where τu is the shear strength of the plate-concrete interface
in MPa; α is a dimensionless factor representing the in-
fluence of the fiber mesh type (α�1 for the nonfiber cement
plate, α� 1.793 for the GFRP cement plate, and α� 1.572 for
the BFRP cement plate); c is also dimensionless expressing
the influence of rib in the cement plate (c �1 forWL sample,
c � 2.244 for the sample with HL rib, and c � 1.977 for the ZL
rib); fcuk is the standard cube compressive strength of the
concrete.

/e shear strength of the plate-concrete interface is
computed using equation (1). Table 12 compares the cal-
culated shear strength with the shear test results in this
study. /e ratio of the calculated value over the test result is

also provided. It is found that in most cases the GB samples
show slightly larger shear test results, while the DG samples
slightly larger calculated shear strength. However, the ratios
are very close to 1, showing good agreement between the
calculation equation and the shear test results. /erefore,
equation (1) can be used to calculate the shear strength of the
interface and provide good results, when the shear test is not
available.

4. A Constitutive Model for the Shear Strength-
Relative Slip of the Interface

According to the test results, all the samples show a linear
relationship between the shear strength and the relative slip
at the early loading stage. After reaching the maximum, the
shear strength plateaus over a long relative displacement, but
only for the samples with fiber-reinforced nonrib cement
plates. However, for the nonfiber, nonrib samples, or the
ribbed samples with no fiber-reinforced cement plates, the
stress-slip curve only has the rising linear stage, and there is
no obvious plastic deformation stage./ese samples fail after
the peak shear strength is reached and no plastic behavior is
observed.

Figure 12 is used to express the relationship of the
shearing stress and relative slip, where τ is the shearing stress
inMPa and S is the value of the relative slip in mm./e shear
stress of the interface increases linearly with the relative
displace before it reaches the characteristic value of the
relative displacement, S0. /e shear stress then maximizes at
τu over the displacement range of S0<S< Su. /e curve is
divided into elastic (OA) and plastic (AB) sections according
to the load-deformation characteristics. Note that only the
linear growth Section OA is used for expressing the stress-
displacement relationship for the nonfiber and ribbed
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Figure 10: Relationship of the shearing stress over the relative displacement of the interface for composite samples with different ribs: (a) GB
and (b) DG.

Table 11: Maximum strain of the interface at failure for composite
samples with different ribs.

Cement plate Rib
Maximum strain, με

Sp1 Sp2 Sp3 Average

GB
HL 169.3 172.1 182.1 174.5
ZL 180.2 185.6 197.3 187.7
WL 283.4 270.3 275.5 276.4

DG
HL 143.5 149.2 148.6 147.1
ZL 215.4 210.2 219.1 214.9
WL 301.2 316.5 308.7 308.8
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samples. /e load-deformation behavior of the samples
using fiber-reinforced cement plates includes both sections.

4.1. Elastic Behavior of the Sample (Section OA). /e ex-
perimental data are used to obtain the mathematical rela-
tionship between the shearing stress and relative slip using
the regression method. Equation (2) gives the expression for
the linear growth of stress over displacement in Section OA.

τ � 2.409 · β · η · 0.243fcuk − 1.526(  · S, 0< S≤ S0( ,

(2)

where τ is the shear stress of the plate-concrete interface; β is
the dimensionless factor concerning the influence of fiber
mesh on the stress-slip relationship (β�1 for the nonfiber
cement plate, β� 2.633 for the GFRP cement plate, and
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Figure 11: Stress-strain curves of the interface: (a) GB and (b) DG.

Table 12: Comparisons between calculated and test shear strength.

Sample ID Mean value of test results, MPa Mean value of calculated results, MPa Calculated results/test results
GS C30 0.64 0.582 0.912
GB C15 0.58 0.588 1.008
GB C30 1.00 0.915 0.912
GB C50 1.43 1.350 0.946
GB HL 2.33 2.053 0.881
GB ZL 2.08 2.053 0.987
DG C15 0.56 0.671 1.198
DG C30 1.14 1.043 0.912
DG C50 1.36 1.540 1.130
DG HL 2.47 2.341 0.946
DG ZL 2.15 2.063 0.959

A B

S0 SuS0

τu

τ

Figure 12: Constitutive model for the shearing stress-relative slip
of the interface.
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β� 2.619 for the BFRP cement plate); η is a dimensionless
parameter explaining the influence of rib in the cement plate
(η�1 for WL sample, η� 1.735 for the sample with HL rib,
and η� 1.304 for the ZL rib); fcuk is the standard cube
compressive strength of the concrete; S is the relative slip of
the plate-concrete interface (0<S< S0).

4.2. Plastic Behavior of the Sample (Section AB). In the fol-
lowing section of the curve, the shear stress of the interface
maximizes at τu while the relative slip continues to increase.
Equation (3) shows the relationship of shear stress over the
relative slip.

τ � τu, S> S0( , (3)

where τu is the shear strength of the interface. /e shear
strength can be obtained using equation (1).

4.3. Characteristic Value of the Relative Slip. S0 is the char-
acteristic value of relative slip referring to the amount of
relative displacement when the shear stress reaches its peak
value. Combining equations (1) and (2) yields the expression
for S0:

S0 �
0.638 · α · c · 0.0217fcuk + 0.261( 

2.409 · β · η · 0.243fcuk − 1.526( 
. (4)

In Figure 12, Su represents the maximum relative dis-
placement when the samples fail completely. Note that, for
the samples without plastic behavior, Su � S0 and is normally
less than 0.3mm. For samples with plastic behavior, how-
ever, the relative slip characteristic values fall in the range of
0.45–0.55mm.

It should be noted that the maximum concrete strength
in this study uses the C50. Hence, the obtained equations
above only apply for C50 concrete or less, and further re-
search needs to be done for concrete strength grade higher
than C50.

5. Summaries and Conclusions

/is paper has analyzed the bonding performance of the
plate-concrete interface by performing push-out shear test in
the laboratory. A total of 3 groups of experiments have been
conducted to assess the influence of the fiber mesh type, the
concrete strength, and the inclusion of ribs in the cement
plate./e failure characteristics of the sample, shear strength
of the interface, and the relationship of load-deformation
have been discussed for different samples. /e regression
method is adopted to compute the shear strength and the
stress-displacement slip of the interface using the experi-
mental data. /e results provide guidance for improving the
bonding performance of the interface. Important findings of
this paper are listed as follows:

(1) Instead of brittle failure, the composite sample with
fiber-reinforced cement plate shows plastic behavior
following the elastic stage. /e deformation per-
formance of the interface is therefore improved by
using the fiber-reinforced cement plate. /ese fiber-

reinforced cement plates increase not only the
buckling strength but also the shear stress of the
plate-concrete interface. /ere is no appreciable
difference between the GFRP and BFRP composite
samples, although the GFRP samples have slightly
larger shear strength, while the BFRP samples show
slightly better deformation performance.

(2) /e shear strength of the plate-concrete interface is
improved when using higher strength of concrete.
However, the maximum relative slip at failure is not
increased with the increase of concrete strength.
Composite samples with larger concrete strength
(say C50) show good shear stiffness and plastic
behavior following the elastic stage.

(3) /e shear strength and shear stiffness of the interface
are largely improved by setting ribs in the cement
plate. However, the maximum relative slip of the
interface is decreased for the rib samples. /e layout
of the rib is also influential to the interface bonding
performance. /e HL rib has larger shear strength
and stiffness but lower maximum displacement.

(4) Good consistency is found between the stress-strain
and stress-slip relationship of the interface. /ere-
fore, the deformation characteristics of the interface
can also be represented by measuring the strain data.

(5) /e regression analysis gives the mathematical ex-
pression for the shear strength and the constitutive
relationship of the stress-slip of the interface. /e
approximate elastic-perfectly plastic behavior is
found for the samples using fiber-reinforced cement
plates, while only linearly elastic behavior is observed
for both nonfiber and rib samples.

Abbreviations

Sp1, Sp2, and
Sp3:

Specimens 1, 2, and 3

τ: Shear stress of the plate-concrete interface
τu: Shear strength of the plate-concrete interface
S: Relative bond-slip of the plate-concrete

interface
S0: Characteristic value of relative bond-slip

when the shear stress reaches maximum
Su: Maximum relative bond-slip when the

samples fail completely
ftk: Standard cube compressive strength of the

concrete
α: A dimensionless factor representing the

influence of fiber mesh type on shear
strength

c: A dimensionless factor expressing the
influence of rib on shear strength

β: A dimensionless factor concerning the
influence of fiber mesh on stress-slip
relationship

η: A dimensionless factor concerning the
influence of rib on stress-slip relationship.
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To study the influence of blade profiles of the plastic centrifugal pump on pump performance, the impeller blade profiles were
designed and drawn by the single arc method, double arc method, logarithmic spiral method, and B-spline curve method,
respectively, with the known structural parameters.)e shape and size of four profiles were drawn, and two-dimensional models
and three-dimensional models of four impellers and volute were completed, respectively.)e impeller models were printed by 3D
printing technology, and the performance experiments of the plastic centrifugal pump were carried out.)e numerical simulation
of the internal flow field was performed. From the contours of the velocity and pressure, the vapor volume fraction distribution,
and fluid-structure interaction analysis of impellers, the impeller drawn by the logarithmic spiral method was better than others.
)e optimization of the logarithmic spiral method was completed. )e impeller inlet and outlet diameters (D1 and D2) and
impeller inlet and outlet installation angles (β1 and β2) were taken as control variables, and the total power loss and the minimum
NPSHr of the pump were taken as the objective functions. )e optimization results were that D1 � 58mm and D2 �162mm and
β1 � 17° and β2 � 31°. )e hydraulic efficiency was increased by 1.68%.

1. Introduction

As a type of general machinery, centrifugal pumps are widely
used such as in mechanical engineering, aerospace, and
petrochemical industries [1–3]. )e flow components of
plastic centrifugal pumps are made of engineering plastic,
with less manufacturing costs and better corrosion resis-
tance. Plastic centrifugal pumps are suitable for most cor-
rosive environments such as acid, alkali, and salt and can be
applied to the transportation of corrosive materials in
chemical and petroleum industries. However, it is well
known that inevitable cavitation in centrifugal pumps will
affect the pump performance and cause noise and vibrations
[4–10].

)e impeller is the core part of the centrifugal pump, and
the impeller blade profile plays a vital role in the fluid flow
which will directly impact the performance of centrifugal
pumps. At present, there have been many studies on the
influence of the impeller parameters on the flow charac-
teristics of centrifugal pumps [11–20]. Tao et al. [21] used the

numerical method to study how the blade thickness influ-
enced the flow characteristics in the impeller passages and
volute casing. )ey concluded that the pressure pulsations
increased at the leading edges but decreased at the trailing
edges according to the increase in the blade thickness.
However, their work was only helpful for the design of
ceramic pumps. Tao et al. [22] studied the influence of blade
leading-edge shape on the cavitation and concluded it
delayed the inception cavitation and critical cavitation. Peng
et al. [23] analyzed various blade outlet angles without
changing other impeller parameters and concluded that if
the blade outlet angle was increased, the flow separation and
the axial vortex along the blade working surface would be
more serious. However, their work was aimed at low specific
speed submersible pumps. Yu-Qin and Ze-Wen [24] studied
how different blade numbers influenced the flow-induced
noise of the centrifugal pump based on the idea of acoustic-
vibration coupling.)ey found that the 6-blade model pump
was the optimal value. Han et al. [25] presented an impeller
and volute shape optimization design method that improved
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the hydraulic performance of the pump. Zhang et al. and
Wang et al. [26, 27] explored the effects of slotted blades on
the performance of centrifugal pumps. Li et al. [28] studied
the influence of the blade angle of a low specific speed plastic
centrifugal pump on the pump performance. )ey applied
the one-way fluid-structure interaction but did not take the
impact of structural deformation on performance into
consideration.

)e blade profile directly affects the bending of the blade
and has an important impact on the fluid flow in the impeller
channel. Studying the impact of the blade profile on the
performance of the centrifugal pumps is beneficial to im-
prove the performance and efficiency of the centrifugal
pumps. Hu et al. [29] designed an iterative method of double
arc blade profile for drawing cylindrical blade profile which
overcame the shortcomings of blade profile drawing
methods. El-Gazzar and Hawash [30] used the splitting
technique to change the shape of the impeller and concluded
that the impeller blade split caused the uneven mass dis-
tribution around the impeller, which led to the imbalance of
the impeller. Ming et al. [31] proposed a new variable-angle
spiral equation that was complementary to the traditional
variable-angle spiral equation by changing the blade
placement angle function.

In existing research studies, the studies on blade profile
are mainly focused on metal pumps and a single profile,
while only a few pieces of research are on the performance of
plastic centrifugal pumps. Moreover, there is no regularity
between the various blade profiles and the performance
parameters of centrifugal pumps. In this paper, four design
methods of blade profiles, which are the single arc method,
double arc method, logarithmic spiral method, and B-spline
curve method, are proposed and the influence of four kinds
of blade profile on plastic centrifugal pump performance is
studied. )e flow field simulation of pumps with various
impellers is analyzed in detail.

2. Design Methods of Blade Profiles

2.1. Single Arc Method. Figure 1 shows the design principle
of the single arc method. In Figure 1, D1 and D2 are impeller
inlet and outlet diameters, respectively, β1 and β2 are the
impeller inlet and outlet installation angles, respectively, and
arc AB is the blade profile.

Take a random point (point A) on the entrance circleD1.
Take point A as the fixed point. Draw a line with a β1 angle
and a length of ρ in the negative direction of the x-axis. Take
point E as the endpoint. )en, take point E as the center and
ρ as the radius to make the arc intersect the inlet and outlet
circles atA and B.)erefore, the arcAB is the blade profile of
the single arc method.

)e radius of curvature of the single arc:

ρ �
R
2
2 − R

2
1

2 R2 cos β2 − R1 cos β1( 
, (1)

where ρ�EA—radius of curvature of the single arc (mm)
and R1, R2—impeller inlet and outlet radii (mm).

2.2. Double Arc Method. )e principle of the double arc
method is to find the radius of rotation according to the
drawing method to determine the first arc and then calculate
the value of the radius of rotation to determine the second
arc according to the formula.

In Figure 2, D1 and D2 are impeller inlet and outlet
diameters and β1 and β2 are the impeller inlet and outlet
installation angles. Take D1 as the diameter to make a circle
and divide the circle into equal parts according to the
number of blades Z. )e equal points are A1, A2, A3, A4, A5,
and A6. Take the diameter δ �D1sin β1 as the concentric
circle with the diameter D1. Make tangent lines A1E1, A2E2,
A3E3, A4E4, A5E5, and A6E6 from each equal point to the
circle of diameter δ. Take E1 as the center of the circle
(∠E1A1O� β1) and E1A1 as the radius to make an arc, which
intersects the auxiliary circle (point F); then, the arc FA1 is
the first profile of the blade. )e second arc needs to meet
three conditions which determine the position of point P.
)ree conditions are that (1) F, E1, and M points are col-
linear; (2) ∠OPM� β2; and (3) PM�MF� ρ.

)e value of ρ is

ρ �
1
2

R
2
2 − R

2
f

R2 cos β2 − Rf cos βf

, (2)

where ρ—radius of rotation of the second arc (mm);
Rf—radius of rotation of the point F (mm); and βf—blade
angle of point F (°).

After the position of point P is determined, the center
point M can be determined and the second arc can be
determined according to ρ.

2.3. Logarithmic Spiral Method. After determining the im-
peller inlet and outlet installation angles and the impeller
inlet and out diameters, the blade wrap angle has a larger
value range. )erefore, the advantage of the logarithmic
spiral method in the shape of the cylindrical impeller’s blade
is also more prominent. Design and draw the impeller blade
profile according to the equivariant angle spiral, and its
design principle of the profile is shown in Figure 3.

In Figure 3, β is impeller installation angle (°); β1 and β2
are impeller inlet and outlet installation angles (°);D1 andD2

β2 B

E
D2 

β1 

β1

D1
 

O A

Figure 1: Blade profile of single arc method.
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are the impeller inlet and outlet diameters (mm); and θ is the
variation of wrap angle ψ (°).

When β1≠ β2, the change law of β is

β � β2 − β1(  •
θ
φ

+ β1. (3)

Profile equation:

r � r1
cos β1

cos β2 − β1/φ( θ + β1 
 

Ψ/β2− β1( )

. (4)

Wrap angle:

φ �
β2 − β1( ln r2/r1( 

ln cos β1/cos β2( 
. (5)

Substitute β1 � 20, β2 � 30,D1 � 58mm, andD2 �162mm
into the program written by MATLAB software, and the
resulting blade profile is shown in Figure 4(a).

2.4. B-Spline CurveMethod. Use 5-point (or 4-point) Bezier
curve to fit the studied impeller profile, which eliminates the
inconvenience of curve adjustment caused by traditional
cubic polynomial fitting and makes the design of blade
profile simpler, smoother, and easier to control. Determine
the coordinates of the control points first. According to the
Bezier equation, n� 4,

P(t) � (1 − t)
4
P0 + 4t(1 − t)

3
P1 + 6t

2
(1 − t)

2
P2

+ 4t
3
(1 − t)P3 + t

4
P4.

(6)

)e coordinate of any point P (xp, yp) on the Bezier curve
is

xp � (1 − t)
4
x0 + 4t(1 − t)

3
x1 + 6t

2
(1 − t)

2
x2

+ 4t
3
(1 − t)x3 + t

4
x4,

yp � (1 − t)
4
y0 + 4t(1 − t)

3
y1 + 6t

2
(1 − t)

2
y2

+ 4t
3
(1 − t)y3 + t

4
y4.

(7)

Figure 5 shows the design principle of the B-spline curve
method. In Figure 5, the impeller inlet and outlet installation
angles β1 and β2 and the impeller inlet and outlet diameters
D1 and D2 are the known parameters.

Substitute β1 � 20, β2 � 30, D1 � 58mm, D2 �162mm,
and ψ � 88.3 into the calculation and obtain P0 (0, 29), P1
(−26.32, 38.58), P2 (60.87, 12.77), P3 (−66.79, 25.49), and
P4(−81, 2.83). From the obtained coordinates of P0, P1, P2,
P3, and P4, the designed blade profile can be drawn by
MATLAB software, as shown in Figure 4(b).

3. Numerical Simulation Method

3.1. Computation Model. Take the plastic centrifugal pump
designed by a certain unit as an example, and its main design
parameters are shown in Table 1. According to the known
structural parameters of a plastic centrifugal pump, the
impeller blade profiles were designed and drawn by the
single arc method, double arc method, logarithmic spiral
method, and B-spline curve method, respectively.

Figure 6 shows a two-dimensional diagram of the impeller.
According to the parameters of the impeller in Figure 6, theUG
software is used to design the three-dimensional model of the
impeller. )e three-dimensional models of the impeller with
four profile design methods are shown in Figure 7.

Figure 8 shows a two-dimensional diagram of the volute.
According to the parameters of the volute in Figure 8, the
UG software is used to design the three-dimensional model
of the volute. )e three-dimensional model of the volute is
shown in Figure 9.

3.2. Meshing. According to the above completed three-di-
mensional models, ANSYS-ICEM software is employed to
utilized to mesh the computational domains.When wemesh
the models, the actual grid cannot reach the ideal shape. If
the grid deforms or deformation exceeds a certain limit, the
accuracy of the calculation results will change accordingly.
)erefore, in the initial division of the grid, it is necessary to
use appropriate measures to control or measure the quality
of the grid and try to achieve the best grid. )e final de-
termination of the number of grid cells in each part of the
computational domains is shown in Table 2.

)e final meshing is shown in Figure 10.

3.3. Computational Setup. Numerical calculations were
performed in FLUENTsoftware.)e turbulencemodel was a
k-epsilon (equation (2)) turbulence model. )e computa-
tional impeller domain was set to a rotational domain. All
other computational domains were set to static.

)e boundary conditions were set to velocity inlet and
outflow. )e relevant setting parameters were set by default.
)e reference pressure was set to standard atmospheric

P

M

D2

D1 

O A1

A5

A4

A3
A2

E2

E3 E4

E5

E1

β2

β1

Figure 2: Blade profile of double arc method.
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θ 
ψ
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Figure 3: Blade profile of logarithmic spiral method.
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Table 1: Design parameters of plastic centrifugal pump.

Performance parameters Geometrical dimension
Q (m3/h) 20 Impeller inlet diameter (mm) 58
H (m) 30 Impeller outlet diameter (mm) 162
n (r/min) 2900 Impeller inlet width (mm) 23
ns 60.871 Impeller outlet width (mm) 10
Pt (kW) 5.5 Impeller inlet installation angle (°) 20
NPSHa (m) 4 Impeller outlet installation angle (°) 30
Volute width (mm) 33 Base circle diameter of volute (mm) 175
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Figure 6: Two-dimensional diagram of the impeller.
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Figure 4: Blade profiles drawn by MATLAB software. (a) Logarithmic spiral method. (b) B-spline curve method.
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Figure 5: Blade profile of B-spline curve method.
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pressure. )e wall surface was placed under a non-slip
boundary condition, and a standard wall surface function
was applied. )e calculation method was SIMPLEC. )e
convergence accuracy was set to 10−4.

4. Test Verification

4.1. 3D Printing of Plastic Centrifugal Pump Impellers.
UTR9000 material was used for 3D printing of impellers,
which was an ABS-like stereo light modeling resin with

(a) (b) (c) (d)

Figure 7: Models of impellers drawn by four profile designmethods. (a) Single arc. (b) Double arc. (c) Logarithmic spiral. (d) B-spline curve.
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Figure 8: Two-dimensional diagram of the volute.

Figure 9: Model of volute.

Table 2: )e number of grid cells.

Computational
domains

Inlet
extension Impeller Volute Outlet

extension
)e number of grid
cells 581102 397526 393266 1502055

Figure 10: Meshing.
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accurate and durable characteristics. )e durability of
components made of UTR9000 resin was more than 6.5
months. According to the three-dimensional models of the
impellers drawn by four profile design methods (Figure 6),
the impeller models printed by 3D printing technology are
shown in Figure 11.

4.2. Performance Tests of Plastic Centrifugal Pump.
Figure 12 shows the pump performance test bench, which
mainly included a motor and a flow control valve.

)e pump test system (electrical measurement method)
V8.97 software on the data acquisition platform was used to
collect data at each operating point by adjusting the flow
control valve. )e pump performance experiments were
performed on the impellers of the four types of profiles. )e
parameter settings before the experiment are shown in
Table 3, and the collected data are shown in Tables 4–7.

4.3. Data Analysis. Figures 13 and 14 show the comparison
of head and efficiency in performance experiments of four
types of impellers. From the shut-off point to the maximum
flow condition during the test, 13 flow condition points were
selected to completely reflect the external characteristic
variation curve. It can be seen that the efficiency of the
logarithmic spiral method was better than that of the other
three methods, and the efficiency of the single arc method
was the worst.

5. Analysis of Numerical Simulation Results

5.1. Velocity in the Flow Field. Figure 15 shows the contours
of the velocity of the four impellers, respectively. As shown
in Figure 15, when the other parameters were consistent,
the impellers drawn by four profile design methods had
insufficient fluid flow, and the internal flow fields in the
impellers drawn by the single arc method and B-spline
curve method had obvious vortex. )e internal flow fields
in the impellers drawn by the double arc method and
logarithmic spiral method were significantly better than
those drawn by the B-spline curve method and single arc
method.

5.2. Pressure in the Flow Field. Figure 16 shows the contours
of the pressure of the four impellers, respectively. As shown
in Figure 16, when the other parameters were consistent,
the internal pressure trends of the impellers drawn by four
design methods were correct, and the stratification was
obvious.)ere was negative pressure near the impeller inlet
in the flow fields of impellers drawn by the single arc
method and B-spline method, while negative pressure did
not occur in the other two flow fields of impellers. )e
maximum pressure values corresponding to the four
methods were 437563 Pa, 441628 Pa, 438368 Pa, and
435518 Pa.)e pressure fields in the impellers drawn by the
double arc method and logarithmic spiral method were
significantly better.

5.3. Cavitation in the Flow Field. Figure 17 shows the vapor
volume fraction distribution in four impellers when NPSHr
was 1m. As shown in Figure 17, when NPSHr was 1m, the
bubbles almost filled the entire impellers. )e vapor volume
fractions of the impellers drawn by the double arc method
and logarithmic spiral method were 0.9455 and 0.9449,
which were significantly lower than those in the other two
impellers. )e impeller drawn by the single arc method had
the largest value.

Figure 18 shows the vapor volume fraction distribution
in four impellers when NPSHr was 2m. As shown in Fig-
ure 18, when NPSHr was 2m, bubbles filled one third of the
entire impellers. )e vapor volume fractions of the im-
pellers drawn by the double arc method and logarithmic
spiral method were 0.861 and 0.8174, which were signifi-
cantly lower than those in the other two impellers. )e
impeller drawn by the B-spline curve had the largest value.

In summary, when NPSHr � 1m and 2m, the impeller
drawn by the logarithmic spiral method is significantly
better than the other three impellers, which means that the
logarithmic spiral method is the best design method.

5.4. Analysis of Efficiency. According to the above conclu-
sion, CFD-Post software was used to calculate the perfor-
mance parameters of the four profiles, as shown in Table 8.
From Table 8, it can be concluded that the impeller of the
logarithmic spiral method was the optimal impeller under
the design condition.

5.5. Analysis of Blade Profiles Based on Fluid-Structure
Interaction. )e purpose of fluid-structure interaction was
to find how the flow field influenced the impeller, which was
mainly reflected in the deformation of the impeller caused by
the fluid, and the force on the impeller. ANSYS-CFX soft-
ware was used to complete the fluid-structure interaction
analysis.

Figure 19 shows the total deformation of the impellers
drawn by four profile design methods under the same
working condition. As a whole, the total deformation dis-
tribution of the four impellers was symmetrical and stratified
obviously. )e deformation of the impellers increased
continuously with the increase of the radius, the maximum
deformation occurred at the edge of the impellers, and the
minimum deformation occurred at the inlet of the impellers.

)e maximum total deformation of the impellers drawn
by four profile design methods was 0.61503mm,
0.58614mm, 0.57442mm, and 0.61609mm, respectively.
)e following can be concluded for total deformation:
B-spline curve method> single arc method> double arc
method> logarithmic spiral method.

Figure 20 shows the equivalent stress of the impellers
drawn by four profile design methods under the same
working conditions. As a whole, the impeller stress was
mainly concentrated on the blade root, where the equivalent
stress was significantly greater than that in other areas.
)erefore, compared to other positions, the blade root near
the impeller inlet was more prone to stress concentration.
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(a) (b)

(c) (d)

Figure 11: 3D printing of impellers. (a) Single arc. (b) Double arc. (c) Logarithmic spiral. (d) B-spline curve.

Figure 12: Pump performance test bench.

Table 3: Parameter settings of pump performance experiment.

Product number Fluid density (kg/m3) Fluid viscosity (CST) Meter factor (f/1) Inlet diameter (m) Outlet diameter (m)
50UHB15-32 Water Water 79.89 0.05 0.032

Table 4: Performance experiment of single arc method.

Measured value n� 2900 (r/min)
Inlet pressure Outlet pressure Q n Pin Q H Pin η

(kPa) (kPa) (m3/h) (r/min) (kW) (m3/h) (m) (kW) (%)
1 −70.00 170.00 20.95 2998.60 5.85 20.26 25.72 5.29 26.83
2 −80.00 220.00 19.93 3001.44 5.83 19.26 31.19 5.26 31.11
3 −70.00 240.00 18.92 3002.21 5.81 18.28 31.94 5.24 30.37
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)e maximum equivalent stress of the impellers drawn
by four profiles was 41.357MPa, 41.43MPa, 40.909MPa,
and 44.891MPa, respectively. )e following can be

concluded for equivalent stress: B-spline curve method-
> double arc method> single arc method> logarithmic
spiral method.

Table 4: Continued.

Measured value n� 2900 (r/min)
Inlet pressure Outlet pressure Q n Pin Q H Pin η

(kPa) (kPa) (m3/h) (r/min) (kW) (m3/h) (m) (kW) (%)
4 −60.00 260.00 16.35 3001.81 5.56 15.80 32.47 5.01 27.87
5 −50.00 280.00 14.86 3001.81 5.37 14.36 33.21 4.84 26.82
6 −40.00 300.00 12.93 3002.06 5.12 12.49 33.90 4.62 24.99
7 −30.00 310.00 10.91 3002.36 4.96 10.54 33.66 4.47 21.62
8 −20.00 330.00 8.28 3001.63 4.68 8.00 34.39 4.22 17.76
9 −20.00 340.00 6.33 3001.54 4.53 6.12 35.21 4.09 14.36
10 −10.00 350.00 2.44 3001.34 4.26 2.36 35.06 3.84 5.86
11 −10.00 360.00 1.49 3001.16 4.22 1.44 36.00 3.81 3.71
12 −10.00 360.00 0.21 3000.81 4.15 0.20 35.99 3.75 0.53
13 0.00 380.00 0.00 3000.90 4.03 0.00 36.94 3.64 0.00

Table 5: Performance experiment of double arc method.

Measured value n� 2900 (r/min)
Inlet pressure Outlet pressure Q n Pin Q H Pin η

(kPa) (kPa) (m3/h) (r/min) (kW) (m3/h) (m) (kW) (%)
1 −80.00 190.00 21.19 3000.59 5.47 20.48 28.60 4.94 32.31
2 −80.00 220.00 19.98 2998.58 5.33 19.32 31.26 4.82 34.13
3 −70.00 240.00 18.09 2997.92 5.21 17.50 31.89 4.72 32.23
4 −70.00 250.00 16.89 2998.15 5.18 16.34 32.64 4.69 30.98
5 −50.00 280.00 14.25 2998.20 5.01 13.78 33.20 4.53 27.50
6 −40.00 290.00 12.63 2998.18 4.82 12.22 33.00 4.36 25.17
7 −30.00 310.00 10.85 2997.94 4.60 10.50 33.76 4.16 23.18
8 −20.00 330.00 8.56 2998.14 4.44 8.28 34.50 4.02 19.36
9 −20.00 340.00 6.70 2998.48 4.32 6.48 35.31 3.91 15.95
10 −10.00 350.00 4.83 2998.58 4.20 4.67 35.20 3.80 11.79
11 −10.00 360.00 2.06 2998.72 3.99 1.99 36.06 3.61 5.42
12 −10.00 370.00 0.24 2999.02 3.82 0.23 36.99 3.45 0.68
13 −10.00 380.00 0.00 2999.52 3.71 0.00 37.93 3.35 0.00

Table 6: Performance experiment of logarithmic spiral method.

Measured value n� 2900 (r/min)
Inlet pressure Outlet pressure Q n Pin Q H Pin η

(kPa) (kPa) (m3/h) (r/min) (kW) (m3/h) (m) (kW) (%)
1 −70.00 180.00 21.33 2998.60 5.58 20.63 26.75 5.05 29.79
2 −80.00 190.00 21.08 2998.07 5.36 20.39 28.62 4.85 32.77
3 −80.00 210.00 20.24 3001.45 5.21 19.56 30.30 4.70 34.35
4 −80.00 230.00 18.98 3002.29 5.20 18.33 31.95 4.69 34.05
5 −60.00 250.00 16.50 3001.64 5.01 15.94 31.55 4.52 33.32
6 −50.00 280.00 14.65 3001.62 4.80 14.15 33.18 4.33 29.55
7 −30.00 310.00 11.30 3001.65 4.48 10.92 33.72 4.04 24.82
8 −30.00 320.00 1.54 3001.62 4.42 10.18 34.59 3.99 24.08
9 −20.00 330.00 8.46 3001.77 4.20 8.17 34.40 3.79 20.23
10 −20.00 340.00 7.35 3001.72 4.11 7.10 35.27 3.71 18.41
11 −20.00 340.00 5.93 3001.50 3.98 5.73 35.19 3.59 15.30
12 −10.00 350.00 2.63 3001.25 3.74 2.54 35.06 3.37 7.19
13 −10.00 370.00 0.00 3001.34 3.43 0.00 36.93 3.09 0.00
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Table 7: Performance experiment of B-spline curve method.

Measured value n� 2900 (r/min)
Inlet pressure Outlet pressure Q n Pin Q H Pin η

(kPa) (kPa) (m3/h) (r/min) (kW) (m3/h) (m) (kW) (%)
1 −80.00 180.00 21.27 2998.15 5.40 20.57 27.70 4.89 31.77
2 −80.00 220.00 20.05 3001.80 5.31 19.37 31.21 4.79 34.39
3 −80.00 240.00 17.69 3001.60 5.13 17.09 32.69 4.63 32.90
4 −80.00 250.00 16.65 3001.51 5.03 16.09 33.48 4.54 32.34
5 −60.00 280.00 14.91 3001.36 4.81 14.41 34.17 4.34 30.91
6 −40.00 300.00 12.75 3001.13 4.60 12.32 33.90 4.15 27.41
7 −30.00 310.00 11.08 3000.93 4.44 10.71 33.71 4.01 24.54
8 −30.00 330.00 8.29 3000.63 4.26 8.01 35.37 3.85 20.07
9 −20.00 340.00 7.06 3000.61 4.17 6.82 35.28 3.76 17.42
10 −20.00 350.00 5.81 3000.56 4.05 5.62 36.16 3.66 15.13
11 −10.00 350.00 4.75 3000.45 3.92 4.59 35.16 3.54 12.42
12 −10.00 360.00 3.29 3000.55 3.82 3.18 36.05 3.45 9.05
13 −10.00 370.00 2.14 3000.56 3.72 2.07 36.97 3.36 6.20
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Figure 13: Q-H curves of four profiles.
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Figure 14: Q-η curves four profiles.
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6. Optimization of the Logarithmic
Spiral Method

6.1. Objective Function. Based on the above analysis, it is
shown that the logarithmic spiral method has the highest
efficiency. To maximize the efficiency, the impeller inlet and
outlet diameters (D1 and D2) and impeller inlet and outlet
installation angles (β1 and β2) were taken as control variables
and the total power loss and the minimum NPSHr of the
pump were taken as the objective functions to optimize the
impeller structure of the logarithmic spiral method.

6.1.1. Minimum NPSHr. )e basic equation of NPSHr:

NPSHr �
v
2
0

2g
+ λ

ω2
0

2g
. (8)

Assuming that there is no prerotation at impeller inlet,

vuo � 0,

ω2
0 � v

2
0 + u

2
0,

v0 � k2
4Q

D
2
1 − d2h πηv

,

u0 � k1
πnDj

60
,

(9)

where k1 � 0.876; k2 � 0.91; Dj—impeller inlet diameter (m);
dh—impeller hub diameter (m); ηv � Q/Qt; λ—blade inlet
pressure drop coefficient, λ� 0.15–0.3; v0—the absolute ve-
locity of the slightly forward part of the blade inlet (m/s); and
ω0—the relative velocity of the slightly forward part of the
blade inlet (°/s).
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Figure 15: Contours of the velocity of the four impellers. (a) Single arc. (b) Double arc. (c) Logarithmic spiral. (d) B-spline curve.
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Figure 16: Contours of the pressure of the four impellers. (a) Single arc. (b) Double arc. (c) Logarithmic spiral. (d) B-spline curve.
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Figure 17: Continued.
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)en,

NPSHr �
1
2g

(1 + λ)
k
2
24

2
Q

2

D
2
1 − dh π2η2v

+ λ
k1π

2
n
2
D

2
j

602 × 2g
. (10)

)erefore, the minimum objective function of NPSHr is
min [f1(x)�NPSHr].

6.1.2. Minimum Power Loss. )e centrifugal pump losses
mainly include volume, mechanical, and hydraulic losses.
)e volume loss accounts for a small proportion of the total
loss, so the volume loss can be ignored. )e optimization
model is established with the mechanical loss and hydraulic
loss.
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Figure 17: Vapor volume fraction distribution (NPSHr � 1m). (a) Single arc. (b) Double arc. (c) Logarithmic spiral. (d) B-spline curve.
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Figure 18: Vapor volume fraction distribution (NPSHr � 2m). (a) Single arc. (b) Double arc. (c) Logarithmic spiral. (d) B-spline curve.

Table 8: Performance parameters comparison of four methods.

Method Single arc Double arc Logarithmic spiral B-spline curve
H (m) 35.4435 35.4653 35.541 35.3835
P (kW) 3.50485 3.3662 3.30089 3.51129
η (%) 76.99 81.53 81.98 76.72
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0.61503 max
0.5467
0.47836
0.41003
0.3417
0.27337
0.20503
0.1367
0.068368
3.5283e – 5 min

H: S
Total deformation
Type: total deformation
Unit: mm
Time: 1
2019/3/14 15:30

(a)

0.58614 max
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0.39084
0.32574
0.26064
0.19554
0.13044
0.06534
0.00024055 min

D: D
Total deformation
Type: total deformation
Unit: mm
Time: 1
2019/3/14 15:41

(b)

0.57442 max
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F: L
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Type: total deformation
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Time: 1
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(d)

Figure 19: Total deformation of the impellers. (a) Single arc. (b) Double arc. (c) Logarithmic spiral. (d) B-spline curve.
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Figure 20: Continued.

Advances in Materials Science and Engineering 13



P � Pm1 + Pm2, (11)

where P—total loss power (kW); Pm1—hydraulic loss power
(kW); and Pm2—mechanical loss power (kW).

Pm1 �
t1ρQv

2
2

2
,

Pm2 � 0.35t2 × 10−2ρω3
R
5
2,

(12)

where t1—velocity energy loss coefficient in the pressurized
water chamber, t1 � 0.15∼0.25; t2—dimensionless disc fric-
tion coefficient, t2 � 0.8∼1.0; v2—the absolute velocity of
impeller outlet (m/s); ω—the rotational angular velocity of
the shaft (°/s); and R2—impeller radius (m).

Assuming that there is no prerotation at impeller inlet,
u1 � 0. According to Stodola’s equation,

Ht �
u2

g
σu2 −

Vm2

tan β2
 ,

u2 �
nπR2

30
,

σ � 1 −
π
2
sin β2,

Vm2 �
2Qt

b2ψ2R2π
.

(13)

)en,

Ht �
1
g

nπR2

30
 

2
1 −

π sin β2
Z

  −
nQt

60b2ψ2 tan β2
 , (14)

where u1, u2—the circumferential velocity of inlet and outlet
(m/s); vu1, vu2—the circumferential absolute velocity of inlet
and outlet (m/s); Ht—theoretical head of the pump (m);

n—rotational speed (rad/s); ψ2—crowding coefficient of
impeller outlet, ψ2 � 0.842; and σ—Stodola’s slip coefficient.

Impeller outlet speed triangle:

v
2
2 � v

2
m2 + v

2
u2,

vm2 �
2Qt

πR2b2ψ2
,

vu2 �
gHt

u2
.

(15)

)en,

P �
1 − π sin β2/Z( ( 

gHt + nQt/60b2ψ2 tan β2( 

•
t1ρQ

2
g
2
H

2
t +

nQt

60b2ψ2
 

2
⎡⎣ ⎤⎦ +

1
4 × 602

⎧⎨

⎩

• 0.35 × 10− 2
t2ρ(nπ)

2 60gHt

nπ
 

3
1 +

nQt

60gHtb2ψ2
 

(3/2)

⎡⎣ ⎤⎦
⎫⎬

⎭.

(16)

)erefore, the minimum objective function of P is min[f2
(x)� P].

6.1.3. Unified Objective Function. )e weighting coefficient
transformation method is used to deal with the two objective
functions. According to the actual situation, the power loss
of the plastic centrifugal pump has a greater impact on the
total efficiency of the pump than NPSHr. )erefore, it is
assumed that NPSHr accounts for 30% and the power loss
accounts for 70% for optimization and the unified objective
function is min [f(x)� 0.3P+ 0.7NPSHr].

6.2. Constraint Conditions. )e constraint ranges of design
variables were determined by combining the statistical
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Figure 20: Equivalent stress of the impellers. (a) Single arc. (b) Double arc. (c) Logarithmic spiral. (d) B-spline curve.
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formula of the velocity coefficient method with the actual
excellent model pump. )en, we increased the constraint
ranges appropriately.

Constraint formulas:

2
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n

3



<D1 < 4
��
Q

n

3



,

9.35
ns

100
 

(1/2)
��
Q

n

3



<D2 < 10.5
ns

100
 

(1/2)
��
Q

n

3



,

10° < β1 < 30°,

20° < β2 < 40°.

(17)

6.3. Multiobjective Function Optimization. According to the
creation of a multiobjective optimization program, the four
parameters of impeller inlet and outlet diameters and im-
peller inlet and outlet installation angles were optimized.)e
final optimization results were that the impeller inlet and
outlet diameters were 57.778mm and 161.57mm and the
impeller inlet and outlet installation angles were 16.836° and
30.68°. )e optimization results were rounded and com-
pared with those before optimization, and the design var-
iables are shown in Table 9.

6.4. Simulation Comparison andVerification. )e optimized
parameters were used to remodel the impeller. Under the
same working conditions, the internal flow field simulation
was performed. )e results after analysis are shown in

Figure 21. It can be seen that after optimization, the flow in
the impeller was more sufficient. )e efficiency was 83.66%
after calculation, which was 1.68% higher than before.
)erefore, the performance of the optimized impeller had
been improved.

7. Conclusions

(1) According to the basic parameters of the centrifugal
pump and the four different design methods of
impeller profile, the shapes and sizes of several
profiles were determined.)ree-dimensional models
were drawn by UG software. ANSYS-ICEM software
was utilized to mesh the computational domains.

(2) According to the three-dimensional models drawn
by four profile design methods, the impeller models
were printed by 3D printing technology. )e per-
formance experiments of the plastic centrifugal
pumps were carried out. )e experimental results
showed that the logarithm spiral method was the best
and the single arc method was the worst.

(3) )e analysis of numerical simulation was performed
by FLUENT software. From the contours of velocity
and pressure, the flow field in the impeller drawn by
the logarithmic spiral method was significantly
better. )e maximum pressure values corresponding
to the four methods were 437563 Pa, 441628 Pa,
438368 Pa, and 435518 Pa. From the vapor volume
fraction distribution, when NPSHr � 1m and 2m,

Table 9: Comparison of optimization design variables.

Parameters D1 (mm) D2 (mm) β1 (°) β2 (°)
Before optimization 58 162 20 30
After optimization 58 162 17 31

Velocity
Vector 1

1.981e + 001

1.486e + 001

9.907e + 000

4.954e + 000

0.000e + 000
(m s–1)

(a)

Velocity
Vector 1

2.010e + 001

1.507e + 001

1.005e + 001

5.024e + 000

0.000e + 000
(m s–1)

(b)

Figure 21: Optimization results.
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the impeller drawn by the logarithmic spiral method
was significantly better than the other three impel-
lers. According to the calculation of performance
parameters, it can be concluded that the impeller
drawn by the logarithmic spiral method was the
optimal impeller under the design condition.

(4) ANSYS-CFX software was used to complete the
fluid-structure interaction analysis. )e maximum
total deformation of the impellers drawn by the four
profile design methods was 0.61503mm,
0.58614mm, 0.57442mm, and 0.61609mm, respec-
tively. Deformation: B-spline curve method> single
arc method> double arc method> logarithmic spiral
method. )e maximum equivalent stress of the
impellers drawn by the four profile design methods
was 41.357MPa, 41.43MPa, 40.909MPa, and
44.891MPa, respectively. Equivalent stress: B-spline
curve method> double arc method> single arc
method> logarithmic spiral method.

(5) Based on the analysis, the impeller drawn by the
logarithmic spiralmethod had the highest efficiency. To
maximize the efficiency, the impeller inlet and outlet
diameters (D1 and D2) and impeller inlet and outlet
installation angles (β1 and β2) were taken as control
variables and the total power loss and the minimum
NPSHr of the pump were taken as the objective
functions. )e final optimization results were that the
impeller inlet and outlet diameters were 58mm and
162mm and the impeller inlet and outlet installation
angles were 17°and 31°. )e hydraulic efficiency was
increased by 1.68% after calculation, which indicated
that the impeller structure had been improved.

Abbreviations

D1: Impeller inlet diameter, mm
D2: Impeller outlet diameter, mm
β1: Impeller inlet installation angle, °
β2: Impeller outlet installation angle, °
ρ: Radius of curvature, mm
R1: Impeller inlet radius, mm
R2: Impeller outlet radius, mm
Rf: Radius of rotation of the point F, mm
βf: Blade angle of point F, °
Z: Number of blades
β: Impeller installation angle, °
ψ: Wrap angle, °
θ: Variation of wrap angle ψ, °
Q: Flow rate, m3/h
H: Pump head, m
n: Rotational speed, r/min
ns: Specific speed
Pt: Shaft power, kW
Dj: Impeller inlet diameter, m
dh: Impeller hub diameter, m
λ: Blade inlet pressure drop coefficient
v0: Absolute velocity of the slightly forward part of the

blade inlet, m/s

ω0: Relative velocity of the slightly forward part of the
blade inlet, °/s

P: Total loss power, kW
Pm1: Hydraulic loss power, kW
Pm2: Mechanical loss power, kW
t1: Velocity energy loss coefficient in the pressurized

water chamber
t2: Dimensionless disc friction coefficient
v2: Absolute velocity of impeller outlet, m/s
u1: Circumferential velocity of inlet, m/s
u2: Circumferential velocity of outlet, m/s
vu1: Circumferential absolute velocity of inlet, m/s
vu2: Circumferential absolute velocity of outlet, m/s
Ht: )eoretical head of the pump, m
ψ2: Crowding coefficient of impeller outlet
σ: Stodola’s slip coefficient.
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In this paper, we propose a stochastic model to describe over time the evolution of stress in a bolted mechanical structure
depending on different thicknesses of a joint elastic piece. First, the studied structure and the experiment numerical simulation are
presented. Next, we validate statistically our proposed stochastic model, and we use the maximum likelihood estimation method
based on Euler–Maruyama scheme to estimate the parameters of this model. )ereafter, we use the estimated model to compare
the stresses, the peak times, and extinction times for different thicknesses of the elastic piece. Some numerical simulations are
carried out to illustrate different results.

1. Introduction

)e bolted structures are widely used in automotive and
aeronautical applications, and they ensure very good rigidity
of the assembly and high level of security. )e dynamic
modeling of bolted structures is the subject of numerous
works in the industrial as well as in the academic com-
munity, and it represents a real challenge for mechanical
engineers. Several studies [1–3] have been carried out to
model this kind of structure, with taking into account the
influence of diverse solicitations such as creep, pressure,
thermal charging, vibration, and fatigue. In this framework,
putting an elastic joint piece between two plates of the as-
sembly allows to obtain a great stability of the structure. )e
purpose of this technique is to absorb the distribution of
stresses causing by the existing of significant vibration
transfer and von Mises stress, from one plate to another.

Our original contribution in this paper consists to model
the influence of the existence of an elastic piece on the
dynamic behavior bolted mechanical structure which is

under the effect of vonMises stress. We start out in Section 1
with a description of the studied bolted structure; then, we
use in first time a finite element (EF) analysis approach to
investigate the parameters that may affect the stress con-
centration in a bolted assembly, depending of different
thicknesses of the elastic piece. )e EF numerical simulation
by ABAQUS software is described, and the results of the
simulations are presented (simulation inputs and obtained
data) in Section 2.

)ereafter, this data are exploited to evaluate the cor-
relation between the stress applied and the thickness of the
joint elastic piece. In other terms, we are modeling sto-
chastically the stress variation over time of a bolted structure
in function of the thickness of a joint elastic piece. )is
correlation is made by a Pearson test.

)erefore, a stochastic model is built, and its parameters
are estimated; this new model allows predicting the point of
stress stability (stress peak) of behavior of bolted structure
studied, its time (stress peak time) and its extinction time.
First step is to verify the stress distribution normality by a
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graphical test, which is carried out by the Q-Q plot
(Quantile-Quantile plot) model; this tool is used to deter-
mine the best fit for the duration of phonemes. )e q-q plot
shows the relationship between the quantiles of expected
distribution and actual data. Also, a Shapiro–Wilk test is
made to demonstrate the distribution normality by the
analytical method.

Section 3 aims to validate the effectiveness of the pro-
posed stochastic model and to estimate its parameter by the
Euler-maximum likelihood estimation method. Section 4 is
dedicated to predict the stress peak and the stress extinction
time and to discuss the results of our modeling. In Section 5,
new simulations are carried out with a steel piece with
different thicknesses, in order to compare their results with
the previous results obtained for the bolted structure with
the joint elastic piece. We finish by a conclusion and some
perspectives.

1.1. State of Art. In the literature, several mathematical
methods have been handled in order to ensure the validity of
bolted structures. )e finite element (EF) analysis has been
used to examine the bolt hole clearance effect on the me-
chanical behavior of a bolted structure [4]. Also, Hashin’s
failure criteria have been used to predict the failure onset
load (see [5, 6]). )ese studies applied principally analytical
methods supported with some included experimental results
and lead to draw several conclusions to model more complex
structures.

Also, several stochastic models have remained an ef-
fective tool to analyze the behaviors of mechanical structures
by taking into consideration the randomness of mechanical
properties. )ese models introduce uncertainties in the
parameters of deterministic models by supposing that they
are subject to environmental fluctuations, which gives more
realism to the results.

Constructing and studying deterministic and stochastic
models belong to themost beneficial methods to estimate the
relation between the input parameters of the structure finite
element model and the response parameters of interest. In
this context, Mccarthy and Gray [7] proposed and analyzed a
deterministic model for predicting the distribution of loads
in multibolt composite joints [8]. In other investigation,
Lacour et al. [9] have modeled the von Mises stress, stiffness,
and displacements by a nonlinear stochastic model at each
degree of freedom.

In order to formulate a stochastic finite element method
for nonlinear material models, the same authors have ap-
plied a discrete approach to develop a constitutive algorithm
which can be implemented on a global level of the context
3D nonlinear stochastic finite element method [10]. In this
work, our proposed modeling is done by the continuous
stochastic model, and it should be noticed that it has not
been treated before in the literature.

2. Experiment Numerical Simulation and Data

2.1. Description of the Studied Structure. For aeronautic and
automotive applications, bolted assemblies are subjected to

traction, compression, torsional torque, and thermal and
centrifugal forces. As presented in Figure 1, the studied
bolted structure is submitted to compressive stress, and an
elastic piece is put between the two steel plates in the as-
sembly area. Figure 1 indicates all the ratings used. )e
parameters related to the substrate are the thickness of the
elastic piece, the width, and the length of the two plates, as
well as the diameter of the hole from the middle to the
contact zone.

2.2. Compression Test Simulation. First, we aim to simplify
the meshing of the finite element (FE) model of the studied
structure, by substituting its geometry with elements having
an equivalent behavior. )e simulations using ABAQUS
software are carried out. ABAQUS is an excellent software
tool which can incorporate the nonlinearity of materials,
geometry, asticity (strain hardening), large displacement,
contact problem, etc. )e geometry of the structure was
created by using the modules Parts and Assembly in
ABAQUS software (see Figure 2).

)e material properties for the different pieces of the
structure have been chosen according to the type of material.
For the materials of construction, the two plates and the bolt
are made of steel, while the elastic piece is made of rubber.
)e material properties of the different pieces of the
structure are detailed in Table 1:

In this simulation, compression loads of 50N/mm2 was
applied to the side face of the upper plate (see Figure 2), and
we modified the thickness of the elastic piece to study the
dynamic response of the structure and then, to model the
von Mises constraint distribution in the lower plate of the
structure, which depends on time and thickness.

All the simulations below are performed using an explicit
dynamic step. )e contact properties between the parts of
the structure are defined. During this meshing, we obtain a
three-dimensional continuum of 8 inclined brick elements.
Finally, we can run the simulation and extract the results.

2.3. Result Finite Element Simulation. Finite element (FE)
analysis is a relatively inexpensive and fast alternative to
physical experiments. Reliable test data are essential to
calibrate an FE model. If the validity of FE analysis is en-
sured, it is possible to model the dynamic response of the
structure with the number of parameters.

)e elastic piece thickness is modified from 0mm to
2mm and for each thickness a numerical simulation is made.
For each simulation step, we apply the same conditions in
order to investigate thickness effect in the distribution of the
vonMises stress applied in the lower plate of the structure.
Figure 3 shows the simulation results for only 7 types of
thicknesses, in order to study the stresses distribution on the
lower plate in function of the thickness of the elastic part.

)e results of the simulations show that the stresses are
concentrated in the contact zone, between the lower plate
and the elastic piece. In the case of the structure without
elastic piece, the stresses are distributed around the holes.
With a thickness of 0mm, it can be seen that the stresses are
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distributed over the entire lower plate and that its distri-
bution reaches its maximum in the periphery of the hole.

For each simulation, an element of the lower plate is
chosen in the contact area where the stress distribution is
maximum. In order to efficiently observe the influence of the
thickness change on the stress evolution and to properly
interpret the results, we make a representation of this stress
as function of time. )e simulation results for 7 thicknesses
are presented in Figure 4.

It can be seen that the stress in the bolted structure with
elastic piece thickness 0, 0.1, 0.7, and 1 is significantly higher
compared to the stress in the structure bolted with elastic
piece thickness 0.4 and 0.9. Accordingly, the simulation
result reveals that there exists any correlation between the
stress evolution and the elastic piece thickness. In order to
confirm the last hypothesis, a Pearson test is carried out.
Table 2 summarizes the results of this test.

As can be see from the results above the p value of the
test is 0.7794, which is bigger than the significance level
α � 0.05.We can conclude that the stress and the joint elastic
piece thickness are not correlated. Officially, the thickness
does not affect the stress.

In the following section, a stochastic model is built, and
its parameters are estimated.

3. Model and Parameter Estimation

3.1. Stochastic Model of Modelisation. )e QQ plot (or
quantile-quantile plot) establishes the correlation between a

given sample and the normal distribution. A 45-degree
reference line is also drawn. In a QQ plot, each observation is
plotted as a single point. If the data are normal, the points
should form a straight line. )e following figure gives the
QQ plot linked to the stress sample of each elastic piece
thickness.

We can remark from Figure 5 that all points lie ap-
proximately along this reference line, and we can assume
the normality of the stress sample linked the given elastic
piece thicknesses. Visual inspection, as described in
previously, is generally unreliable. A significance test
comparing the sample distribution to a normal distri-
bution can be used to determine whether or not the data
shows a significant deviation from the normal distribu-
tion. )ere are several methods for assessing normality,
including the Kolmogorov–Smirnov (K-S) normality test
and the Shapiro–Wilk test. )e Shapiro–Wilk test is
widely recommended for normality testing and provides
better power than K-S test. It is based on the correlation
between the data and the corresponding normal scores
(see Ghasemi and Zahediasl [11]). )e following table
summarizes the results of the Shapiro–Wilks test for all
the samples of stresses with different elastic piece
thicknesses.

According to Table 3, for each elastic piece thickness, the
p value >0.05 indicates that the corresponding stress dis-
tribution is not significantly different from the normal
distribution. In other words, we can assume normality of all
the distribution. )us, if x(t) is the one-dimensional vari-
able that represents the stress density linked to a piece elastic
thickness per second, so

x(t) � c0 exp −
1
2

t − μ
σ

 
2

 , (1)

where c0, μ, and σ are constant characteristics. By deriing
x(t) along time, we obtain

Figure 2: Numerical experiment of bolted structure compression test.

Table 1: Material properties of the structure components.

Young modulus
E (MPa) Poisson ratio Density

(T/mm2)
Steel plates 210e3 0.3 7.8e− 9
Elastic piece 100 0.46 9.45e− 10
Bolt 210e3 0.3 7.8e− 9

Elastic piece

100

40
100

Front view
scale : 1: 1

(a)

40
25

2

5

5

Left view
scale : 1: 1

(b)

Figure 1: )e overall drawing of the studied structure with elastic piece.
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dx(t) �
1
σ2

(μ − t)x(t)dt, (2)

and we suppose that the parameter μ is subject to random
fluctuations. We replace μ by μ + ρ(dB/dt) in equation (2),
where B(t) is a standard one-dimensional Brownian mo-
tions and ρ is the intensity of the perturbation.We obtain the
following stochastic model:

dx(t) �
1
σ2

(μ − t)x(t)dt +
ρ
σ2

x(t)dB(t). (3)

3.2. Parameter Estimation. Let [0, T] a time interval and
(ti)0≤ i≤K be a subdivision of this interval. We suppose that
the step Δi � ti − ti−1 � Δ for all i ∈ (0, 1, . . . , K). )e nu-
merical approximation of model (3) by Euler–Maruyama
scheme gives

x ti(  � x ti−1( 
1
σ2

μ − ti−1( x ti−1( Δt + x ti−1( ξi,

0≤ i≤K,

(4)
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Figure 3: Results of experiment numerical simulation: (a) thickness� 0, (b) thickness� 0.1, (c) thickness� 0.4, (d) thickness� 0.7,
(e) thickness� 0.9, and (f) thickness� 1.
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Table 2: )e results of the Pearson test of correlation between the stress and the elastic piece thickness.

)ickness Stress

)ickness
Pearson correlation 1 −0.0906

Sig.(bilateral) 0.7794
N 10 10

Stress
Pearson correlation −0.0906 1

Sig.(bilateral) 0.7794
N 10 10
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Figure 5: Continued.
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where ξi ∼ N(0, (ρ2/σ4)Δ). We suppose that
xi � x(ti)≠ 0, 0≤ i≤K, so the variables

Yi �
xi − xi−1 − 1/σ2  μ − ti−1( xi−1Δ

xi−1
, 0≤ i≤K, (5)

are independent and identically distributed (iid) and that all
follows the law N(0, (ρ2/σ4)Δ). )us, the density function of
any Yi is

f ξi, θ(  �
1

ρ/σ2 
����
2πΔ

√ exp −
σ4

2ρ2Δ
xi − xi− 1 − 1/σ2(  μ − ti− 1( xi− 1Δ

xi−1
 

2
⎛⎝ ⎞⎠, (6)
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Figure 5: QQ plots testing the normality of the stress’s distribution: (a) thickness� 0, (b) thickness� 0.1 (c) thickness� 0.4,
(d) thickness� 0.7, (e) thickness� 0.9, and (f) thickness� 1.

Table 3: Normality test between the von Mises stress and the thickness of elastic piece.
)ickness (mm) 0 0.1 0.4 0.7 0.9 1.0
p test 0.280 0.278 0.265 0.264 0.240 0.264
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where θ � (μ, σ2, ρ)T. )e Euler-ML estimator θ of θ is
concerned to find the parameter vector θ that maximizes the
log-likelihood function:

logL θ, ξi(  � −K log
ρ
σ2

����
2πΔ

√
  −

σ4

2ρ2Δ


K

i�1

xi − xi− 1 − 1/σ2(  μ − ti− 1( xi− 1Δ
xi−1

 

2

. (7)

)e MLEs μ, ρ, and σ2 for the parameters μ, ρ, and σ2
verify

μ � argmax
μ

log L θ, ξi( ( ,

ρ � argmax
ρ

log L θ, ξi( ( ,

σ2 � argmax
σ2

log L θ, ξi( ( ,

(8)

i.e.,

z logL θ, ξi( 

zμ
�

z logL θ, ξi( 

zρ
�

z logL θ, ξi( 

zσ2
� 0. (9)

By resolving this problem, we found the estimators μ, ρ,
and σ2 of μ, ρ, and σ2:

μ �
T − ZF

Z − KF
, (10)

σ2 �
KΔμ − ΔZ

X − K
, (11)

where

X � 
K

i�1

xi

xi−1
,

Y � 
K

i�1

xiti−1

xi−1
,

Z � 
K

i�1
ti−1,

T � 
K

i�1
t
2
i−1,

F �
Y − Z

X − K
.

(12)

For ρ, we have

ρ �

σ2
���
KΔ

√

���



K

i�1




xi − xi− 1 − 1/ σ2  μ − tti− 1( xi− 1Δ
xi−1

⎛⎝ ⎞⎠

2

.

(13)

)us, the stochastic model

x ti(  � x ti−1(  +
1
σ2

μ − ti−1( x ti−1( Δ +
ρ
σ2

x ti−1( ξti
,

x t0(  � x0,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(14)

can describe the evolution of von Mises stress in a time
interval [0, T].

In the remainder of this paper, it is assumed that the
mechanical action is suppressed when the stress reaches the
point of stability (peak of the stress).

4. Simulations and Discussion

Depending on experimental sample (xi)0≤ i≤K of each
thickness, we calculate the linked estimators μ, σ2, and ρ
using formulas (10), (11), and (13). Table 4 gathers the
results.

As example, the estimating model for the elastic piece
thickness 0.2mm is

x ti(  � x ti−1(  + 5.69 1.19 − ti−1( x ti−1(  + x ti−1( ξi, 0≤ i≤K,

x t0(  � 0.05.


(15)

In the following simulations and table, the peak stress
(stress point of stability) and its peak time are stochastically
estimated using model (14). We recall that when the stress
reaches the point of stability, it is assumed that the me-
chanical action is suppressed. )e stress extinction time is
also estimated.

As indicated in Figure 6 and Table 5, we can analyze
these results in two levels; first, the stress peak time and the
extinction time are not correlated with the elastic piece
thickness, but the variance of their evolution are very small.
In other words, the elastic piece thickness affects slowly the
stress peak time and the stress extinction time, although
there exist no correlation between the elastic piece thickness
and the other two variables. In the second level, the stress
peak is also not correlated with the elastic piece thickness; on
top of that the variance of the evolution of this variable with
change of the elastic piece thickness is very large.

In general, the mechanical loads applied to the upper
plate are transferred to the lower plate and this transfer is
reflected in the concentration of stresses on the lower plate.
According to the result of Figure 3, the stress is well dis-
tributed on all the lower plate in the case of absence of the
elastic piece; however, its presence concentrates the stress in
the lower plate in the contact area around the hole. )us, the
elastic part allows to concentrate the stresses in the contact
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Table 4: Euler-maximum likelihood estimation of the parameters μ, σ2, and ρ for different elastic piece thicknesses.

)ickness (mm)
Parameter estimation

μ σ2 ρ
0 1.18468927 0.01167707 0.22097886
0.1 1.18581822 0.01228712 0.22727400
0.2 1.180558422 0.008790051 0.225317436
0.3 1.181756874 0.009602489 0.221970306
0.4 1.182099792 0.009846698 0.215053257
0.5 1.18509170 0.01187883 0.22262422
0.6 1.18583600 0.01242017 0.22572033
0.7 1.18519627 0.01178613 0.22318094
0.8 1.182537373 0.009997622 0.221740906
0.9 1.2522960 −0.2012549 −0.8309588
1.0 1.18519627 0.01178613 0.22318094
1.1 1.182297143 0.009987085 0.217539627
1.2 1.181672416 0.009427385 0.218533872
1.3 1.181976021 0.009628434 0.218214562
1.4 1.18539929 0.01215588 0.22313173
1.5 1.18322684 0.01045432 0.22340075
1.6 1.1852761 0.01204753 0.22369206
1.7 1.18501296 0.01188262 0.21906066
1.8 1.181932970 0.009618655 0.216498734
1.9 1.181091762 0.009271733 0.224089725
2.0 1.18589145 0.01253209 9.22427855
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Figure 6: Continued.
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Figure 6: Simulation of the stress density for some joint elastic piece thicknesses using their corresponding estimating models.
(a) )ickness� 0, A1 (16, 70236), (b) thickness� 0.1, A2 (16, 51191), (c) thickness� 0.4, A3 (17, 259276), and (d) thickness� 0.7, A4 (16,
65108).

Table 5: Results of the simulation: stress peak value, stress peak time, and stress extinction time.

Elastic piece thickness (mm) Stress peak (N/mm)2 Stress peak time by second Stress extinction time by second
0 70237 17 22
0.1 51191 16 24
0.3 3376175 16 22
0.4 259276 17 20
0.7 65108 16 22.2
1.0 61803 18 23.5
1.3 319817 16 21
1.5 172692 17 21
1.7 55142 15 21
2.0 39104 16 19
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Figure 7: Stress evolution as function of time and thickness of the steel piece at an element of the lower plate.
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area or in the assembly area, where there is the bolt and its
action. )is helps to reduce the damage of the structure
because the assembly area is one of the hardest part in this
structure.

On the contrary, as deduced in the correlation and
stochastic model results, the change in the thickness of the
elastic piece does not influence the evolution of stress in the
case of the presence of mechanical actions or in the case of
their absence.)e noninfluence of the thickness on the stress
evolution as a function of time in a finite element of the
structure is caused perhaps by the material properties of this
elastic piece.

)e paper of Saxena et al. [12] allows us to consider the
last hypothesis. In fact, their paper shows that the stress
evolution depends on the piezoelectric layer length and the
thickness variation of the plate, which has the same material
properties of the global structure and affects the stress
evolution.

4.1. Dynamic Behavior of Bolted Structure with Steel Piece.
In order to verify this hypothesis, we carry out the same
simulations on the ABAQUS Software, but this time, we
replace the elastic piece by a steel piece which has the same
material properties of the structure. )e results of this
numerical simulation as well as the correlation test are
presented in Figure 7 and Table 6.

)e stress evolution is presented as function of time in a
lower plate element and the change of the steel piece are
strongly correlated. )is result is confirmed by the Pearson
correlation test in Table 6 (the p value is <0.05).

)is result is consistent with the hypothesis that we have
previously proposed. )erefore, the noncorrelation between
the stress evolution and the change in the thickness of the
elastic piece is mainly caused by the material properties of
the latter.

5. Conclusion

In this paper, an experiment numerical simulation has been
conducted to study the von Mises stress evolution into a
bolted structure in presence of an elastic piece. )e ex-
periment changes the thickness of the elastic piece to deduce
its effect in the evolution of the stress. )e results of this
investigation are various. First, the presence of the elastic
piece makes possible to concentrate the stress in the as-
sembly area in the lower plate.)e second result also showed
that there is no correlation between the stress evolution and

the change of the thickness. )is uncorrelation is caused by
the difference of material properties between the elastic piece
and the other pieces of the structure.

A stochastic model has been built from the graph of the
stress evolution as well as by a normality test, and its
pentameters have been estimated by the Euler-Maximum
Likelihood estimation method. )e model has been used to
predict the stress peak, the stress peak time, and the stress
extinction time into the bolted structure. )e proposed
stochastic model remains a relevant model which gives good
predictions of the last three parameters by changing the
thickness of the elastic piece despite the fact that there is no
correlation between the change in thickness and the stress
evolution.

As a perspective, we can consider this work as a basis for
several future studies, for example,

(i) Build a stochastic model or a time series that pre-
dicts the evolution of the stress in function of the
time and the thickness of the elastic piece

(ii) Study the mechanical reliability of bolted structures
with and without elastic part

(iii) Search the optimal joint configuration that ensures
the stability and reliability of the bolted structure
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In coal underground mining, situation of longwall face striding across (SAR) or passing through roadway (PTR) is very common,
especially in an inclined coal seam mining. A roadway supporting design method, consisting of a model using to determine the
minimal rock strata thickness and a segmental supporting scheme, is developed. In addition, to represent the mechanical
behaviour of the cavedmaterial authentically, an elastic model was developed.)e results showed that the elastic model has a good
agreement with the caved material mechanical behaviours at a relatively lower stress condition. By using a FDEM method, a real
case in Xutuan coal mine is studied. Compared with the process without backfill, the z-displacement of cross-cut roof decreased
shapely after backfilling, with amaximum z-displacement, decreases from 0.76m to 0.13m and from 0.39m to 0.064m in PTR and
SAR section, respectively.)erefore, the possibility of fall of ground (FOG) and crushing accidents can be reduced effectively with
backfilling material of wood cribs. And the maximum subsidence (SAR section side) of face floor is 0.16m, which is small enough
to ensure normal production. )e results of this study are likely to be useful as a reference for the safe and efficient mining of coal
resources under similar conditions.

1. Introduction

In underground coal mining, many roadways are excavated
in coal or rock strata at different depths. Each of them plays a
functional role in the coal mine production; a few are used
for transportation while others are used for ventilation.
Collectively, these roadways constitute a complex system. In
the longwall mining field practice, it is common to en-
counter a situation in which roadways are laid ahead or
below the longwall face [1–3], in particular, in the inclined
coal seam mining. As the mining activity proceeds, it is
inevitable for the longwall face to stride across (SAR) or pass
though roadways (PTR). In China, particularly, owing to the
large demand of coal consumption, this situation is more

common. )is imposes a significant safety challenge on the
mining activity, e.g., with respect to the stability of the
roadway surrounding rock and the possibility of the fall of
ground (FOG).

Much research has been done on SAR and PTR. Re-
garding SAR, when a longwall face is far away from a
roadway in the advancing direction, the roadway is in a
stable state. With the advance of the longwall face, the
abutment pressure starts to increase [4]. )e abutment
pressure, together with the coal seam gravity, is transmitted
to the face floor, which could increase the stress to several-
fold above that of the primary rock and thus can affect the
face floor and supporting structures. )e mining-induced
redistribution of the stress field leads to the initiation and
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growth of preexisting cracks [5], leading to the formation of
a face floor failure area. )us, maximal floor failure depth
plays a vital role in SAR. Once the maximal floor failure
depth exceeds its critical value, the roadway is destroyed and
the supports of the longwall face fall down. In addition, the
roadway loosening zone cannot be ignored. After the
roadway excavation, the stress in the surrounding rock
becomes concentrated [6], which may exceed the bearing
capacity of the surrounding rock and may damage the
surrounding rock [7]. )erefore, the maximal floor failure
depth and roadway loosening zone affect SAR. Regarding
PTR, as the longwall face advances toward the roadway, the
roof’s hanging length increases gradually. When the hanging
length reaches its critical value, the main roof breaks ahead
of the longwall face, which sharply increases the load on the
hydraulic supports and leads to the FOG and crushing of
supports, especially when the longwall face suddenly ad-
vances into the roadway. In view of this, supporting schemes
have been proposed to prevent possible accidents [2, 8], and
these schemes provide guidelines and reference when doing
supporting design for similar field conditions.

However, because of the inclination of the coal seam, it is
inevitable to encounter a situation, in which both SAR and
PTR appear simultaneously. Yet, little research was done to
address these issues. In the work described in this paper, a
mechanical model using to determine minimal rock strata
thickness is proposed, and a segmental supporting scheme
was introduced for different section of the roadway. Based
on geological and mining condition of Xutuan coal mine, a
FDEM numerical analysis is conducted by comparing the
behaviour of the cross-cut rock mass with or without
supporting.

2. Roadway Supporting Design Method

Figure 1 is an example of a longwall face striding across and
passing through a roadway, simultaneously, because of the
inclination of the coal seam. And there is a position where
the rock strata, with a certain thickness, can hold the
longwall face and the mining activity can carry out safely.
)erefore, it is necessary to compute the minimal thickness
of the rock strata.)e calculation is guided by the realization
that the rock strata at the minimal thickness should be able
to support the weight of the longwall face equipment and
should not collapse during the mining process.

2.1. Supporting Range Division. When the longwall face
strides across a roadway, the thickness of the rock strata has
three components, namely, the face floor failure depth (T1),
the bearing rock strata thickness (T2), and the roadway
broken height (T3), as shown in Figure 2.

Owing to the existence of a bedding plane between the
coal seam and the floor strata, the coal rib can be regarded as
a deep foundation with a rough contact with plane OA [9].
Owing to the presence of unmined solid coal in the face-
advancing direction, a half model compared with the model
based on Terzaghi’s principle [10] is established to deduce
the longwall face failure depth T1, as shown in Figure 3.

In the proposed model, under the coal rib, the floor is
plastically deformed owing to the abutment pressure, and
the rock mass forms a continuous slip surface. As shown in
Figure 3, curve ACE represents the slip curve of the floor,
where section BCD is a logarithmic spiral with B as the
starting point. )e plastic failure area of the floor is divided
into three zones by the two radiation lines OB and OD: (1)
the active stress area of zone I, (2) the transition area of zone
II, and (3) the passive stress area of zone III. As shown in
Figure 3, the failure depth T1 is calculated as
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Coal seam

Main
roof

Immediate
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Face floor failure
depth (T1)

Bearing rock stratum
thickness (T2)

Cross-cut roof broken
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Figure 2: )e components of rock strata.
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Figure 3: Failure model of the 7# coal seam floor.
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T1 � r cos θ � r0e
α tanφ cos θ,

θ � α −
π
4

+
φ
2

,

r0 �
L

2 cos((π/4) +(φ/2))
,

(1)

where r represents the distance between the logarithmic
spiral and the original point (O); θ is the angle between the
helical radius (r) and the vertical line; α is the angle between
the waist line (OB) and the helical radius; r0 is the waist
length (OB) of the isosceles triangle OAB; φ is the inner-
friction angle; and L is the distance between the peak
abutment pressure and the longwall face. Hence,

T1 � r0e
α tanφ cos α −

π
4

+
φ
2

 . (2)

From the functional relationship, the value of T1 is
maximal when (dT1/dα) � 0. )us,

dT1

dα
� r0e

α tanφ cos α −
π
4

+
φ
2

  − r0e
α tanφ sin α −

π
4

+
φ
2

  � 0.

(3)

)en, T1 can be estimated using the following equation:

T1 �
L cosφ

2 cos((π/4) +(φ/2))
e

((π/4)+(φ/2))tanφ
. (4)

)e bearing rock strata can be simplified as a clamped
beam, as shown in Figure 4.

In Figure 4, L′ is the width of the roadway; q is the
pressure acted by the hydraulic support; and part of the
strata weight above. )e shear force and the bending mo-
ment at any point on the cross-section of the strata beam can
be expressed as

F(x) �
qL

2
1 −

2x

L′
 ,

M(x) �
q

12
8L′x − 6x

2
− L′

2
 .

(5)

If the rock strata fractures in the shear form, the
thickness of the strata (T2S) becomes

T2S �
3Fmax

2Rs
, (6)

where T2S is the thickness of the rock strata when it fractures
in the shear form, Fmax is the maximal shear force the strata
can withstand, and RS is the shear strength.

If the rock strata fractures in the tensile form, the
thickness of the strata (T2T) becomes

T2T �

������
6Mmax

RT



, (7)

where T2T is the thickness of the rock strata when it fractures
in the extension form, Mmax is the maximal bending mo-
ment the strata can withstand, and RT is the tensile strength.

)e thickness of the bearing rock strata (T2) should be
larger than the minimal thickness of the strata to minimize
the risk of shear or tensile fractures:

T2 >max T2S, T2T( . (8)

After the excavation of the roadway, the stress in the
surrounding rock starts to concentrate; eventually, the
bearing capacity of the surrounding rock may be exceeded,
damaging the surrounding rock [11].)e area of the damaged
rock can be described by Protodjakonov’s theory [12], which
utilizes the values of the angle of the internal friction of the
rock to characterize the rock mass. Such characterization of
the area of the damaged rock is often adopted for the rock
arch description, because it yields good results.

According to Protodjakonov’s theory, a natural arch is
formed above the roadway, and along this natural arch, the
rocks may loosen or separate from the rock mass, as shown
in Figure 5. )e arch height can be determined by

T3 � b �
a

f
,

f �
Rc

10
.

(9)

)en, the minimal thickness of the rock strata can be
calculated by

T � T1 + T2 + T3. (10)

And this thickness would be a boundary between
backfilling section and no-backfilling section, beyond which
the roadway needs no supporting measure.

2.2. Roadway Supporting Scheme. In this mining situation, it
becomes imperative for normal production to design a
reasonable supporting scheme to reinforce and support the
roadway and prevent the subsidence of the longwall face,
FOG, and support-crushing accidents. Since lower sup-
porting cost, the backfilling technology, with waste rock, has
been widely used in gob filling [13], which also have a great
advantage in backfilling of SAR section.

As for PTR section, the longwall face at the PTR section
passes through the roadway. During this process, the floor of
the longwall face is hollow and the coal located in the roof of

y

L'

T2

q

X

Figure 4: Clamped beam model.
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the roadway has a tendency to collapse and cave. )erefore,
the main objective in this stage is to prevent the subsidence
of the hydraulic support and provide enough supporting
force to the roadway roof. Meanwhile, the support material
cannot affect the production of the shearer. To improve the
firmness of the face floor, concrete can be used to fill a
certain height of the PTR section. Moreover, an intensive
wood cribs should be laid previously and integrated with the
concrete, which does not affect normal production, but
provide supporting force to the roadway roof.

3. Case Study

3.1. Geological and Mining Condition. Xutuan coal mine,
located at the Huaibei city, Anhui Province, China, was
selected for a case study. In the Xutuan coal mine, No. 7 coal
seam is one of the main minable seams and has a buried
depth from 480m to 510m, with an average buried depth of
500m. )e vertical stress is 13.29MPa, and the stress ratios
are 0.43 and 0.21 in the advancing and inclined directions,
respectively. No. 7 coal seam has a dip angle of 12°, thickness
in the 4.0m to 6.3m range, with an average thickness of 5m.
)e affiliated No. 7219 longwall face has an inclined length of
168m and strike length of 420m, and its succession face is
No. 7229 longwall face. Moreover, there is a 100m wide
protective pillar between the two longwall faces, covering
No. 7118 cross-cut. )e cross-section of the cross-cut is
rectangular, with 5m width and 4.5m height. )e positions
of the cross-cut and the longwall faces are shown in Figure 6.

)e No. 7219 longwall face is a large mining height face
with each of hydraulic shield supports weighing 36 t. Con-
sidering that the plan for moving the original face involved a
long route with a significant amount of work, it was decided to
extend the headgate and tailgate to the new stop line. As
shown in Figure 6, No. 7219 longwall face continued to
advance beyond the older stop line to the new stop line. In this
way, additional coal resources could be recovered and the
face-moving issue could also be resolved.

3.2. Supporting Design. )e minimal thickness of the safety
rock strata is the gap between the backfilling and non-
backfilling of the SAR section. Based on field observations
and measurements, the distance between the peak abutment
pressure and the longwall face is 5m (i.e., L� 5m).)e inner
friction angle of the main floor was used because it is the
median of the floor inner friction angle, as listed in Table 1.
According on (4),

T1 � 9.52m. (11)

)e width of the No. 7118 cross-cut (L′) is 5m; the
pressure acted by the hydraulic support and part of the strata
weight above (q) is 0.51MPa. )e shear force (Fmax) reaches
the maximal value at the position x � ±(L/2), and the
maximal bending moment (Mmax) reaches the maximal
value at the centre position of the strata (x� 0). According to
(6) and (7), T2S and T2T are 0.15m and 0.86m, respectively.
)us,

T2 � 0.86m. (12)

Based on the parameters in Table 1, the height of the
natural arch can be calculated from (9), and the maximal
cross-cut broken height (T3) is

T3 � 0.54m. (13)

)erefore, the minimal thickness of the safety rock strata
can be determined by (10),

T � T1 + T2 + T3 � 9.52 + 0.86 + 0.54 � 10.92m. (14)

According to the analysis above, the cross-cut can be
sectioned using a rock strata thickness of 10.92m.)erefore,
the length of backfilling section is 52.5m and PTR section
are 30.5m, as shown in Figure 7. Due to easy access, granular
coal with radius in the 0.1–0.2m range, corresponding to the
field crashed coal dimensions, was used to backfill the
roadway. And a concrete wall, with a thickness of 1m, is
built to prevent granular coal from flowing in SAR section
near the backfilling material. In PTR section, the supporting
material of concrete and wood cribs is used.

4. Numerical Model Construction

4.1. Global Model. In accordance with the geological char-
acteristics of the coal measure strata, a numerical calculation
model was established, as shown in Figure 8. )e model
dimensions were 200m× 276m× 150m (X×Y×Z). In this
model, three roadways, namely, the headgate, the tailgate,
and the cross-cut, were excavated, and the cross-cut inter-
sected with the headgate. )e headgate and tailgate mea-
sured 4m× 3m (Y×Z) and the cross-cut was rectangular
(width, 5m; height, 4.5m). Around the panel, 50m wide
pillars were left to eliminate the boundary effect. To monitor
displacement, three measure lines were set at the middle
position of the walls and roof of the cross-cut, and the
distance between every two measure points was 4m.

FLAC3D was used for the numerical calculations. Atop
the model, a vertical stress (13.286MPa) was applied to

Natural arch

Roadway

e

e1

e2

e1

e2

a a
b

Figure 5: Natural arch theory model.
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simulate the load applied by the overburden, and the bottom
sides were roller-constrained. A horizontal stress was ap-
plied according to the in situ stress condition. Coal and rock,
as an elastic-plastic medium [14], are suitable to modelling
by the Mohr–Coulomb criterion. )e Mohr–Coulomb
criterion was used to simulate the rock and coal strata
behaviours in this model.

Before this simulation, a laboratory test task was con-
ducted to obtain the physical and mechanical properties of
the surrounding rock. Much research has been conducted
[15, 16], which validated that young modulus, cohesion, and
tensile strength of the rock mass and coal seam are 0.1–0.25
times the laboratory result, and the Poisson ratio is 1.2–1.4
times the laboratory result. )e parameters used in this
model are listed in Table 2.

4.2. Elastic Model for Gob Modelling. In the longwall mining
method, the roof strata behind the longwall face are abandoned
and collapse is allowed. When the face advances sufficiently far,
the immediate roof behind it collapses at a distance that depends
on the specific geological conditions. Failure of the roof con-
tinues until the roof and cavedmaterial come in contact. Under
the load of the roof, the caved material is compacted gradually
until the roof is balanced by the coal rib and the caved material.
)us, it is necessary to model the gob and its compaction [17].
)e caved material does not behave as an intact rock; however,
its stiffness varies with the stress to which it is subjected. In fact,
it also exhibits certain strain-hardening characteristics.

)e stress-strain behaviour of the caved material can be
described by [18, 19], which were suggested for backfill
materials by Salamon [20]:

Table 1: Physical and mechanical properties of main floor.

Lithology Compressive strength (MPa) Tensile strength (MPa) Shear strength (MPa) Inner friction angle (deg.)
Fine siltstone 45.9 9.0 13.0 35

7# coal seam

Granular coal: 52.5mConcrete: 1m Concrete and wood cribs: 30.5m

y
150 146 142 138 134 130 126 122 118 114 110 106 102 98 94 90 86 82 78 74 70 66 62 58 54

Figure 7: No. 7118 cross-cut supporting design.
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Figure 6: Positional relationship between the working faces and cross-cut.
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Figure 8: Numerical model configuration and measure line layout.

Table 2: Coal-rock layers and mechanical parameters used in the numerical model.

Rock strata )ickness (m) Density
(kg/m3)

Bulk modulus
(GPa)

Shear modulus
(GPa)

Friction angle
(deg.) Cohesion (MPa) Tensile strength

(MPa)
Coarse
sandstone 30.0–86.5 2580 10.3 8.4 37 4.3 5.9

Fine sandstone 9.0 2650 7.4 4.8 38 2.2 1.5
Mudstone 1.5 2540 2.3 1.2 27 1.2 0.8
7# coal seam 5.0 1400 0.3 0.12 18 0.3 0.15
Mudstone 3.4 2420 2.4 1.3 32 1.1 1.2
Fine siltstone 14.6 2500 3.0 1.9 35 2.4 4.3
Coarse
sandstone 30.0–86.5 2660 8.1 4.9 37 2.8 2.2
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σ �
E0ε

1 − ε/εm( 
, (15)

εm �
b − 1

b
, (16)

E0 �
10.39σ1.042

c

b
7.7 , (17)

where σ is the uniaxial stress applied to the material, ε is the
strain under the applied stress, E0 is the initial tangent
modulus, εm is the maximal possible strain of the bulk rock
material, b is the initial bulk factor, and σc is the compressive
strength of the rock.

Behind the longwall face, the strata bends downward and
breaks into different-size blocks until the lowest uncaved strata
receives the support of the caved and bulk rock pile [19].
)erefore, the initial bulk factor b is closely related to the caving
height and can be calculated as

b �
Hc + h

Hc
, (18)

where Hc is the caving height and h is the mining height.
)e caving height can be predicted by the following

empirical criterion [21], which is consistent with field statistics
of 4–11 times the thickness of the coal seam height [22]:

Hc �
100h

c1h + c2
, (19)

where c1 and c2 are coefficients that depend on the strata
lithology, as shown in Table 3 [21, 23].

According to (15)–(19), the height of the roof caving
zone Hc, the initial bulk factor b, the maximal strain εm,
and the initial gob modulus E0 are calculated (Table 4).
)e stress-strain behaviour of Salamon’s model is shown
in Figure 9 (blue line). )e behaviour is approximately
linear for stresses under 20MPa, and it is exponential for
higher stress values. )is suggests that the caved material
behaves like an elastic material for low stress values. As the
objective of the present work was to analyse the
deformability of the cross-cut (rather than observe failed
zones), and because these material properties may change
the stress level well behind the advancing longwall face
rather than in front of the advancing longwall face, it is
reasonable to assume elastic material properties in sim-
ulations of the caved material. An important practical
advantage of using an elastic global model is computa-
tional efficiency, which allows to conduct a large number
of analysis and parametric evaluations [24]. Kose and Cebi
[25] suggested that the deformation modulus of the gob
material ranges from 15MPa to 3500MPa, whereas, based
on experiments, Shabanimashcool and Li [26] suggested
that the deformation modulus of the caved material
ranges from 60MPa to 100MPa. Jiang et al. [27] used a
somewhat stiffer gob material with the deformation
modulus and Poisson’s ratio of 190MPa and 0.25, re-
spectively. To generate reasonable input parameters for
the elastic model, a test material, with dimensions of

1m × 1m × 1m, was simulated using FLAC3D. Loading
was simulated by applying a velocity to the top surface; the
parameters are listed in Table 5. )e system’s stress-strain
behaviour was recorded and is shown in Figure 9 (red
line).

As shown in Figure 9, the elastic model satisfactorily
captures the caved material for stresses under 20MPa. In
practice, the stress behind the longwall face increases gradually
with time. However, the stress cannot return to the original
magnitude within a short-term period. In addition, the max-
imal in situ stress around the panel is 16MPa, which is less than
the limiting value of 20MPa.

4.3. Supporting Material Modelling. Discrete Element
Method (DEM) method has been used to simulation the be-
haviour of granular materials for a long time [28, 29]. In this
paper, the granular coal, with the radius in the 0.1–0.2m range,
is used as the backfilling material. It is described as a cloud of
discrete balls that were coupled to the FLAC3D continuous
model via the “wall” medium, and this method is referred to as
FDEM method. A uniform distribution model was used to
represent the real distribution of the backfillingmaterial of coal.
Some parameters, including normal stiffness, shear stiffness,
and friction coefficient, that were used here to model the
granular coal were taken from literature [30]. Table 6 lists the
parameters of the granular coal in our discrete model.

)ree types of materials constitute the cross-cut sup-
porting: concrete, wood, and granular coal. In this study,
concrete was considered as a Mohr–Coulomb material [31].
Wood was simplified as an elastic material, although its actual
mechanical behaviour is more complex [32]. However, the
function of wood is just to support the cross-cut roof, and it
only weakly affects the entire project. )e parameters of the
concrete and the wood cribs are listed in Table 7.

5. Simulation Results and Discussion

5.1. Cross-Cut Deformation during the Longwall Face
Advancement. During the longwall face advancement, the
stress around the cross-cut is disturbed. Subjected to the
advancing abutment pressure, the walls and the roof of the
cross-cut exhibit shape distortions in the form of dis-
placement. )e displacement of the surrounding rock was
registered to obtain the displacement distribution.

5.1.1. SAR Section Deformation. As shown in Figure 10(a),
when the longwall face advances, the distance between the
longwall face and the cross-cut decreases (x-direction). )e z-
displacement of the cross-cut roof increases and then decreases,
subjected to the advancing abutment pressure. However, the
displacement along the cross-cut is different, owing to the
thickness of the rock strata between the longwall face floor and
the cross-cut roof, and the magnitude of the advancing
abutment pressure. )e z-displacement gradually increases
with the advancement of the longwall face and as the advancing
abutment pressure increases. However, the z-displacement
begins to decrease when the longwall face advances 68–84m,
and the amount of reduction varies across the different

Advances in Materials Science and Engineering 7



measured points. )e maximal z-displacement decreases from
0.39m to 0.064m after backfilling. Moreover, as shown in
Figure 10(b), the rate of change in the z-displacement gradually
stabilizes when the y-coordinate is larger than 130 (the cor-
responding rock strata thickness is 9.78m), which agrees with
the calculation using the proposed model.

In Figure 11, after backfilling, the backfilling material
interacts with the surrounding rock whenever a displace-
ment occurs in any direction. Compared with the maximal
x-displacement without backfilling, the maximal x-dis-
placement decreases from 0.1m to 0.03m.

5.1.2. PTR Section Deformation. Several curves showing the
variation of the z-displacement of the cross-cut roof when the
longwall face advances were obtained and are shown in

Figure 12(a). When the longwall face advances, the distance
between the longwall face and the cross-cut decreases (x-di-
rection).)e displacement along the z-direction of the cross-cut
roof increases, subjected to the advancing abutment pressure.
However, the displacement along the cross-cut is different,
owing to the different thickness of the backfilling material and
the magnitude of the advancing abutment pressure. )e z-
displacement gradually increases with the advancing longwall
face and as the advancing abutment pressure increases. How-
ever, the z-displacement at the measured points y� 74, y� 78,
and y� 82 starts to decrease, while that at the measured points
y� 54, y� 58, y� 62, y� 66, and y� 70 continues to increase
when the longwall face advances 68m. )e maximal z-dis-
placement decreases from 0.76m to 0.13m after backfilling. In
this way, the longwall face can pass through the cross-cut
smoothly without worrying about the FOG and support-
crushing accidents.

In Figure 13, after backfilling, the backfilling material
and the surrounding rock are integrated with each other.
Compared with the maximal x-displacement without

Table 3: Coefficients for average height of caving zone.

Strata lithology Compressive strength (σc, MPa)
Coefficients

c1 c2

Strong and hard >40 2.1 16
Medium strong 20–40 4.7 19
Soft and weak <20 6.2 32

Table 4: Parameters for Salamon’s model.

Hc (m) B εm E0 (MPa)

14.88 1.34 0.25 55.9
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Figure 9: Stress-strain behaviour of caved material in gob.

Table 5: Parameters used in the elastic model for caved material.

Density (kg/m3) Young’s modulus (MPa) Poisson’s ratio
1848 256.4 0.2
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Table 6: Parameters for granular coal.

Radius (m) Density (kg/m3) Normal stiffness (N/m) Shear stiffness (N/m) Friction coefficient Cohesion (MPa) Damp
0.1–0.2 1400 2×108 2×108 0.4 0 0.7

Table 7: Parameters for the concrete and the wood cribs.

Material Constitutive
model

Density
(kg/m3)

Young’s modulus
(GPa)

Poisson’s
ratio Cohesive (MPa) Friction angle

(deg.) Tension (MPa)

Concrete Mohr-Coulomb 2400 30 0.2 3.18 55 1.43
Wood
cribs Elastic 364 4.3 0.38 — — —
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backfilling, the maximal x-displacement decreases from
0.4m to 0.014m, which indicates that the wood cribs are
stable and the rib spalling can be avoided. )us, the
normal production of the longwall face is guaranteed.

5.2. Face Floor Subsidence (SAR Section Side) When the
Longwall Face Is above the Cross-Cut. When the longwall
face is above the cross-cut, the face floor subsides at a
maximum value. As shown in Figure 14, along the
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Figure 11: x-displacement of the cross-cut walls in SAR section. (a) Maximum x-displacement of the cross-cut walls after backfilling in
measure point y� 126m. (b) x-displacement of the cross-cut walls without backfilling.
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direction of the cross-cut axis, the magnitude of the
subsidence decreases from 0.16 m to 0m, then begins to
increase in the opposite direction, and eventually stabi-
lizes at 0.025m. Note that the subsidence that occurs at
the position y in the 132.5–140.5 m range is too small to
affect normal production, for which the rock strata
thickness is in an excellent agreement with the value
calculated by the proposed model.

5.3. Effect of the Backfilling Material. )e wood cribs and
concrete, which are filled in PTR section as a backfilling
material, provide support to the walls and the roof. )e
wood, which has a large Poisson’s ratio, is a good material
for maintaining the stability of the cross-cut, owing to its
admirable Poisson effect and elastic deformability. )e
deformation of the PTR section is relatively larger than that
of the SAR section. During the advancement of the longwall
face, the displacement, either in the x-direction or in the z-
direction, first increases and then decreases, because the
peak advancing abutment pressure is at a certain distance
in front of the longwall face. When a z-displacement occurs
at the roof, the wood provides support to the roof and
simultaneously generates lateral deformation, which pro-
vides support pressure to the walls. Meanwhile, the
x-displacement that occurs at the walls provides confined

pressure to the backfilling material and increases its
strength. In this way, both the FOG and the rib spalling can
be controlled. As a soft material, the wood would not affect
the shearer cutting coal, and the concrete would provide
strong support to the supports and shearer when the
longwall face passes through the cross-cut.

As an accessible material, the granular coal also ex-
hibits a good performance in resisting deformation, and
the continuity of displacements between the granular coal
and rock mass indicates that the granular coal has a good
displacement transmissibility, as shown in Figure 11(a).
Subjected to the squeeze coming from the cross-cut
deformation, the granular coal is compacted. )e contact
force between the coal and the cross-cut surface increases
as the longwall face advances, especially in the middle of
the walls (z-direction) and the roof (x-direction), as
shown in Figure 15. However, this trend is interrupted
when the face advances to 80m; then, the contact force
decreases as the face continues to advance. Note that the
position of the peak contact force does not correspond to
the field observations and measurements of the position
of the advancing abutment pressure. )e occurrence of
this phenomenon may be related to excavation of the
cross-cut, which may disturb the in-situ stress distri-
bution and therefore would change the position of the
advancing abutment pressure.
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Figure 13: x-displacement of the cross-cut walls in PTR section. (a) Maximum x-displacement of the cross-cut walls after backfilling in
measure point y� 70m. (b) x-displacement of the cross-cut walls without backfilling.
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Figure 15: Contact force between granular coal and cross-cut with working face advancing. (a) 0m. (b) 16m. (c) 32m. (d) 48m. (e) 64m.
(f ) 80m. (g) 84m. (h) 88m. (i) 92m. (j) 96m. (k) 100m.

Advances in Materials Science and Engineering 13



6. Conclusions

(1) A support design method is proposed when longwall
face strides across and passes through a roadway,
which is consisting of a model to determine the
roadway supporting range and support scheme. )e
model is built based on Terzaghi’s principle, rock
beam, and Protodjakonov’s theory. )e developed
model was used to determine the range of the
roadway needing supporting. And a segmental
support scheme is introduced based on the devel-
oped model.

(2) An elastic model was developed to represent the
mechanical behaviour of the crashed material in the
gob. Comparing with Salamon’s model, the elastic
model provided more efficient computation and
better results when the vertical stress below 20MPa.
)e elastic model will be used in follow-up studies as
a reference.

(3) Based on a real case, the rationality of this model was
validated using a FDEMmethod.)e results indicate
that this backfilling design can meet the production
requirements and is likely to significantly reduce the
support cost. )e results suggest that the proposed
model can be used for determining the minimal
thickness of the rock strata, with the error rate
ranging from −10.44% to 9.97%. )e results of this
study are likely to be useful as a reference for the safe
and efficient mining of coal resources under similar
conditions.

Data Availability

Some or all data, models, or codes that support the findings
of this study are available from the corresponding author
upon reasonable request.

Conflicts of Interest

)e authors declare no conflicts of interest.

Acknowledgments

)is work was supported by the National Key Research and
Development Program of China (no. 2018YFC0604501) and
the Fundamental Research Funds for the Central Univer-
sities (no. 2020YQNY09).

References

[1] C. Liu, Z. Yang, P. Gong et al., “Accident analysis in relation to
main roof structure when longwall face advances toward a
roadway: a case study,” Advances in Civil Engineering,
vol. 2018, Article ID 3810315, 11 pages, 2018.

[2] D. C. Oyler, C. Mark, D. R. Dolinar, and R. C. Frith, “A study
of the ground control effects of mining longwall faces into
open or backfilled entries,” Geotechnical and Geological En-
gineering, vol. 19, no. 2, pp. 137–168, 2001.

[3] W. D. Pan, G. D. Liu, and L. K. Wei, “Safety rock stratum
thickness and reinforced support technology during mining

face striding crosscuts,” Journal of China Coal Society, vol. 38,
no. 4, 2013.

[4] D.-Z. Kong, Z.-B. Cheng, and S.-S. Zheng, “Study on the
failure mechanism and stability control measures in a large-
cutting-height coal mining face with a deep-buried seam,”
Bulletin of Engineering Geology and the Environment, vol. 78,
no. 8, pp. 6143–6157, 2019.

[5] Y. Lu and L.Wang, “Numerical simulation of mining-induced
fracture evolution and water flow in coal seam floor above a
confined aquifer,” Computers and Geotechnics, vol. 67,
pp. 157–171, 2015.

[6] M. Chen, S.-Q. Yang, Y.-C. Zhang, and C.-W. Zang, “Analysis
of the failure mechanism and support technology for the
Dongtan deep coal roadway,” Geomechanics and Engineering,
vol. 11, no. 3, pp. 401–420, 2016.

[7] W. Zheng, Q. Bu, and Y. Hu, “Plastic failure analysis of
roadway floor surrounding rocks based on unified strength
theory,” Advances in Civil Engineering, vol. 2018, Article ID
7475698, 10 pages, 2018.

[8] H. Kang, H. Lv, X. Zhang, F. Gao, Z. Wu, and Z. Wang,
“Evaluation of the ground response of a pre-driven longwall
recovery room supported by concrete cribs,” Rock Mechanics
and Rock Engineering, vol. 49, no. 3, pp. 1025–1040, 2016.

[9] W. Pan, X. Nie, and X. Li, “Effect of premining on hard roof
distress behavior: a case study,” Rock Mechanics and Rock
Engineering, vol. 52, no. 6, pp. 1871–1885, 2019.

[10] K. Terzaghi, Eeoretical Soil Mechanics, John Wiley & Sons,
Inc., vol. 1, Hoboken, NJ, USA, 1943.

[11] S. Mahdevari, K. Shahriar, M. Sharifzadeh, and D. D. Tannant,
“Stability prediction of gate roadways in longwall mining
using artificial neural networks,” Neural Computing and
Applications, vol. 28, no. 11, pp. 3537–3555, 2017.

[12] R. Sňuparek and P. Konecný, “Stability of roadways in
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Heterogeneous materials are widely applied in many fields. Owing to the spatial variation of its constitutive parameters, the
mechanical characterization of heterogeneous materials is very important. +e virtual fields method has been used to identify the
constitutive parameters of materials. However, there is a limitation: constitutive parameters of one material have to be a priori;
then, constitutive parameters of the other one can be identified. Aiming at this limitation, this article presents a method to identify
the constitutive parameters of heterogeneous orthotropic bimaterials under the condition that constitutive parameters of both
materials are all unknown from a single test. A constitutive parameter identification method of orthotropic bimaterials based on
optimized virtual field and digital image correlation is proposed. +e feasibility of this method is verified by simulating the
deformation fields of a two-layer material under three-point bending load. +e results of numerical experiments with FEM
simulations show that the weighted relative error of the constitutive parameter is less than 1%. +e results suggest that the
variation coefficient-to-noise ratio can perform a priori evaluation of a confidence interval on the identified stiffness components.
+e results of numerical experiments with DIC simulations show that the weighted relative error is 1.44%, which is due to the
noise in the strain data calculated by DIC method.

1. Introduction

Heterogeneous materials, such as functionally gradient
materials, wood [1, 2], polymeric foams [3], biological
materials [4], and composites [5], have been widely applied
in engineering. Constitutive parameters identification of
heterogeneous materials is not only the important subject
in experimental mechanics but also has attracted extensive
notice in the fields of solid mechanics, structure health
monitoring, and medical diagnosis. +e traditional method
of identifying constitutive parameters can directly deter-
mine all constitutive parameters of constitutive models
through standard experiments (e.g., uniaxial tensile test).
However, the investing of experimental involved in such
standard test methods may increase when using anisotropic
models and inhomogeneous materials, as well as bimaterial
[6].

With the development of the photomechanics, full-field
measurement methods (e.g., digital image correlation and
moiré interferometry) combined with inverse methods
have been developed so that the multiple constitutive
parameters can be identified by a heterogeneous strain field
[7]. +e inverse methods belong to the updating methods
(e.g., finite element updating method) and nonupdating
methods (e.g., virtual fields method). +e finite element
updating method (FEUM) extract constitutive parameters
through minimizing the cost function between the re-
sponse of the finite element model and the real behavior
iteratively; its simulation must be close to experimental
conditions and its initial guess choice will affect the
identification result [8]. +e virtual fields method (VFM),
which was put forward by Perrion and Grédiac [9, 10], is a
typical nonupdating method used in a linear material
model. Compared with the updating methods, the
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advantage of VFM is that it requires less specimen
boundary conditions and geometric configurations
[11, 12].

A volume of research has focused on full-field mea-
surement and VFM to identify the constitutive parameters of
materials. +e VFM within peridynamic framework was
proposed to identify material properties in linear elasticity
[13]. +e special virtual fields method was adopted to resolve
the difficulty in identifying constitutive properties of in-
compressible and nonhomogeneous solids [14]. +e VFM
was combined with an elaborately designed test configu-
ration in order to realize the identification of the anisotropic
yield constitutive parameters [15]. Several inverse methods
based on the VFM have been developed, including the
Fourier series-based VFM [16, 17], the sensitivity-based
VFM [18], the eigenfunction VFM [19, 20], and several
optimizations to improve the accuracy of identification
results [21, 22].

+e heterogeneity of strain field caused by multiple
constitutive parameters of the complex constitutive model
has been solved by the traditional VFM. For heterogeneous
materials, the heterogeneity of strain field caused by the
spatial variation of constitutive parameters requires further
improvement of the virtual field method. According to the
available literature studies, several methods and applications
have been studied to identify constitutive parameters
identification of heterogeneous material using VFM
[6, 23, 24]. For instance, a bimaterial constitutive parameter
identification method based on the combination of VFM
andMoiré interference was proposed [25], and the VFMwas
also extended to identify the parameters [26]. In addition,
several methods have been researched to lower the effects of
noise in strain fields [26–29]. +e optimized fields method,
such as polynomial optimized virtual field [30] and piece-
wise optimized virtual field [31], was developed to improve
convenience and accuracy. Although the above researches
make identification of constitutive parameters more rapid
and convenient, there is still a limitation for bimaterials: the
constitutive parameters of one material must be a priori in
order to determine the constitutive parameters of the other
material. +e purpose of this work is to propose an opti-
mized virtual field that can not only extract the constitutive
parameters of the heterogeneous orthotropic bimaterials
without knowing any material constitutive parameters but
also require only one single test.

In this study, to extract constitutive parameters of the
bimaterials under the condition that constitutive pa-
rameters of the both materials are unknown, special
optimized polynomial virtual fields combined with three-
point bending test was proposed. In Section 2, the basic
principle of optimized polynomial VFM and its im-
provement applied in bimaterials without knowing any
material constitutive parameters are introduced. In Sec-
tion 3, the FEM simulated experiments and the simulated
DIC experiments are conducted to verify the feasibility of
the abovementioned method. Finally, Section 4 is the
conclusions.

2. Methodology

2.1. Basic Principle of Optimized Polynomial Virtual Fields
Method. +e integral form of the mechanical equilibrium
equation of the VFM based on virtual work for a continuous
solid can be expressed as [31]

− 
S
σ: ε∗dS + 

S
T · u∗dS + 

V
b · u∗dV

� 
V
ρa · u∗dV ∀u∗KA,

(1)

where σ is the Cauchy stress tensor, u∗ is the virtual dis-
placement vector, ε∗ denotes the strain tensor corre-
sponding to u∗, T represents the external force associated
with the stress tensor σ by the boundary, S is a vector which
is the volume force applied over the volume V of the
specimen, and a denotes the distribution of acceleration.
Such a distribution will cause an additional volumetric
force distribution equal to −ρawith D’Alembert’s principle,
the virtual displacement field being kinematically admis-
sible (KA).

For an orthotropic material in a plane-stress state, the
principle of virtual work is suitable for every KA virtual
field. +is equation (see equation 2) uses four indepen-
dent KA virtual fields ε∗(1), ε∗(2), ε∗(3), and ε∗(4) instead of
u∗(1), u∗(2), u∗(3), and u∗(4), respectively (see Appendix A1
for the detailed equation derivations):

AQ � B, (2)

where
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,

(3)

where Q11, Q22, Q12, and Q66 are the in-plane stiffness
components.

+e constraints of KA virtual fields u∗(1), u∗(2), u∗(3), and
u∗(4) are as follows:


S
ε1ε
∗ (1)
1 dS � 1 

S
ε2ε
∗ (1)
2 dS � 0 

S
ε1ε
∗ (1)
2 + ε2ε

∗ (1)
1 dS � 0 

S
ε6ε
∗ (1)
6 dS � 0


S
ε1ε
∗ (2)
1 dS � 0 

S
ε2ε
∗ (2)
2 dS � 1 

S
ε1ε
∗ (2)
2 + ε2ε

∗ (2)
1 dS � 0 

S
ε6ε
∗ (2)
6 dS � 0


S
ε1ε
∗ (3)
1 dS � 0 

S
ε2ε
∗ (3)
2 dS � 0 

S
ε1ε
∗ (3)
2 + ε2ε

∗ (3)
1 dS � 1 

S
ε6ε
∗ (3)
6 dS � 0


S
ε1ε
∗ (4)
1 dS � 0 

S
ε2ε
∗ (4)
2 dS � 0 

S
ε1ε
∗ (4)
2 + ε2ε

∗ (4)
1 dS � 0 

S
ε6ε
∗ (4)
6 dS � 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

+e exact values and white noise constitute the measured
strain component. Assume that the noise components are
uncorrelated to each other, and presume that the noise

between points is also uncorrelated. +erefore, the principle
of virtual work is as equation (5) (see Appendix A2 for the
detailed equation derivations).

Q11 
S
ε1ε
∗
1( dS

√√√√√√√√√√
�1

+ Q22 
S
ε2ε
∗
2( dS
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�0
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∗
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�0

− c Q11
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ε∗1 N1dS + Q22
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ε∗2 N2dS + Q12

S
ε∗2 N1 + ε∗1 N2( dS + Q66

S
ε∗6 N6dS  � 

Lf

Tiu
∗
i( dl,

(5)

whereN1,N2, andN6 denote the processes of scalar zero-
mean stationary Gaussian generalized by the corre-
sponding strain components ε1, ε2, and ε6, respectively,
and c denotes the measured amplitude of the random
variable strain.

If the noise is ignored, approximate parameters
expressed as Qapp, these components are defined by equation
(6). So, directly identify Q11, Q22, Q12, and Q66 using these
four special virtual displacement fields as equation (7) (see
Appendix A3 for the detailed equation derivations).
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(7)

Similar results are obtained for Q22, Q12, and Q66.
Denoting V(Q),the vector containing the variances of
Q11,Q22,Q12, and Q66, one can write as equation (8) (see
Appendix A4 for the detailed equation derivations).

V Q11(  � η(1)
 

2
c
2
,

V Q22(  � η(2)
 

2
c
2
,

V Q12(  � η(3)
 

2
c
2
,

V Q66(  � η(4)
 

2
c
2
,
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and (η(i))2 have two kinds of unknowns: the constitutive
parameters and the unknown coefficients of the virtual
fields. So, (η(i))2 can be expressed as

η(i)
 

2
�
1
2
Y∗(i)HY∗(i)

�
Sc

nc

 

2

QappG(i)Qapp
, (9)

where Y∗ is the vector related to the coefficients of virtual
strain fields, H is the Hessian matrix of all monomials in ε∗,
and G(j), j � 1, 2, 3, 4, is the following square matrix:
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, (10)

and the (η(i))2 coefficients i � 1, 2, 3, 4 depend on the
selected virtual fields. Also, the virtual fields are selected
for the Qij parameters extraction. +us, select the ap-
propriate virtual field that can reduce the influence of

strain. In this article, the virtual fields were expanded
by the polynomials. +e displacement fields and the
virtual strain are as shown in equations (11) and (12),
respectively.
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(12)

where Aij and Bij are the coefficients of the monomials, m

and n are the polynomial degrees that define that the
maximum number of monomials has used, and L and w are
the typical dimensions of the x1 and x2 directions,
respectively.

Using the Lagrange multiplier approach, the Lagrangian
function L(i) can be constructed for each constitutive pa-
rameter sought, and its constraint is equation (13), and the
objective function is (η(i))2. +erefore, the expression of the
Lagrange function is

L
(i)

�
1
2
Y∗(i)HY∗(i)

+ λ(i) AY∗(i)
− Z(i)

 , (13)

where λ(i) is the vector containing Lagrange multipliers.
+e KA condition can produce several linear equations,

and the number of this equations is depending on the
number of supports. +e special virtual field condition also
leads to several linear equations, the number of which de-
pends on the type of constitutive model of specimen ma-
terial. +e two types of conditions can produce the following
linear system as equation (14) (see Appendix A5 for the
detailed equation derivations).

H A

A 0
 

Y(i)

λ(i)
⎛⎝ ⎞⎠ �

0

Ζ(i)
 . (14)

Attention that (η(i))2 coefficients also correspond on the
unknown Qij parameters. +us, the optimization problem is
solved for a given set of Qij parameters, and the process is

iterative: the first guess of theQij parameters is used to find the
first group of four special virtual fields.+en, these four special
virtual fields are used to find a new set of Qij parameters, and
repeat abovementioned steps until the optimal Qij parameter
is found. In practice, no matter what the parameter Qij is
initially selected, this iterative process will converge quickly.
Usually, only two loops are sufficient to converge.

2.2. Optimized Polynomial Virtual Fields Applied to the
Bimaterials without Knowing Any Material Constitutive
Parameters. As shown in Figure 1, for the plane-stress
specimen with two different materials Part A and Part B, and
both of them are set with the elastic orthotropic material. But
the constitutive parameters of A and B are unknown. As
mentioned above, the sum of exact values and white noise is
the measured strain. Assume that the noise components are
uncorrelated to each other, and presume that the noise
between points is also uncorrelated. +erefore, the gov-
erning equation of the virtual fields method for the total
specimen is as equation (15) (see Appendix B1 for the de-
tailed equation derivations).
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1( dS

+ Q66a
Sa
ε6ε
∗
6 dS +
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� 
Lf

Tiu
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(15)

+e constraints of the eight special virtual fields denoted
that u∗(1), u∗(2), u∗(3), u∗(4), u∗(5), u∗(6), u∗(7), and u∗(8) must
satisfy the following equation:
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(16)

So, directly identify Q11a, Q11b, Q12a,

Q12b, Q22a, Q22b, Q66a, and Q66b using the abovementioned
four special virtual displacement fields. If the noise is

ignored, approximate parameters expressed as Qapp are
identified. +e components of which are defined as equation
(17) (see Appendix B2 for the detailed equation derivations).
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1 dS − Q22a

Sa
ε2ε
∗ (5)
2 dS − Q12a

Sa
ε1ε
∗ (5)
2 + ε2ε

∗ (5)
1 dS − Q66a

Sa
ε6ε
∗ (5)
6 dS,

Q
app
22b � 

Lf

Tiu
∗ (6)
i dl − Q11b

Sb
ε1ε
∗ (6)
1 dS − Q12b

Sb
ε1ε
∗ (6)
2 + ε2ε

∗ (6)
1 dS − Q66b

Sb
ε6ε
∗ (6)
6 dS

− Q11a
Sa
ε1ε
∗ (6)
1 dS − Q22a

Sa
ε2ε
∗ (6)
2 dS − Q12a

Sa
ε1ε
∗ (6)
2 + ε2ε

∗ (6)
1 dS − Q66a

Sa
ε6ε
∗ (6)
6 dS,

Q
app
12b � 

Lf

Tiu
∗ (7)
i dl − Q11b

Sb
ε1ε
∗ (7)
1 dS − Q22b

Sb
ε2ε
∗ (7)
2 dS − Q66b

Sb
ε6ε
∗ (7)
6 dS − Q11a

Sa
ε1ε
∗ (7)
1 dS

− Q22a
Sa
ε2ε
∗ (7)
2 dS − Q12a

Sa
ε1ε
∗ (7)
2 + ε2ε

∗ (7)
1 dS − Q66a

Sa
ε6ε
∗ (7)
6 dS,

Q
app
66b � 

Lf

Tiu
∗ (8)
i dl − Q11b

Sb
ε1ε
∗ (8)
1 dS − Q22b

Sb
ε2ε
∗ (8)
2 dS − Q12b

Sb
ε1ε
∗ (8)
2 + ε2ε

∗ (8)
1 dS

− Q11a
Sa
ε1ε
∗ (8)
1 dS − Q22a

Sa
ε2ε
∗ (8)
2 dS − Q12a

Sa
ε1ε
∗ (8)
2 + ε2ε

∗ (8)
1 dS − Q66a

Sa
ε6ε
∗ (8)
6 dS,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

To minimize the effect of noise, taking Q11a as an ex-
ample, the variance of Q11a is as follows:

V Q11a(  � c
2
E Q

app
11a

Sa
ε∗ (1)
1 N1dS + Q

app
22a

Sa
ε∗ (1)
2 N2dS + Q

app
12a 

Sa
ε∗ (1)
2 N1 + ε∗ (1)

1 N2 dS + Q
app
66a 

Sa
ε∗ (1)
6 N6dS 

2


+ Q
app
11b

Sb
∗ (1)N1dS + Q

app
22b

Sb
ε∗ (1)
2 N2dS + Q

app
12b

Sb
ε∗ (1)
2 N1 + ε∗ (1)

1 N2 dS + Q
app
66b

Sb
ε∗ (1)
6 N6dS 

2


+ c
2
E Q

app
11b

Sb
ε∗ (1)
1 N1dS + Q

app
22b

Sb
ε∗ (1)
2 N2dS + Q

app
22b

Sb
ε∗ (1)
2 N1 + ε∗ (1)

1 N2 dS + Q
app
66b

Sb
ε∗ (1)
6 N6dS 

2
 

� VA Q11a(  + VB Q11a( .

(18)
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As described above, the virtual fields are expanded by
polynomial basis functions based on equation (11). +e
unknown coefficients Aij and Bij are included in vector Y as
follows:

Y �

A00

⋮
A30

⋮

A03

⋮

A33

B00

⋮

B30

⋮

B03

⋮

B33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (19)

+e integrals of equation (15) are calculated using
vectors B11,B22,B12, and B66 through discrete sum ap-
proximation so that


Sa

ε1ε
∗
1( dS ≈ Lwaε1aε

∗
ia � B11a · Y,


Sa

ε2ε
∗
2( dS ≈ Lwaε2aε

∗
2a � B22a · Y,


Sa

ε1ε
∗
2 + ε2ε

∗
1( dS ≈ Lwa ε1aε

∗
2a + ε2aε

∗
1a  � B12a · Y,


Sa

ε6ε
∗
6( dS ≈ Lwaε6aε

∗
6a � B66a · Y,


Sb

ε1ε
∗
1( dS ≈ Lwaε1bε

∗
1b � B11b · Y,


Sb

ε2ε
∗
2( dS ≈ Lwbε2bε

∗
2b � B22b · Y,


Sb

ε1ε
∗
2 + ε2ε

∗
1( dS ≈ Lwb ε1bε

∗
2b + ε2bε

∗
1b  � B12b · Y,


Sb

ε6ε
∗
6( dS ≈ Lwbε6bε

∗
6b � B66b · Y.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(20)

+e others that the definition from the virtual fields
(vectorsH11,H22,H12, andH66) are related to the terms of
equation (18).


Sa

ε∗1( 
2
dS ≈

Lwa

npointsa
 

2

Y · H11a · Y


Sa

ε∗1( 
2dS ≈

Lwa

npointsa
 

2

Y · H11a · Y,


Sa

ε1ε
∗
2( dS ≈

Lwa

npointsa
 

2

Y · H11a · Y,


Sa

ε∗6( 
2dS ≈

Lwa

npointsa
 

2

Y · H11a · Y,


Sb

ε∗1( 
2dS ≈

Lwb

npointsa
 

2

Y · H11b · Y,


Sb

ε∗1( 
2dS ≈

Lwb

npointsa
 

2

Y · H11b · Y,


Sb

ε1ε
∗
2( dS ≈

Lwb

npointsa
 

2

Y · H11b · Y,


Sb

ε∗6( 
2dS ≈

Lwb

npointsa
 

2

Y · H11b · Y.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(21)

+e first KA virtual field conditions of three-point
bending are u∗2 � 0, when x1 � 0, and x2 � 0, which implies

B00 � 0. (22)

+e second KA virtual field conditions of three-point
bending re u∗1 � 0, when x1 � L, which means that



m

i�0
Aij � 0, j � 0, · · · , n. (23)

+e optimized virtual fields are totally defined. +e
following equations can identify the constitutive parameters:
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Q11a �
F

t
u
∗ (a)
2 x1 � L, x2 � w( ,

Q22a �
F

t
u
∗ (a)
2 x1 � L, x2 � w( ,

Q12a �
F

t
u
∗ (a)
2 x1 � L, x2 � w( ,

Q66a �
F

t
u
∗ (a)
2 x1 � L, x2 � w( ,

Q11b �
F

t
u
∗ (a)
2 x1 � L, x2 � w( ,

Q22b �
F

t
u
∗ (a)
2 x1 � L, x2 � w( ,

Q12b �
F

t
u
∗ (a)
2 x1 � L, x2 � w( ,

Q66b �
F

t
u
∗ (a)
2 x1 � L, x2 � w( .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(24)

3. Numerical Verification and Discussion

To evaluate the accuracy of the abovementioned optimized
polynomial VFM, numerical experiments with FEM simu-
lations and DIC simulations are employed in this section.

3.1. Numerical Verification of Optimized Polynomial Virtual
FieldswithFEMSimulations. In FEM simulation, in order to

facilitate the simulation of bimaterials configuration, a two-
dimensional rectangular beam specimen was adopted, and
applied a three-point bending load to get inhomogeneous
in-plane deformation fields. Based on the principle of the
symmetry of three-point bending, only the left of the
specimen was modelled, as shown in Figure 1.

+e length, width, and thickness of the bimaterial beam
specimen were set as L � 30mm, w � 20mm, and
t � 2.3mm, respectively, and the width of the two material
regions was the same: wa � wb � 10mm.+e force was set as
F � 2544N. +e four-node plane-stress element with
thickness (Solid-Quad 4 nodes 182/Plane strs w/thk) was
employed. +e displacement constraint uy � 0 is added in
the lower left corner of the model, and the line constraint
ux � 0 is added on the right side of the model.

+e beam specimen was set as orthotropic materials. +e
engineering elastic constants in the FEM simulation are
shown in Table 1, and the converted constitutive parameters
in the elastic matrix are shown in Table 2.

+e displacement fields and the strain fields of the three-
point bending test of the orthotropic bimaterial obtained
through FEM simulations using the commercial software
ANSYS are shown in Figures 2 and 3.

Table 3 shows the identification results of the hetero-
geneous orthotropic bimaterials by using the optimized
polynomial VFM, as shown in Section 2.2. To study the
identification accuracy of the optimized polynomial VFM,
the relative error of every constitutive parameter component
and the weighted relative error Wre were calculated. Owing
to there were 8 unknown constitutive parameters, the
weighted relative error employed here can be expressed as
follows:

Wre �

Q
i de
11a − Q

rfe
11a



 + Q
i de
22a − Q

re
22a



 + Q
i de
12a − Q

re
12a



 + Q
i de
66a − Q

rfe
66a





+ Q
i de
11b − Q

rfe

11b



 + Q
i de
22b − Q

rfe

22b



 + Q
i de
12b − Q

rfe

12b



 + Q
i de
66b − Q

rfe

66b





Q
rfe
11a + Q

rfe
22a + Q

rfe
12a + Q

rfe
66a + Q

rfe

11b + Q
rfe

22b + Q
rfe

12b + Q
rfe

66b

.

(25)

It can be seen from Table 3 that the weighted relative
error is lower than 1%. +e relative error of Q66 of the two
materials is the smallest. Although the relative errors of Q11
andQ22 of the twomaterials are slightly larger than Q66, both
of them are less than 2%. +e relative error of Q12a and Q12b

is significantly higher than others, because σ2 must be in-
cluded in the virtual fields to identify Q12, while the stress
data density of σ2 is low in the three-point bending test. +e
stress data density can be expressed by the following
equation:
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ρ σi(  �


bpoints
j�1 σi Mj 





npoints
, i � 1, 2, 6. (26)

According to equation (7), the standard deviations of Qij

are equal to η(i)c. If c is the standard deviation of the strain
noise, the coefficients of variations (CV(Qij)) of each
stiffness component are given by

CV Q11(  �
η11
Q11

c,

CV Q22(  �
η22
Q22

c,

CV Q12(  �
η12
Q12

c,

CV Q66(  �
η66
Q66

c.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(27)

+e ratio of coefficient of variation to the standard
deviation of the strain noise can show the sensitivity to the
noise. It indicates the rate at which the coefficient of vari-
ation increases with the increase of noise, which can be
called the variation coefficient-to-noise ratio, and can be
expressed as ηij/Qij. +e lower variation coefficient-to-noise
ratio indicates that the corresponding identification con-
stitutive parameters are less susceptible to noise. +e vari-
ation coefficient-to-noise ratios ηij/Qij of eight identification
results are shown in Table 3. Significant differences on the
variation coefficient-to-noise ratio and the coefficient-to-
noise ratio of Q66 is the smallest, the next is Q11, and then is
the Q22, and the biggest is Q12. +e quantitative results show
that if Q11, Q22, and Q66 are stable, Q12 is less robustly
identified. +is result shows that this configuration is un-
suitable for the transverse stiffness.

3.2. Comparison with Results of Piecewise Virtual Fields and
Polynomial Virtual Fields. +is section will implement the
same numerical experiment as Section 3.1 to compare the
identified constitutive parameters of the piecewise virtual

L

w

wa

wb

F

Part A

Part B

Figure 1: Two-dimensional bimaterial model of three-point bending established in FEM simulation.

Table 1: Engineering elastic constants of orthotropic bimaterial.
Exa (Mpa) Eya (Mpa) Eza (Mpa) PRxya (Mpa) PRyza (Mpa) PRxza (Mpa) Gxya (Mpa) Gyza (Mpa) Gxza (Mpa)
180000 30000 8300 0.17 0.25 0.31 5700 12000 12000
Exb (Mpa) Eyb (Mpa) Ezb (Mpa) PRxyb (Mpa) PRyzb (Mpa) PRxzb (Mpa) Gxyb (Mpa) Gyzb (Mpa) Gxzb (Mpa)
175000 32000 8300 0.25 0.25 0.31 5700 12000 12000

Table 2: Reference constitutive parameters of orthotropic bimaterial.

Q11a (Mpa) Q22a (Mpa) Q12a (Mpa) Q66a (Mpa) Q11b (Mpa) Q22b (Mpa) Q12b (Mpa) Q66b (Mpa)

181937.10 30719.68 5907.20 5700 178229.16 32976.51 8947.80 5700
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field and polynomial virtual field. At this situation, the bi-
linear shape function is used to interpolate the four-node
element to represent the virtual field instead of the poly-
nomial virtual field.

+e piecewise function expansion of the virtual dis-
placement field is similar to the interpolation of the real

displacement in the FEM. Derived from the relationship
between strain and displacement,

ε � Su∗, (28)

where

–.133477

–.113034

–.092591

–.072149

–.051706

–.031263

–.010821

.009622

.030065

.050507

(a)

–.956093

–.849861

–.743628

–.637396

–.531163

–.42493

–.318698

–.212465

–.106233

0

(b)

Figure 2: Displacement distributions of heterogeneous orthotropic bimaterials: (a) u1; (b) u2 (unit: mm).
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–.0235856

–.018911

–.014237

–.009562

–.004888

–.000021

 .041162

 .009136

 .013811

.018485

(a)

–.213206

–.186779

–.160351

–.133924

–.107496

–.081069

–.054641

 –.028214

–.001786

.0024641

(b)

–.362375

–.32025

–.278125

–.236

–.193874

–.151749

 –.109624

 –.067499

 –.025373

.016752

(c)

Figure 3: Strain distributions of heterogeneous orthotropic bimaterials: (a) ε1; (b) ε2; (c) ε3.

12 Advances in Materials Science and Engineering



ε �

ε1

ε2

ε6

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

,

u∗ �
u
∗
1

u
∗
2

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
,

S �

z

zx1
0

0
z

zx2

z

zx2

z

zx1

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

(29)

For the quadrilateral element, the virtual displacement
can be expressed by the following formula:

u∗ ξ1, ξ2( ≃u∗ ξ1, ξ2(  � 
4

a�1
N(a) ξ1, ξ2( u∗(a)

, (30)

where u∗ is the vector containing the virtual displacement of
any point (ξ1, ξ2) in the element, and u∗(a) is the vector
containing the virtual displacement of the nodes in the el-
ement. +e expression of N(a) is defined as

N(a) ξ1, ξ2(  � N
(a) ξ1, ξ2( I, (31)

where I is the identity matrix. +e shape function expression
of N(a) can be defined as follows:

N
(1)

�
1
4

1 − ξ1(  1 − ξ2( ,

N
(2)

�
1
4

1 + ξ1(  1 − ξ2( ,

N
(2)

�
1
4

1 + ξ1(  1 + ξ2( ,

N
(2)

�
1
4

1 − ξ1(  1 + ξ2( .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(32)

So, the virtual displacement can be expressed by the
following formula:

u
∗
1 ≈ N

(1)
u
∗(1)
1 + N

(2)
u
∗(2)
1 + N

(3)
u
∗(3)
1 + N

(4)
u
∗(4)
1 ,

u
∗
2 ≈ N

(1)
u
∗(1)
2 + N

(2)
u
∗(2)
2 + N

(3)
u
∗(3)
2 + N

(4)
u
∗(4)
2 .

⎧⎨

⎩

(33)

+erefore, the unknown coefficient vector Y (equation
(17)) in the polynomial virtual fields can be denoted on each
node:

Y �

u
∗(1)
1

u
∗(1)
2

⋮

u
∗(n)
1

u
∗(n)
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (34)

where n is the total number of nodes.
Use the piecewise virtual field instead of the polynomial

virtual field to perform the same experiment (Section 3.1).
Table 4 shows the values of relative and weighted relative
error of A and B. It can be seen from Table 4 that the
identification results of piecewise virtual fields are similar to
that of polynomial virtual fields. +e weighted relative error
is 0.97%, which is slightly larger than that of polynomial
virtual fields. +e relative error of Q66 of the two materials is
the smallest. Although the relative errors of Q11 and Q22of
the two materials are slightly larger than Q66, both of them
are less than 2%. Similar to the results of polynomial virtual
fields, the relative error of Q12a and Q12b is significantly
higher than others, because σ2 must be included in the
virtual fields to identify Q12, while the data density of σ2 is
low in the three-point bending test.

+e variation coefficient-to-noise ratios of eight iden-
tification results are also shown in Table 4. Significant dif-
ferences can be seen on the variation coefficient-to-noise
ratios and the quantitative results show that if Q11, Q22, and
Q66 are stable, Q12 is less robustly identified. Compared with
the polynomial virtual field, the variation coefficient-to-
noise ratio of the eight identification parameters calculated
by the optimized piecewise virtual field is larger.

3.3. Influence of Noise on Identification Results. +e noise is
inevitable in the experiments. To investigate the influence of
noise on identification results, zero-mean Gaussian white

Table 3: Identification results of constitutive parameters of orthotropic bimaterial using the optimized polynomial virtual fields.

Reference (MPa) Identification (MPa) ηij/Qij Relative error (%) Weighted relative error (%)

Q11a 181937.10 181597.13 28.0642 −0.19

0.83

Q22a 30719.68 30350.43 10.6390 −1.20
Q12a 5907.20 4791.27 208.0530 −18.89
Q66a 5700 5701.02 5.3999 0.02
Q11b 178229.16 177353.94 23.4711 −0.49
Q22b 32976.51 32595.46 9.1601 −1.16
Q12b 8947.80 8275.81 101.8827 −7.51
Q66b 5700 5698.79 5.9903 −0.02
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noise with different amplitudes is added in the strain data of
the orthotropic bimaterial specimen, and the above-
mentioned experiments are repeated to obtain the coeffi-
cients of variation corresponding to the eight identification
results with the increasing noise amplitudes. In order to
assess the influence of noise on the identified parameters, it
is necessary to discuss the standard deviation of strain noise.
It can be seen from equation (27) that the coefficients of
variation (CV(Qij)a) are proportional to the uncertainty (c)
of strain measurement. Since the coefficient of variation can
be directly compared between different constitutive com-
ponents, this article chose to discuss the coefficient of
variation rather than standard deviation. +us, coefficients
of variation were used to discuss the sensitivity to noise.

+e coefficients of variation of the identified stiffness
components of the two materials were calculated for a range of
strain noise standard deviation values.+e strain noise standard
deviation c varies from 5×10−5 to 1× 10−3 by steps of 5×10−5.
For each value of c, the identification is repeated 30 times using
the optimized polynomial virtual fields. +e coefficients of
variation (CV(Qij)) were calculated by equation (34). Figure 4
indicates the graph plotting, the coefficients of variations for the

eight stiffness components of the two materials, as a function of
c.+e points are fitted by linear regression to calculate the slope,
and the slope was compared to the theoretical value of the
variation coefficient-to-noise ratio ηij/Qij.

CV Qij  �

�����������������


Qij − Qij)

2/n − 1

 Qij /n.
⎛⎝




(35)

Table 4: Identification results of constitutive parameters of orthotropic bimaterial using the optimized piecewise virtual fields.

Reference (MPa) Identification (MPa) ηij/Qij Relative error (%) Weighted relative error (%)

Q11a 181937.10 181236.94 29.7551 −0.38

0.97

Q22a 30719.68 30226.44 11.6049 −1.61
Q12a 5907.20 4979.48 245.8494 −58.71
Q66a 5700 5700.70 6.1965 0.01
Q11b 178229.16 177249.89 25.0937 −0.55
Q22b 32976.51 32456.53 9.7825 −1.58
Q12b 8947.80 8184.67 125.9329 −8.53
Q66b 5700 5699.21 6.8896 −0.01

Table 5: +e fitted and the theoretical values of the variation
coefficient-to-noise ratios.

Fitted value +eoretical value
η11a/Q11a 27.13 26.6534
η22a/Q22a 10.34 9.6984
η12a/Q12a 165.75 172.1564
η66a/Q66a 5.29 5.0576
η11b/Q11b 23.94 22.0878
η22b/Q22b 8.50 8.4713
η12b/Q12b 88.04 84.7326
η66b/Q66b 5.94 5.6006
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Figure 4: +e coefficients of variation of the identified stiffness components. (a) Part A; (b) Part B.
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Figure 5: Continued.
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For both materials A and B, Figure 4 shows that the
smallest coefficient of variation value is CV(Q66). +e
results of Figure 4 are consistent with the variation
coefficient-to-noise ratio studies in Section 3.1. Q66 was
the most stable of the identified stiffness components.
CV(Q22) was the second and CV(Q11) was the third, and
finally CV(Q12), which is also consistent with the results
in Section 3.1. +e slope of the fitted curve is the fitted
variation coefficient-to-noise ratio. +e comparisons of
the fitted and theoretical value of the variation coeffi-
cient-to-noise ratio are listed in Table 5. Figure 4 and
Table 5 not only show the linear relationship but also
show that the theoretical ηij/Qij values are consistent
with the fitted ones. It suggests that the procedure can
perform a priori evaluation of a confidence interval
on the identified stiffness components. In addition,
due to the hypothesis of equation (16), the straight
line is unsuitable for the highest values of noise. Equa-
tion (16) shows the noise should be smaller than the
signal.

3.4. Influence of the Polynomial Degrees. According to
equation (10), when the basic functions to expand the virtual
field is selected, the only parameters, the degrees of the x1
and x2 monomials, denoted as m and n, need to be selected.
m and nare the polynomial degrees that represent the
maximum number of monomials. +e total number of
polynomial degrees is 2(m + 1)(n + 1); for the case of op-
timized polynomial virtual fields applied to the bimaterial
without knowing any material constitutive parameters, the
condition of equation (35) needs to be satisfied.

2(m + 1)(n + 1)> n + 10. (36)

For the optimized polynomial virtual fields, on the one
hand, m and n cannot be selected too small, which will lead
to too few polynomial degrees and thus cannot satisfy
equation (35). On the other hand, m and n should not be
selected too large, which will result in ill-conditioned matrix.
Figure 5 shows the evolution of the variation coefficient-to-
noise ratio ηij/Qij as a function of m and n. It can be seen
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Figure 5: Values of ηij/Qij. (a) η11a/Q11a, (b) η22a/Q22a, (c) η12a/Q12a, (d) η66a/Q66a, (e) η11b/Q11b, (f ) η22b/Q22b, (g) η12b/Q12b, and (h)
η66b/Q66b.

(a) (b)

Figure 6: +e reference and the deformation speckle pattern images. (a) Reference speckle pattern. (b) Deformed speckle pattern.
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from Figure 5 that there are slight variations in the ηij/Qij

with higher gradients for the values related to Q12a and Q12a.
Due to the three-point bending test configuration, these
parameters are relatively less good identifiability. It can also
show that the dependance on n is higher than that on m. +is
is because all the constraints affect the x2 monomials.

3.5. Numerical Verification of Optimized Polynomial Virtual
Fields with DIC Simulations. In practice, to provide a more
reliable strain input for the virtual fields method, digital
image correlation (DIC) was applied to obtain deformation

fields. DIC is an effective optical technique for noncontact
full-field deformation measurement for various materials
and structures. +e DIC computes the displacement of each
image point by comparing the gray intensity of images of the
test specimen surface in different loading states. +e cor-
responding strain fields are calculated using a numerical
differentiation method. In addition to the systematic error of
DIC algorithm, aberration, distortion, and out-of-plane
displacement will affect the accuracy of displacement
measurement.

For the purpose of evaluating the simulated results of
constitutive parameters for bimaterials and the influence of
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Figure 7: Displacement fields of speckle images using DIC: (a) u1; (b) u2(unit: mm).
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Figure 8: Continued.
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strain input calculated by DIC on the identification of
constitutive parameters, the simulated DIC results were used
as the input of the VFM to exclude the influence of lens
distortion and out-of-plane displacements. +e displace-
ment fields of the bimaterial beam specimen obtained
through abovementioned FEM simulations were exported
and converted to reference and deformed speckle patterns by
Gaussian speckle [32], as shown in Figure 6. +e dis-
placement fields and strain fields obtained from DIC are
shown in Figures 7 and 8, respectively.

Table 6 shows the identification results and the cor-
responding variation coefficient-to-noise ratio and rela-
tive error and weighted relative error for both materials.
Similar to the results in Table 3, it shows significant
differences on the variation coefficient-to-noise ratio and
the coefficient-to-noise ratio of Q66, which is the smallest,
the next is Q11, and then is the Q22, and the biggest is Q12.
+e lowest value is Q66. +is result is consistent with
studies in Section 3.3. Q66was the most stable of the four
identified stiffness components in Section 3.3. Q11 is the
second, Q22 is the third, and Q12 is the last. +is result is also
consistent with the studies in Section 3.3. As shown in Table 6,
the relative errors of Q12a and Q12b are more than 10%, while

others are notmore than 4%, and the weighted relative error is
1.14%, which is slightly larger than the results in Table 3. +is
indicates that the strain data calculated by DIC contains noise,
resulting in an increase in the error of the identification
results. +is comparison result reveals the feasibility of the
optimized polynomial virtual fields combined with DIC for
extracting the constitutive parameters of the unknown
bimaterial. It should be pointed out that in the actual DIC
calculation, the displacement measurement errors caused by
aberration and out-of-plane displacements will lead to ad-
ditional strain noise, so the relative errors and weighted
relative error of the identification results will be larger than
the results in Table 6.

4. Conclusions

In this article, optimized polynomial virtual fields are
proposed to extract the constitutive parameters of the
heterogeneous orthotropic bimaterials without knowing any
material constitutive parameters. Numerical experiments
with FEM simulations are employed to investigate the ac-
curacy of the optimized polynomial virtual fields method.
+e main conclusions are as follows:
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Figure 8: Strain fields of simulated speckle images using DIC: (a) ε1; (b) ε2; (c) ε6.

Table 6: Identification results of constitutive parameters of orthotropic bimaterials with speckle images.

Reference (MPa) Identification (MPa) ηij/Qij Relative error (%) Weighted relative error (%)

Q11a 181937.10 180555.58 28.0682 −0.76

1.14

Q22a 30719.68 30448.46 10.5995 −0.88
Q12a 5907.20 4799.89 207.1620 −18.75
Q66a 5700 5678.47 5.4031 −0.38
Q11b 178229.16 178258.47 23.4412 0.02
Q22b 32976.51 31730.88 8.9408 −3.78
Q12b 8947.80 7884.06 103.7439 −11.89
Q66b 5700 5725.27 5.9455 0.44
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(1) +e optimized polynomial virtual fields were pro-
posed to identify the constitutive parameters of
heterogeneous orthotropic bimaterials under the
condition that constitutive parameters of both ma-
terials are all unknown from a single test. +e results
show that the weighted relative error of the con-
stitutive parameter is less than 1%. +e stress data
density was used to explain the difference in the
relative error of the constitutive parameter. For
heterogeneous orthotropic bimaterials without
knowing any material constitutive parameters, this
method is suitable for extracting the constitutive
parameters.

(2) To investigate the effect of the noise, a series of
numerical experiments with different strain noise
amplitudes were used in FEM simulations. +e
variation coefficient-to-noise ratio and coeffi-
cients of variation are applied to quantify the
influence of noise on the identification results, and
the results suggest that the variation coefficient-
to-noise ratio can perform a priori evaluation of a
confidence interval on the identified stiffness
components.

(3) For comparison, piecewise virtual fields were used to
extract the constitutive parameters of the hetero-
geneous orthotropic bimaterials. +e results denoted
that the optimized polynomial virtual fields have a
higher reliability than the optimized piecewise vir-
tual fields.

(4) To study the accuracy of the optimized polynomial
VFM combined with DIC method, the numerical
experiments with DIC simulations are employed.
+e comparison result shows the feasibility of the
optimized polynomial virtual fields combined with
DIC for extracting the constitutive parameters of the
unknown bimaterials. +e result also indicates that
the strain data calculated by DIC contains noise,
resulting in an increase in the error of the identifi-
cation results, and the weighted relative error is
1.14%.

Nomenclature

σ: Cauchy stress tensor
u∗: Virtual displacement

vector
ε∗: Strain tensor
T: External force
S: Area of the specimen
b: Vector of volume force
V: Specimen volume
a: Distribution of

acceleration
KA: Virtual displacement

field being kinematically
admissible

Q11, Q22, Q12, Q66: In-plane constitutive
parameters

u∗(1), u∗(2), u∗(3), u∗(4): Four independent KA
virtual fields

ε∗(1), ε∗(2), ε∗(3), ε∗(4): Four independent KA
virtual fields

N1,N2,N6: Processes of scalar zero-
mean stationary
Gaussian

ε1, ε2, ε6: Strain components
c: Measured amplitude of

the random variable
strain

Qapp: Approximate parameter
components

‖εi‖(i � 1, 2, 6): Norm of strain
component

V(Q11), V(Q22), V(Q12), V(Q66): Variances of
Q11, Q12, Q22, and Q66

Y∗: Vector concerning the
coefficients of virtual
strain fields

H: Hessian matrix
L(i): Lagrangian function
λ(i): Vector containing

Lagrange multipliers
Q11a, Q22a, Q12a, Q66a: Constitutive parameters

of material a
Q11b, Q22b, Q12b, Q66b: Constitutive parameters

of material b
L: Typical dimensions of

the x1
w: Typical dimensions of

the x2
F: External force of the

specimen
Wre: Weighted relative error

of Q

N(i)(i � 1, 2, 3, 4): Shape function.

Appendix

A. Equation Derivation of Section 2.1

A1.<e Principle of VirtualWork for an OrthotropicMaterial
in a Plane-Stress State. +e integral form of the mechanical
equilibrium equation of the VFM based on virtual work for a
continuous solid can be expressed as [31]

− 
S
σ: ε∗dS + 

S
T · u∗dS + 

V
b · u∗dV

� 
V
ρa · u∗dV ∀u∗KA,

(A.1)

where σ is the Cauchy stress tensor, u∗ is the virtual dis-
placement vector, ε∗denotes the strain tensor corresponding
to u∗, T represents the external force associated with the
stress tensor σ by the boundary, S is a vector which is the
volume force applied over the volume V of the specimen,
and a denotes the distribution of acceleration. Such a dis-
tribution will cause an additional volumetric force

20 Advances in Materials Science and Engineering



distribution equal to −ρa with D’Alembert’s principle, the
virtual displacement field being kinematically admissible
(KA).

In the case of a quasistatic load, acceleration acan be
omitted. +e volume force bcan usually also be omitted.
Under this circumstance, equation (A.1) can be written as
follows:

−
S
σ: ε∗dS � 

S
T · u∗dS ∀u∗KA. (A.2)

Equation (A.2) denotes the plane-stress problem. For an
orthotropic material in a plane-stress state, the principle of
virtual work becomes


S
Q11 ε1ε

∗
1( dS + 

S
Q22 ε2ε

∗
2( dS + 

S
Q12 ε1ε

∗
2 + ε2ε

∗
1( dS

+ 
S
Q66 ε6ε

∗
6( dS � 

Lf

Tiu
∗
i( dl,

(A.3)

where Q11, Q22, Q12, and Q66 are the in-plane stiffness
components and equation (A.3) is linear. It is suitable for
every KA virtual field. +is equation uses four independent
KA virtual fields ε∗(1), ε∗(2), ε∗(3), and ε∗(4) instead of
u∗(1), u∗(2), u∗(3), and u∗(4), respectively. So, the relationship
between A,Q, and B is as follows:

AQ � B. (A.4)

A2. <e Principle of Virtual Work with Uncorrelated Noise.
+e exact values and white noise constitute the measured
strain component. So, equation (A.3) in Appendix A1 can be
reexpressed as follows:

Q11
S
ε1 − cN1( ε∗1 dS + Q22

S
ε2 − cN2( ε∗2 dS

+ Q12
S

ε1 − cN1( ε∗2 + ε2 − cN2( ε∗1 dS

+ Q66
S
ε6 − cN6( ε∗6 dS � 

Lf

Tiu
∗
i( dl,

(A.5)

where N1,N2, and N6 denote the processes of scalar zero-
mean stationary Gaussian generalized by the corresponding
strain components ε1, ε2, and ε6, respectively, and c denotes
the measured amplitude of the random variable strain.
Assume that the noise components are uncorrelated to each
other, and presume that the noise between points is also
uncorrelated. Equation (A.5) can be rewritten as follows:

Q11 
S
ε1ε
∗
1( dS

√√√√√√√√√√
�1

+ Q22 
S
ε2ε
∗
2( dS

√√√√√√√√√√
�0

+ Q12 
S
ε1ε
∗
2 + ε2ε

∗
1( 

√√√√√√√√√√√√√√
�0

dS + Q66 
S
ε6ε
∗
6( dS

√√√√√√√√√√
�0

−

c Q11
S
ε∗1 N1dS + Q22

S
ε∗2 N2dS + Q12

S
ε∗2 N1 + ε∗1 N2( dS + Q66

S
ε∗6 N6dS  � 

Lf

Tiu
∗
i( dl.

(A.6)

A3. <e Principle of Virtual Work with Ignored Noise.
Directly identify Q11, Q22, Q12, and Q66 using these four
special virtual displacement fields ε∗(1), ε∗(2), ε∗(3), and ε∗(4).

Q11 � c Q11
S
εε
∗(1)

1 N1dS + Q22
S
ε∗ (1)
2 N2dS + Q12

S
ε∗ (1)
2 N1 + ε∗ (1)

1 N2 dS

+ Q66
S
ε∗ (1)
6 N6dS + 

Lf

Tiu
∗ (1)
i dl,

(A.7)

Q22 � c Q11
S
ε∗ (2)
1 N1dS + Q22

S
ε∗ (2)
2 N2dS + Q12

S
ε∗ (2)
2 N1 + ε∗ (2)

1 N2 dS

+ Q66
S
ε∗ (2)
6 N6dS + 

Lf

Tiu
∗ (2)
i dl,

(A.8)

Q12 � c Q11
S
ε∗ (3)
1 N1dS + Q22  ε∗ (3)

2 N2dS + Q12
S
ε∗ (3)
2 N1 + ε∗ (3)

1 N2 dS

+ Q66
S
ε∗ (3)
6 N6dS + 

Lf

Tiu
∗ (3)
i dl,

(A.9)
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Q66 � c Q11  ε∗ (4)
5 N1dS + Q22

S
ε∗ (4)
2 N2dS + Q12

S
ε∗ (4)
2 N1 + ε∗ (4)

1 N2 dS

+ Q66
S
ε∗ (4)
6 N6dS + 

Lf

Tiu
∗ (4)
i dl.

(A.10)

If the noise is ignored, approximate parameters
expressed as Qapp, these components are defined by

Q
app
11 � 

Lf

Tiu
∗ (1)
i dl,

Q
app
22 � 

Lf

Tiu
∗ (2)
i dl,

Q
app
12 � 

Lf

Tiu
∗ (3)
i dl,

Q
app
66 � 

Lf

Tiu
∗ (4)
i dl,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(A.11)

where c can be negligible compared to the ‖ε1‖, ‖ε2‖ and ‖ε6‖,
respectively, and the ‖εi‖(i � 1, 2, 6) is the norm of strain
component L2. +us,

c≪ min ε1
����

����, ε2
����

����, ε6
����

���� . (A.12)

Equations (A.7)–(A.10) mentioned above can be reex-
pressed by the actual values of the Qij instead of the ap-
proximate counterparts. +us,
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A4. <e Variance of Identified Constitutive Parameters.
To lower the effect of noise, the objective function can be
denoted as the difference between the real parametersQ and

approximate parametersQapp. For instance, the variance for
Q11 can be written as follows:
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Using the rectangle method to discretize the above-
mentioned integrals,
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where S is the specimen area, and n is the number of
rectangular elements by discretizing the specimen geometry.

Derived from the abovementioned equations are the fol-
lowing total six different types of Si i � 1, 2, . . . , 6:
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Due to the autocorrelation of functions Ni, i � 1, 2, 6,
the mathematical expectation in the abovementioned
equation is equal to 0 or 1; then,

S1, S4, S5, S6 � 0,
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Hence, V(Q11) can be rewritten as follows:
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Similar results are obtained for Q22, Q12, and Q66.
Denoting V(Q), the vector containing the variances of
Q11,Q22,Q12, and Q66, one can write
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where G(j), j � 1, 2, 3, 4 is the following square matrix:


n

i�1
ε∗ (j)
1 Mi(  

2
0 

n

i�1
ε∗ (j)
1 Mi( ε∗ (j)

2 Mi(  0

0 
n

i�1
ε∗ (j)
2 Mi(  

2

n

i�1
ε∗ (j)
1 Mi( ε∗ (j)

2 Mi(  0


n

i�1
ε∗ (j)
1 Mi( ε∗ (j)

2 Mi(  
n

i�1
ε∗ (j)
1 Mi( ε∗ (j)

2 Mi(  

n

i�1
ε∗ (j)
1 Mi(  

2
+ 

n

i�1
ε∗ (j)
2 Mi(  

2
0

0 0 0 
n

i�1
ε∗ (j)
6 Mi(  

2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (A.20)

+ese variances are proportional to c2, expressing
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Equation (A.19) can be rewritten as
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A5. <e Linear System of KA Virtual Fields. +e KA con-
dition can produce several linear equations, and the number
of these equations is depending on the number of supports.
+e special virtual field condition also leads to several linear
equations, the number of which depends on the type of
constitutive model of specimen material. +e two types of
conditions can produce the following linear system:

AY∗(i)
� Z(i)

. (A.23)

Using the Lagrange multiplier approach, the Lagrangian
function L(i) can be constructed for each constitutive pa-
rameter sought, and its constraint is equation (23), and the
objective function is (η(i))2. +erefore, the expression of the
Lagrange function is

24 Advances in Materials Science and Engineering



L
(i)

�
1
2
Y∗(i)HY∗(i)

+ λ(i) AY∗(i)
− Z(i)

 , (A.24)

where λ(i) is the vector containing Lagrange multipliers.
Equation (A.23) can be re-expressed as the following linear
relationship:
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B. Equation Derivation of Section 2.2

B1. <e Governing Equation of the Virtual Fields Method for
the Total Specimen. For the plane-stress specimen with two
different materials A and B, and both of them are set with the
elastic orthotropic material. But the constitutive parameters
of A and B are unknown. +e governing equation of the
virtual fields method for the total specimen is as follows:
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(B.1)

As mentioned above, the sum of exact values and white
noise is the measured strain as equation (B.1) can be
reexpressed as follows:
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(B.2)

Assume that the noise components are uncorrelated to
each other, and presume that the noise between points is also

uncorrelated. +erefore, equation (B.2) can be rewritten as
follows:
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B2. <e Principle of Virtual Work with Ignored Noise.
Directly identify Q11a, Q11b, Q12a, Q12b, Q22a, Q22b, Q66a, and
Q66b using the abovementioned four special virtual

displacement fields ε∗(1), ε∗(2), ε∗(3), and ε∗(4). For instance,
u∗(1) is a special virtual field that identifies Q11a, which can
be written as follows:
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In order to obtain the influence of blade placement angle on the performance of plastic centrifugal pumps, this article used the
velocity modulus method. Based on the method, the hydraulic design of the flow passage components of the plastic centrifugal
pump was carried out, and the two-dimensional model and three-dimensional model diagram of the flow components were
established. )e flow field of the impeller model under different working conditions was simulated and the results were analyzed
by ANSYS CFX. )e influence of different fluid loads on the solid structure under design conditions on the structure char-
acteristics of the impeller was studied by ANSYS Workbench. Impeller models with different outlet angles were established to
study the influence of the outlet angle on the performance of pump, and fluid-structure interaction for different impeller models
was utilized to study the influence of the outlet angle on the structural characteristics of the impeller. According to the Stepanoff
velocity modulus method, considered the import prerotation, the wrap angle design method and the blade inlet angle design
method were proposed. In order to study the influence of different inlet angles on the performance of pump, the inlet angle was
changed to establish multiple sets of impeller models, 3D printing technology was used to print out each impeller, and per-
formance experiments were performed on the pump equipped with the impeller. )e result of the experiments showed that
working pressure of plastic centrifugal pump exceeding 5 atm would cause impeller structure damage. When the outlet angle was
35°, the plastic centrifugal pump reached the highest efficiency of 81.0161% and the highest H of 35.8029. )e maximum de-
formation caused by the flow field load on the impeller increased with the increase of the outlet angle.With the increase of the inlet
angle, the efficiency and H of the plastic centrifugal pump were reduced. Under normal pressure load, the deformation of the
impeller first decreased and then increased, and when β1 was 13°, the total deformation of the impeller was the smallest.

1. Introduction

Plastic centrifugal pumps have advantages such as out-
standing corrosion resistance, light weight, and low price.
)ey are widely used in various fields of national economic
production [1]. In recent years, with the improvement of
computer level and the continuous development of nu-
merical simulation methods, Guo [2] studied the law of
radial force and rotor mode on the blade of low specific
speed by two-way fluid-structure interaction. Liu et al. [3]
studied the influence of two-way fluid-structure interaction
on the external characteristic parameters of centrifugal
pump and analyzed the pressure fluctuation at the outlet of
the impeller. Wang et al. [4] carried out numerical analysis
and optimization of three kinds of volute structure and

obtained the matched deformation between the volute and
the blade by the method of one-way fluid-structure inter-
action. Huang et al. [5] analyzed the whole flow field of
IS100-65-200 centrifugal pump considering the flow field
loads on the impeller, volute, and the front and back cavities
of the impeller. Fontanls and Alfred [6] studied the influence
of rotor stator interaction (RSI) on the vibration and
acoustic characteristics of the centrifugal pump and studied
the interaction between the impeller and diffuser of cen-
trifugal pump with CFD to study its pressure fluctuation.
Mou [7] analyzed the stress-strain distribution of the can-
tilever centrifugal pump impeller under different cantilever
ratios by one-way fluid-structure interaction and studied the
dynamic characteristics of the centrifugal pump rotor under
different cantilever ratios under prestress and nonprestress.
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Tang et al. [8] carried on the thermo-solid coupling analysis
to the plastic pump. Wang and Huo [9] have carried out
multiobjective optimization design and experiment on the
centrifugal pump.

Gu et al. [10] reduced drag by studying the synergistic
drag reduction of polymers and surfactants. )e above re-
search studies on fluid-structure interaction of the centrif-
ugal pump are all aimed at metal pumps. )e strength of the
impeller of plastic centrifugal pump is relatively low, so
under the fluid load, the elastic deformation of the impeller
of plastic centrifugal pump is significantly larger than that of
the metal pump. When the fluid load is large enough, the
blade will produce obvious deformation and lead to the
structural failure of the plastic centrifugal pump impeller. In
this paper, a low specific speed plastic centrifugal pump is
taken as the research object, and the influence of the blade
angle of plastic centrifugal pumps on the pump performance
is studied based on one-way fluid-structure interaction.

2. Structural Design of Plastic
Centrifugal Pump

Basic parameters of the plastic centrifugal pump:Q� 12.5m3/
h,H� 32m, n� 2900 r/min, and NPSHa� 4m, inlet diameter
DS� 50mm, inlet velocity vs � 1.77m/s, outlet diameter
Dd� 40mm, outlet velocity VD � 2.765m/s, and nS� 46.36.
When the flow rate increases, the design parameters of the
plastic centrifugal pump become Q� 20.375m3/h,
H� 30.825m, and nS � 60.871. Efficiency of the plastic cen-
trifugal pump: η� 0.691; motor power: PC � 2.972 kw.

2.1. Determination of Impeller Inlet Diameter. Equivalent
diameter of the impeller inlet: D0 � 56.24mm. For a canti-
lever impeller, impeller inlet diameter DJ � 58mm, blade
inlet width b1 � 23.43mm, impeller outlet diameter
D2 �158.5mm. In the hydraulic design of low specific speed
plastic centrifugal pump, in order to improve the efficiency
of plastic centrifugal pump, the impeller outlet width is
b2 �10mm.

In this paper, the angle of the blade is 20°, the angle of the
blade outlet is β2 � 30°, the number of blades is Z� 5, and the
diameter of the blade outlet is D2 �162mm.

Outlet shaft speed: vm2 �1.38m/s, outlet peripheral
speed: U2 � 24.51m/s, and blade wrap angle φ � 130°.

2.2. Design of Main Structural Parameters of Pressurized
Water Chamber

2.2.1. 9e Area of Each Section of Vortex Chamber. Each
section of the vortex chamber presents a gradually increasing
mode, and the area of each section is obtained by formula (1)
and shown in Table 1:

Fφ � F8
φ
360

. (1)

Fϕ: area of each section of vortex chamber, cm2.
ϕ: wrap angle of vortex chamber section.

2.2.2. Vortex Chamber Width

b3 � (1.5 ∼ 2.0)b2. (2)

According to the empirical formula of vortex chamber
width and b2 �10mm, b3 is 20mm. Considering that the
material of the impeller is a polymer material, a certain
margin needs to be left to compensate the rotor series and
manufacturing errors, so b3 is 33mm.

2.2.3. Base Circle Diameter

D3 � (1.03 ∼ 1.08)D2. (3)

From the empirical formula of base circle diameter and
D2 � 158.5mm, substitute the value, then D3 � 174.96mm
and D3 � 175mm.

2.3. Model Diagram of Overcurrent Parts. According to the
structural parameters of the impeller calculated in the last
section, the two-dimensional model diagram of the impeller
is drawn.

2.3.1. Two-Dimensional Design Drawing of Overcurrent
Parts. In [11], a method of drawing cylindrical blade with
controllable wrap angle was proposed. In this paper, the
blade thickness is uniformly thickened from the inlet to the
outlet, the real thickness of the blade inlet is 4mm, and the
real thickness of the outlet is 8mm. According to the above
method of drawing profile, the two-dimensional design
drawing of the impeller is shown in Figure 1, and the two-
dimensional design drawing of volute is shown in Figure 2.

2.3.2. 9ree-Dimensional Design Drawing of Overcurrent
Parts. Use SolidWorks 2017 to draw the three-dimensional
model of the impeller, as shown in Figures 3(a) and 3(b), and
the impeller water model diagram, as shown in Figure 3(c),
and establish the three-dimensional model of the volute
water body according to the two-dimensional design
drawing of the volute, as shown in Figure 3(d).

3. Flow Field Simulation and Fluid-Structure
Interaction Analysis of Impeller

Based on the results of fluid-structure interaction analysis,
the deformation of the impeller under design condition is
obtained.

3.1. Simulation of Internal Flow Field of Plastic Centrifugal
Pump. )e flow field simulation steps of the plastic cen-
trifugal pump are as follows.

3.1.1. Mesh Generation. Due to the complex model of the
overcurrent parts of the plastic centrifugal pump and the
large change of curvature, after comparative analysis, an
unstructured mesh is used for mesh generation, and the
steps are shown in Figure 4.
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)e calculation domain of the whole flow field of the
plastic centrifugal pump mainly includes the volute part, the
rotating area of the impeller, and the extension of the inlet
and outlet.)emesh distribution of each calculation domain
is shown in Table 2 and mesh division model is shown in
Figure 5.

3.1.2. Analysis of Numerical Simulation Results. Figure 6
shows the pressure cloud chart of the impeller model under
the conditions of 0.6Q and 1.4Q (Q is the flow at the design

working point). It can be seen from the figure that, under the
off-design working condition, the pressure distribution on
the impeller is uneven, which will cause flow separation,
water loss, and vibration of the pump and will reduce the
service life of the pump. With the increase of Q, the pressure
difference between the impeller outlet and inlet becomes
smaller, and the pressure at the impeller inlet decreases, so
the centrifugal pump is more prone to generate cavitation. It
can also be seen clearly from Figure 7 that the effect of flow
velocity on the efficiency of centrifugal pump. )e flow
distribution in the impeller is uneven, which is most obvious

0

8+0.098
0.040

+0
.2

28
0

A0.04 10

20

30
40

50
60

708090100110
120

130

15+0.1
–0.112.5

12
.5

(13)

20° 12
.5

12
.5

Ø
70

Ø
16

2
Ø

53
Ø

25
0+0

.0
33

Ø
58

Ø
30

8

4

A

A

3.2
37 51

60
(42)

6.2°
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Table 1: )e area of each section of the vortex chamber.

Section 1 2 3 4 5 6 7 8
Wrap angle φ0 45 90 135 180 225 270 315 360
Area Fφ/cm2 0.6 1.2 1.8 2.4 3 3.6 4.2 4.8

Advances in Materials Science and Engineering 3



under the condition of the small flow rate. )is situation is
basically consistent with the result of the pressure cloud
chart.

In order to study the cavitation performance of the
plastic centrifugal pump under the design condition, the
inlet pressure of the plastic centrifugal pump is contin-
uously reduced until the cavitation occurs. )e gas vol-
ume on the blades with a different NPSH is shown in
Figure 8. Serious cavitation occurs in the experimental
plastic centrifugal pump, which is consistent with the
actual situation.

3.2. Research on Structural Characteristics of Impeller Based
on One-Way Fluid-Structure Interaction. Two-way fluid-
structure interaction is to solve unknowns in the solid
domain and the fluid domain simultaneously, which
requires higher requirements on computers. Considering
the small flow rate and slow speed of the designed im-
peller, this paper only considers the effect of the fluid on
the impeller and adopts one-way fluid-structure inter-
action to study the structural characteristics of the plastic
centrifugal pump impeller [12, 13]. In this paper, a dif-
ferent pressure is applied to the fluid, and the corre-
sponding pressure load is applied to the impeller to study
the deformation of the impeller under different pressures.
In mechanical, the equivalent stress and deformation of
the impeller are obtained, as shown in Figures 9 and 10,
respectively.

It can be seen from Figure 10 that

(1) Under the combined action of centrifugal force load
and fluid pressure load, the deformation of the
impeller is basically axisymmetric. From the impeller
inlet to the impeller outlet, the deformation of the
impeller increases gradually, and the maximum
deformation occurs at the outer edge of the impeller.

(2) When 1 atm pressure is applied to the fluid in the
pump, the maximum equivalent stress on the im-
peller is about 10MPa and the maximum defor-
mation on the impeller is 0.53256mm. )e strength
and deformation of the impeller meet the
requirements.

Import
geometry

Definition
part Set global size

Define grid
generation

method
and type

Definition part
parameter

Automatic
mesh

generation

Check grid
qualityOutput grid

Figure 4: Unstructured mesh generation steps.

Figure 5: Mesh division model.

(a) (b) (c) (d)

Figure 3: )ree-dimensional design of the impeller. (a) Front view of the impeller model. (b) Back view of the impeller model. (c)Impeller
water model. (d)Volute water model.

Table 2: Mesh distribution.

Computational domain Inlet
extension Impeller Volute Outlet

extension
Number 362444 715419 653367 238182
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Figure 6: Pressure cloud chart under different working conditions. (a) 0.6Q, (b) Q, and (c) 1.4Q.
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Advances in Materials Science and Engineering 5



(3) When the force applied to the fluid is increasing, the
total deformation of the impeller increases obviously.
When P� 5 atm, the maximum deformation of the
blade reaches 1.3831mm and the deformation at the
blade inlet reaches more than 0.5mm.)e equivalent
stress has exceeded its yield strength, or even greater
than its tensile strength, and there is a risk of
structural damage.

(4) When P� 8 atm, the maximum deformation of the
impeller reaches 1.6917mm and the equivalent stress
of the blade inlet reaches above 35MPa.)e impeller
structure has failed.

(5) When P� 10 atm, the deformation of the impeller
inlet reaches more than 1mm, and the equivalent
stress is far greater than its tensile strength. )e root
position of the impeller breaks, resulting in the
failure of the impeller structure.

4. Research on the Influence of Blade Outlet
Angle on the Performance of Plastic
Centrifugal Pump

In the hydraulic design of the plastic centrifugal pump,
the blade outlet angle is often an independent variable,
which is determined according to engineering experi-
ence. A large setting angle can effectively reduce the disc
friction loss of the plastic centrifugal pump, but it will
cause severe blade bending and flow passage diffusion,
strengthen the jet-wake structure of the plastic centrif-
ugal pump, and reduce the efficiency of the plastic cen-
trifugal pump [14]. In order to study the influence of the
outlet angle on the performance of the plastic centrifugal
pump, the impeller models with outlet angles of 25°, 30°,
35°, and 40° are established in this paper, and numerical
simulation is carried out at different working points.

4.1. Influence of Outlet Angle on External Characteristics of
Plastic Centrifugal Pump. Figure 11 shows the corre-
sponding external characteristic curve of the impeller model
with different outlet angles. Figure 11(a) shows the Q-η
curve. With the increase of Q, the efficiency of the plastic
centrifugal pump basically shows an upward trend. When β2
reaches 40°, the efficiency of the plastic centrifugal pump
begins to decline; Figure 11(b) shows the Q-H curve. )e
blade outlet angle has a reasonable range to meet the per-
formance requirements of the plastic centrifugal pump;
Figure 11(c) shows the Q-P curve. )e value of P is different
under different Q.

4.2. Influence of Outlet Angle on Internal Flow Field in Plastic
Centrifugal Pump. )e internal flow field of the plastic
centrifugal pump is simulated, and the pressure and
velocity cloud charts of each impeller model at different
working points (0.6Q, Q, and 1.4Q) are obtained, as
shown in Figures 12 and 13, respectively. It can be seen
from Figure 12 that the pressure distribution on the
impeller cross-section is more uniform than that under
off-working condition. It can be seen from Figure 13 that
the velocity distribution in the impeller passage is rela-
tively uniform, and the vortex is greatly reduced. With the
increase of the outlet angle, the flow pattern in the flow
channel is significantly improved, but the flow channel
becomes shorter, and the binding force restriction of the
channel wall on the fluid is insufficient, which results in
the vortex.

When NPSHr� 1m, gas volume fraction chart with
different outlet angles is shown in Figure 14. With the in-
crease of the outlet angle, the overall gas volume fraction
increases, and the bubbles gradually fill the whole impeller
flow channel, and the cavitation performance of the impeller
gradually becomes poor.
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4.3. Research on the Influence of the Blade Outlet Angle on the
Structural Characteristics of the Plastic Centrifugal Pump
Based on Fluid-Structure Interaction. Figure 15 shows the
equivalent stress diagram of each impeller under different
fluid loads. It can be seen from the figure that the maximum
equivalent stress exists at the impeller inlet and the whole
blade root. When the plastic centrifugal pump transports the
fluid under normal pressure, the impeller strength can meet
the requirements; with the increase of working pressure,
when P� 5 atm, the impeller inlet and root have different
degrees of structural damage.

According to the one-way fluid-structure interaction, the
deformation of each impeller under different fluid loads is
obtained, as shown in Figure 16. It can be seen from Fig-
ure 16 that when the plastic centrifugal pump works under
the same pressure, the blade deformation basically increases
with the increase of the outlet angle. When the working
pressure increases, the difference of blade deformation
under different angles is bigger. When the plastic centrifugal
pump works under the condition of atmospheric pressure
and negative pressure, the difference of impeller deforma-
tion is not obvious with the increase of the outlet angle, but
when the plastic centrifugal pump works under the con-
dition of high pressure (the impeller does not have structural
damage), the difference of blade deformation is obvious with
the increase of outlet angle.)e effect of large deformation of
the blade on flow field should be considered. When the

larger outlet angle is determined in the hydraulic design, the
blade should be thickened properly.

5. Research on the Influence of Blade Inlet
Angle on the Performance of Plastic
Centrifugal Pump

In order to study the influence of the blade inlet angle on the
performance of the plastic centrifugal pump, a design
method of the blade inlet angle is proposed in this section.
)e paper first determines the value of the wrap angle and
studies the influence of the wrap angle on the performance of
the plastic centrifugal pump. )is paper takes the outlet
angle β2 � 30° as an example to determine the research
scheme of the inlet angle.

5.1. Research on the Influence of Blade Wrap Angle on the
Performance of Plastic Centrifugal Pump. In the design of
impeller structural parameters, parameters that cannot be
determined directly are often selected by experience. )e
wrap angle is one of the key structural parameters that affect
the performance of the plastic centrifugal pump. In existing
studies, three-dimensional models are used for numerical
simulation to determine the value of the wrap angle.
However, numerical simulation is complex and not widely
used in engineering. Most workers engaged in the plastic
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Figure 11: External characteristic curve of the impeller model with different outlet angles.

Advances in Materials Science and Engineering 7



centrifugal pump still face great obstacles in numerical
simulation [15, 16]. In this paper, the wrap angle design of
the plastic centrifugal pump is considered to be related to the
inlet and outlet parameters of the plastic centrifugal pump,
and the functional relationship between the wrap angle and
the inlet and outlet parameters is established, which makes
the wrap angle design reasonable. Based on the above
considerations, this paper proposes a design method of the
wrap angle, which establishes the functional relationship
between the inlet angle, outlet angle, and wrap angle of the
plastic centrifugal pump. Figure 17 is the design diagram of
the wrap angle.

In the design of impeller structural parameters, some
experience parameters are often needed, and these experi-
ence parameters were first proposed by [17, 18]. According
to Stepanoff velocity modulus, it can be found from
Figures 7–9 in [19] that when the ns � 60.871 and
KM1 � 0.128, the wrap angle is φ� 122.2°.

5.1.1. Research on the Influence of Blade Wrap Angle on the
External Characteristics of Plastic Centrifugal Pump.
Figure 18 shows the external characteristic curve of the
plastic centrifugal pump under six different wrap angles. It
can be seen from Figure 18(a) that, under the design con-
dition, other parameters are unchanged and only the wrap
angle of the blade is changed.

It can be seen from Figure 18(b) that the trend of Q-H
curve changes more and more steeply with the increase of
the wrap angle. According to Figure 18(c), when φ� 110°, the
P is the largest. When φ is larger than 110°, the P decreases
with the increase of the wrap angle.

In summary, when the Q is small, the impeller flow
channel diffuses, and boundary layer separation is prone to
occur during fluid flow, which leads to the lower hydraulic
efficiency of the plastic centrifugal pump. With the increase
of the wrap angle, the blade becomes longer, the impeller
flow channel diffuses better, and the possibility of flow
separation in the impeller decreases gradually. However,
when the wrap angle continues to increase, the friction loss
in the plastic centrifugal pump increases, and the H curve
will decrease more and more steeply.

5.1.2. Influence of BladeWrap Angle on Internal Flow Field of
Plastic Centrifugal Pump. Figure 19 shows the pressure
cloud chart of the impeller model section under different
working conditions (0.6Q, Q, and 1.4Q). It can be seen that
the pressure on the pressure surface of the blade is greater
than that on the suction surface pressure when the fluid in
the impeller flows under the same radius and the reverse
pressure gradient; under the same wrap angle, with the
increase of Q, the overall pressure of the impeller presents a
downward trend, and the pressure distribution under the
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Figure 12: Pressure cloud chart with different outlet angles.
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design working condition is more uniform than that under
the off-design working condition. At the same working
point, with the increase of the wrap angle, the low pressure
area at the impeller inlet increases, the pressure gradient
decreases gradually, and the pressure distribution is more
uniform.

When the plastic centrifugal pump is running under the
condition of small Q, the inlet pressure of the impeller

increases gradually, and the range of low pressure area
increases. When φ� 140° and φ� 150°, the pressure distri-
bution in the impeller is more uniform than that in other
impeller; when it is running under the design working
condition, the inlet pressure of the impeller increases
gradually, when φ increases to 140°, the inlet pressure of the
impeller is the largest, and when φ increases to 150°, the inlet
pressure begins to decrease; when it is running under the

Velocity:

β2 = 25°

β2 = 35°

β2 = 40°

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Figure 13: Velocity cloud chart with different outlet angles.
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Figure 14: Gas volume fraction chart with different outlet angles. (a) β2 � 25°. (b) β2 � 35°. (c) β2� 40°.
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Figure 15: )e equivalent stress diagram of each impeller under different fluid loads.
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Figure 16: Impeller deformation under different outlet angles.
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condition of largeQ, the uneven pressure distribution on the
impeller is obvious, and the change trend of impeller inlet
pressure is basically consistent with the design working
condition.

It can be seen from Figure 20 that the internal flow of
impellers with different wrap angles meets the following
laws: the internal velocity in impellers increases continu-
ously from the inlet to the outlet, and with the increase of Q,
the internal velocity in impellers becomes more uniform and
the flow is more stable. )e smaller the Q is, the greater the
flow gradient is and the worse the performance of the plastic
centrifugal pump is. )e larger the Q is, the more uniform
the velocity change is.

Under the condition of small Q, the uneven velocity in
the impeller flow channel near the volute tongue is more
obvious. Influenced by the impact of the volute tongue, a
large number of low-speed vortex and backflow appear in

the impeller flow channel. With the increase of the wrap
angle, the vortex and backflow phenomenon are improved.

Under the working condition, when φ� 110°, due to the
short flow channel and serious diffusion, the turbulent flow
causes a lot of backflow and vortex in the impeller flow
channel near the volute tongue, which leads to a lot of
hydraulic loss and reduces the hydraulic efficiency of the
plastic centrifugal pump. With the increase of the wrap
angle, fluid flows smoothly in the plastic centrifugal pump,
vortex, and backflow decrease, and the hydraulic efficiency
of the plastic centrifugal pump is improved.

Under the condition of largeQ, the flow in the impeller is
obviously improved.With the increase of the wrap angle, the
wake area in the blade decreases, and the flow separation
phenomenon is improved. However, when the wrap angle φ
increases to 140° and 150°, the low-speed area in the flow
channel decreases, and the overall flow velocity in the flow

Bable 1

Bable 2
a1

u1

aR 1
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Figure 17: Design diagram of the wrap angle.
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Figure 18: External characteristic curve of the plastic centrifugal pump under different wrap angles.
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channel increases, which increases the friction resistance loss
and reduces the efficiency of the plastic centrifugal pump.

5.1.3. Influence of BladeWrap Angle on Impeller Deformation
Based on Fluid-Structure Interaction. Figure 21 is the

impeller deformation with different wrap angles when the
plastic centrifugal pump is working under normal pressure.
It can be seen that when φ� 100°, the maximum deformation
on the impeller is 0.91441mm, the maximum deformation at
the outlet of the blade suction surface profile is 1.0231mm,
and the minimum deformation at the blade inlet is
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Figure 19: Pressure cloud chart of the impeller model section.
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0.15362mm. With the increase of the wrap angle, the de-
formation on the impeller decreases. When φ� 120°, the
maximum deformation on the impeller is 0.53984mm, and
the minimum deformation at the blade inlet is 0.065317mm,

which is basically consistent with themaximum deformation
of the impeller when φ� 130° and φ� 140°. However, when
the wrap angle of the impeller increases to 150°, due to the
uneven pressure distribution, the deformation of the

Velocity:

φ = 100°

φ = 110°
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φ = 140°

φ = 150°
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Figure 20: Velocity cloud chart and streamline chart of the impeller.
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impeller presents obvious asymmetry, and the maximum
deformation of the impeller is 0.96362mm and the mini-
mum deformation is 0.13622mm.

5.2. Research on the Influence of Blade Inlet Angle on the
Performance of Plastic Centrifugal Pump

5.2.1. Design of Blade Inlet Angle. In order to study the
influence of the blade inlet angle on the performance of the
plastic centrifugal pump, this chapter relates the design of the
blade inlet angle with other structural parameters of the blade
and proposes a design method of the blade inlet angle. In the
conventional design, when calculating the fluid flow angle, the
inlet without prerotation is considered for design [20]. In this
paper, the factors of inlet prerotation are taken into account,
and the segment between points a and b is determined as the
absolute velocity direction, and the inlet angle under the
corresponding wrap angle is calculated (the following inlet
angles do not include the impact angle). Figure 22 is a
schematic diagram of blade geometric parameters.

According to the research in Section 4.1, the wrap angle
is φ� 122.2°, and the inlet angle β1 � 7° is calculated from
Figure 22.

It can be seen from the above that the design of the inlet
angle is related to the wrap angle and the outlet angle. When
the outlet angle is constant, the inlet angle is changed, and
the blade wrap angle is also changed. As shown in Figure 23,
when β1 � 0 and α1 � 180°, the corresponding wrap angle is

φ � a cos
R2

R1
  + θ − τ. (4)

Substitute the value φ � 129.8473°.
In the actual process, the Vm1 is impossible to be 0, so the

wrap angle φ< 129.8473°. According to the research results
in Section 4.1, when φ> 130°, the performance of the plastic
centrifugal pump with φ� 140° does not increase compared
with that of the plastic centrifugal pumpwith φ� 130°.When
φ� 150°, the performance of the plastic centrifugal pump
decreases, which is consistent with the research here.

From Figure 24, according to the relationship between
velocity components, when φ � θ − τ and φ� 60.6319°, the
value of the inlet angle is

β1 � a tan
vm1

u1
 . (5)

By substituting the data, we can get β1 � 15.3426°.
According to the above research, six groups of impeller

models can be preliminarily established, as shown in Table 3.
For the impeller models in Table 3, it is found in the process

of drawing the impeller model that when the thickness of the
inlet and outlet remains unchanged and the thickness is uni-
formly thickened from the inlet to the outlet, if
φ≤ θ − τ(φ≤ 60.6319°), there is no intersection between the
suction surface profile of the blade and the outer diameter of the
impeller, and the blade profile does not converge, so the value
range of the blade inlet angle is 0< θ< 15.3426° and the range of
the wrap angle corresponding to the blade inlet angle is

60.6319° <φ< 129.8473° It can be seen from the actual drawing
that when the inlet angle reaches 14.5°, the blade profile is not
convergent, so the range of the above angle needs further study.

5.2.2. Influence of Blade Inlet Angle on Internal Flow Field in
Plastic Centrifugal Pump. In order to study the influence of
the inlet angle on the performance of the pump, this paper
establishes several groups of models for numerical simulation
according to different angles and uses ANSYS CFX to simulate
the flow field. Table 4 is the external characteristic parameter
obtained by the simulation of the design model under the
working condition. It can be seen from Table 4 that when the
outlet angle is constant, the absolute speed direction of the inlet
is changed, and the inlet angle increases gradually, and the
efficiency and head of the plastic centrifugal pump decrease.

Take β2 � 30° as an example, analyze the internal velocity
cloud chart of the impeller with different inlet angles, as
shown in Figure 25. It can be seen that, with the increase of
the inlet angle, the low velocity area on the pressure surface
of the blade becomes more obvious, the possibility of
boundary layer separation increases, the low velocity area on
the suction surface of the blade becomes larger, resulting in a
large number of vortices and flow separation, and the
structure of jet wake in the impeller increases. )e main
reason is that the increase of the inlet angle causes weakness
of the blade on fluid control.

5.2.3. Research on the Influence of Blade Inlet Angle on the
Structural Characteristics of the Impeller of Plastic Centrif-
ugal Pump. Figure 26 shows the deformation of impeller
models with different inlet angles under constant pressure
load of β2 � 30°. It can be seen from the figure that, under
normal pressure load, with the increase of the inlet angle, the
blade deformation decreases and then increases. When
β1 � 7°, the load on the impeller is obviously uneven, the
maximum deformation reaches 0.97388mm, and the
maximum deformation of the blade inlet is about 0.3mm;
when β1 � 13°, the maximum deformation of the blade is
about 0.57258mm, the overall deformation is significantly
reduced, but the deformation of the blade inlet increases
about 0.3mm; with the further increase of the blade inlet
angle, the overall deformation of the impeller continues to
increase, when β1 � 14°, the impeller inlet bears the maxi-
mum load, and the deformation reaches 0.81869mm.

6. Optimization of Blade Angle Based on
Hydraulic Loss

6.1. Optimization of Blade Angle Based on Hydraulic Loss.
In order to find the optimal outlet angle and the added
impact angle, this paper takes the minimum hydraulic loss
and cavitation loss in the impeller as the objective to es-
tablish an optimization model for optimization. In [21], the
hydraulic loss in the impeller is divided into five kinds, and
the loss coefficient under different Ns is obtained according
to linear regression, which improves the accuracy of hy-
draulic loss calculation. Because the blade angle has obvious
influence on the cavitation of the plastic centrifugal pump,
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only optimizing the efficiency cannot guarantee its cavita-
tion performance. If we want to reduce the NPSH of the
plastic centrifugal pump, we usually change the inlet di-
ameter of the plastic centrifugal pump and the blade angle,
so we still need to introduce theminimum objective function

of cavitation. In this paper, we use the method of the weight
coefficient to deal with the multiobjective function. For the
weight of each objective, the efficiency is twice as much as
cavitation, and the inlet angle and outlet angle are selected as
optimization variables. )e range of the outlet angle is

15° ≤ β2 ≤ 40°. (6)

According to the calculation, the range of the inlet angle is

6° ≤ β1 ≤ 35°. (7)

Use MATLAB to program and get the optimized data, as
shown in Table 5.

Based on the hydraulic loss, taking the highest hydraulic
efficiency and the minimumNPSH as the objective function,
the optimal angles are β1 � 19° and β2 � 33°.

7. Experimental Verification

In order to verify the effect of the blade angle on the per-
formance of the plastic centrifugal pump, several points were
selected and 3D models were printed.

7.1. Impeller Model Printing. In order to verify the perfor-
mance of the designmodels and summarize the influence of the
blade angle on the performance of the pump from the ex-
periment, this paper used 3D printing technology to print out
the impeller models of the plastic centrifugal pump and carried
out the performance experiments on the models. Table 6 is the
performance table of 3Dmaterial (UTR9000), and Figure 27 is
the impeller models printed by 3D printing technology.

)e printing impellers were operated on the test bench
for 4 hours, there was no obvious wear and damage on the
impeller appearance, and the impeller strength met the
requirements.
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Figure 21: Impeller deformation with different wrap angles. (a) φ� 100°. (b) φ� 110°. (c) φ� 120°. (d) φ� 140°. (e) φ� 150°.
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Figure 22: Schematic diagram of blade geometric parameters.
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Figure 24: Inlet speed triangle under different inlet setting angles.

Table 3: Parameters of impeller models.

Model Inlet angle β1 (°) Wrap angle φ(°)
Model 1 7 122.3022
Model 2 9 117.5788
Model 3 11 109.4721
Model 4 13 93.8815
Model 5 14 81.2838
Model 6 15.3426 60.6319
Model 7 16 51.1620

Advances in Materials Science and Engineering 15



7.2. Performance Experiments of Plastic Centrifugal Pump

7.2.1. Data Analysis. According to the above impeller
models, external characteristic experiments were carried out,
respectively, and the fitting data are shown in Figure 28.

It can be seen that when the outlet angle β2 is constant,
the performance parameters of the plastic centrifugal pump
basically increase first and then decrease with the increase of
the inlet angle β1. With the increase of the outlet angle and
inlet angle, the optimal performance of the plastic

Table 4: External characteristic parameter under different model working conditions.

Number Outlet angle β2/° Inlet angle β1/° Wrap angle φ/° Hydraulic efficiency ηh/ (%) Head H/m Shaft power P/kW
1

25

7 120.1309 78.2025 34.9143 3.3992
2 9 115.4908 77.319 34.2364 3.37129
3 11 107.3851 75.8128 33.2508 3.33928
4 13 91.7944 73.1623 32.3427 3.36576
5

30

7 122.3022 78.6326 35.5208 3.43933
6 9 117.5788 77.5703 35.1021 3.44634
7 11 109.4721 74.6859 33.1619 3.38061
8 13 93.8815 73.2596 32.4081 3.36808
9 14 81.2838 71.9816 32.8627 3.47597
10

35

7 123.7650 79.7254 35.5934 3.3913
11 9 119.0406 77.6532 35.6254 3.49296
12 11 110.9349 76.7474 35.315 3.50339
13 13 95.3443 72.6208 33.1782 3.47845
14 14 82.7465 71.8342 33.1818 3.51692
15 15 67.4184 73.1426 34.5774 3.59928
16

40

7 124.8358 76.545 36.0313 3.5839
17 9 120.1115 75.8269 35.4806 3.56256
18 11 112.0058 74.915 35.1326 3.57056
19 13 96.4151 73.1767 34.1683 3.55503
20 14 83.8174 71.1099 32.6869 3.45837
21 15 68.4893 72.2672 35.2507 3.71381

Velocity: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Figure 25: Velocity cloud chart of the impeller with different inlet angles.

Max

Min

0.97388 max

0.86934

0.76481

0.66027

0.55573

0.45119

0.34665

0.24211

0.13757

0.033036 min

0.66157 max

0.58905

0.51652

0.444

0.37148

0.29895

0.22643

0.15391

0.081385

0.0088622 min

0.61221 max

0.54492

0.47762

0.41033

0.34304

0.27574

0.20845

0.14116

0.073864

0.0065705 min

0.57258 max

0.50898

0.44539

0.3818

0.31821

0.25462

0.19103

0.12744

0.063847

0.00025548 min

0.81869 max

0.72854

0.63839

0.54824

0.45809

0.36794

0.27779

0.18765

0.097498

0.0073489 min

Max

Min

Max

Min

Max

Min
Max

Min

Figure 26: Cloud chart of impeller deformation under different inlet angles.

Table 5: Optimization results of the blade angle of the plastic centrifugal pump.

Parameter β1 (°) β2 (°) Φ (°)
After optimization 19 33 123
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Figure 27: 3D printing impeller models of the impeller.

Table 6: Performance parameters of 3D printing materials.

Performance parameter Numerical value

Mechanical properties of cured materials

Density (g/cm3) 1.16
)ermal deformation temperature (°C) 52

Tensile strength (MPa) 27∼31
Bending strength (MPa) 69–74

Note: in the figure, the first number represents the size of the inlet angle (7° ≤ β1 ≤ 15°), the second number represents the size of the outlet angle
(25° ≤ β2 ≤ 40°), and the third number represents the size of the wrap angle.
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Figure 28: Continued.
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centrifugal pump can be guaranteed. Of course, we can also
adopt other methods, such as the development of an en-
vironment-friendly marine antifouling paint proposed by
Gu et al. [22], which can be used to reduce the wear of the
plastic centrifugal pump.

8. Conclusion

)e blade angle of the plastic centrifugal pump is the key
structural parameter that affects the performance of the
plastic centrifugal pump. In the current research, the design
of the blade angle of the plastic centrifugal pump is not
effectively related to other structural parameters, and the

relationship between the blade angle and performance pa-
rameters of the plastic centrifugal pump is more irregular.
)is paper studies the effect of the blade angle on the
performance of the plastic centrifugal pump combined with
experiments based on fluid-structure interaction. )e main
research results of this paper are as follows:

(1) )e simulation results of the internal flow field were
analyzed. When the plastic centrifugal pump worked
under the off-design working condition, the flow field
pressure distribution and velocity distribution were
obviously uneven. When it worked at the small Q
condition, therewas vortex in the impeller flow channel,
the hydraulic performance of the plastic centrifugal
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Figure 28: External characteristic curve of the plastic centrifugal pump.
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pump was low, and the flow in the impeller improved
with the increase of the Q. After the cavitation analysis
of the plastic centrifugal pump, when the pressure
dropped to 1 atm, the bubble filled the whole flow
channel, the gas volume fraction reached 0.945, and
serious cavitation occurred in the plastic centrifugal
pump. Based on ANSYS Workbench, the influence of
different fluid loads on the structural characteristics of
the impeller under the working conditions was studied.
)e results showed that the deformation of the impeller
was basically axisymmetric distribution, and the de-
formation gradually increased from the impeller inlet to
the impeller outlet.When the impeller bore the pressure
of about 5 atm, the impeller structure was destroyed.

(2) Under the working condition, when the outlet angle
was 35°, the plastic centrifugal pump could reach the
highest efficiency of 81.0161% and the highest H of
35.8029m.When the outlet angle continued to increase,
the efficiency and H of the plastic centrifugal pump
would decrease. According to the analysis of the in-
ternal flow field, it was found that, with the increase of
the outlet angle, the low pressure area at the inlet of the
impeller increased obviously and the pressure gradient
decreased. However, when the outlet angle increased to
40°, the pressure distribution at the inlet of the impeller
was not uniform, and the overall cavitation perfor-
mance of the impeller changed. After one-way fluid-
structure interaction, it was found that, under the same
working pressure, the maximum deformation of the
impeller caused by flow field load at different outlet
angles increased with the increase of the outlet angle,
and the difference increased with the increase of
working pressure of the plastic centrifugal pump.

(3) With the increase of the inlet angle, the efficiency andH
of the plastic centrifugal pump showed a decreasing
trend. According to the results of internal flow field
analysis, the low-speed area on the pressure surface and
suction surface of the blade expands, resulting in a large
number of vortices and flow separation. According to
the results of fluid-structure interaction, under the
normal pressure load, the deformation of the blade first
decreased and then increased. When β1� 13°, the de-
formation of the blade was themost small, 0.57258mm.
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[13] M. Bongert, J. Wüst, M. Geller et al., “Comparison of two
biological aortic valve prostheses inside patient-specific aorta
model by bi-directional fluid-structure interaction,” Current
Directions in Biomedical Engineering, vol. 4, no. 1, pp. 59–62,
2018.

[14] S. Kim, U.-B. Jeong, K.-Y. Lee, J.-H. Kim, J.-Y. Yoon, and
Y.-S. Choi, “Multi-objective optimization for mixed-flow
pump with blade angle of impeller exit and diffuser inlet,”
Journal of Mechanical Science and Technology, vol. 31, no. 11,
pp. 5099–5106, 2017.

[15] Y. Bai, F. Kong, S. Yang, K. Chen, and T. Dai, “Effect of blade
wrap angle in hydraulic turbine with forward-curved blades,”
International Journal of Hydrogen Energy, vol. 42, no. 29,
pp. 18709–18717, 2017.

[16] J. Du, H. Yang, and Z. Shen, “Study on the impact of blades
wrap angle on the performance of pumps as turbines used in
water supply system of high-rise buildings,” International
Journal of Low-Carbon Technologies, vol. 13, no. 1, pp. 102–
108, 2018.

Advances in Materials Science and Engineering 19



[17] J. StepanoffA, Centrifugal and Axial Pumps, JohnWiley＆
Sons, NewYork, NY, USA, 1957.

[18] Z. Pan, Y. Cao, W. Cao, and Y. Ni, “Selection principle of
design coefficient of centrifugal impeller,” Irrigation and
Drainage Machinery, vol. 2008, no. 3, pp. 34–38, 2008.

[19] X. Guan, Modern Pump 9eory and Design, China Aerospace
Press, Beijing, China, 2011.

[20] T. Wang, F. Kong, B. Xia, Y. Bai, and C. Wang, “)e method
for determining blade inlet angle of special impeller using in
turbine mode of centrifugal pump as turbine,” Renewable
Energy, vol. 109, pp. 518–528, 2017.

[21] O. Minggao, H. Liu, and S. Yuan, “Calculation of hydraulic
loss of centrifugal pump,” Journal of Jiangsu University
(Natural Science Edition), vol. 2007, no. 5, pp. 405–408, 2007.

[22] Y. Gu, L. Yu, J. Mou et al., “Research strategies to develop
environmentally friendly marine antifouling coatings,” Ma-
rine Drugs, vol. 18, no. 7, p. 371, 2020.

20 Advances in Materials Science and Engineering



Research Article
Prediction of Tool Lifetime and Surface Roughness for
Nickel-Based Waspaloy

Shao-Hsien Chen 1 and Chung-An Yu2

1e Graduate Institute of Precision Manufacturing, National Chin-Yi University of Technology, No. 57, Section 2,
Zhongshan Road, Taiping District, Taichung 41170, Taiwan
2Department of Mechanical Engineering, National Chin-Yi University of Technology, No. 57, Section 2, Zhongshan Road,
Taiping District, Taichung 41170, Taiwan

Correspondence should be addressed to Shao-Hsien Chen; e6036@ncut.edu.tw

Received 12 June 2020; Accepted 27 June 2020; Published 27 July 2020

Academic Editor: Jinyang Xu

Copyright © 2020 Shao-Hsien Chen and Chung-An Yu. *is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

In recent years, most of nickel-based materials have been used in aircraft engines. Nickel-based materials applied in the aerospace
industry are used in a wide range of applications because of their strength and rigidity at high temperature. However, the high
temperatures and high strength caused by the nickel-based materials during cutting also reduce the tool lifetime. *is research
aims to investigate the tool wear and the surface roughness ofWaspaloy during cutting with various cutting speeds, feed per tooth,
cutting depth, and other cutting parameters.*en, it derives the formula for the tool lifetime based on the experimental results and
explores the impacts of these cutting parameters on the cutting of Waspaloy. Since the impacts of cutting speed on the cutting of
Waspaloy are most significant in accordance with the experimental results, the high-speed cutting is not recommended. In
addition, the actual surface roughness of Waspaloy is worse than the theoretical surface roughness in case of more tool wear.
Finally, a set of mathematical models can be established based on these results, in order to predict the surface roughness of
Waspaloy cut with a worn tool. *e errors between the predictive values and the actual values are 5.122%∼8.646%. If the surface
roughness is within the tolerance, the model can be used to predict the residual tool lifetime before the tool is damaged completely.
*e errors between the predictive values and the actual values are 8.014%∼20.479%.

1. Introduction

In recent years, the development of engine design aims at
the applications under high pressure and high tempera-
ture, in order to improve the fuel efficiency and to save the
related costs. Some parts which adopt stainless steel,
aluminum alloys, magnesium alloys, and titanium alloys
in the past, such as compressor housings, combustor
combustion chambers, and turbine blades, have adopted
nickel-based alloys gradually as shown in Figure 1, to meet
the requirements of the applications in the special cor-
rosion-resistant environments, high-temperature corro-
sion environments, or the equipment with high-
temperature mechanical strength.

Nickel-based alloys are the alloys containing more than
30°wt% nickel, and the nickel-based parts available on the
market often contain more than 50°wt% nickel. Nickel-based
alloys were researched and developed in the late 1930s and
were first produced by the British in 1941.*ey support high
hardness, high-temperature strength, good thermal stability,
and corrosion resistance. *ey support, especially, better
high-temperature resistance than low-alloy steel and
stainless steel in case the temperature is higher than 650°C.
In recent years, they have been widely used in aerospace
industry, petrochemical industry and other fields. Among
these applications, the aerospace industry supports the
highest output value accounting for 33% of the total output
value [2, 3].
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Hanasaki et al. [4] discovered that the coated tool
supports better resistance on the groove wear and the tool
wear when cutting a nickel-based alloy with a tungsten
carbide tool with a specific coating. *ey also pointed out
that the tool lifetime depends on the tool chipping and the
adhesion wear during the low-speed cutting and depends on
the wear caused by the tool temperature increases during the
high-speed cutting.

In the research on the cutting Inconel-718 alloy with
ceramic tools and ceramic tools, Nalbant [5] figured out that
carbide tools are more suitable then ceramic tools for cutting
Inconel-718 alloy. According to the comparison of different
cutting speeds, they discovered that ceramic tools are
suitable for high-speed cuttings, and carbide tools are
suitable for low-speed cuttings. Moreover, the cutting force
is inversely proportional to the cutting speed.

Jawaid et al. [6] explored the cutting performance and
the wear resistance of tungsten carbide tools with and
without TiN coating on the face milling of Inconel-718 alloy.

Zetek et al. [7] cooled down and changed the tool angle
with the cutting fluids to cut Inconel-718 alloys. *e tool
lifetime was improved by 35% by improving the tool geo-
metrical shape.

After applying the Ti-based and Cr-based metal tool
coated with diamond-like films to mill aluminum alloys,
X-H,Wang and Su [8] figured out that the surface roughness
is worse than those milled with tools without coating.
However, the tool wear is better, and this of Cr-based metal
tools is better than this of Ti-based metal tools.

*e thesis on machining mostly issue on tool wear and
optimization parameter, this study mainly objects at the
simultaneous prediction of tool wear and surface roughness
to specifically for the nickel-based alloy Waspaloy.

2. Cutting Principle and Material Property

2.1. Cutting Property of Nickel-Based Materials. Waspaloy is
one of the nickel-based alloys and contains about fifteen
alloy elements. Among these elements, the additional alu-
minum (Al) and chromium (Cr) can improve the high-
temperature oxidation resistance, the additional chromium
(Cr) and titanium (Ti) can prevent hot corrosion caused by
sulfides, and other elements also can provide corresponding
features. After the aging treatment, nickel-based alloys will
coherently precipitate the fine spherical c′-phase on the base
(c-phase) of the face-centered cubic (FCC) and then gen-
erate the coherency strain.*e generation of c′-phase affects
the high-temperature properties of nickel-based alloys, and
more generations cause better high-temperature properties.
Moreover, the solidified aluminum (Al) and titanium (Ti)
contribute to the generation of the c′-phase, and cobalt (Co)
can increase the c′-phase melting temperature and raise the
high-temperature strength and stability. Because Waspaloy
contains more aluminum (Al) and titanium (Ti), it has more
c′-phase, and better high-temperature strength, creep, ox-
idation, and corrosion resistance. However, it also causes
more processing difficulties [9, 10].

*e increase of the c′-phase precipitations enhances
both the tensile strength and the falling strength of the alloy
but reduces the toughness. In addition, the carbon elements
contained in the alloy also cause the absolute influences on
the properties of the nickel-based alloy. Carbon does not
combine with nickel to form carbides, but it can combine
with other alloy elements to form intermetallic compounds.
*e carbides that precipitated from nickel-based alloys are
MC, M6C, M7C3, and M23C6 as shown in Figure 2. Material
scientists discovered that MC (high-temperature tungsten
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Figure 1: Parts of jet engine [1].
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carbide phase) would be precipitated in the form of a mass,
which is not beneficial for alloy materials and M6C is often
precipitated at the grain boundary in the form of a mass to
control the grain size. Moreover, M7C3 will be generated in
the intervals between crystal grains. If it is discontinuously
distributed, it will strengthen the alloy material. On the
contrary, if it is precipitated at the grain boundaries, it may
cause the embrittlement of the alloy.

*e toughness of Waspaloy is relative to the precipitated
carbides at the forging deformation grain boundary, the
large-angle recrystallization grain boundary, and the de-
formation twin rather than the size and distribution of
c′-phase. At above the c′-phase dissolution temperature
(above 1080°C), MC will be autolysis. During the subsequent
solid solution process, the MC precipitations result in a twin
structure and may generate a carbide film at the grain
boundary. *e content of major elements in the high-
temperature superalloys leads to a great influence on mi-
crostructure, structural stability, and final properties. In the
production process, the content of major elements in the
c′-phase and the carbide may be not the same, and their
precipitation quantities, precipitations, and solid solution
temperature may also be different. [12, 13].

2.2. Strengthening Mechanism of Waspaloy Superalloy.
Nickel-based alloys have good strength and ductility at
medium and low temperatures. *e strengthening factors
come from a combination of various mechanisms, including
the solid solution strengthening, the precipitation
strengthening, and the grain boundary strengthening as the
following summarization [14–16].

2.2.1. Austenitic-Base Solid Solution Strengthening. Since the
alloy contains about Cr and Mo and the atomic volumes of
Cr and Mo are both larger than this of Ni, the substitutional
solid solution will be generated when the alloy is solid
solubilized in the base. *en, the grain lattice of base will be
distorted to generate the strain and the strengthening effect.

2.2.2. c′-Phase Precipitation Strengthening. *e precipita-
tion strengthening is relative to the interaction between the
precipitation phase and the dislocation. Since the c′-phase is
regular and coherent precipitates, the strengthening effect
on the precipitates is generally caused by the inversed phase
boundary and defect hardening when the dislocation gen-
erates precipitates, the proportion of size and the volume of
precipitates affects the important factors of the coherency
strain.

2.2.3. Grain Boundary Strengthening. It is the strengthening
effect caused by the precipitating carbides generated at the
grain boundary to block the grain boundary sliding. A small
amount of boron (B) segregates the precipitated carbides at
the grain boundary and reduces the grain boundary diffu-
sion. Also, the grain size and direction can be controlled to
generate the strengthening effect. In case of the higher creep
resistance of fine grain at the medium temperature and high

stress, the control factor of creep is the dislocation sliding. In
case of the higher creep resistance of coarse grain at the high
temperature and low stress, the control factor of creep is the
dislocation climbing. *e main precipitation strengthening
mechanism in the nickel-based alloy is c′. *is mechanism
and the coherency strain generated in the base support
higher strength for the nickel-based alloy at the medium or
low temperature environment.

2.3. Cutting Principle

2.3.1. Tool Life and Wear. *e experiment method used in
this research is face milling. For the tool lifetime predictions
and cutting research, the feed per tooth, cutting speed, and
depth are the essential cutting parameters. Since a disposable
insert of circular is adopted in the cutting process, the feed per
tooth and the cutting depth are relative, as shown in Figure 3.
*us, the feed per tooth is calculated as follows [17, 18]:
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Generally, the cutting tool lifetime research is divided
into qualitative method and quantitative method. *e re-
search adopts the quantitative method for the investigations
and analysis mainly. In each set of the cutting parameters,
the total travel length is 1410mm. For each 282mm, the tool
wear and the surface roughness are measured for each
282mm. *erefore, there are 5 values of the tool wear and
the surface roughness for each set of the cutting parameters.
Based on these measurement results, the tool lifetime for
each set of the cutting parameters can be derived at the tool
wear VB� 0.3mm, and then it can be substituted into the
formula as follows [19, 20]:
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a
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Substitute the known values of the cutting speed, V1, V2,
and V3; the feed per tooth, fz1, fz2, and fz3; cutting depth,
ap1, ap2, and ap3; and tool lifetime, T1, T2, and T3 into the
above formula:
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Since the previous formula with each set of the cutting
parameters can derive a constant value C, it can be derived as
follows:
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After the further derivations, the cutting parameters,
feed per tooth, cutting speed, and depth are proportional and
can be presented as follows:
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Rewrite the above formula in a matrix as follows:
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. (7)

Based on the previous formula, the variables, n, a, and b
and each set of the cutting parameters can be derived and
substituted into formula (3) for the constant value C, and
then the formula of tool lift-time on the cutting of super-
alloy, Waspaloy, can be derived finally. Also, the impacts of
cutting parameters on the cutting of superalloy, Waspaloy,
can be derived based on the formula of tool lift-time.

*e machining time required for the tool to reach flank
wear, mainly for continuous cutting test of single blade and
then the tool wear process, is (1) initial wear rate, (2) uniform
wear rate, and (3) accelerating wear rate, for uniform wear is

0.3mm and nonuniform wear is 0.6mm (tool life criterion);
this study is based on the ISO-8688-1/1994 standard for
testing and analysis.

2.3.2. Tool Wear and Surface Roughness. For most of the sets
of cutting parameters, the actual surface roughness is less than
the theoretical one. *e theoretical surface roughness can be
defined as the surface roughness under conditions of a
complete tool. However, the cutting of a worn tool is a
straight-line as shown in Figure 4(b) rather than a circular arc
as shown in Figure 4(a). Moreover, the surface roughness
generated by a worn tool is less than the theoretical one based
on Figure 4.*us, the straight-line generated by the tool shape
will be impacted by the tool wear as shown in Figure 5. *e
surface roughness is relative to the feed per tooth in accor-
dance with the surface roughness theory, the feed per tooth in
the first set of cutting parameters is 0.3mm/tooth, and the
straight-line (C2) caused by the tool wear is much more than
the feed per tooth. *erefore, the tool wear and the shape of
worn toolmay impact the surface roughness in addition to the
feed per tooth in this experiment.

*e tool wear and the surface roughness are relative.
*us, the tool wear straight-line is calculated as follows:

a � VB × tan 7°, (8)

b � R − a (9)

C1 �
������
R2 − b2

√
, (10)

C2 � 2C1, (11)

where VB is the tool wear (mm) and R is the radius of tool
(fixed value: 6mm).

3. Experimental Procedure and Equipment

3.1. Experimental Plan. *e research contains the variable
factors, resolution, cutting depth, and feed rate and adopts
the disposable insert tool coated TiAlN to perform the
experiment.*rough the generalized formula of tool lifetime
and the substitution of a set of cutting parameter into the
formula to derive the constant value C, the formula of tool
lift-time on the cutting of superalloy, Waspaloy, can be
derived finally. Moreover, the relations between surface
roughness and the tool wear can be established through the
formula of surface roughness, and the impacts of cutting

M23C6 M23C6MC MCγ′ noduleγ′ γ′

Figure 2: Grain structure of nickel-based materials [11].
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Figure 3: Geometry and labeling of a cutting tool.
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parameters on the cutting of superalloy, Waspaloy, can be
derived based on the formula of tool lift-time. *is exper-
iment adopts the cutting speed, the feed per tooth, and the
cutting depth as the variables in accordance with the rec-
ommendations of the tool catalog on the cutting of nickel-
based alloy, such that the cutting speed (Vc) is 40∼36.5 (m/
min) and the feed per tooth (fz) is 0.28∼0.42 (mm/tooth).
*e experimental procedure is described in Figure 6 and
Table 1.

4. Result and Discussion

4.1. e Relationship between Tool Wear and Time. *e
cutting experimental results show the tool wear is more with
the longer cutting travel length or the cutting time. *e tool
lifetime aims to explore the relations between the cutting
time and tool wear, and this experiment observes the im-
pacts of cutting travel length on the tool wear. *erefore, the
travel length can be converted into the cutting time in the
following tables and figures. In addition, the feed rate (F) can
be derived based on the cutting conditions mentioned. *e
cutting travel length is directly proportional to the cutting
time and inversely proportional to the feed rate.

*e cutting parameters adopted in the first experiment for
tool wear are the cutting speed (V)� 40m/min, the feed per
tooth (fz)� 0.3mm/tooth, the cutting depth (ap)� 0.3mm, and
the travel length (L)� 282mm, 564mm, 846mm, 1128mm, and
1410mm. As shown in Figure 7, the longer travel length will

increase the tool wear. It is caused by the effects of tool usage
mainly.

Based on the experimental results, the relations between
time and tool wear can be drawn as shown in Figure 7. With
the method of least squares, a curve approaching the ex-
perimental point can be derived, and the formula of fitting
curve can be described as follows:

VB � 0.084 × e
0.157t

. (12)

*rough the above formula, at the 0.3mm of tool wear
(i.e., VB� 0.3), the time is 8.108min. It is the tool lifetime (T)
under conditions of the first cutting parameters, where VB is
tool wear (mm) and t is the cutting time (min).*e cutting
parameters adopted in the second experiment for tool wear
are the cutting speed (V)� 37.5m/min, the feed per tooth
(fz)� 0.35mm/tooth, the cutting depth (ap)� 0.25mm, and
the travel length (L)� 282mm, 564mm, 846mm, 1128mm,
and 1410mm as shown in Figure 8.

Based on the experimental results, the relations between
time and tool wear can be drawn as Figure 8. With the
method of least squares, a curve approaching the experi-
mental point can be derived, and the formula of fitting curve
can be described as follows:

VB � 0.066 × e
0.177t

. (13)

*rough the above formula, at the 0.3mm of tool wear
(i.e., VB� 0.3), the time is 8.544min. It is the tool lifetime (T)
under conditions of the second cutting parameters. *e

C1

C2

R b

VB

A
7° 7°
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Figure 4: Effects of tool wear on surface roughness.
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Figure 5: Effects of tool wear on tool shape. (a) Surface roughness of complete tool. (b) Surface roughness of worn tool.
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cutting parameters adopted in the third experiment for tool
wear are the cutting speed (V)� 35m/min, the feed per tooth
(fz)� 0.4mm/tooth, the cutting depth (ap)� 0.2mm, and
the travel length (L)� 282mm, 564mm, 846mm, 1128mm,
and 1410mm as shown in Figure 9.

Based on the experimental results, the relations between
time and tool wear can be drawn as in Figure 9. With the
method of least squares, a curve approaching the experi-
mental point can be derived, and the formula of fitting curve
can be described as follows:

VB � 0.081 × e
0.119t

. (14)

*rough the above formula, at the 0.3mm of tool wear
(i.e., VB� 0.3), the time is 11.003min. It is the tool lifetime
(T) under conditions of the third cutting parameters.
Summarily, the above experimental results can be listed in
Table 2.

Substituting all known values into formula (3) and
calculating the matrix can derive the results: n� 0.036,
a� 0.302, and b� –0.088. Substituting these values into
formula (5) can derive the formula as follows:

VT0.036fz0.302ap−0.088
� C. (15)

Waspaloy tool life experiment

Tool coated TiAlN

Cutting speed

Dry cutting

Cutting depthFeed per tooth

Measure tool wear Measure surface roughness

Analysis and discussion

Figure 6: Experimental procedure.

Table 1: Cutting condition design.

Parameter set no. Cutting speed (m/min) Feed per tooth (mm/tooth) Cutting depth (mm)
1 40 0.3 0.3
2 37.5 0.35 0.25
2 35 0.4 0.2
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Figure 7: Tool wear under conditions of V� 40m/min,
fz� 0.3mm/tooth, and ap� 0.3mm.
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Figure 8: Tool wear under conditions of V� 37.5m/min,
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Substituting the first set of cutting parameters, including
the cutting speed (V), feed per tooth (fz), cutting depth (ap),
and tool lifetime (T), into the above formula can derive the
constant value C� 33.334. Finally, the formula for tool
lifetime can be derived as follows:

VT0.036fz0.302ap− 0.088
� 33.334. (16)

4.2. Experimental Parameters and Significant Factor Analysis.
Based on the formula of tool lifetime, the relations between
the cutting speed (V) and the tool lifetime (T) can be derived
when the feed per tooth (fz) and the cutting depth (ap) are
set to 1. Similarly, the relations between the feed per tooth
and the tool lifetime and between the cutting depth and the
tool lifetime can also be derived. *ese procedures can be
described as follows [20]:

fz � 1, ap � 1,

V � 1, ap � 1,

V � 1, fz � 1.

⎧⎪⎪⎨

⎪⎪⎩
(17)

*ey are substituted into formula (16):

⟹
VT0.036 � 33.334,

T0.036fz0.302 � 33.334,

T0.036ap−0.088 � 33.334,

⎧⎪⎪⎨

⎪⎪⎩
(18)

⟹
ln(V) + 0.036 ln(T) � 3.507,

0.036 ln(T) + 0.302 ln(fz) � 3.507,

0.036 ln(T) − 0.088 ln(ap) � 3.507,

⎧⎪⎪⎨

⎪⎪⎩
(19)

⟹
ln(T) � −27.778 ln(V) + 97.417,

ln(T) � −8.389 ln(fz) + 97.417,

ln(T) � 2.444 ln(ap) + 97.417.

⎧⎪⎪⎨

⎪⎪⎩
(20)

According to formula (20), ln(T) will be reduced 27.778
when ln(V) increases 1. *at is, T will be multiplied by
8.633 × 10−13 when ln(V) increases 1. Second, ln(T) will be
reduced 8.389 when ln(fz) increases 1. *at is, T will be
multiplied by 2.274 × 10−4 when ln(fz) increases 1. *ird,
ln(T) will be reduced 2.444 when ln(ap) increases 1. *at is,
Twill be multiplied by 11.519 when ln(ap) increases 1. Based
on these results, the larger slope of the formula leads to more
impacts on the tool lifetime. *erefore, the impacts of the
cutting speed on the cutting of Waspaloy are larger, and the
impacts of the cutting depth are smaller as shown in
Figure 10.

4.3. Relations between Tool Wear and Surface Roughness.
As the experimental procedure, not only the tool wear but
also the surface roughness of Waspaloy is measured when
the travel length is 282mm, 564mm, 846mm, 1128mm, and
1410mm for each set of the cutting parameters. In addition
to the tool wear and surface roughness at each travel length,
Table 3 also lists the theoretical surface roughness for further
discussion.*e derivation of theoretical surface roughness is
mentioned in surface roughness theory in (31). However,
this theoretical surface roughness is described by the
maximum surface roughness (Rmax), and the experiment
applies the average surface roughness at the central line (Ra).
*us, the theoretical surface roughness shall be converted
through the formula as follows [20]:
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Figure 9: Tool wear under conditions of V� 35m/min, fz� 0.4mm/tooth, and ap� 0.2mm (conti.).

Table 2: Tool lifetime for cutting parameters.

Parameter set no. Cutting speed (m/min) Feed per tooth (mm/tooth) Cutting depth (mm) Tool lifetime (min)
*e first group 40 0.3 0.3 8.108
*e second group 37.5 0.35 0.25 8.554
*e third group 35 0.4 0.2 11.003
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Ra �
1
4
Rmax, (21)

where Ra is the average surface roughness at the central line
and Rmax is the maximum surface roughness.

As shown in Table 3, for most of the sets of cutting
parameters, the actual surface roughness is less than the
theoretical one. *e theoretical surface roughness can be
defined as the surface roughness under conditions of a
complete tool. For example, the first set of cutting param-
eters shall present the 0.469 μm of the theoretical surface
roughness at the 282mm of the travel length, and the actual
surface roughness is 0.297 μm only. It shall be caused by the
tool shape as shown in Figures 4 and 5. Take 0.157mm of

tool wear at 282mm of travel length for the first set of cutting
parameter as an example; that is, VB is 0.157mmof tool wear
in Figure 11. *erefore, a is 0.019mm and C2 is 0.954mm.

For the impacts of tool wear on the surface roughness,
the relation between the tool wear and the surface
roughness can be established based on the data in Table 4.
For each set of the cutting parameters, the more tool wear
will cause more surface roughness. However, the data at
several experimental points is not in compliance with the
trend. In addition to the tool wear, these symptoms may be
caused by the tool adhesion, the cuttings which are not
cleared and adhered on the workpiece surface, or other
phenomena influencing the surface roughness of tool
during the cutting.

If these experimental points are treated as noise and
removed, the relation between tool wear and the surface
roughness becomes linear as shown clearly in Figure 11, and
the impacts of feed per tooth on the tool wear and surface
roughness can be discovered. For each set of the cutting
parameters, both of the impacts of cutting speed (V) and the
cutting depth (ap) are decreasing, and the impacts of the feed
per blade are increasing. Moreover, under conditions of the
same tool wear, the increased feed per tooth causes more
surface roughness. *erefore, the three fitting curves
approaching the experimental curves can be derived through
the method of least squares and are shown in Table 4.

4.4. Tool Wear and Surface Roughness to Prediction. *e
research aims to predict that the surface roughness of
workpiece after cutting meets the requirements or not in
case of worn tool and how long such tool can be used
subsequently. Based on the relations between the tool wear
and surface roughness, the tool wear and the feed per tooth
cause a certain influence on the surface roughness. *ere-
fore, here assume a formula about the tool wear, the feed per
tooth, and the surface roughness as follows [20]:

a × VB + b × fz + c � SR. (22)

*e unknown values, a, b, and c, in formula (21) can be
derived by substituting the results of the tool wear, the feed
per tooth, and the surface roughness into formula (22) as
follows:

a × VB1 + b × fz1 + c � SR1,

a × VB2 + b × fz2 + c � SR2,

⋮

a × VBn + b × fzn + c � SRn.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(23)

Formula (23) can be described as the following matrix,
where the experimental results of tool wear, feed per tooth,
and surface roughness are

VB1 fz1 1

VB2 fz2 1
⋮

VBn fzn 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

a

b

c

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

SR1

SR2

⋮

SRn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (24)

Table 3: Tool wear and surface roughness of Waspaloy for cutting
parameters.
*e first group cutting
parameters

V� 40m/min, fz� 0.3mm/tooth,
ap� 0.3mm

*eoretical surface roughness
(Ra) 0.469 μm

Travel length (mm) 282 564 864 1128 1410
Tool wear (mm) 0.157 0.21 0.285 0.721 0.989
Surface roughness (μm) 0.297 0.328 0.325 0.729 0.483
*e second group cutting
parameters

V� 37.5m/min, fz� 0.35mm/
tooth, ap� 0.25mm

*eoretical surface roughness
(Ra) 0.638 μm

Travel length (mm) 282 282 282 282 282
Tool wear (mm) 0.142 0.142 0.142 0.142 0.142
Surface roughness (μm) 0.330 0.312 0.341 0.419 0.537
*e third group cutting
parameters

V� 35m/min, fz� 0.4mm/tooth,
ap� 0.2mm

*eoretical surface roughness
(Ra) 0.833 μm

Travel length (mm) 282 282 282 282 282
Tool wear (mm) 0.116 0.116 0.116 0.116 0.116
Surface roughness (μm) 0.322 0.322 0.322 0.322 0.322
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Figure 10: Impacts of cutting parameters on tool lifetime.
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Solving the above matrix can derive a� 0.248, b� 0.633,
and c� 0.067; then substitute these values into formula (22)
as follows:

0.248VB + 0.633fz + 0.067 � SR. (25)

By substituting the experimental results of the feed per
tooth and the tool wear into formula (25) and drawing it as
shown in Figure 12, it presents a corresponding trend line
for each feed per tooth. *erefore, the predictive value of
surface roughness after cutting can be derived after mea-
suring the tool wear and substituting the value and the given
feed per tooth into formula (25). Also, the predictive value of
surface roughness can be used to determine the tool can be
used subsequently or not. Table 5 shows the comparison for
the experimental predictive surface roughness for each set of
the cutting parameters.

4.5. ToolWear andCutting Time to Prediction. If the tool can
be used in the cutting process subsequently, the next issue is
how long the tool can be used subsequently. *e cutting
time, including the tool lifetime, is relative to the tool wear,

and the relation can be presented with a curve. *erefore, a
formula of curve can be assumed to describe the relation
between the cutting time and the tool wear as follows [20]:

A × e
Bt

� VB, (26)

t �
1
B

× ln
VB
A

 . (27)

A and B in formula (27) are the factors influencing the
formula of curve, and the values of A and B may be not the
same under different cutting conditions as the fitting curve
formula for each set of the cutting parameters. *ese results
are listed in Table 6.

Since the A and Bmay be different with the set of cutting
parameters, assume the A and B are relative to the cutting
speed, the feed per tooth and the cutting depth as follows:

V
a1

× fzb1
× apc1

� A , (28)

V
a2

× fzb2
× apc2

� B. (29)

Formula (28) shows the relation of A to the cutting
parameters, where a1, b1, and c1 are unknown values and
impact on A. A can be derived by the following procedure:

V
a1

× fzb1
× apc1

� A. (30)

Practicing the logarithm in the above formula can derive
the following one:

a1 × ln(V) + b1 × ln(fz) + c1 × ln(ap) � ln(A). (31)

Substitute the corresponding values of A for each set of
the cutting parameters into the above formula (e.g.,
A1 � 0.084, A2 � 0.066, and A3 � 0.081):

a1 × ln V1(  + b1 × ln fz1(  + c1 × ln ap1(  � ln A1( ,

a1 × ln V2(  + b1 × ln fz2(  + c1 × ln ap2(  � ln A2( ,

a1 × ln V3(  + b1 × ln fz3(  + c1 × ln ap3(  � ln A3( .

⎧⎪⎪⎨

⎪⎪⎩

(32)
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Figure 11: Relation between tool wear and surface roughness.

Table 4: Linear formula of tool wear on surface roughness, where
SR is the surface roughness (Ra, μm) and VB is the tool wear (mm).

Cutting parameters Linear formula
V� 40m/min, fz� 0.3mm/tooth,
ap� 0.3mm SR � 0.215VB + 0.269

V� 37.5m/min, fz� 0.35mm/tooth,
ap� 0.25mm SR � 0.266VB + 0.282

V� 35m/min, fz� 0.4mm/tooth,
ap� 0.2mm SR � 0.398VB + 0.283
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Figure 12: Trend of surface roughness prediction.
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*en, solving the matrix of the above formula can derive
a1� –5.666, b1� –10.095, and c1� –5.207. *en, solving the
matrix of the above formula can derive a2� 5.191,
b2�10.804, and c2� 6.639. Finally, substitute the values, a1,
a2, b1, b2, c1, and c2, into formulas (28) and (29) to derive
the prediction formula as follows:

t �
1
B

× ln
VB
A

  , (33)

V
−5.666

× fz−10.095
× ap−5.207

� A , (34)

V
5.191

× fz10.804
× ap6.639

� B. (35)

Summarily, there are two sets of derived formulas. *e
first set, formula (25), can predict the feasibility of a won tool
in the cutting process. *e second set, formulas (32)–(34),
can predict the residual cutting time of such worn tool.
Tables 5 and 6 show the comparison for the experimental
predictive cutting time for each set of the cutting parameters.
For example, practicing a cutting process with the first set of

cutting parameter, the cutting speed (V)� 40m/min, the
feed per tooth (fz)� 0.3mm/tooth, the cutting depth (ap)�

0.3mm, and the given tool wear (VB)� 0.157mm; then the
surface roughness and the residual cutting time can be
derived as follows.

Substitute the tool wear (VB) and the feed per tooth (fz)
into formula (24):

0.248VB + 0.633fz + 0.067 � SR, (36)

SR � 0.248 × 0.157 + 0.633 × 0.3 + 0.067 � 0.296(μm).

(37)

Solving the above formulas can derive the surface
roughness (SR)� 0.296 μm at the tool wear (VB)�

0.157mm. *e result can be used to determine the surface
roughness processed by the tool meets the requirement or
not. If the tool is available, substitute the cutting speed (V)�

40m/min, the feed per tooth (fz)� 0.3mm/tooth, and the
cutting depth (ap)� 0.3mm into formulas (33) and (34) and

Table 5: Comparison for the experimental and predictive surface roughness for each set of the cutting parameters.
*e first group cutting parameters V� 40m/min, fz� 0.3mm/tooth, ap� 0.3mm
Experimental value (μm) 0.297 0.328 0.325 0.412 0.483
Predictive value (μm) 0.295836 0.308980 0.327580 0.429 0.502172
Error (%) 0.392 5.799 0.794 1.7 3.969
*e second group cutting parameters V� 37.5m/min, fz� 0.35mm/tooth, ap� 0.25mm
Experimental value (μm) 0.330 0.330 0.330 0.330 0.330
Predictive value (μm) 0.323766 0.323766 0.323766 0.323766 0.323766
Error (%) 1.889 1.889 1.889 1.889 1.889
*e third group cutting parameters V� 35m/min, fz� 0.4mm/tooth, ap� 0.2mm
Experimental value (μm) 0.322 0.332 0.351 0.420 0.427
Predictive value (μm) 0.348968 0.315 0.371536 0.383688 0.417664
Error (%) 8.375 1.7 5.851 8.646 2.186

Table 6: Fitting curve formula of each set of cutting parameter on the cutting time.

Cutting parameters Curve formula
V� 40m/min, fz� 0.3mm/tooth, and ap� 0.3mm VB � 0.084 × e0.157t

V� 37.5m/min, fz� 0.35mm/tooth, and ap� 0.25mm VB � 0.066 × e0.177t

V� 35m/min, fz� 0.4mm/tooth, and ap� 0.2mm VB � 0.081 × e0.119t

Table 7: Comparison for the experimental and predictive cutting time for each set of the cutting parameters.
*e first group cutting parameters V� 40m/min, fz� 0.3mm/tooth, ap� 0.3mm
Experimental value (min) 3.133 6.267 9.4 12.533 15.667
Predictive value (min) 3.992036 5.845427 7.791341 13.705577 15.719503
Error (%) 27.419 6.727 17.113 9.356 0.335
Average magnitude of error (%) 12.190
*e second group cutting parameters V� 37.5m/min, fz� 0.35mm/tooth, ap� 0.25mm
Experimental value (min) 3.82 5.64 7.46 11.28 14.1
Predictive value (min) 4.335873 4.974936 6.271479 11.736453 15.077437
Error (%) 13.5 11.792 15.95 4.047 6.932
Average magnitude of error (%) 10.4458
*e third group cutting parameters V� 35m/min, fz� 0.4mm/tooth, ap� 0.2mm
Experimental value (min) 2.564 5.127 7.691 10.255 12.818
Predictive value (min) 3.027042 4.607661 7.894739 9.680498 13.283241
Error (%) 18.059 10.129 2.649 5.602 3.630
Average magnitude of error (%) 8.014
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derive the influence factors of the predictive formula of
cutting time, A and B:

A � V
−5.666

× fz−10.095
× ap−5.207

� 40−5.666
× 0.3−10.095

× 0.3−5.207
� 0.084,

B � V
5.191

× fz10.804
× ap6.639

� 405.191
× 0.310.804

× 0.36.639

� 0.157.

(38)

Substitute the derived A and B into formula (33) to
derive the predictive formula of cutting time as follows:

t �
1

0.157
× ln

VB
0.084

 . (39)

Substitute the tool wear (VB) � 0.157mm into the
above formula to derive the time of the tool used under the
given cutting parameters. Assume the tool is unavailable
at the tool wear (VB) � 0.3 mm or more. *en, the cutting
time at the tool wear (VB) � 0.3 mm can be derived. By
subtracting the cutting time at the tool wear (VB) �

0.157mm from the cutting time at tool wear (VB) �

0.3mm, the residual time of the tool can be derived as
4.124 (min), as shown in Table 7.

5. Conclusion

(1) Tool wear curve: based on the experiments of the first
and the second sets of cutting parameters, the tool
wear is significant after the cutting time is more than
9minutes. Since the tool wear can be divided into
three stages, namely, the burst stage, the stable stage,
and the damage stage, the significant tool wear is
caused that the tool wear has exceeded the stable
stage and reached the damage stage.

(2) Factors impacting tool lifetime: according to the
experimental results, the impacts of the cutting
speed on the tool lifetime are the most significant,
and the impacts of the cutting depth on the tool
lifetime are the least. *e experimental results are
similar to most of research results. In addition, the
impacts of the feed per tooth on the surface
roughness are more, followed by the impacts of the
tool wear.

(3) Comparison of experimental and predicted surface
roughness: in the prediction of surface roughness,
the maximum error between the actual value and the
predicted value for the first set of cutting parameters
is 5.799%, this for the second set of cutting pa-
rameters is 5.122%, and this of the third set of cutting
parameters is 8.375%.

(4) Comparison of experimental and predicted cutting
time: in the prediction of cutting time, the average
magnitude of error between the actual value and the
predicted value for the first set of cutting parameters
is 12.19%, this for the second set of cutting pa-
rameters is 10.4458%, and this of the third set of
cutting parameters is 8.014%.

Nomenclature

V: Cutting speed (m/min)
VB: Tool wear (mm)
Ap: Cutting depth (mm)
H: Cutting thickness (fixed value: 0.1mm)
Ci: Diameter of throwaway tool (fixed

value: 12mm)
T: Cutting time (min)
Fz: Feed per tooth (mm/tooth)
SR: Surface roughness (Ra, μm)
a1, a2, b1, b2, c1,
and c2:

Constant values

A, B: Influence factors

e experimental results of tool wear (mm)
fz_1,
fz_2,. . .,fz_n:

Experimental results of feed per tooth
(mm/tooth)

SR_1,
SR_2,. . .,SR_n:

Experimental results of surface roughness
(Ra, μm).
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