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The sensor array-based guided wave focusing detection method can effectively improve the detection sensitivity of defects and
realize the visual imaging. In this research, the three-dimensional finite element simulation model of stainless steel pipeline for
guided wave focusing detection was established, and the L(0, 2) mode of guided wave was excited by applying a load on the
end surface of the pipeline. And in the experiment, the excitation and reception of L(0, 2) mode guided waves on the outer
surface of the stainless steel pipeline were realized by the piezoelectric transducer array. A 16-channel guided wave focusing
experimental system was integrated to conduct the defect detection experiments on a stainless steel pipe with diameter of
140mm and wall thickness of 5mm. The total matrix data acquisition was performed, and then the amplitude total focusing
(TFM) imaging and sign coherence factor (SCF) imaging of the pipe were realized. In this way, the experimental results
showed that the pipeline defect detection method and the system proposed in this research can achieve the longitudinal and
circumferential positioning and imaging of defects, like holes and scratches.

1. Introduction

Ultrasonic guided waves using sensor arrays can improve
the resolution of defect detection. Combining the total
focusing method (TFM), the longitudinal and circumferen-
tial positioning of defects can be achieved precisely in a large
range [1]. Moreover, the sensor array can locate multiple
defects at the same time, which can solve the problem of
identifying scratch defects smaller than half a wavelength
[2]. A phased array system controls every element in the
array to excite and receive ultrasonic waves according to a
certain time delay. The beam can be focused in any point
of a testing structure, which can improve the capability of
detecting small defects [3].

The existing ultrasonic guided wave detections usually
achieve axial positioning of pipeline defects through the
A-sweep signals and cannot determine the circumferential
location or the number of defects in the circumferential
direction. Detection of pipeline circumferential defects usu-
ally requires a sweep of the entire pipeline [4]. Li et al. [5]

achieved the monitoring of bubble flow inside opaque pipes
by sensor arrays. In terms of focusing detection of pipelines,
Rose and Paul [6] proposed an ultrasonic guided wave focus-
ing principle to detect defects in pipelines. Mu et al. [7] com-
pared theoretical calculations with finite element simulations
to validate the idea of guided wave focusing in pipelines and
demonstrated that guided wave focusing can improve the
circumferential resolution of defects through a commercial
phase-controlled system. Wu et al. [8] proposed a virtual
phase-controlled focusing method to achieve focusing detec-
tion of pipeline defects, which improved the detection capa-
bility of ultrasonic guided waves for defects, but their
experiments used multiple switching to equate the effect of
multichannel devices, which is a tedious process. The con-
ventional ultrasonic detection methods have low sensitivity
for scratch defects [9].

In terms of the total focusing method, Holmes et al. [10]
first proposed a total focus algorithm that was superior to
the sensor array sweep and was able to perform virtual focus
detection for each point of the grid, but the experiment
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required multiple devices for signal excitation and acquisi-
tion, and surely, the operation process was much tedious.
Jie et al. [11] quantitatively analyzed the effect of varying
array element parameters (amplitude, phase, and time delay)
on the quality of TFM imaging. He et al. [12] used a ring-
shaped electromagnetic sensor array consisting of eight sen-
sors that were excited to generate a single A0 mode Lamb
wave at low frequencies; using the total focusing method,
they achieved fast large-area detection of plate-like struc-
tures by Lamb waves. Camacho et al. [13] first proposed a
phase imaging algorithm by defining a phase coherence fac-
tor and a sign coherence factor, respectively, weighted the
synthesized output to achieve the suppression of the side
and gate flaps, and finally improved the signal-to-noise ratio.
Prado et al. [14] used the sign coherence factor (SCF) for the
weighted processing of total focusing imaging and proposed
a composite imaging method by single mode Lamb wave for
plate structures. Liu et al. [15] used the advantage of all-
round detection of dense piezoelectric transducer array and
combined the composite imaging method of TFM and SCF
to achieve the multiple defect images. The experiments used
a single channel system for total matrix signal acquisition,
which would be not efficient. Lyu et al. [16] designed a
high-voltage excitation of multichannel tone-burst signal
with synchronous signal acquisition. Experiments are con-
ducted by the developed multichannel system and the piezo-
electric linear array. Guided wave phased array and the total
focusing imaging algorithm are demonstrated on a 1mm
aluminum plate.

In this research, a 16-channel guided wave focusing
detection system was developed to implement the total
matrix data acquisition experiment on the pipeline, and then
the total focusing imaging algorithm and sign coherence
factor imaging algorithm were manipulated to realize the
focusing imaging of multiple pipeline defects.

2. Mode Selection and Simulation Analysis

2.1. Mode Selection. A stainless steel pipe was adopted in the
experiment, with a length of 2000mm, inner diameter of
130mm, and wall thickness of 5mm, as shown in Figure 1,
in which the density is 7.932 g/cm3, the longitudinal wave
speed is 5960m/s, and the transverse wave speed is
3260m/s. The axisymmetric longitudinal mode dispersion
curves were calculated based on the above fundamental
parameters. The group velocity dispersion curves are dem-
onstrated in Figure 2.

The L(0, 2) or L(0, 1) mode exhibits almost no disper-
sion in the lower frequency range, and L(0, 2) possesses fas-
ter propagation speed, which will be distinct in time domain
to avoid the complex echoes, and then benefits the following
signal analysis. Therefore, both simulation and experiment
utilized the L(0, 2) mode for the detection. The excitation
frequency range was between 80 kHz and 200 kHz according
to the above dispersion curve.

2.2. Wave Excitation and Simulation. A finite element model
of the pipeline was established in ABAQUS (Dassault Sys-
temes SIMULIA), according to the actual parameters of the

specimen used in Section 2.1. The material parameters of
the stainless steel are shown in Table 1. And the excitation
signal was set to a Hanning windowed 5-period sinusoidal
signal with a central frequency of 108 kHz to match the
piezoelectric transducer.

The simulation model is calculated using dynamic
explicit analysis step, the sampling duration is set to
1000μs, which is sufficient for the L(0,2) mode guided wave
to propagate to the rear half of the pipe, the sampling points
are set to 10000 points, the sampling frequency is 10MHz at
this time, the output variable of the output node is set to
displacement, and the displacement direction is set to y
direction, which is used to extract the vibration of the mass
point in the vertical pipe axial direction, i.e., the L(0,2) mode
vibration direction of the guided wave. A hexahedral struc-
tured network is used to mesh the pipe model, and the mesh
size is set to 1.5mm to meet the requirement that the mesh
size is less than one-eighth of the wavelength.

To excite the longitudinal mode, the excitation region of
displacement load was applied and divided in 16 elements at
the end surface of the pipe, and the loading is along the axial
direction of the pipe. The obtained diagram of wave propa-
gation in the pipe is shown in Figure 3, and the fastest
guided wave velocity obtained after calculation is 5040.9m/
s, which coincides with the corresponding L(0, 2) mode
guided wave velocity of 5113.3m/s in the dispersion curve.
It can be determined that the above excitation method can
generate L(0, 2) mode guided waves propagating axially
along the pipe and can be used for pipe defect detection.
The wavelength of this mode wave in the pipe is 46.7mm.

A model of the pipe with two artificial through-holes was
established. In the center of the pipe, we set two artificial
through-holes with a diameter of 7mm, 16 piezoelectric sen-
sors along the circumference of the pipe were uniformly dis-
tributed on the surface of one end of the pipe, and the
interval between each sensor was 27.48mm. The sensor
array distribution and the location of the defects are shown
in Figure 4.

The ultrasonic excitation started from CH1 to CH16 one
by one counterclockwise, and in every excitation, all the sen-
sors will receive its own echoes.

The simulation was carried out in the way of 1 channel
excitation and 16 channel reception. Totally, 16 sets of data
were obtained, and finally, a data matrix ½M� of 16 × 16 × n
(n is the number of data point in one time history) points
data were constructed. Taking the excitation by CH5 for
example, the 16 sets of echoes obtained are shown in
Figure 5. We can see that the first-channel excitation pro-
duced the highest initial wave amplitude when received by
itself, and the circumferential wave is included. However,
we cannot find any axial echoes with the defect information
at all.

Above all, from the simulation results, it can be seen that
the excited waves by CH5, which is closest to one of the
defect, could not find the defect echoes, even though it has
the most significant signal by its channel. Therefore, it was
necessary to use the matrix data to improve the resolution
of defect echoes. And the total focusing method will be
adopted to visualize and locate the defects accordingly.

2 Journal of Sensors



3. Array Sensor Imaging

The total focusing method is a virtual focus postprocessing
imaging technique based on total matrix data, which is
divided into two main parts: total matrix data acquisition
and total focusing imaging [17, 18].

An array of 16 sensors was mounted on the end surface
of the pipe, so we will have 16 echoes for each exciting ele-
ment. And then, the 16 × 16 echo signals are obtained for
total focusing imaging. It should be noted that the image
of the pipe will be unrolled to plane view, in which a Carte-
sian coordinate system is established. The image plane is dis-
cretized into a grid, shown in Figure 6. The total focusing

algorithm uses the ½M� matrix data to achieve point focusing
imaging of all discrete points in grid. As shown in Figure 6,
where P is the time amplitude information. P is the A scan
waveform of each channel signal composed of time and
amplitude, and the amplitude information of each virtual
focus is obtained by wave speed and crossing time according
to the coordinates of each virtual focus. The signal amplitude
of all ultrasonic echo signals at that point is solved according
to the distance of each array element to that point, and the
amplitude values are superimposed to obtain the amplitude
of that point, and then the above process is repeated to
obtain the amplitude information of all focus points [19].

The flow chart of total focus imaging algorithm is
shown in Figure 7(a). The parameters are set as follows:
N = 16, pitch = 27:5mm, f = 108000Hz, Fs = 1/5000000 s,
c = 5011m/s, H = 1500mm, L = 440mm, stepX = 1mm,
and stepY = 1mm.

The SCF imaging on the basis of total focus imaging, in
addition to using the amplitude information in the matrix

2 m
1 m

0.8 m
1.25 m

0 mm (0°)

440 mm (360°)

220 mm (180°)

Figure 1: Diagram of pipeline under test.
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Figure 2: Group velocity of longitudinal modes.

Table 1: Stainless steel pipe material parameters.

Density Poisson’s ratio Elastic modulus

7932 kg/m3 0.30 193GPa

3Journal of Sensors



data, also introduces the phase information of the signal into
the algorithm. This method overcomes the susceptibility of
the signal amplitude to noise and interference from the side
and gate flaps and effectively suppresses the effect of the
inconsistent directivity of the acoustic beam on the imaging

quality [13], improving the contrast and signal-to-noise ratio
of the imaging.

Among the proposed phase imaging methods, the sign
coherence factor imaging algorithm has better detection
results in defect localization, and the sign coherence factor

(a)

(b)

(e)

(c)

(d)

L (0.2)

0 mm (0°)

220 mm (180°)
440 mm (360°)

Figure 3: Pipeline guided wave propagation at (a) t = 60 μs, (b) t = 120μs, (c) t = 180 μs, (d) t = 240 μs, and (e) t = 300 μs.

Piezoelectric sensor array

Defect

2 m

1 m

CH1

CH2
CH3

.

CH16

0 mm-440 mm

(0°-360°)

..

Figure 4: Sensor distribution and sensor position diagram.
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imaging is a method analyzing the variance of the signal
symbol polarity [15]. The flow chart of sign coherence factor
imaging is shown in Figure 7(b). The parameters are set as
follows: N = 16, pitch = 27:5mm, f = 108000Hz, Fs =
1/5000000 s, c = 5011m/s, H = 1500mm, L = 440mm,
stepX = 1mm, and stepY = 1mm.

The total focusing method was used to image the total
matrix data obtained from the simulation as shown in
Figure 8.

Sign coherence factor imaging was performed on
the basis of the total focusing method, as shown in
Figure 9.
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Figure 5: Waveforms received by 16 channels after excitation by CH5.
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The imaging resolution was set to 1mm, and the imag-
ing results were thresholded at 80% to remove noise artifacts
and performed time windowing from 98μs to 314μs, corre-

sponding to a region in the image of 250mm to 800mm.
However, due to the guided wave also propagating along
the circumference of the pipe in the simulation, the
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amplitude is large, which has a relatively large impact on the
results. From the obtained image (the white circle is the
actual location of the defect), it can be seen that the artificial
through-hole set in the middle of the pipe was detected, and
the location information of the defect was consistent with
the set model. The sign coherence factor imaging was better
than the total focusing method.

Therefore, through the sensor array-based pipeline
guided-wave, the total focus method could obtain more
accurate location information of multiple defects in metal
pipes, which verified the theory of using the total focus
imaging method and sign coherence factor imaging, and
then guided for the subsequent experiments.

4. Sensor Array Excitation/Acquisition System

To realize the multichannel total matrix data acquisition
function, the multichannel ultrasonic excitation and acquisi-
tion system was designed, which can realize 16 channel
ultrasonic signal excitation and synchronous signal acquisi-
tion and can support up to 16 channel of rotating excitation
or phase-controlled excitation. The 16 receiving channels
can be used synchronously or independently, which can
realize total focusing imaging detection. The system equip-
ment adopts a dual 220V AC power supply, and the excita-

tion voltage can reach up to 180Vpp peak-to-peak, which
can realize the sinusoidal signal excitation with 5-cycle
Hanning window modulation. The sampling signal gain is
0-42 dB, which can be adjusted online. Data is transferred
via USB2.0 and through the host computer for excitation
acquisition, parameter adjustment, and data storage.
Figure 10 shows the appearance of the device. The basic
parameters of the equipment indicators are shown in
Table 2.

The system mainly includes multichannel signal syn-
chronization acquisition module, multichannel guided wave
signal excitation module, signal amplification module,
power supply and data interface module, high-voltage lin-
ear power supply, and detection system host computer.
Figure 11 shows the structure of the system.

The multichannel signal excitation module consists of 16
independent excitation channel and 16 independent signal
amplification links. The excitation signal is realized by direct
digital synthesis (DDS) technology for arbitrary waveform
signal excitation, and this experiment needs to reduce the
guided waveform dispersion phenomenon, so a 5-cycle
Hanning window-modulated sinusoidal signal is used as
the excitation signal, and the frequency can be adjusted
online by the host computer. With signal amplification
linked by the PA85 amplifier chip as the core device to

750 1000 1250 1500
Length (mm)

0

125

250

375

W
id

th
 (m

m
)

–80

–60

–40

–20

0
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achieve 100 times the voltage amplification of the input sig-
nal, the excitation waveform can be amplified with the peak-
to-peak value of 180Vpp excitation signal.

The multichannel signal acquisition module needs to
realize the synchronous signal acquisition of 16 channels.
After the signal acquired by each channel enters the acquisi-
tion module, it is processed by program-controlled gain
amplification, filtering, etc. and then acquired by the high-
speed ADC, converted into 8-bit binary code values, read
and cached by the FPGA, and transferred to the host com-
puter after the acquisition is completed. To realize the data
transmission between the acquisition system and the host
computer, the USB2.0 communication interface based on
the interface chip CH376 is used, which can realize the bidi-
rectional transmission of data and control instructions. The
dynamic link library based on CH376 is used to design the
multichannel signal acquisition host computer program,
which can automatically realize the total matrix data acqui-
sition process of one excitation and multiple acquisitions.

Figure 12 showed the time-frequency diagram of the
Hanning window-modulated 5-period 300 kHz sinusoidal
signal output from the system, from the time domain dia-
gram, it could be seen that the peak-to-peak value of the
excitation signal can reach 180Vpp, the signal had no obvi-

ous distortion, and the signal-to-noise ratio was as high as
40 dB.

5. Experimental Study of Pipeline Detection

5.1. Total Matrix Data Acquisition. The total matrix data
acquisition experiment was conducted on stainless steel
pipes using the developed multichannel ultrasonic detection
system, and the total matrix data acquired were processed by
applying imaging algorithms.

Firstly, total matrix data acquisition experiments were
conducted for stainless steel pipes, and the experiments used
the same stainless steel pipe parameters as the model estab-
lished in the simulation experiments. The defects were set as
two symmetrical openings with 7mm diameter artificial
through-hole to verify the multidefect detection capability
of the method, and to verify the detection capability of the
method for scratch defects, two surface scratch damages
were randomly set on the pipe surface, which can simulate
scratch defects and corrosion damages in the pipe. The
selected piezoelectric transducer size was 13:3mm ×
3:5mm × 1mm, which was coupled to the surface of the
stainless steel pipe by the 502 glue. The piezoelectric trans-
ducer array arrangement was also consistent with the setup
of the simulation experiment, uniformly arranged on the
outer surface of one end of the pipe, and the center distance
of each piezoelectric transducer was 27.48mm. The basic
configuration of the detection experiment is shown in
Figure 13.

The 16 excitation/reception channels of the instrument
were connected to 16 piezoelectric sensors with coaxial
shielded wires, which can realize the self-excitation and
self-acceptance of each piezoelectric sensor. Since the center
frequency of the piezoelectric transducer was 108 kHz, the
initial value of the excitation signal was set to 108 kHz in
the host computer, the excitation signal was 5-period Han-
ning window modulating the sinusoidal signal, the excita-
tion channel was set to 16 channel in turn, the sampling

…

Multi-channel guided wave signal excitation

Signal amplification

Multi-channel signal synchronization acquisition

Power control

Figure 10: Basic structure of multichannel ultrasonic excitation acquisition system.

Table 2: Parameters of the equipment indicators.

Parameter name Value

Data transfer USB2.0

Excitation frequency 10 kHz~500 kHz

Excitation amplitude 180Vpp

Programmable gain amplifier 0~42 dB
Maximum sampling rate 100MHz

Sampling length 655 us@50MHz

Power supply 220V AC
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length was set to 655.36μs, the gain amplification of the
received signal was set to 40 dB, and a total matrix data
acquisition was performed after the setup was completed.
The signal received from 16 channels after 5 channel excita-
tion is shown in Figure 14, and the comparison with the sim-
ulated signal showed that the signal characteristics were the
same.

From the acquired signal waveform, it could be seen that
the defect signal could not be identified in the self-excited
and self-accepted signal of CH5 which is closest to one of

the defect and could not find the defect echoes, even though
it has the most significant signal by its channel. Therefore, it
is also necessary to apply a focused imaging algorithm to the
total matrix signal and remove the influence of other modal
guide waves. Firstly, the waveform and spectrum of a single
signal were analyzed, as shown in Figures 15 and 16. The fre-
quency band of the echo signal became wider and introduced
echo interference from other frequencies, so in addition to
applying the focused imaging algorithm, it was also necessary
to find a suitable filter band for signal filtering.

Host
computer

Multi-channel
excitation unit

Signal
amplifier

array
Piezo
sensor
array

Sync
signal

Multi-channel reception unit

Figure 11: Basic structure of multichannel ultrasonic excitation acquisition system.
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Figure 14: Waveform received by 16 channels after excitation of CH5.
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5.2. Total Focusing Imaging. Applying the amplitude total
focus method to the collected total matrix data, wave veloc-
ity was adopted as the base parameter of 5011m/s actually
measured in the experiment, the basic parameter settings
are shown in Table 3, the imaging results were processed
for 113 dB dynamic range to remove noise artifacts, from
the images obtained (the white circle is the actual location
of the defect), it could be seen that the two artificial
through-hole set were detected, and the location information
of the defect was consistent with the set. The model was the
same. Therefore, the basic position information of multiple
defects in metal pipes could be obtained by the guided wave
total focusing method based on the sensor array, as shown in
Figure 17.

From the total focusing imaging results, it showed that
the artifacts in the image still could not be completely
removed, and the defect echo amplitude was not obvious
enough to compare with the artifacts, which was not condu-
cive to the discrimination and localization of pipeline
defects, and the setup column pattern and scratch defects
could not be distinguished in the figure. However, the imag-
ing results verified the feasibility of total matrix data acquisi-
tion imaging for pipeline defect detection.

5.3. SCF Imaging. Amplitude total focus imaging uses only
the signal amplitude information for imaging, which is
susceptible to noise interference and thus leads to imaging
distortion; in addition, the influence of signal noise can
cause the generation of artifacts and reduce the accuracy of
detection results. Phase-based SCF imaging uses the polarity
information of the signal for imaging, which is less disturbed
by amplitude attenuation and other interference, and can
effectively suppress the grating and side flaps of the beam
directionality and improve the resolution of imaging. There-
fore, the sign coherence factor imaging algorithm was used
to process the total matrix data of 16 channels, the narrow-
band band pass filtering was performed on the echo signal,

and the imaging resolution was set to 1mm. 50 dB dynamic
range processing was performed on the imaging results
to remove noise artifacts, and the imaging results were
obtained as shown in Figure 18.

The two installed artificial through-holes and the scratch
defects on the pipe surface were clearly distinguishable from
the results of the sign coherence factor imaging, which fully
illustrated that the equipment and the method introduced in
this paper can detect and image multiple small defects in
metal pipes and obtain the location of the defects on the pipe
surface.

However, from the imaging results, the location of the
defect, and the actual location of the defect in the specimen,
there was a certain error; for this experiment, the longitudi-
nal positioning error of the round hole was within 2.1%,
meeting the detection needs; the reasons for the error were
currently considered the following three: the first was the
piezoelectric sensor size larger, resulting in inaccurate posi-
tioning, and, with half wavelength unequal, will lead to mul-
timode guided wave generation; the second reason was that
the wave speed measurement was not accurate enough,
resulting in a certain error when imaging; and the third rea-
son was that the piezoelectric sensor was not positioned
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Figure 16: Signal received by channel 6.

Table 3: Stainless steel pipe material parameters.

Parameter name Set value

Number of elements 16

Distance between the centers of adjacent elements 27.5mm

Single element width 3.5mm

Element center frequency 108 kHz

Sampling rate 50MHz

Imaging length 1500mm

Imaging width 440mm
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accurately enough around the circumference of the pipe,
resulting in deviations in the actual guided wave propagation
path.

The results of the sign coherence factor imaging experi-
ment using CH1 to CH8 channels of total matrix data are
shown in Figure 19. It can be found that the quality and
accuracy of imaging decrease when the number of channel
is reduced.

When the filter band of the acquired echo signal was
widened, i.e., echoes from other modes might be introduced,
the imaging results at this time are shown in Figure 20, and
the artifacts produced were significantly increased compared
with the results after narrow-band filtering in Figure 18.
Therefore, narrow-band filtering of the acquired signal was
helpful to remove the interference of guided wave signals
from other modes, improve the imaging quality, and reduce
artifacts.

6. Conclusions

(1) The total focus method imaging enables defect imag-
ing detection of metal pipes, locating the location of
multiple defects

(2) The 16-channel guided wave focus detection sys-
tem could realize the total focus method detection,
and the signal-to-noise ratio of the collected signal
was high. Combining with the host computer pro-
gram could automatically realize the acquisition
process of the total matrix data, which greatly
improved the efficiency of the array detection
experiment

(3) Focusing method using sign coherence factor imag-
ing has the advantages of high resolution and high
contrast and could eliminate noise artifacts and
improve the accuracy of defect localization imaging
and detection of scratch defects in the case of imag-
ing results doing lower dynamic range processing.
Increased number of sensors could improve the
imaging quality, and the filtering of the echo signal
could eliminate the interference of the guided wave

signal of other modes and in this way, the detection
sensitivity of scratch defects can be effectively
improved
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Composite materials have been extensively used in different fields due to their excellent properties, among which carbon fiber-
reinforced polymer (CFRP) is the representative. Especially in high-precision fields, such as aerospace, CFRP has become the
main structural material for some core components instead of metal. The particularity of such materials and their components
in terms of structure, material properties, and required detection conditions puts forward more stringent and targeted
detection requirements for detection technology. Ultrasonic testing technology as one of the important means of composite
defect detection, which is derived from advanced nondestructive testing (NDT), has also been a rapid development. The
propagation behavior and variation of ultrasonic waves in CFRP composites can reveal defects and damages in CFRP
composites. Moreover, by constructing reasonable defect identification technology and detection technology, not only the
qualitative and quantitative positioning analysis of defects and damages in CFRP composites can be realized but also the
automatic, visual and intelligent NDT, and evaluation of CFRP composites can be realized. This paper mainly reviews the
innovative nondestructive ultrasonic testing technology for CFRP composites and briefly introduces the research progress and
application of this technology in CFRP defect detection. Finally, advanced nondestructive ultrasonic testing technology is
summarized, and the problems and development direction of this kind of testing technology are put forward.

1. Introduction

With the increasing development of science and technology,
more and more composite materials have been widely used
due to their excellent performance [1–3]. Among them,
CFRP made of carbon fiber as reinforcement and resin as
matrix are shown. As high-performance structural materials,
CFRP not only has the characteristics of typical carbon
materials, such as high-temperature resistance, friction resis-
tance, and corrosion resistance, but also has the characteris-
tics of high specific strength, high specific modulus, and high
fatigue resistance. Therefore, it has been well applied in dif-
ferent fields such as aerospace [4–6], military industry [7],
automobile and sports [8, 9], and medical treatment [10].

Due to the influence of the manufacturing process, envi-
ronmental factors, and some random conditions (such as
impact, fatigue, and other human factors), defects and dam-
ages are inevitable in the production that is made of CFRP
materials. In many cases, these defects and damages are dif-
ficult to be detected by human eyes, causing great hidden
danger for subsequent use. Therefore, with the extensive
application of carbon fiber composite materials in various
fields, the requirements for its reliability and safety are
becoming higher and higher [11]. Defects and damage have
a serious impact on the quality and performance of materials
and components and also greatly reduce the service life [12].
To ensure the high quality and reliability of CFRP compo-
nents, defect detection and quality monitoring is necessary
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and important in the process of manufacturing and service
via NDT technology, to find out the hidden trouble in time.

The complexity of the internal structure is therefore dif-
ficult to detect CFRP and its components. Defect signals of
CFRP components with different production and processing
techniques and structures have different forms of expression,
and it is difficult to distinguish the coupling between charac-
teristic signals generated by different types of defects [13].
To avoid the hidden danger caused by the defects of carbon
fiber composite materials, researchers present a lot of detec-
tion technologies to detect these defects and damage. Com-
mon detection methods include X-ray detection, eddy
current detection, penetration detection, ultrasonic detection,
and infrared thermal wave detection. Sensors based on optical
technology have also become the direction of continuous
development in the detection field [14–16], such as polymer
optical fiber as a sensor is used for detection [17, 18].

Currently, the commonly used detection methods of
CFRP sheet defects mainly include X-ray detection method,
eddy current detection method, ultrasonic detection method,
and infrared thermal wave detection method, among which
ultrasonic detection method is the most commonly used in
the world. Ultrasonic detection technology plays an indis-
pensable role in CFRP defect detection and has become the
hot spot and focus direction of composite material detection.
The detection method based on ultrasonic technology has
also become one of the important research directions in
NDT field.

This paper presents the research progress of ultrasonic
testing technology in the field of defect detection of compos-
ite materials (especially CFRP) and summarizes the existing
advanced ultrasonic NDT technology, especially in the field
of defect detection of CFRP materials. It is desirable for this
review can make more relevant researchers understand and
invest in the research field of ultrasonic-based technologies.
So that the technology can better serve the engineering
application and promote the rapid development of the whole
industry.

2. Basic Concepts of CFRP and
Ultrasonic Technology

2.1. The Structure of the CFRP. CFRP is composed of carbon
fiber and polymer resin, in which carbon fiber acts as rein-
forcement material to provide strength and polymer resin
acts as a matrix to fix the fiber [19, 20]. The structure and
performance of CFRP depend on different orientations of
carbon fiber (see Figure 1(a)) [21]. The most typical CFRP
structure is unidirectional laying (see Figure 1(b)), that is,
all carbon fibers are laid in parallel along the same direction
in the matrix. There is also the preparation of CFRP, carbon
fiber mutual preparation, such a structure will increase the
damage tolerance of CFRP (see Figure 1(c)).

The combination of carbon fiber and polymer resin pro-
vides the structure with many excellent properties such as
lightweight, high strength, and corrosion resistance, which
makes the components suitable for a variety of applications
(see Figure 2).

In addition to conventional engineering fields, CFRP is
also widely used in transportation, military industry, energy,
and other industries. However, in the process of production,
processing, and application of CFRP, it is inevitable to
encounter defects and damage problems, resulting in huge
hidden danger. Therefore, defect detection of CFRP is an
important part that cannot be ignored.

2.2. Typical Defects of CFRP. Defect damage is the main rea-
son why the failure of CFRP. Under the influence of the
manufacturing process, environmental factors, and some
random conditions, defects and damage of CFRP are inevita-
ble, and their manifestations are the same as those of other
fiber composites, mainly including matrix cracking [29],
fiber-matrix interface debonding [30, 31], fiber fracture
[32, 33], delamination [34, 35], and pore[36, 37].

Matrix cracking is the most serious damage type in com-
posites. Composite materials begin to fail at the onset of
static live fatigue loading due to the formation of micro-
cracks, which then rapidly spread to cause collective crack-
ing [29] (see Figure 3(a)). Since the initial crack growth
parallel to fiber direction is controlled by the toughness of
the matrix, the use of tougher resins would be expected to
lead improvements in the matrix-dominated properties con-
trolled by the failure mode [38].

Fiber debonding is mainly due to friction for sliding
between fiber and matrix interface. Friction between the
fiber and the matrix and fiber deformation will affect the
strength of the composite [39], resulting in fiber debonding.
Fard et al. [31] studied the correlation between nanoscale
interfacial debonding and multimode fracture in carbon
fiber composites (see Figure 3(b)).

Delamination defects are very common in composite
materials [40] (see Figure 3(c)). Composite laminates are
degummed between layers, causing cracks and forming thin
large gaps. The main reason for delamination is the mis-
match of thermal expansion coefficient between the matrix
and fiber or too long storage time, reinforced materials with-
out surface treatment, external shock, etc. [41]. In addition,
delamination may occur when drilling composites [42]. The
delamination between carbon fiber layers is the most serious
defect type in carbon fiber resin matrix composite products,
which reduces the compressive strength and stiffness of the
material and affects the structural integrity. Under the condi-
tion of mechanical or thermal load, the delamination in the
structure will continue to increase, which may lead to material
fracture when the situation is serious.

Pore refers to the formation of voids in carbon fiber
products during the molding process, which is one of the
principal defects of CFRP [43, 44] (see Figure 3(d)). It
should be divided into fibrous pores (including pores in fiber
bundles) and lamellar pores. When the porosity is less than
1.5%, the pores are spherical. When the porosity is greater
than 1.5%, the pores are cylindrical parallel to the fiber axis.
Pores in carbon fiber composites mainly affect the interlam-
inar shear strength, longitudinal and transverse bending
strength and modulus, longitudinal and transverse tensile
strength and modulus, and compressive strength and
modulus.
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In order to avoid the defects of CFRP, on the one hand, it
is necessary to strictly control every process from material
selection to production and then to final production. From
the selection of high quality raw materials for manufacturing
CFRP, the supervision in the production process and the
improvement of the standardization and efficiency of the
whole production process, and then to the final transporta-
tion process to strictly control, all kinds of defects in CFRP
can be reduced. On the other hand, the damage detection
and real-time monitoring of CFRP are particularly impor-
tant. In order to ensure the safe application of composite
materials, detection and research of composite materials
have attracted extensive attention.

3. Advanced Ultrasonic Testing Technology

Defect damage of carbon fiber composites can be identified
by destructive methods and NDT methods. The destructive
method mainly refers to the traditional metallographic
method, which is to observe a certain section of the material
through a metallographic microscope, and can intuitively
find the internal structural characteristics of the material.
Defects inside CFRP can not only be determined by metallo-
graphic methods but also can realize the understanding of
the shape, size, and location distribution of defects. However,
the metallographic method requires grinding and polishing
of carbon fiber composite materials before metallographic
observation, which is inefficient and leads to unexpected dam-
ages to the materials. In practical engineering applications,
especially for the inspection of large quantity of workpieces,
a metallographic method is unrealistic.

As an emerging detection method, NDT can complete
the detection without destroying the performance and inter-
nal structure of the detected object. In NDT, ultrasonic test-

ing technology has been one of the most widely used testing
technologies due to its characteristics of harmlessness, high
sensitivity and accuracy, easy implementation, and wide
application.

The basic principle of ultrasonic defect detection is
that the directionally emitted ultrasonic beam encounters
a defect when it propagates in the workpiece to be tested,
that is, the reflection and attenuation of the wave are gen-
erated, and the defect signal is obtained after signal pro-
cessing. There are three basic defect display methods: A-
scan showing defect depth and defect reflected signal
amplitude, B-scan showing defect depth and its distribu-
tion in longitudinal section, and C-scan showing distribu-
tion in plane view.

Using the propagation behavior of the ultrasonic longi-
tudinal wave in the composite, the time-domain characteris-
tics of the acoustic wave echo signal are recorded, including
the propagation time, signal amplitude, and phase informa-
tion in the detected composite material, and are displayed by
ultrasound A-scan. Based on the A-scan detection technique
of ultrasonic echo signal technology, the accurate quantita-
tive assessment of the thickness and defect depth of the com-
posite parts is detected, and the qualitative-evaluation of
defects can be obtained.

3.1. Ultrasonic-Based Detection Methods

3.1.1. Ultrasonic C-Scan Testing Technology. As one of the
earliest methods for NDT of composite materials, ultrasonic
testing technology can not only realize the qualitative and
quantitative characterization and evaluation of composite
material defects and damage and is easy to implement engi-
neering testing applications; it can also be used for the inter-
nal microstructure and composition of composite materials,
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Figure 1: Typical CFRP structure. (a) Format description of carbon fiber orientation angle in CFRP material [21]. (b) Typical structure of
CFRP [22]. (c) A CFRP board with “plain weave” structure [23].
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such as fiber content distribution, elastic properties, and
other characterization.

Ultrasonic C-scan detection technology is a very exten-
sive and important method for NDT and evaluation of com-
posite materials. Founded on the principles of ultrasonic C-
scan and B-scan imaging, it can realize ultrasonic visual
NDT of composite structures. In general, the ultrasonic C-
scan imaging inspection technology based on a single sound
source is the most commonly used composite material
inspection technology so far. Compared with the destructive
method, it will not damage the measured object and achieve
better detection results. Water immersion ultrasonic C-scan
detection is commonly used. Water is used as the coupling
agent, and ultrasonic waves enter the specimen through
water for detection. However, this method may affect the
specimen with the water coupling agent.

Songping et al. [45] introduced a depth-direction ultra-
sonic C-scan detection technology. Based on the characteris-
tics of ultrasonic propagation in the time domain, several
scanned images of the interior of carbon fiber composites
can be realized, which can be used only for defect detection.
Wu et al. [46] proposed a multisensor information fusion

technology for defect detection of composite ultrasonic C-
scan. Hasiotis et al. [47] used ultrasonic C-scanning technol-
ogy to detect artificial defects added to CFRP composites,
realized the determination and characterization of defects,
and accurately measured the thickness of the specimen.
Shiino et al. [48] used ultrasonic C-scanning to detect the
damage to carbon fiber laminates caused by thermal stress
caused by temperature changes. It is verified that tempera-
ture changes can cause cracks in the low porosity of the
composites. Gao [49] discussed the influence of different
placement methods of carbon fiber laminates on the results
of water jet ultrasonic C-scan defect detection and obtained
that the upper part of the part occlusion has the greatest influ-
ence on the water jet, the lower part occlusion is the second,
and the left and right effects are the least. Ultrasonic C-scan
has a high frequency and good penetrability. Therefore, rapid
and accurate detection of delamination and debonding defects
has become the primary choice for the detection of large com-
posite components such as aircraft parts [50]. Patronen et al.
[51] detected the possible debonding defects of the multilayer
stepped lap structure between the carbon fiber composite wing
plate and the titanium attachment in the fighter and analyzed

0.29m

1.35m

Rib 2: CFRP
0.05m

Wing box segment

(a) (b)

(c) (d)

Figure 2: Application of CFRP in various fields. (a) The Airbus A350 XWB is made of 52% CFRP, including the wing SPAR and fuselage
parts [24]. The rear wing SPAR of the Airbus A350 XWB demonstrator wing is covered by CFRP [25]. (b) CFRP is also widely used in high-
end racing cars. It is now can be used in the engine part [26]. (c) CFRP is used in the medical field (a prosthesis made of CFRP with better
strength performance [27]). (d) CFRP is used in the sports field (carbon plate running shoes and sports protectors [28]).
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Figure 3: Common defects of CFRP. (a) Matrix cracks of carbon fiber composite materials [29]. (b) The interface part of the sample is
debonding [31]. (c) Section of delamination defect [40]. (d) Pore defects of fabric CFRP [43].

Table 1: Ultrasonic phased array detection of different defects.

Defect type Applications

Delamination
defect

Nageswaran et al. [58] accurately identified defect shape for CFRP artificial delamination defects (2006)
Xu et al. [59] used linear phased array transducers to accurately detect the layer defects and depth

of the R zone of L-shaped components (2013)
Guang and Na [60] quantitatively measured the sample thickness and defect depth through experiments

on linear array and arc array phased array probes (2013)
Meola et al. [61] used ultrasonic phased array technology to measure the shape, size, and depth of a

20mm diameter circular delamination defect embedded in CFRP (2015)
Kappatos et al. [62] used modeling laminated CFRP composites with various artificial delamination defect
modes and simulated detection with phased array delay timing and sampling array techniques (2017)

Zhang et al. [63] focused on the feature extraction and imaging methods to characterize the size and position
information of delamination defects through the ultrasonic phased array detection method (2018)

Caminero et al. [64] prepared samples with preembedded layered defects of different materials, shapes, sizes,
and buried depths and studied the influence of the layering method and thickness on the test results (2019)

Zhang and Du [65] adopted PAU testing technology and obtained the ideal detection parameters for
delamination defects of carbon fiber laminate structures through modeling of sound field and

delamination defects, CIVA simulation, and detection tests (2020)
Cao et al. [66] used ultrasonic phased array technology to conduct NDT and quantitative evaluation of
embedded delamination defects in carbon fiber composites and analyzed the measurement error (2021)

Debonding
defect

Li et al. [67] used the ultrasonic phased array system to detect three common defects in CFRP delamination,
inclusion, and debonding established and trained a BP neural network to identify the three defects, and

the recognition rate reached 95.7% (2015)
Lamarre [68] realized the detection of small defects of 1.5mm in carbon fiber composite materials for
wind turbine blades, which can detect defects such as debonding, delamination, and wrinkles (2017)
Grondin [69] proposed an array of ultrasonic inspection technology based on adaptive focusing and
applied it to the accurate detection of defects in complex composite materials in aviation (2018)

Grondin and Li et al. [69, 70] used all-focus 3D PAU testing to detect debonding defects of carbon
fiber composite materials used in bogies (2021)

Pore defect

Zhang et al. [71] used a line array transducer to configure an angled delay block for sector scanning to
detect defects such as pores and delaminations in the R zone (2013)

Li et al. [72] established a CFRP microcutting simulation model with pore defects and studied the microcutting
behavior of CFRP with different fiber arrangement directions under different porosity conditions (2022)
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the phase and amplitude changes of the ultrasonic waves at the
interface. Defects larger than 4mm can be detected by using
the phase change, and scanning detection of the outer and
inner debonding defects is realized by using different echo
amplitude changes and gain adjustment.

3.1.2. Array Ultrasonic Testing Technology. Array ultrasonic
testing technology has become one of the main developed
detection technologies in the aerospace field in recent years
due to its high detection accuracy and good flexibility. At
present, different array ultrasonic testing technologies have
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Figure 4: Phased array inspection of CFRP laminates [74]. (a) Phased array ultrasound detects the acoustic radiation schematic diagram.
Phased array ultrasound realizes the deflection and focus of the acoustic beam by controlling the delay time of the excitation and
receiving acoustic waves of each element in an electronic way. (b) A schematic diagram of zero-focus scanning method for testing CFRP
laminates using phased array ultrasound; the focusing effect is the best when the beam is vertically incident inside the plate. (c)
Simulation results of the sound field under different combinations of activation aperture and focus depth. (d) The comparison between
the setting value and the simulation value of focusing depth under different activation apertures shows that the larger the activation
aperture is, the smaller the error between the simulation value and the setting value of focusing depth is, and the more accurate the
focusing is. (e) Schematic diagram of defect size and distribution. (f) phased array detection image of CFRP laminate (i) C-scan and (ii)
B-scan.
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gradually replaced conventional ultrasonic testing methods
and are widely used in the NDT and evaluation of complex
structures and special materials in the aerospace field, but
it is difficult to identify defects and has higher requirements
for the skills of operators.

(1) Array Ultrasonic Testing. Zhou et al. [52] combined pie-
zoelectric sensing array and ultrasonic Lamb wave detection
technology to detect the debonding damage of carbon fiber
composite T-joint and used the improved BP neural network
system to analyze the damage state identify. The Structural
Health Monitoring and Prediction Research Center of Nan-
jing University of Aeronautics and Astronautics [53] pro-
posed a spatial filter damage imaging localization method
independent of the signal propagation speed. Based on mul-
tidimensional piezoelectric sensor arrays and ultrasonic
Lamb waves, the damage to carbon fiber laminates was real-
ized. The positioning error is about 1 cm; the online moni-
toring of the damage of the composite T-joint has been

realized, and it has been verified by the ultrasonic C-scan
method [54]; the team also proposed a multisignal classifica-
tion damage imaging method of the sensor line array. Exper-
iments were carried out on aviation carbon fiber composite
panels to achieve damage imaging and localization [55].

Wong et al. [56] used a two-dimensional ultrasonic array
transducer composed of 64 piezoelectric elements to mea-
sure the full elastic constant matrix of anisotropic carbon
fiber sheets, which are different from the traditional failure
to determine the elastic properties of CFRP materials, a
method for testing the elastic properties of composite mate-
rials in situ nondestructively. Liu et al. [57] carried out
research on the detection method based on ultrasonic com-
plex analytical signals. Using array ultrasonic detection
experiments, the geometry of the fiber layup inside the
microstructure of carbon fiber laminate composites can be
clearly observed by the detection and imaging method of
ultrasonic complex analytical signals.
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Figure 5: Ultrasonic phased array defect detection experiment [64]. (a) Experimental equipment of PAU testing and its ultrasonic C-scan
image. (b) Experimental CFRP samples for inclusion defects (i) and impact defects (ii). (c) Different inclusion defect detection results. (d)
Different impact energy test results.
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(2) Phased Array Ultrasonic (PAU) Testing. PAU testing
technology is a multichannel testing method based on array
transducers, which can deflect and focus sound waves in a
designated area inside the test piece using phase control.
Compared with the conventional single-channel ultrasonic
testing technology, PAU testing technology has more flexible
beam control capability, higher detection sensitivity, resolu-
tion, and measurement coverage (range). A list of PAU test-
ing for different defect types is shown in Table 1.

Kappatos et al. [62] carried out simulation detection by
modeling various artificial delamination defect modes (dif-
ferent sizes and depths) of laminated CFRP composites,
phased array delay timing, and sampling array technology,
followed by Next, other types of defects will be simulated.
Aschy et al. [73] compared the same ultrasonic phased array
imaging methods, such as focused line scan, single plane-
wave imaging, and dynamic depth focusing, and applied
them to the defect detection of carbon fiber materials, iden-
tifying the performance and limitations of each method, and
improved total focusing method and plane-wave imaging
algorithm. Cao et al. [74] simulated the PAU sound field
and studied the sound field characteristics under different
activation apertures. Prepared CFRP were tested by the

PAU detection system (see Figure 4), realizing the accurate
identification of delamination defects of CFRP laminates
and effectively improving the accuracy of defect detection.

Caminero et al. [64] conducted experiments on inclusion
defects and impact damage of CFRP and 3D printing rein-
forced composites using ultrasonic phased array technology
(see Figure 5), successfully identified artificial inclusions, and
estimated their location, size, and morphology. It was also
obtained that the impact damage caused more extensive
delamination with increasing impact energy and composite
thickness.

Li et al. [75] carried out defect detection and quantitative
analysis on the carbon fiber composite fuselage panels of
large aircraft using ultrasonic phased array detection (see
Figure 6), providing technical support and test-ability verifi-
cation for practical applications.

In addition to the continuous development of PAU test-
ing technology, relevant testing systems have also been
improved. Phased array and some special equipment are
combined to achieve better testing effect or larger testing
range. Habermehl et al. [76] and Freemantle et al. [77] have
combined the ultrasonic phased array system to provide a
new solution for defect detection of large CFRP components
(see Figure 7).
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Figure 6: Ultrasonic phased array inspection of fuselage panels [75]. (a) Defect distribution map. (b) Ultrasonic phased array inspection
results. (c) High-resolution ultrasonic C-scan results.

(a) (b)

Figure 7: Improvement system of ultrasonic phased array. (a) Glide scanner combined with phased array device. The combination of glide
scanner and phased array provides a completely portable inspection solution for large-area plane inspection of CFRP components [76]. (b)
The ultrasonic array is placed on a rubber-coupled wheel, and the wheel can be manually applied or scanned by the structure and automatic
scanning system, which can realize the inspection of a large composite structure. The glide scanner and phased array are combined [77].
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3.1.3. Air-Coupled Ultrasonic (ACU) Testing. Typically, the
ultrasonic inspection of composite aerospace composite
parts employs the ejector technique [78]. However, water
coupling brings disadvantages such as pressure changes, air
bubbles, limescale, algae, and mechanical corrosion. ACU
testing technology uses air as the coupling medium and uses
the ACU transducer to excite and receive ultrasonic waves to
detect defects in materials and structures.

The difference between ACU testing technology and tra-
ditional ultrasonic testing technology is mainly in the pres-
ence of a coupling medium, which is intuitive and easy to
implement for defect detection of composite materials. With
the continuous development of key technologies, such as
transducers, signal processing, detection methods, and
detection systems, ACU detection technology has been grad-
ually applied in aerospace and other fields to solve structural

parts for which liquid couplants are prohibited (such as hon-
eycomb sandwich materials) and inspection challenges for
in-service components such as helicopter tail booms [79].
Due to the large sound attenuation coefficient and the low
acoustic impedance of air, the center frequency of the trans-
ducer is generally lower than 1MHz, and a multiperiod
modulation pulse train needs to be used as the excitation sig-
nal to increase the energy, resulting in a large wavelength
and focus of the excitation ultrasonic sound field. Spots have
a faint lateral and vertical resolution and mainly use the pen-
etration method to detect thin-walled, low-impedance mate-
rials (CUCUEVAS nonmetals such as composite materials).

Salazar et al. [80] designed and developed a high-power
and high-resolution pulse generator ACUNDT system,
which solved the problems caused by liquid couplants and
contact systems in composite material testing. The Kaunas
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Figure 8: An on-site ACU testing system [84]. (a) ACU testing system. (b) ACU C-scan images of an airline that is manually scanned. On
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air-coupled transducers on CFRP test samples with scratches detection experiment (right figure). (b) 400 kHz point focusing probe detects
that the minimum defect diameter is 2mm, and the imaging of the simulated defect with a diameter of 1mm is not clear (left figure);
800 kHZ point focusing probe is very clear about the imaging of 1mm simulated defects (right figure). (c) Defect detection results of
aviation CFRP plate specimens. (d) Defect detection results of CFRP plate specimens with a metal coating.
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University of Technology Ultrasound Team [81] studied the
accuracy of air-coupled ultrasound technology to detect
delamination defects in composite materials such as carbon
fibers at low frequencies, using a 4700 kHz transducer to
measure the 25mm diameter in GLARE3-3/2 composites.
The delamination defect was detected, and the defect diam-
eter was 22mm obtained by the -6 dB method from the C-
scan results. Steinhausen et al. [82] proposed a detection
method based on multiarray air-coupled transducers in
order to use different frequency transducers to detect various
types of defects (inclusion, delamination, debonding, etc.) in
the CFRP board, in which each array is excited at different
frequencies, and all the arrays are simultaneously excited
during detection to increase bandwidth, thereby improving
the detection efficiency. Imielińska et al. [83] studied the
ACU detection method for impact damage defects of carbon

fiber, glass fiber, and polyamide fiber reinforced resin matrix
composites. Peters et al. [84] developed an on-site inspection
system applied to aircraft components based on ACU
inspection technology (see Figure 8), which can realize
image inspection of defects and damages of various aircraft
composite materials. Chang and Lu [85] developed a set of
the high-sensitivity noncontact ACU detection system to
achieve accurate detection and evaluation of carbon fiber
composites (see Figure 9). Li and Zhou [86] used noncontact
ACU testing technology to detect and characterize debond-
ing defects in aviation carbon fiber honeycomb sandwich
composites (see Figure 10).

Hillger et al. [78] in Germany made progress in the
detection and imaging difficulties of ACU testing technology
in aerospace sandwich components, composite materials,
and other components and carried out ultrasonic testing of
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Figure 11: One of the largest air-coupled ultrasound C-scan systems in the world [78].
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metal sandwiches with CFRP and can automatically calcu-
late the area of the defect; the team also introduced the tech-
nical framework and performance parameters of the world’s
largest ACU C-scan system (see Figure 11), with an accuracy
of less than 2.5mm.

With the continuous development of modern science
and technology, robots are also constantly combined with
the ACU testing technology, so that the detection technology
has been previously improved (see Figure 12). Cuevas et al.
[87] proposed a new ACU C-scan system based on joint
robots and applied it to the nondestructive testing of large
composite components such as aircraft. Huber [88] com-
bined the ACU Lamb wave detection technology with the
joint robot technology to realize the ACU inside profiling
scanning imaging detection of the aerospace composite
cylindrical structure. Adebahr et al. [89] designed an ACU
detection system based on a joint robot. Two ACU transduc-

ers arranged on the same side were used as excitation and
receiving ultrasonic Lamb wave detection defects, and a
six-axis joint robot was used as a scanning actuator. The sys-
tem can realize three-dimensional profiling scanning imag-
ing detection of large and complex structures.

3.1.4. Laser Ultrasonic Testing. The laser ultrasonic testing
technology uses the thermal stress generated by the instanta-
neous thermal interaction between the laser pulse that can
propagate in the air and the composite material to be tested
to excite ultrasonic waves inside the material and then uses
optical instruments to measure the sound waves noncontact
(see Figure 13). Laser ultrasonic testing does not use ultra-
sonic couplants in the application and also has the charac-
teristics of high resolution. The pulsed laser can also realize
long-distance excitation and reception of ultrasonic waves
under the condition that it is not perpendicular to the struc-
ture. Therefore, laser ultrasonic testing is also used in avia-
tion. The detection of composite materials in high-
precision fields such as aerospace has been applied, and this
technology is especially suitable for rapid automatic detec-
tion of large and complex structures [90–92].

Chia et al. [94] used the Lamb wave excited by the laser
to scan the CFRP material of the wing and initially realized
the location of the impact damage. Zhou et al. [95] designed
a set of laser ultrasonic testing systems based on all-optical
excitation and reception, which can clearly distinguish the
characteristics of delamination defects above 2mm in car-
bon fiber composites, and verified that the application of
laser ultrasonic testing technology to the feasibility of delam-
ination detection of carbon fiber composites has realized the
detection of impact damage of carbon fiber composites. Sun
et al. [93] independently developed a noncontact laser ultra-
sonic NDT system (see Figure 14), which can effectively
detect layered defects with an internal diameter of more than
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2mm in carbon fiber resin matrix composites and can also
detect carbon fiber composite materials. Small size is layer-
ing at the edge of the fastening hole.

Nakahata et al. [97] used the thermal stress generated by
the short-pulse laser and the instantaneous thermal interac-
tion of the material to excite ultrasonic waves inside the
material and used a photoacoustic microscope to scan the
defects in the CFRP sample at a distance of 50μm in the X
and Y directions. The three-dimensional reconstruction of

the delamination defect is carried out, the position and size
of the defect can be accurately analyzed from the results,
and the orientation of each fiber layer of the carbon fiber
composite material is also reflected. Germany’s Kelkel et al.
[98] provided great potential for noncontact detection of
fiber composites through the combination of laser excitation
and detection of ultrasonic guided waves. As showed in
Figure 15, the effects of laser wavelength, beam geometry,
and spatiotemporal modulation of laser pulses on the
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bandwidth, directivity, and amplitude of the generated acous-
tic wave are discussed. This method significantly improves the
amplitude and signal-to-noise ratio of the ultrasonic guided
wave signal.

Wang et al. [99] developed a multiscale ultrahigh-
resolution laser ultrasonic inspection system for carbon fiber
composites, which can identify microscale damage in CFRP
and use a 2D laser with a high spatial resolution of 60μm
and a 3D image representation. Fischer et al. [100] designed
a new noncontact laser ultrasonic inspection system based
on optical microphones and used the transmission method
to detect the internal defects of composite materials with
quasistatic mechanical properties and low-speed shock
response characteristics, which proves that the detection sys-
tem has a high detection resolution. The Spanish Advanced
Aviation Technology Center [101] realized the porosity
detection of carbon fiber composites by laser longitudinal
wave. Li et al. [102] verified the feasibility of laser ultrasonic
detection for damage identification of complex-shaped aero-

space composites with curvature. Qiu et al. [103] used non-
contact laser ultrasonic technology to detect aviation
composite materials and imaged defect damage by extracting
the energy and wavenumber information of ultrasonic sig-
nals. Dubois and Drake [104] combined laser ultrasonic
inspection technology with robotics and developed a laser
ultrasonic inspection system based on joint robots (see
Figure 16). The system can detect the damage and defects
of large-scale CFRP components in real-time. By installing
a seven-axis robot with high flexibility on the guide rail for
the positioning of the detector, and the system is equipped
with a high-performance computer to process the collected
data, automatic detection is realized.

3.1.5. Laser Air-Coupled Ultrasonic Testing. Bustamante
et al. [105] used a hybrid laser air-coupled ultrasonic system
CFRP for defect detection (see Figure 17); the system detects
defects through the ultrasonic B-scan mode and determines
the existence of internal defects in the material by the change
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interior (right figure) of large composite fuselage sections. (b) Schematic diagram of the laser detection system and laser-ultrasonic scanning
head.
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of the acoustic wave amplitude. The defect detection of
CFRP is shown in Figure 17(c).

Zeng et al. [106] proposed an air-coupled laser-
ultrasonic system for detecting the microstructure and
defects of woven carbon fiber cloth. Compared with PAU
testing, it has higher resolution and defect detection and
can detect the microstructure characterization of CFRP, as
well as shallow and deep defects (see Figure 18).

3.2. Ultrasonic-Assisted Detection Methods

3.2.1. Ultrasonic Infrared Thermal Imaging Detection. Ultra-
sonic infrared thermal imaging detection technology is to
apply a short-pulse, low-frequency ultrasonic waves on the
surface of the object, and the ultrasonic waves are coupled
to the interior of the object through the contact surface for
transmission. If there are defects, such as cracks and delam-
inations in the composite material, under the excitation of
ultrasonic waves, the two interfaces of the medium damage
will contact and collide, and the mechanical energy of ultra-
sonic waves will be converted into heat energy under the
action of friction, and then, the temperature clothing of the
defect and its adjacent areas will increase. The change of
the corresponding surface temperature field can be observed
and recorded using an infrared thermal imager [107].

Yang et al. [108] carried out ultrasonic infrared thermal
imaging NDT on the impact damage of CFRP specimens for
UAVs (see Figure 19). The imaging defects are segmented,
and the geometric distortion of the defects during the cam-
era imaging process is also compensated (see Figure 19(d)).
Umar et al. [109] studied the defect detection of composite
materials by ultrasonic infrared imaging technology and suc-
cessfully detected the damage defects of carbon fiber com-
posite materials. This technology not only improves the
efficiency of defect detection but also reduces the detection
cost.

Chulkov et al. [110] added two infrared image sequences
obtained under optical and ultrasonic excitation (see
Figure 20) and then detected the defects of CFRP, realizing
the detection of small opening cracks with low thermal
resistance.

3.2.2. Fiber Ultrasonic Testing. Hudson et al. [111] designed
a real-time online monitoring system based on PSFBG, and
the results show that the system can detect the ultrasonic sig-
nal propagating in CFRP and then can realize the detection
of defects. Wang et al. [112] studied a fiber grating ultrasonic
testing system to solve the problem of ultrasonic nonlinear-
ity caused by cracks in the composite matrix (see Figure 21),
by introducing a phase-shifted fiber Bragg grating (PSFBG)
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to improve the sensitivity and bandwidth of ultrasonic
detection and realize the damage assessment of CFRP matrix
cracks.

4. Problems and Development Trends

(1) The components of CFRP in different fields often
have the characteristics of complex structure, special
material, and rapid upgrading, which put forward
higher requirements for the corresponding advanced
ultrasonic NDT technologies and equipment such as

array ultrasound, air-coupled ultrasound, and laser
ultrasound. High precision, automation, intelligence,
and engineering have gradually become the develop-
ment trend of advanced ultrasonic testing technol-
ogy in the future

(2) The difficulties and key points in the detection of
CFRP composites, especially in the field of aero-
space. The detection of various defects of CFRP
needs to be combined with various advanced ultra-
sonic testing and imaging technologies to cross and
integrate to improve the detection efficiency. At the
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same time, basic research on the acoustic character-
istics and detection model of CFRP composites is
carried out to improve the detection accuracy and
reliability of CFRP

(3) In view of the advanced ultrasonic testing technol-
ogy, such as array ultrasonic, ACU, and laser ultra-
sonic automatic testing technology, it is necessary
to determine the relevant defect detection methods,
position calibration, type determination, and parallel
control technology according to the research of com-
plex CFRP components tested and further improve
the accuracy and efficiency of automatic testing com-
bined with other advanced NDT technologies

(4) With the rapid development of artificial intelligence,
the defects of CFRP can be detected by combining
various ultrasonic technologies, and the relevant
parameters can be optimized by using deep learning
and other methods. The robot technology can help
the detection technology to realize real-time detec-

tion, automation, intelligence, and other operations
and can be used for NDT of large and complex
CFRP components and high precision areas to
achieve better detection results

5. Conclusion

Recent research shows that ultrasonic is still the most active
hot spot in the field of composite materials. Using the appro-
priate ultrasonic method and ultrasonic technology, not only
the defects can be characterized, evaluated, and qualitatively
and quantitatively detected but also the automation and
visualization of carbon fiber composite structure can be eas-
ily realized, and intelligent NDT and evaluation. In the
actual test, appropriate test methods should be selected
according to the characteristics of various carbon fiber com-
posites, or multiple methods should be used to complement
each other to complete different test tasks. The outstanding
advantages of ultrasonic NDT are that it is harmless to
human body, low cost, and easy to operate. It will certainly
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play a greater role in the field of NDT of composite mate-
rials. However, in the face of the continuous introduction
of new composite materials, new processes, new structures,
and new testing requirements, there are still many technical
problems and difficulties in ultrasonic NDT and electronic
testing.
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CFRP: Carbon fiber-reinforced polymer
NDT: Nondestructive testing
PAU: Phased array ultrasonic
ACU: Air-coupled ultrasonic.
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The Coriolis mass flowmeter (CMF) is widely used to measure mass flow, mainly in petrochemical, medical, pharmaceutical, food
manufacturing, and other industries. The measuring tube is the crucial component of CMF, which affects the measurement
accuracy and causes losses to the production of enterprises. Wall-mounted failure of the measuring tube affects measurement
accuracy. A real-time detection method based on acceleration sensor array signal processing and pattern recognition are
proposed to detect such failure. Two acceleration sensors are arranged outside the CMF to compose a five-channel sensor
array. The signals of the multichannel array are decomposed through a blind source separation algorithm, and array signal
features are extracted by a wavelet scattering network. Support vector data description (SVDD) is used to detect the hanging
state of CMF at last. The experimental results show that the proposed method can be used to detect the CMF wall-mounted
failure in real-time with an accuracy of 89.59%, and the method can reduce production losses.

1. Introduction

Coriolis mass flowmeter (CMF) is an instrument that can
directly measure the mass flow of fluid without intermediate
parameter conversion [1]. Compared with other traditional
instruments for measuring mass flow, CMF has significant
advantages such as high measurement accuracy, no moving
parts, long service life, and slight wear. CMF has been widely
used in fluid detection in petrochemical, food, medical,
pharmaceutical, and other fields [2]. A typical CMF consists
of measuring tubes, drive units, and sensors [3]. The quality
of the impurities attached to the measuring tube greatly
influences the measurement accuracy of the CMF. The
higher the vibration frequency of the CMF, the greater the
impact of the attached impurities on the measurement accu-
racy [4]. Due to long-term operation, the impurities in the
fluid are deposited in the measuring tube leading to unbal-
ance in the measuring tube. It affects the calibration factor
of the flowmeter and the flow phase calculation of the
CMF [5]. Vibration signal detection and analysis is a com-
mon method to detect the impurities in the CMF measuring

tube. X-ray and ultrasonic imaging technology are often
used to inspect the interior of the CMF measuring tube.
However, these methods are either expensive or need addi-
tional equipment on the measuring tube, making it difficult
to meet the requirements of real-time detection of impurity
adhesion of CMF measuring tube [6, 7]. Since the accelera-
tion sensor can accurately detect the acceleration changes
and convert them into usable output signals, it can be
mounted on the CMF baffle to evaluate the quality of impu-
rities attached to the CMF measuring tube without installing
any equipment.

The signal collected from the CMF measuring tube by
the acceleration sensor array is a large amount of data. The
machine learning algorithm is a good data analysis and qual-
ity evaluation solution for such mass data problems. There
are many methods for fault detection of CMF. Stark et al.
proposed a multimode method to detect the fault state of
CMF and completed the design of corresponding diagnostic
equipment [8]. Yang et al. proposed an algorithm for CMF
fault detection and correction based on threshold compari-
son [9]. This method improved the measurement accuracy
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without increasing the system cost by adding corresponding
algorithms to the existing software. Gao et al. realized feature
recognition and correction of results by the neural networks
[10]. Sun and Wang discussed and compared two verifica-
tion methods of CMF: online verification and offline verifi-
cation [11]. Wheeler et al. proposed a method to detect the
faults of CMF through the change of its stiffness. However,
this method can only be carried out when CMF is not work-
ing [12]. Array signal processing consists of array signal
decomposition, signal feature extraction, and abnormal sig-
nal detection. Wang et al. proposed a bearing fault diagnosis
method based on the combination of the fast independent
component analysis (FastICA) in blind source separation
and envelope spectrum analysis to identify the bearing fault
signal characteristics under complex paths [13]. Multichan-
nel data acquisition signals are mixed signals of the original
signal. The FastICA preprocess them to obtain the source
signal, which is a fast optimization iterative algorithm appli-
cable to any type of data [14]. The effect of the machine
learning detection algorithm depends on the extraction of
signal features. There are many methods to extract signal
features, such as empirical mode decomposition (EMD),
Fourier transform, and wavelet transform [15]. EMD has
problems with mode aliasing and endpoint effect, Fourier
transform cannot be used for nonstationary signals, and
wavelet transform has a wider range of applications to sig-
nals and retains time information [16–18]. An invariant
scattering convolution network is a good feature extraction
method based on wavelet transform. The one-class classifi-
cation algorithm based on support vector data description
(SVDD) is adopted in abnormal signal detection. The basic
idea of the algorithm is to establish an optimal hypersphere
for the data and then determine whether the sample is in the
hypersphere for classification [19]. The array signal is
decomposed by FastICA, and the original signal is obtained
in this paper. The original signal’s characteristics are
extracted using the wavelet scattering network to train the
SVDD anomaly detection model and realize outlier detec-
tion of the CMF.

This paper aims to present a CMF wall-mounted failure
detection system without additional equipment on the mea-
suring tube. The CMF measurement tube wall-mounted fail-
ure can be detected by analyzing the array signal. The
principles and methodology are introduced in Section 2. Sim-
ulations and experiments are analyzed in Section 3. Some
reasonable explanations of simulation results and experi-
mental data are given in the last.

2. Principles and Methodology

2.1. Working Principle of CMF. CMF consists of a primary
instrument and a secondary instrument, as shown in
Figure 1(a). The primary instrument includes the flange,
shunt body, measuring tube (U-shape), drive unit, and
detection units, as shown in Figure 1(b). The secondary
instrument is a transmitter that processes the output signal
of the primary instrument.

The flange is used to connect the measuring tube and the
secondary instrument. The shunt body is used to evenly

divide the measured liquid into two U-shape measuring
tubes. An excitation signal is emitted by the drive unit as a
mechanical force on the U-shape tube, and the measuring
tube vibrates continuously in the second-order vibration
mode. Sensors A and B are used to detect the phase changes
of the tube.

When the fluid flows in the pipe, the measuring tube is
twisted due to Coriolis force. This causes the phase of the
feedback signals of the detection sensor A and B to be ahead
and lag behind the phase of the driving signal, respectively.
The phase relationship between sensors A and B is shown
in Figure 2.

A0 represents the amplitude of the vibration signal of the
drive unit, and A1 and A2 represent the amplitude of sensors
A and B, respectively. According to the phase difference
between sensors A and B, the mass flow rate of the CMF at
this moment can be obtained as shown in the following for-
mula:

qm = Ks

8r2 Δt: ð1Þ

qm is the mass flow rate,Ks is the angular elastic modulus
of the measuring tube, r is the radius of the measuring tube,
and Δt is the time difference between the two sides of the coil
passing through the centerline.

2.2. CMF Wall-Mounted Failure Detection Method and
Design. The sensors are divided into two groups. Array 1
consists of two external acceleration sensors distributed on
the baffle plate in Figure 1(a); array 2 consists of the two sen-
sors and drive unit as shown in Figure 1(a).

The specific anomaly detection progress is shown in
Figure 3.

Step 1. After the array captures the vibration signal, the Fas-
tICA is used to decompose the signals of the two arrays to
obtain the original signals.

Step 2. The wavelet scattering network is used to extract the
features of the original signal, which is used to train the
SVDD anomaly detection model.

Step 3. Finally, the single-classification algorithm based on
SVDD is used to detect the CMF impurity adhesion. If the
collected sensor array data is solved outside the hypersphere,
it is believed that impurities are adhering to the pipe wall at
this time.

Step 1. Fast independent component analysis.
The propagation path of waves in stainless steel is com-

plex, and the propagation speed is fast. It is difficult to
describe it with an accurate propagation model. In this
paper, the simplified model is selected, and the linear hybrid
FastICA is used to decompose the array signals. The FastICA
aims to estimate the source signal S and the mixed matrix A
by observing variable X.

There are three independent sound sources in Figure 4.
A single microphone receives the mixed signals of the three
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sound sources. Due to the different distances between the
sound source and each microphone, the wave signals
received by each microphone are different.

There are n signal sources ðs1, s2,⋯, snÞ, S is an indepen-
dent signal source, and A is an unknown mixed matrix,
which is used to combine and construct observation variable
X, which can be expressed as

X = AS: ð2Þ

Through the sensor array, the variables X can be
obtained. According to the central limit theorem, the distri-
bution of the combination of multiple random variables
tends to Gaussian distribution. Finding an optimal direction
W maximizes the non-Gaussian property of S in this direc-
tion. Thus, Ŝ =WTX, negative entropy is used to measure
non-Gaussianness:

J sð Þ =H sgauss
� �

−H sð Þ: ð3Þ

Hð∗Þ is differential entropy, and sgauss is a Gaussian ran-
dom variable with the same covariance matrix as s. In a
sense, negative entropy is the optimal estimation of non-
Gaussian. Negative entropy is usually solved by the approx-
imate method of negative entropy. One of the classical
methods is the following equation [20]:

J sð Þ = E G sð Þf g − E G υð Þf g½ �2: ð4Þ

Type of G (∗) is a nonlinear function, and υ is the stan-
dard normal distribution of random variables EfGðυÞg will
be a constant. We only need to care about the value of Ef
GðWTXÞg. According to the Karush-Kuhn-Tucker condi-
tion, the optimal solution of equation (4) under the condi-

tion of EfðWTXÞ2g = kWk2 = 1 can be expressed as the
following equation:

∂ J sð Þ − β Wk k2 − 1
� �� �
∂W

= E XG′ WTX
� �n o

− βW = 0: ð5Þ

Baffle

Drive unit

Measuring tube

Transmitter

Sensor 

Fixed plate

Shunt body

Outer shell

(a)

Driver

Sensor B

Sensor A

Measuring tubeBaffle 
Fixed plate 

(b)

Figure 1: (a) The structure of CMF. (b) The primary instrument of CMF.

Figure 2: Drive unit, sensor A and B output signals.
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The coefficient β is the Lagrange multiplier, and it is
used to constrain the expectation of EfXG′ðWTXÞg. Equa-
tion (5) can be expressed as follows:

Wn+1 =Wn −
E XG′ WT

nX
� �n o

+ βWn

E XXTG′′ WT
nX

� �n o
+ β

: ð6Þ

Under the condition of EðXXTÞ = I, simplify equation
(6), equation (7) is obtained.

Wn+1 = E XG′ WT
nX

� �n o
− E G′′ WT

nX
� �n o

Wn: ð7Þ

In this experiment, there is no requirement for ampli-
tude, and the normalized processing of the obtained results

can be obtained as follows:

Wn+1 =
Wn+1
Wn+1j j : ð8Þ

W is initialized as the identity matrix. Due to the uncer-
tainty of the order of decomposition results of the FastICA,
kurtosis is used as the sorting criterion to reorder the
decomposed S to ensure that the array signal decomposition
results are composed in a certain order and avoid the influ-
ence of order-disorder on feature extraction [21].

Step 2. Wavelet transform.

Various methods are used to generate signal features,
such as the calculation of signal statistical characteristics
and frequency-domain features [22]. The invariant scatter-
ing convolution network is used to automatically extract sig-
nal features with excellent performance and high
interpretability. It contains wavelet convolution, nonlinear,
and averaging operations [23, 24].

The complex wavelet transform for signal x is expressed
as

x ∗ ψλ1 tð Þ = x ∗ ψa
λ1 tð Þ + jx ∗ ψb

λ2 tð Þ: ð9Þ

The extended waveletψa,bðtÞ is obtained by the main
wavelet ψðtÞ transform. The wavelet modulus coefficient is
constructed by a complex wavelet and can be expressed as

U λ½ �x = x tð Þ ∗ ψλj j =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x ∗ ψa

λ1 tð Þj j2 + x ∗ ψb
λ2 tð Þ�� ��2

q
: ð10Þ

The wavelet scattering coefficients with translation
invariance can be obtained by convolving the modulus of
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Figure 3: Anomaly detection progress.
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Figure 4: Blind source separation model.
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wavelet coefficients with the scaling coefficient function to
obtain the low-frequency information of the signals:

λ½ �x = x tð Þ ∗ ψλj j ∗ ϕ tð Þ: ð11Þ

ϕðtÞ is the scaling coefficient function of the low-pass
filter.

The invariant scattering convolution network is shown
in Figure 5. First, the signal is averaged using a wavelet
low-pass filter, which loses the high-frequency details. A
continuous wavelet transform is then applied to the signal
to generate a set of diagrams of scale coefficients used to cap-
ture the details lost in the first step. After taking the modulus
of scaling coefficients, the output is filtered using a wavelet
low-pass filter to generate the first layer of scattering coeffi-

cients. In the end, repeat the process mentioned above to
construct more layers of scattering coefficients.

Figure 6 shows the result of the signal of the two-channel
accelerometer sensors after processing by FastICA placed on
the fixed plate. For the six cases in the experiment, the scat-
tering coefficients of the first decomposed component are
very similar. Figure 6 shows the visualization of set 1 of
the scattering coefficient filter for the second decomposed
component. It can be seen from Figure 6 that there are sig-
nificant differences in scattering characteristics between
those with and without impurities adhered to the pipe wall.

An invariant scattering convolution network is a special
kind of convolutional network. As the preset wavelet basis
and nonlinear operators are set in advance, there is no need
to adjust filter parameters through training samples, which

Input x

Scattering features

Figure 5: Invariant scattering convolution network.

800

600

400

200

H
z

Error 3

0 0.2 0.4 0.6 0.8
Seconds

800

600

400

200

H
z

Error 4

0 0.2 0.4 0.6 0.8
Seconds

800

600

400

200

H
z

Error 5

0 0.2 0.4 0.6 0.8
Seconds

800

600

400

200

H
z

Normaly

0 0.2 0.4 0.6 0.8
Seconds

800

600

400

200

H
z

Error 1

0 0.2 0.4 0.6 0.8
Seconds

800

600

400

200
H

z

Error 2

0 0.2 0.4 0.6 0.8

Seconds

Figure 6: Wavelet scattering coefficient.

5Journal of Sensors



greatly reduces the number of operations and computational
complexity [25].

Step 3. Support vector data description.

In this paper, an attempt was made to hang impurities
on the fixed points of the pipe wall to simulate the adhesion
of impurities in the pipelines of CMF. Usually, the model
can only be trained using data from the normal working
state of CMF lacking counterexample data [26, 27]. This
paper adopts a single classification algorithm based on
SVDD to achieve the anomaly detection of impurity adhe-
sion cases to solve this problem of extreme class imbalance
[28, 29].

Tax and Tuin first proposed SVDD based on a support
vector machine (SVM). This data description can be used
for novelty or outlier detection. The primary detection prin-
ciples are as follows.

Try to find a hypersphere with the smallest volume and
wrap all the positive sample data in the hypersphere to com-
plete the description of the target data region. Assuming that
there is a class of positive sample data x ∈ Rn∗d , where n is
the number of samples and d is the feature dimension. The
SVDD is used to find a hypersphere with the smallest vol-
ume which contains the positive class sample data, the cen-
ter of the hypersphere is a, and the radius is R, which is
transformed into the optimization problem:

min R2 + C〠
n

i=1
ξi, ð12Þ

s:t: xi − ak k2 ≤ R2 + ξi, ξi ≥ 0: ð13Þ

In equations (12) and (13), ξ is the slack variable, and C
is the penalty coefficient. The introduction of slack variables
allows some of the samples not to be in the hypersphere,
which reduces the volume of the hypersphere and reduces
the risk of overfitting.

As shown in Figure 7, if the image of the new sample
point falls into the optimal hypersphere in the feature space,
the sample is regarded as a normal point. Conversely, if the

image of the new sample falls outside the optimal hyper-
sphere in the feature space, the new sample is regarded as
an outlier. In this way, the judgment of novelty or outlier
detection is completed.

3. Simulations and Experiments

3.1. Modelling and Analysis. To carry out the research work
and make the protocol feasible, the ANSYS simulation
modelling shown in Figure 8(a) was completed to obtain
the flow velocity distribution of the fluid within the CMF.
According to the flow velocity distribution, the location of
the CMF measuring tube that is most prone to wall-
mounted failure is identified. The flow velocity of the mea-
suring tube bend part of CMF is the greatest. When the flow
body is viscous or contains impurities and flows through the
bend pipe, it is not easy to appear viscous fluid or impurities
deposition. At the location where the straight pipe intersects
with the bend, the flow velocity of the fluid is the smallest,
the probability of impurities hanging on the wall is the larg-
est, and deposition is likely to occur.

Because the actual situation of the measuring tube impu-
rity adhesion is complicated, the impurity adhesion’s posi-
tion and quality are difficult to accurately describe by the
model, so this paper adopts a fixed-point wall-mounted
study. Assuming that the density of impurities is greater
than the density of the measured fluid, the location where
the straight pipe intersects the bent pipe is taken as the loca-
tion of impurity deposition. Blu-Tack is used to represent
the impurities coated on the wall of the pipe to simulate
the situation of impurities deposited and adhered in the
measuring tube.

The Blu-Tack is pressed into a thin sheet and pasted on
the pipe wall at the Figure 8(b) mark to simulate impurity
deposition and adhesion to the pipe. The mass of plasticine
pasted in a single position is 3 grams. There are a total of
six conditions, respectively: (1) no impurity adhesion; (2)
there is only one impurity adhesion; (3) there are two impu-
rity adhesions on a measuring tube; (4) there is an impurity
adhesion on each of the two measuring tubes; (5) there is
one impurity adhesion on one measuring tube and two
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impurities adhesion on the other measuring tube; (6) there
are two impurity adhesions on both measuring tubes.

3.2. Experimental Platform and Setups. In this experiment,
the required equipment includes N50 double U-shaped
CMF and N50 double U-shaped CMF sensor matching
DPT100 transmitter, Blu-Tack (used to simulate impurities),
resolution of 0.01 electronic balance (weighing Blu-Tack),
acceleration sensor of LC0403 vibration sensor, BVM-8101
microcharge amplifier, DC voltage regulator power supply,

data acquisition card USB-4716, and a master computer.
The on-site device is shown in Figure 9.

A total of 30,000 sets of data were collected in this paper,
including 20,000 sets of CMF normal operation data and
2000 sets of data of five wall-mounted experimental arrays,
each with a length of 1 second. The contamination parame-
ter is set to 0.1, indicating the proportion of contaminated
data in the positive sample data set.

In the experiment, the sensor data of CMF under normal
working conditions are collected first. Then, the FastICA is

(a)

Measuring tube

Blu-tack

(b)

Figure 8: (a) CMF velocity simulation. (b) Experimental model of the CMF.

Charge amplifier

Master Computer

Transmitter

Measuring tube

Acceleration sensorData acquisition card

DC power supply

Figure 9: Experimental site device diagram.
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used to decompose the signal array, and the wavelet scatter-
ing features are extracted and selected. Finally, the detection
model of SVDD is trained to obtain the spherical center and
the decision boundary. If the collected sensor array data is
outside the hypersphere after calculation, it can be consid-
ered that impurities are adhering to the pipe wall in CMF
at this moment. On the contrary, it is considered that no
impurities are adhering to the pipe wall in CMF at this

moment. Reasonable explanations of simulation results and
experimental data are given at the end.

3.3. Percussion Experiment of CMF. The validity of the the-
ory requires specific experiments to verify. Therefore, this
percussion experiment is used to verify the effectiveness of
the FastICA algorithm in CMF array signal decomposition.
When CMF is in a normal working state, a slight percussion
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Figure 10: (a) Vibration signal of CMF. (b) FastICA decomposition results.
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is given to the measuring tube, and the vibration signal of
CMF is collected through the vibration data acquisition
experimental platform.

The array signal of CMF is shown in Figure 10, where
the x-axis is the number of sampling points while the y
-axis is the amplitude. The CMF vibration signal waveform
plot is shown in Figure 10(a), and the components obtained
by FastICA decomposition are as shown in Figure 10(b). It
can be concluded that source signal 1 is the signal transmit-
ted to the outer shell by the vibration of the measuring tube
during the normal operation of the CMF. Source signal 2 is
the percussion signal to the measuring tube. The FastICA
algorithm can effectively separate the mixed signals of
CMF array signals through the analysis of experimental
results.

3.4. Results and Discussion. The invariant convolution scat-
tering networks and Fourier transform are used to extract
features of the signal. Only the normal working data of
CMF are used to train the anomaly detection model pro-
posed in this paper. It can be divided into four cases accord-
ing to whether to use the FastICA algorithm to decompose
the array signal and whether to use the invariant convolu-
tional scattering network or the Fourier transform to extract

the signal features. The receiver operating characteristic
(ROC) curve is shown in Figure 11.

From the ROC curve, the FastICA algorithm to decom-
pose the signal can improve the performance of the anomaly
detection algorithm. The area under curve (AUC) metric
significantly improved from 0.89319 to 0.93021 in the case
of decomposing the signal by using the FastICA algorithm
and extracting features by using an invariant convolutional
scattering network. In this paper, the signal features
extracted using the invariant convolutional scattering net-
work are more efficient than the Fourier transform.

For the experiments, the array signal was processed
using the anomaly detection algorithm in Figure 3, and the
confusion matrix is shown in Table 1.

Even if few impurities adhere to the tube wall, the
method could still be effectively monitored, and decent
results can be achieved. Although the difference of the small
additional mass reflected in the signal is very weak, the
method proposed in this paper can reach the detection accu-
racy of 89.59%.

4. Conclusions

In this paper, the finite element analysis model of CMF is
established based on the ANSYS Workbench platform, and
a CMF wall-hanging fault detection algorithm based on an
array sensor is proposed. 5 g plasticine is used to simulate
impurities for experiments. Some conclusions can be derived
according to the series of simulations and practical
experiments.
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Table 1: Confusion matrix.

Predicted normally Predicted anomaly

Actual normally 18000 2000

Actual anomaly 1124 8876
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(1) Fault Location Prediction. The location most prone
to wall-mounted failure is obtained by simulation,
which is regarded as the location of the wall-
mounted failure to establish the model

(2) Fault Detection Algorithm. The wall-hanging fault
detection algorithm of CMF based on an array sen-
sor is proposed, and 5 g plasticine is used to simulate
impurities for experiments. Finally, the accuracy of
experimental results can reach 89.59%

(3) Application Advantages. The algorithm proposed in
this paper can detect whether there are impurities
attached to the CMF wall in real-time. The detection
effect is good, which further ensures the long-term
efficient operation of CMF and reduces the cost of
enterprises. At the same time, this method can be
widely used in ultrasonic array detection signal pro-
cessing, pattern recognition, anomaly detection, and
data classification
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In this paper, a cylindrical aluminum sample with an eccentric circular hole was prepared, and ultrasonic measurements were
carried out by experimental means. The measurement area was limited to a plane edge perpendicular to the axis of the
cylindrical component. The measured waveform data were input into the formula of approximate correction method, and the
section image was obtained by using a modified Born approximation (MBA) method. Then, the three-dimensional (3D) shape
of the defects in the aluminum sample was reconstructed by superimposing the cross-sectional images. Results showed that the
defect reconstruction effect of the two-dimensional section and the 3D defect reconstruction effect were significantly improved
by the MBA method.

1. Introduction

Nondestructive testing (NDT) and characterization of
defects, such as cracks and voids, are important in many
branches of industries [1–4]. Examples are the new types
of bridges, grid structures, high-rise buildings, and aero-
space crafts. The quality of the component directly affects
the equipment performance and service life. Thus, NDT
technology is continuously refined [5–9]. NDT of cylindri-
cal components is essential. Cylindrical components have
wide applications and considerable market potential. For
several aperture geometries, exact inversion formulas can
be derived under the assumption that scattering is suffi-
ciently weak for Born approximation (BA) [10–13] to hold
and that only backscattering is observed. The solution to
this problem does not require far-field approximations.
This condition is significant because the classical Born
inversion procedure, which is perhaps the simplest and
best-known embodiment of the inverse scattering problem,
relies crucially on a far-field assumption.

Suitably dealing with the defect echo signal will greatly
benefit the quantitative inversion of the defects of cylindrical
components [14]. The task of deriving the structure of an
object from scattered radiation is known as the inverse scatter-
ing problem. The inversion procedure acquires sufficient inde-
pendent data to reconstruct the scattering parameter by
varying the frequency and/or direction of illumination (or
object orientation with respect to the source) while measuring
the scattered waves over an aperture located beyond the scat-
tering region [15]. If the measurements are performed on a far
field with respect to the scattering region, and if the BA is
applicable, then the scattering amplitude distribution and the
measured time-domain data bear a simple Fourier transform
relationship. However, the defect image is distorted when the
defect inside the cylindrical component is inverted using the
BA method. Therefore, based on the BA method for defect
inversion, this paper proposes a quantitative inversion study
of defects in cylindrical components using the backscatter
echo amplitude correction method for the backscatter echo
amplitudes corresponding to different integral wave numbers.
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2. Modified Born Approximation
(MBA) Method

2.1. Amplitude Correction Technique

2.1.1. Acoustic Pressure of the Probe Emission Sound Field.
The application of the BA method is based on the condition
that the incident wave is a plane wave. Therefore, as long as
the vertical distance between the probe and defect is
unchanged, the energy of the incident wave can be consis-
tent, and the ideal result of defect reconstruction can be
obtained. However, when the plane nonfocus probe is used
to carry out the experimental research, the sound energy will
attenuate with the propagation of sound waves in the mea-
sured medium due to the divergence of the sound beam
emitted by the probe. At the same time, when the defect
deviates from the center of the sound beam, its incident
energy will change, affecting the amplitude of the backscat-
tered echo signal (Figure 1). The acoustic pressure variation
of the probe emission sound field pð r*, ωÞ in space must
therefore be studied to accurately correct the backscatter
echo amplitude Am. Here, r is the distance between the
source and field points, and ω is the angular frequency.

The probe crystal sheet is discretized into a series of
point sources, and the response of the point sound source
can be represented by Green’s formula function, which can
be substituted into the Helmholtz equation.

∇2G r, ωð Þ + k2G r, ωð Þ = −4πδ rð Þ, ð1Þ

where δðrÞ denotes the Dirac pulse function and k is the
wave number. In accordance with the Kirchhoff boundary
integral equation, only the sound field of the point source
is required, and the scattered sound field produced by any
sound source can be written as follows:

p r*, ω
� �

=∬
S

G r*, ω
� � ∂p0

∂n
− p0

∂G r*, ω
� �
∂n

2
4

3
5dS, ð2Þ

where r denotes the distance between the source and field
points, dS denotes the discrete elements of the transducer
surface, and n is the normal vector of the transducer surface.
p0 denotes the acoustic pressure on the transducer surface.
Green’s formula for the sound source at the point in free
space can be expressed as follows:

G r*, ω
� �

= 1
4π

exp −ikLrð Þ
r

, ð3Þ

where kL is the longitudinal wave number and i is the imag-
inary unit, i2 = −1.

p0 = ρcLvn, ð4Þ

where vn = eikr is the surface vibration velocity of the probe
crystal sheet, cL is the longitudinal velocity, and ρ is the
medium density.

On the boundary, the partial derivative of the sound
pressure is calculated in the normal direction:

∂p0
∂n

= ρcL ikeikr
� �

cos r, nð Þ = iωρvn cos r, nð Þ: ð5Þ

Given that the surface vibration direction and normal
angle of the probe crystal sheet are zero, cos ðr, nÞ = 1:

∂p0
∂n

= iωρvn,

∂G r*, ω
� �
∂n

=
−ikL exp −ikL r

!� �
r*

−
exp −ikL r

*
� �
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4

3
5 cos r, nð Þ:

ð6Þ

In the remote area, r > >λ, the normal derivative of
Green’s function can be approximated as follows:

∂G r*, ω
� �
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=
−ikL exp −ikL r
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2.2. Amplitude Correction Method. The ultrasonic used in
the experiment has a certain bandwidth, and the calculation
model pð r*, ωÞ of sound field distribution is based on a single
frequency. Therefore, the sound field distribution values at
different frequencies in a series of bandwidth ranges must
be calculated based on the probe bandwidth. By contrast,
the reconstruction model should be used for integration.
According to the backscattered echo amplitude AmðkLÞ cor-
responding to different integral wave numbers kL, the cor-
rection coefficient composed of the sound field model
pð r*, ωÞ of the corresponding frequency is used to correct
the amplitude.

The concrete implementation process assumes that the
crossing time of the probe to the center of the measured
component is t0 (which can be obtained by using the refer-
ence component measurement) and an eccentric circular
hole defect exists in the measured component. As shown
in Figure 2, when the probe is measured at position θ1,
and the signal transit time is t1 > t0, the defect incident sig-
nal sound pressure value p1ðkLÞ is less than the component
center position sound pressure value p0ðkLÞ; that is, p1ðkLÞ
< p0ðkLÞ. Given the weak incident energy, the amplitude
AmðkL, θ1Þ of the backscatter echo measured is small. Thus,
the ratio of the incident sound pressure p1 to the sound
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pressure p0 at the center of the component should be used as
the correction coefficient to correct the amplitude AmðkL, θ1Þ
of the backscatter echo, as shown in

~Am kL, θ1ð Þ = Am kL, θ1ð Þ
p1 kLð Þ/p0 kLð Þð Þ ⋯ ð8Þ

At different frequencies ω (wave numberkL), the result-
ing sound fields vary, and the corresponding p0ðkLÞ is differ-
ent from p1ðkLÞ. Therefore, the sound field distribution map
at different frequencies must be obtained by calculation,
followed by the construction of the sound field matrix. In
this way, thus, the position of the defect in the sound field
can be assessed by time t of defect signal transition, and
the sound pressure value pnðkLÞ (similar to the look-up table
method) at different frequencies ω (wave number kL) of the
position can be obtained.

In the same way, as shown in Figure 3, when the probe is
measured in position θ2, and the signal transit time is t2 < t0,
the defect incident signal sound pressure value p2 is larger
than the sound pressure value p0 of the central position of
the component; that is, p2 > p0. The backscatter echo ampli-
tude AmðkL, θ2Þ is also measured. Given that the incident
energy is relatively strong, and AmðkL, θ2Þ is large, the ratio
of the incident sound pressure p2 to the sound pressure p0
at the center position of the component must be used as

the correction coefficient to correct the amplitude of the
backscattering echo AmðkL, θ2Þ, as shown in

~Am kL, θ2ð Þ = Am kL, θ2ð Þ
p2 kLð Þ/p0 kLð Þð Þ ⋯ ð9Þ

2.3. MBA Method. The BA method is a low-frequency
approximation method sensitive to bulk defects and insensi-
tive to crack defects. Based on the BA method, the backscat-
ter echo amplitude in the theoretical formula of the BA
method is corrected. The corrected method is known as
the MBA method.

The formula for reconstructing defects is given in [16] by
BA methods.
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Figure 1: Incident waves scattered from a finite volume DC in an infinite region.
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On this basis, the backscattering echo amplitude in
the formula is corrected. After correction, the backscatte-

ring echo amplitude becomes ~AmðkL, θÞ. Thus, the
theoretical formula about the MBA method is obtained
as follows:

where

~Am kL, θð Þ = Am kL, θð Þ
p kLð Þ/p0 kLð Þð Þ : ð12Þ

2.4. Experimental Measurements. An aluminum specimen
with a diameter of 80mm was prepared (Figure 4). The speci-

men includes a cylindrical eccentric circular hole (diameter:
8mm) as a defect model. Figure 5 shows the experimental
setup. The scattered wave from the defect model was measured
by the longitudinal–longitudinal pulse-echo method. A contact
type transducer with a diameter of 0.125 is moved to the sur-
face of the specimen 10°, a step in the x1–x2 plane, and
10mm, a step in the x3 direction from x3=0mm to 100mm.
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Figure 3: Relative position of the probe and eccentric circular hole
defect (t2 < t0).
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Figure 4: Cylindrical aluminum specimen with eccentric circular
hole.

Figure 5: Ultrasonic testing equipment.
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An industrial-specific ultrasonic coupling agent was used as the
couplant, resulting in good acoustic coupling and fixation of
the transducer. The transducer was driven by a 300V square
wave pulser–receiver. A digital oscilloscope and PC were used
for data processing and shape reconstruction. The center fre-
quency of the transducer was 10MHz, and frequencies ranging
from 7.5MHz to 12.5MHz were used for defect inversion.

Figures 6 and 7 display the cross-sectional defect images
obtained from ΓðxÞ and eΓðxÞ for the eccentric circular hole,
respectively. Given that we collected the data of the scatter-
ing amplitudes 10° a step on the surface of the specimen in
the x1–x2 plane, each cross-sectional defect image was recon-
structed by looping 36 times around a cross section. The
type of data we processed is a Microsoft Office Excel Work-
sheet (.xlsx). Figures 6 and 7 show the results of shape recon-
struction of BA and MBA, respectively. Total cross-sectional
images were piled up, and 3D shape reconstruction was per-
formed by introducing the interpolation for the piled-up
cross-sectional images. Figures 8 and 9 reveal the results of
3D shape reconstructions of BA and MBA, respectively.

Figures 7 and 9 show the results after introducing the
defect echo amplitude correction coefficient. After the defect
amplitude correction, the reconstruction effects of 2D and
3D defects were significantly improved.

3. Conclusions

An MBA method for an eccentric defect in a cylindrical com-
ponent was presented, and it can relate the backscattering sig-
nal distributed on the frequency domain to the geometrical
information of defects. Therefore, shape reconstruction can
be treated as an inverse problem. The ultrasonic field was calcu-
lated in a homogeneous and isotropic aluminummedium after
its passage through a curved interface, which was used to cor-
rect the amplitude of pulse echoes. The reconstruction qualities
before and after compensation were compared, and the results
showed that the reconstruction effect can be improved effec-
tively after compensation. We find the following:

(1) The MBA method was proposed.

(2) The shape of the eccentric void defect was recon-
structed by the MBA method.

(3) The results showed that the defect reconstruction
effect of the 2D section and the 3D defect recon-
struction effect were significantly improved by the
MBA method.

Data Availability

We confirm that the data supporting the findings of this
study are available within the article [and/or] its supplemen-
tary materials. Supplementary material file shows the echo
data of the first measurement point of the first cross section,
and the data format of the other measurement points is the
same as that of supplementary material file.
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The response spectra are widely used in the damage assessment of non-Gaussian random vibration environments and the
derivation of damage equivalent accelerated test spectrum. The effectiveness of the latter is strongly affected by modal
parameter uncertainties, multiple field data processing, and the nonsmooth shape of the derived power spectral density (PSD).
Optimization of accelerated test spectrum derivation based on dynamic parameter selection and iterative update of spectrum
envelope is presented in this paper. The extreme response spectrum (ERS) envelope of the field data is firstly taken as the
limiting spectrum, and the corresponding relationship between damping coefficient, fatigue exponent, and damage equivalent
PSD under different test times is constructed to achieve the dynamic selection of uncertain parameters in the response
spectrum model. Then, an iterative update model based on the weighted sum of fatigue damage spectrum (FDS) error is
presented to reduce the error introduced by the nonsmooth shape of the derived PSD. The case study shows that undertest can
be effectively avoided by the dynamic selection of model parameters. The weighted error is reduced from 80.1% to 7.5% after 7
iterations. Particularly, the error is close to 0 within the peak and valley frequency band.

1. Introduction

Random vibration tests are widely used to identify defects in
product design and to evaluate the reliability and fatigue life
of products. To simulate the mechanical environment experi-
enced by products during their life cycle in the lab, the test
spectrum is usually derived from the field measured data,
which is collected using different sensors (e.g., ultrasonic
transducer and accelerometer) [1]. With multiple and com-
plicated field data, the accuracy of signal processing algo-
rithms and data analysis methods are key factors when
understanding the mechanical environment and facilitating
the test spectrum derivation.

Power spectral density (PSD) is used by typical digital
shaker controllers to describe the random vibration environ-
ment experienced by products, with an implicit assumption
that the vibration data follows a Gaussian distribution. How-

ever, field recorded time histories, e.g., wind-induced vibra-
tion data [2] and road roughness-induced vehicle vibration
data [3], usually present non-Gaussian characteristics. Since
non-Gaussian (especially super-Gaussian) random vibration
tends to shorten the fatigue life of products [4, 5], different
vibration control methods were studied to simulate the
non-Gaussian vibration environment in the lab. Steinwolf
presented a phase manipulation method to simulate the
non-Gaussian data [6]. In particular, the selected phase is
transformed from random to deterministic in order to
obtain a prescribed kurtosis. PSD and probability density
function (PDF) are controlled independently. An analytical
relation between kurtosis, amplitude, and phase at specific
frequencies was presented later to make this method appli-
cable in a closed-loop control [7]. From the perspective of
time-varying PSD and PDF, a non-stationary non-
Gaussian stochastic process simulation method based on
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the zero-memory nonlinear translation relationship between
non-Gaussian and Gaussian stochastic processes is proposed
by Cui et al. [8]. Fei et al. [9] presented a method to synthe-
size non-Gaussian random vibration that is characterized by
running RMS (root mean square). The essential idea is to
model the non-Gaussian signal by a Gaussian signal multi-
plied by an amplitude modulation function (AMF). A two-
parameter Weibull distribution is used to model the PDF
of the running RMS and to create the AMF. Zheng et al.
[10] presented a control method for multi-input multioutput
stationary non-Gaussian random vibration test using time-
domain randomization. The frequency-domain inverse sys-
tem method is utilized to obtain the desired drive signals
for dynamic inputs, and the skewness, kurtosis, and PSD of
response signals are controlled efficiently and
simultaneously.

The major drawback of these non-Gaussian vibration
control methods, when used for fatigue life evaluation of
high reliability and long-life products, is the long test time
and high cost. To address this problem, the response spec-
trum method was utilized to evaluate the potential damage
introduced by the vibration environment. An accelerated
test spectrum was then synthesized from the response
spectra based on the damage equivalence criterion
[11–13]. To perform life cycle potential damage assess-
ment and test tailoring, Lalanne [14] derived an equivalent
PSD from multiple task profiles based on the frequency
domain fatigue damage spectrum (FDS). Wijker [15] and
Decker et al. [16] derived the accelerated test spectrum
based on the extreme response spectrum (ERS). The effect
of parameter uncertainties (damping coefficient and fatigue
exponent) on the root mean square (RMS) value of the
derived PSD was studied. Steinwolf and Wolfsteiner [17]
indicated that to avoid changes in the failure mechanism
and dynamic properties of products, the ERS of field data
should be used to limit the accelerated PSD level. Xu et al.
[18] showed that the FDS of non-Gaussian field data
increases as the kurtosis increases. A significant error
would be introduced if FDS and ERS were calculated in
the frequency domain directly using PSD. Ahlin [19] cal-
culated FDS and ERS in time domain using the ramp
invariant digital filter method. Due to the low computa-
tional efficiency of FDS in the time domain, Wolfsteiner
[20] decomposed the non-Gaussian load into a combina-
tion of Gaussian loads, so that the frequency domain
method can be used to improve the computational effi-
ciency. Assuming that the synthesized equivalent PSD is
flat within the half-power bandwidth, Cianetti et al. [21]
presented the equivalent PSD synthesis method for non-
Gaussian data using FDS and Mile’s Equation. These exist-
ing methods have demonstrated how to derive the equiva-
lent accelerated test spectrum from a single set of non-
Gaussian data and analyzed the influence of parameter
uncertainties on the RMS value of test spectrum. However,
how to select the correct model parameters using multiple
non-Gaussian vibration data, so as to derive the equivalent
accelerated test spectrum which can effectively avoid
undertest, has not been studied. In addition, how to con-
struct the objective function, so as to rapidly reduce the

error introduced by nonsmooth shape of the synthesized
PSD, has not been demonstrated. To address these prob-
lems, an optimization design procedure of test spectrum
derivation based on dynamic parameter selection and iter-
ative spectrum envelope update technique is presented in
this paper.

The remainder of the paper is organized as follows.
Section 2 introduces the definition of Gaussian random
vibration, non-Gaussian random vibration, FDS, and
ERS. The optimized accelerated test spectrum derivation
procedure is also presented. In Section 3, validation with
field measured non-Gaussian vibration data is presented.
Finally, the discussion and conclusions are summarized
in Section 4.

2. Materials and Methods

2.1. Gaussian and Non-Gaussian Random Vibration. For the
field measured discrete random vibration signal xðtÞ, the
higher-order moments can be used to determine if it follows
the Gaussian distribution:

mn =
ð∞
−∞

xnp xð Þdx = 1
N
〠
N

j=1
xnj , ð1Þ

where mn is the nth order moments, pðxÞ is the probability
density function (PDF), and N is the number of signals.

When the mean value is zero,

S = 1
N
〠
N

j=1

x3j
σ3x

= m3
σ3
x
,

K = 1
N
〠
N

j=1

x4j
σ4x

= m4
σ4
x
,

ð2Þ

where S is the skewness, K is the kurtosis, and σx is the root
mean square (RMS) of xðtÞ.

For a Gaussian distributed signal, the skewness is 0 and
the kurtosis is 3. Deviation from these values indicates that
the signal follows a non-Gaussian distribution. From the
perspective of response spectrum calculation of a non-
Gaussian signal, kurtosis is more important than skewness,
since it represents the probability of peak values in time his-
tory [22].

2.2. Fatigue Damage Spectrum (FDS) and Extreme Response
Spectrum (ERS). The FDS and ERS are widely used response
spectra for evaluating potential damage under random
vibration environment. The FDS is essentially a plot that
shows the response of a series of single-degree-of-freedom
(SDOF) systems to the base input acceleration time history.
Many SDOF systems tuned to a range of natural frequencies
are assessed using the same input. The FDS shows the
fatigue damage encountered for a particular SDOF system
anywhere within the analyzed time. It has been shown that
the stress is roughly proportional to pseudovelocity [23].
For a SDOF system with a natural frequency f n and a damp-
ing ratio ξ, the output pseudovelocity xpv to an input
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acceleration xa can be calculated using a ramp invariant dig-
ital filter method [19]:

xpv = Ffilter b, a, xað Þ,
a = 1,−2C, E2� �

,

b = −1
w2πf n

C − 1
Q

+ qS +w,−2Cw + 1 − E2

Q
− 2qS, E2 w + 1

Q

� �
−
C
Q

+ qS
� �

,

w = 2πf n
f s

,

Q = 1
2ζ ,

k1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 1

4Q2

r
,

k2 =
π

Qf s
,

k3 =
2π
f s

k1,

q = 1/2/Q/Q − 1ð Þ
k1

,

A = k2 f n,
B = k3 f n,
E = exp −Að Þ,
C = E cos Bð Þ,
S = E sin Bð Þ,

ð3Þ

where f s is the sampling frequency and Ffilter indicates filter-
ing the input signal with a ramp invariant digital filter.

With the output xpv, the cumulative damage can be cal-
culated in both time domain and frequency domain. In time
domain, the rain flow cycle counting method is usually used
for stress cycle counting. With cyclic numbers of different
stress levels, the S-N curve and Miner’s rule are combined
to calculate the fatigue damage as follows [24]:

Ni = cS−bi ,

Dt = 〠
p

i=1
ni/Ni = 〠

p

i=1
nik

bxbpv,i/c = kb/c ∗ 〠
p

i=1
nix

b
pv,i,

ð4Þ

where Ni is the fatigue life at stress Si (i = 1, 2,⋯, p), p is the
number of stress levels considered, ni is the number of cycle
exposure at Si, c is a constant, b is the fatigue exponent, k is
the proportional coefficient of stress to pseudovelocity, Dt is
the total damage index calculated in time domain, and xpv,i
is the output pseudovelocity at ith cycle.

In the frequency domain, Rayleigh distribution of
response stress maxima is assumed and used to calculate

the stress cycles:

p Sð Þ = S
σ2
S

e−S
2/2σ2S , ð5Þ

where S is the stress value of peaks and σS is the RMS of the
stress time history.

The total damage can be calculated as

Df =
f nT
c

ð+∞
0

p Sð ÞSbdS, ð6Þ

where T is the total time of exposure to the stress
environment.

Substituting Equation (5) into Equation (6) leads to

Df =
f nT
c

kb 2σ2pv
	 
b/2

Γ 1 + b
2

� �
, ð7Þ

where Γ is the gamma function and σpv is the RMS of
pseudovelocity.

The RMS of pseudovelocity can be calculated using

σpv =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
f=f hi

f=f low
H fð Þj j2 ∗Gxx fð Þ� �

∗ df

vuut , ð8Þ

where Hð f Þ is the transmissibility of a SDOF system (pseu-
dovelocity/acceleration), Gxxð f Þ is the input PSD, f low is the
lower limit, and f hi is the higher limit.

If the input PSD is relatively flat in the half-power band-
width of each SDOF system, then Mile’s Equation can be
used to calculate σpv in a closed form approximately as fol-
lows:

σpv =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gxx f nð ÞQ
8πf n

s
: ð9Þ

With Equations (7) and (9), the PSD at each natural fre-
quency can be derived from the FDS at the corresponding

Figure 1: Test item.
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natural frequency:

Gxx f nð Þ = D f nð Þ
Γ 1 + b/2ð Þf nT
� �2/b 4πf n

Q
: ð10Þ

Note that if the flat PSD assumption does not hold
around some natural frequencies, the FDS calculated with
Equations (7) and (8) using the derived PSD in Equation
(10) will deviate from the FDS calculated with Equations

(7) and (9). In such case, an iterative update procedure is
needed to take the shape of PSD into account (see Section 4).

The ERS shows the damage caused by vibration from an
overstress viewpoint. Like the FDS, the ERS is essentially a
plot that shows the responses of a number of SDOF systems
to a base input acceleration time history. The only difference
is that the ERS is generated by calculating the maximum
response of a SDOF system to the input. The final plot, the
ERS, shows the largest response encountered for a particular
SDOF system anywhere within the analyzed time. For a

Vi
br

at
io

n 
(m

/s
2 )

Time (s)

0 100 200 300 400 500 600
–2

0

2
# 1, kurtosis = 4.51

0 100 200 300 400 500 600
–2

0

2
# 3, kurtosis = 4.62

0 100 200 300 400 500 600
–2

0

2
# 5, kurtosis = 5.24

0 100 200 300 400 500 600
–2

0

2
# 7, kurtosis = 4.72

0 100 200 300 400 500 600
–2

0

2
# 2, kurtosis = 5.12

0 100 200 300 400 500 600
–2

0

2
 # 4, kurtosis = 5.03

0 100 200 300 400 500 600
–2

0

2 # 6, kurtosis = 5.54

0 100 200 300 400 500 600
–2

0

2
# 8, kurtosis = 5.39

Figure 2: Field measured non-Gaussian signal induced by wind.
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Figure 7: Continued.
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SDOF system with a natural frequency f n and a damping
ratio ξ, the ERS can also be calculated in both time domain
and frequency domain as follows [14]:

ERSt =max Ffilter b, a, xað Þð Þ, ð11Þ

ERSf =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ln f n ∗ T

p
+ 0:577ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 ln f n ∗ T
p

 !

∗

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
f=f hi

f=f low
H fð Þ^2 ∗Gxx fð Þð Þ ∗ df

vuut :

ð12Þ

2.3. Derivation of Damage Equivalent Accelerated Test
Spectrum. Since the accuracy of the damage equivalent accel-
erated test spectrum is strongly affected by uncertain param-
eters, dispersion of multiple non-Gaussian samples, and the
smoothness of the derived PSD, an optimum design proce-
dure is presented as follows:

(1) Calculate the FDS of multiple samples in time
domain and take the envelope using different damp-
ing ratios (denoted by quality factor Q) and fatigue
exponent b

(2) Predetermine the accelerated test time, and synthe-
size the initial PSD using the FDS envelope and
Equation (10)

(3) Choose Q and b in a dynamic way, so that the most
conservative PSD is derived

(4) Calculate the FDS in the frequency domain using the
derived PSD, Equation (7), and Equation (8)

(5) Compare the calculated FDS in Step (1) and Step (4),
and define the weighted sum of FDS errors:

Werror = 〠
f hiest

f i=f lowest

Dnum f nð Þ −Denv f nð Þ
Denv f nð Þ












�

∗ 100 ∗ Denv f nð Þ
∑f hiest

f i=f lowestDenv f nð Þ

�
,

ð13Þ

where f lowest is the lowest natural frequency, f hiest is the
highest natural frequency, Denvð f nÞ is the FDS envelope cal-
culated in Step (1), and Dnumð f nÞ is the FDS calculated in
Step (4)

(6) Update the PSD in Step (3) until a certain error is
reached:

Gm+1 f nð Þ =Gm f nð Þ ∗ Denv f nð Þ
Dnum f nð Þ
� �2/b

, ð14Þ

where Gmð f nÞ is the damage equivalent PSD after m
iterations

(7) Calculate the ERS in frequency domain using the
updated PSD and Equation (12) and compare with
the ERS envelope calculated in time domain

(8) Update the predetermined test time and PSD level to
match both the FDS and ERS envelope of the field
data

101 102
10–40

10–30

10–20

10–10

100

Frequency (Hz)

Ps
eu

do
 v

elo
ci

ty
 F

D
S

Field data #1
Field data #2
Field data #3
Field data #4

Field data #5
Field data #6
Field data #7
Field data #8

Q = 50, b = 12

(i)
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3. Results and Discussion

3.1. Case Study. Field measured non-Gaussian data are used
to demonstrate the procedure in Section 4. The field data is
from an Ericsson Mast Project. The random acceleration sig-
nal induced by wind is taken from a test item installed on a
mast, as shown in Figure 1. The test item is a standard Erics-
son Micro Radio Base equipment, manufactured in cast
lightweight alloy with integrated heat sinks, equipped with
B&K WB0179 triaxial accelerometer sets and a wind speed
measuring device. The dimensions are 530 ∗ 400 ∗ 185mm,
and the weight is about 21 kg. The back side of the box
was mounted to the mast at a height of 50 meters.

Acceleration signals were collected using 8 channels, as
shown in Figure 2. From Figure 2, we can see that the kurto-
sis of each signal is greater than 3, indicating the non-
Gaussianity. To show the error introduced by direct calcula-
tion of PSD from the non-Gaussian signal, the data collected
from channel 5 is used here as an example. The PSD is cal-
culated, and the Gaussian signal is synthesized, as shown in
Figure 3. The PSD and the PDF are compared between the
field data and the synthesized Gaussian signal, as shown in
Figures 4 and 5, respectively. From Figures 4 and 5, we can
see that the PDF of the field data is clearly different from that
of the synthesized Gaussian signal, although the PSD are
basically the same. The pseudovelocity FDS of the measured
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non-Gaussian signal is significantly higher than that of the
synthesized Gaussian load, as shown in Figure 6. From
Figures 3–6, we can see that the direct calculation of PSD
from a non-Gaussian signal will lead to an obvious
undertest.

To determine the effects of damping ratio and fatigue
exponent on the calculation of response spectra and PSD
synthesis, the pseudovelocity FDS of field data were calcu-
lated with different values of Q (10, 25, 50) and b (4, 8,
12), as shown in Figure 7. From Figure 7, we can see that
the FDS decreases and the dispersion increases, as the value
of b increases. The value of Q has little effects on FDS (com-
pared with the effect of b).

Set the value of Q to 50, calculate FDS with different
values of b, and take the envelope. The equivalent PSD
under different test times (T = 600 s, 100 s, 10 s) are derived
using the FDS envelope and Equation (10), as shown in
Figure 8. From Figure 8, we can see that the equivalent
PSD level increases as the test time decreases. The effects
of the value of b on the equivalent PSD depend on the
predetermined accelerated test time. With T equals to
600 s (not accelerated), the equivalent PSD increases as
the value of b increases. With T equals to 100 s, the value
of b has little effect on the equivalent PSD. With T equals
to 10 s, however, the equivalent PSD decreases as the value
of b increases.
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The FDS of equivalent PSD for different test times
remain the same, as shown in Figure 9. A comparison is
made between the FDS of equivalent PSD and non-
Gaussian field data. Due to the nonsmooth shape of the
equivalent PSD, the mismatch is clearly seen, especially
within the peak and valley frequency band. To account for
the nonsmooth shape, the PSD is updated using Equation
(14). A better match between the FDS of the field data and
the equivalent PSD is reached after the first iteration, as
shown in Figure 10.

The weighted sum of FDS error (see Equation (13)) cal-
culated from the field data and equivalent PSD is reduced
from 80.1% to 7.5% after 7 iterations. Particularly, the error
is close to 0 within the peak and valley frequency band, as

shown in Figures 11 and 12. The deviation of PSD between
150Hz and 200Hz is trivial due to the low level.

A good match between the ERS calculated from the
equivalent PSD and that calculated from the field data is
shown in Figure 13. Note that although the PSD level can
be further increased to reduce the test time, the test item
may fail due to the peak response which will not be experi-
enced in the field.

4. Conclusions

Considering the effects of dispersion of field data, parameter
uncertainties, and the nonsmooth shape of the PSD, on the
accuracy of the derived damage equivalent accelerated test
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Figure 12: Comparison of FDS between field data and equivalent PSD before and after the 7th correction.
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spectrum, an optimized procedure for PSD synthesis using
non-Gaussian data is presented in this paper. Conclusions
are as follows:

(1) Direct calculation of PSD from non-Gaussian field
data leads to undertest. The envelope of FDS and
ERS can be used to derive the damage equivalent
PSD, considering the dispersion of multiple non-
Gaussian field data

(2) Model parameters must be selected dynamically if a
priori information is unknown, i.e., the selection of
model parameters depends on the predetermined
accelerated test time, so as to avoid undertest

(3) The damage equivalent PSD must be updated to
account for its nonsmooth shape. The weighted
sum of FDS error between field data and derived
PSD can be reduced dramatically after only a few
iterations. Particularly, the error can be reduced
close to 0 within the peak and valley frequency band
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