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The delay tolerant networks (DTN), which have special features, differ from the traditional networks and always encounter
frequent disruptions in the process of transmission. In order to transmit data in DTN, lots of routing algorithms have been
proposed, like “Minimum Expected Delay,” “Earliest Delivery,” and “Epidemic,” but all the above algorithms have not taken
into account the buffer management and memory usage. With the development of intelligent algorithms, Deep Reinforcement
Learning (DRL) algorithm can better adapt to the above network transmission. In this paper, we firstly build optimal models
based on different scenarios so as to jointly consider the behaviors and the buffer of the communication nodes, aiming to
ameliorate the process of the data transmission; then, we applied the Deep Q-learning Network (DQN) and Advantage Actor-
Critic (A3C) approaches in different scenarios, intending to obtain end-to-end optimal paths of services and improve the
transmission performance. In the end, we compared algorithms over different parameters and find that the models build in
different scenarios can achieve 30% end-to-end delay decline and 80% throughput improvement, which show that our
algorithms applied in are effective and the results are reliable.

1. Introduction

Delay tolerant network (DTN) which has high delay and
lower delivery rate is a newly developing network frame-
work, aiming to realize the interconnection and asynchro-
nous data stable transmission in hybrid environment. DTN
has a wide range of application, like the sensor networks
and the mobile networks, which have obtained the attention
and deep research of the academic and industries.

Although DTN can be applied in many challenged scenar-
ios, the reliability cannot be guaranteed for the characteristics
of discontinuity and randomness. So many scholars have pro-
posed plenty of routing algorithms based on “carry-store-
forward” to improve the quality of transmission. The algo-
rithms can be classified into two types of strategies; the first
kind of algorithms gets better delivery rate through message

copies, like the “Epidemic” algorithm forwards the data in
the manner of flooding, but too many copies of the message
occupy much memory and increase the overhead of network.
The second kind of algorithms forwards the data through clas-
sifying, like “First Contact” chooses end-to-end paths ran-
domly to forward data and takes no account of the priori
data; “Minimum Expected Delay” uses Dijkstra algorithm to
find the path if minimum delay, but which only considers
the limited prior knowledge not necessarily global optimal.
Although the above algorithms can provide great convenience
for us, they also increase the risk if the security of an SDN
(Software Defined Network (SDN)) network is compromised.
So a new authentication scheme called the hidden pattern
(THP) was proposed, which combines graphics password
and digital challenge value to prevent multiple types of
authentication attacks at the same time [1].
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DTN can complete the delivery of the message in the com-
plex environments of frequent interruption just because the
nodes can store messages. But the above routing algorithms
have not considered the memory management, so it is impor-
tant to determine the optimal end-to-end paths considering
the effective management and usage of node capacity.

So in our paper, we have did research on the DTN and
forming three different scenarios when the communication
links break down firstly, and then, we applied the DQN algo-
rithm and A3C algorithm in our proposed optimal models;
finally, we compared algorithms over different parameters
and find that the models build in different scenarios can
achieve 30% end-to-end delay decline and 80% throughput
improvement.

The main innovation of this paper lies in the following:

(i) We have researched on various scenes and different
actions of the nodes, build optimal models in differ-
ent scenarios

(ii) We adopt the DQN algorithm and A3C algorithm
in the optimal models, with the aim of optimizing
the throughput of the service data

(iii) We compare the DRL algorithm with other DTN
routing algorithms over different parameters

The composition of this paper is as follows. Section 1
outlines the characters of DTN and the related works. The
optimal models which built over different scenarios can be
found in Section 2.

Section 3 states the procedure and structure of the DQN
algorithm and A3C algorithm. Section 4 gives the simulation
topology and parameters. Section 5 shows the performances
of the algorithms over different simulation parameters and
gives the analysis results. At last, Section 6 states the conclu-
sions and future improvements.

2. The Outline of DTN

For the existence of the Bundle Layer in DTN, it can imple-
ment store-and-forward message switching and the service
of custody transfer. These two functions are described in
details below.

When forwarding messages from the source node to the
destination node in TCP/IP network, the messages can
query route to find the path in the relay nodes and cannot
be stored permanently, for this network has continuous con-
nection to complete the transmission. But in DTN networks,
the nodes can store the messages for a period of time and
move by carrying the messages when meet the appropriate
node to forward the message in the manner of message bun-
dle like the Figure 1 shown.

After the nodes sending the messages to the next rely
node in the form of bundles, if the node has not received
the receipt confirmation information from the next node,
then the node will choose an appropriate time to forward
the bundle again. As Figure 2 shown, the relay node will
return a receipt to the previous node, and when the relay
node forwarding messages to the next hop, the next relay

node will also send a receipt to the relay node; this procedure
is carried on until the destination node receive the bundle
[2]. The purpose of the custody transfer is to increase the
reliability of the data transmission; only the node receives
the receipt from the next hop, or the message is overdue,
or the memory is full; the node deletes the message.

Ensuring DTN completes the service data transmission
is important, so the scholars have studied and improved
the routing algorithm in specific scenarios and proposed
many routing algorithms [3].

In view of whether the infrastructure is required in the
process of data forwarding, the DTN routing algorithms
are composed of infrastructure-aided algorithms and non-
infrastructure-aided algorithms as Figure 3 shown.

For the above problems, some recent studies [4–6] have
proposed efficient cooperative caching schemes, in which
data is cached at proper nodes or router nodes with limited
sizes. But these papers need long time and large memory to
broadcast the services. In [7], a joint optimization frame-
work about caching, computation, and security for delay-
tolerant data in M2M communication networks was pro-
posed and adopted deep Q-network (DQN) in the model.
In [8], a shortest weighted path-finding problem is formu-
lated to identify the optimal route for secure data delivery
between the source–destination pair, which can be solved
by employing the Dijkstra’s or Bellman–Ford algorithm.

In [9], this paper uses the reliability of travel time as the
weight of path selection, and solving by Dijkstra algorithm
can reflect the actual vehicle path selection more accurately.
This method is a beneficial improvement to the problem of
static path selection. A dynamic routing algorithm based on
energy-efficient relay selection (RS), referred to as DRA-EERS,
is proposed in [10] to adapt to the higher dynamics in time-
varying software-defined wireless sensor networks. In [11], a
solution to the data advertising problem that is based upon ran-
dom linear network coding was provided; the simulation results
show that the proposed approach is both highly scalable and
can significantly decrease the time for advertisement message
delivery. A routing architecture and algorithm based on deep
neural networks was proposed in [12], which can help routers
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Figure 1: Carry-store-forward.
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make packet forwarding decisions based on the current condi-
tions of its surroundings. A limited copy algorithm MPWLC
based on service probability was provided in [13]; not only is
the number of copies limited but the storage resources of the
satellite are also taken into account to ensure reliable data
transmission. The simulation results show that the proposed
algorithm can effectively improve the efficiency of the network
and ensure the reliable data transmission. In [14], a mathe-
matical framework for DTN is introduced and suggested and
applies it to a space network that is simulated using an orbital
analysis toolkit. In [15], the problem of autonomously avoid-
ing memory overflows in a delay tolerant node was consid-
ered, and reinforcement learning was proposed to automate
buffer management given that this paper can easily measure
the relative rates of data coming in and out of the DTN node.

3. Scenarios and System Model

Definition 1 (connected directed graph). We use G = ðV , EÞ
to denote the connected graph if

(i) G is a directed graph

(ii) If the connections exist between node vi ∈ V and
node vj ∈ V , there will have ei,j ∈ E

The connected directed graph can be seen in Figure 4,
the communication nodes responsible for forwarding the
messages, the schedule nodes responsible for scheduling of

service data, the connections among the nodes are affected
by the actual environments.

Assume in our graph that there exist N nodes and M
links and K services; the communication nodes and schedule
nodes can assemble together in V = fvi, i = 1, 2,⋯,Ng, and
the broadband links and narrow-band links can assemble
together in E = fej, j = 1, 2,⋯,Mg; the service data S = fsk,
k = 1, 2,⋯, ng transmitting from the initial node vs to the
end node vd and the end-to-end paths are expressed by P
= fpk, k = 1, 2, ::, ng = fVpk, Epkg, and the time slots are
expressed by T = ft, t = 1, 2, ::, ng.

Due to the exceptional application environments of
DQN, which always have long transmission delay and
uncertain end-to-end paths, we have researched on the
“carry-store-forward” and “custody transfer” mechanism
and build optimal models in the following scenarios.

During service data communication, assume all service
data fragments start with the shortest end-to-end path pk.
Each source node of service can send sη fragments altogether
but can only delivery one fragment f kðtÞ in time slot t and
ascertain the transmission situations of the fragments which
has been delivered before simultaneously. I f kðtÞ indicates
the connection status from the node to the next-hop node
in time slot t.

Ikf tð Þ =
1, the conection is interrupted,
0, the connection is connected:

(
ð1Þ

Data storage
Custody transfer
Custody transfer
acknowledgement

Figure 2: Custody transfer.

DTN
routing algorithm

Non infrastructure
assisted routing

strategy

Infrastructure assisted
routing strategy

Knowledge
based

Probability
based

Flooding
based

ER
SWD

ER
MED Prophet

Figure 3: DTN routing algorithms.
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Definition 2 (only consider cache scenario). We define a sce-
nario only consider cache as Figure 5 shown, if

(i) All fragments choose the shortest paths when send-
ing from the source node

(ii) If the fragments encounter interruption, the frag-
ments only choose to store at the interrupted nodes
and wait the nodes return to normal

In this scenario, we believe that every fragment f kðtÞ just
chooses to store at the interrupted nodes, but at the same
time, the cache data will increase the node cache processing
delay α f ðtÞ and the link interrupt waiting delay βf ðtÞ; other-
wise, there are no communication links interrupted ðI f kðtÞ
= 0Þ; the fragments need to consider the delivery delay on
the link γe. This process is iterated until all the fragments
reached the destination and calculate the throughput. Sup-

pose the total delay used to complete the service transmis-
sion is λ1:

λ1 = 〠
K

k=1
〠
η

l=1
ml − 1ð Þ ⋅ γeð Þ + 〠

T

t=1
I f k tð Þ ⋅ αf tð Þ + βf tð Þ

� �� � !
:

ð2Þ

mk is assumed to be the interrupted node in the shortest
path pk, and when all the services accomplish the transmis-
sion, the total length of fragments that reached the terminal
nodes is ω1, and the throughput is ε1:

ω1 = 〠
K

k=1
ηf k tð Þð Þ, ð3Þ

So the optimal model is:
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Figure 4: Connected directed graph.

max ε1 = 〠
K

k=1

ω1 v1f g, e1f g
λ1 v1f g, e1f g

s:t:∀vi ∈ Vpk
,Dvi

= I f k tð Þ ∗ αf k

�
tð Þ + βf k tð Þ

� �
, 1ð Þ

∀vi ∈ Vpk
,Dej

= γej , 2ð Þ

∀vi ∈ Vps
,∀ej ∈ Eps

,Dη
R = 〠

η

l=1
〠
m

i=1
Dvi

+ 〠
m−1

j=1
Dej

 !
, 3ð Þ

∀vi ∈ Vps
, B ≥ Bk

R, 4ð Þ

∀vi ∈ Vps
, 〠

k

n=1
〠
T

t=1
I f k tð Þf k tð Þ: 5ð Þ

8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
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Here, Dvi
denotes the total delay when the fragments

store in the nodes in (1), Dej
denotes the transmission delay

in the path in (2), (3) states that the sum of processing delay
Dvi

and transmission delay Dej
cannot exceed the value

bound skR, (4) states that the bandwidth should be enough
for the data transmission, and (5) denotes the maximum
caching space of every node, so the total cache fragments
cannot exceed the target value.

Definition 3 (only consider detour scenario). We define a
scenario only considered choosing the detour path as
Figure 6 shown, if

(i) All fragments choose the shortest paths when send-
ing from the source node

(ii) If the fragments encounter interruption, the frag-
ments only choose other available paths which have
more identical nodes with the initial shortest path, so
the fragments choose not to store and wait the nodes
return to normal

In this scenario, we believe that every fragment f kðtÞ just
chooses other detour paths ps in interrupted nodes ðI f kðtÞ
= 1Þ; the shortest path is pk; otherwise, the links are con-
nected ðI f kðtÞ = 0Þ; the fragment just transmitted along the
initial shortest path and only takes into account the delivery
delay γej . The source nodes need to continuously pay atten-

tion to the transmission till all services accomplish data
delivery. We assume that the fragments run into interrup-
tion in the uk-th node; the transmission delay of every ser-
vice in the alternate path is Dsð f kRðtÞ. Assume the total
delay of all services is λ2.

λ = 〠
K

k=1
〠
η

l=1
〠
m

j=1
I f k tð Þ jk − 1ð Þγe +Dd

R f k tð Þ
� �� �

, ð5Þ

when all the services accomplish the transmission, the total
length of fragments that reached the terminal nodes is ω2
as formula (3), and the throughput is ε2, so the optimal
model is
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Figure 6: Only consider detour scenario.
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max ε2 = 〠
K

k=1

ω2 vif g, ejf g
λ2 vif g, ejf g

 ! s:t:∀vi ∈ Vps
,∀ej ∈ Eps

,Ds
R = 〠

u

i=1
1 − I f k tð Þ
� �

γei , 1ð Þ

∀vi ∈ Vps
,∀ej ∈ Eps

,∀vi ∈ Vpd
,∀ej ∈ Epd

,Ds
R +Dd

R ≤ skR, 2ð Þ
∀vi ∈ Vps

, B ≥ Bs
R, 3ð Þ

∀vi ∈ Vpd
, B ≥ Bd

R: 4ð Þ
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Here, (1) states the transmission delay Dk
R in the initial

shortest path, Ds
R denotes the transmission delay of every

service in the alternate path, (2) states that the sum of trans-
mission of the entire path cannot be exceed the target value
skR, and (3) and (4) state that the bandwidth of the entire path
should be enough for the data transmission.

Definition 4 (comprehensive scenario). We define a scenario
comprehensive the end-to-end path as Figure 7 shown, if

(i) All fragments choose the shortest paths when send-
ing from the source node

(ii) If the fragments encounter interruption, the frag-
ments jointly consider choosing other available
paths which have more identical nodes with the ini-
tial shortest path or storing at the interrupted nodes,
at last choose a path has the minimum end-to-end
delay after comparing the above circumstances

In this scenario, we believe that every fragment f kðtÞ
takes both the storage and the detour paths into account;
Uf ðtÞ indicates the choice of the fragment. If the fragments
chooses to wait at the nodes ðU f ðtÞ = 1Þ, which generates

the waiting and transmitting delay λ1, which denotes by λ1

=∑K
k=1∑

η
j=1ðmj − 1Þ ⋅ γeÞ +∑mk

j=1ðI f ðtÞÞðαf ðtÞ + βf ðtÞÞÞ; if the
fragment chooses a detour path ðU f kðtÞ = 0Þ and tries to
ensure that the available paths have more identical nodes
with the initial shortest path and the total delivery delay λ2
is λ2 =∑K

k=1ð∑η
l=1ð∑m

j=1ðI f ðtÞðjk − 1Þ ⋅ γej +Ds
Rf ðtÞÞÞÞ, the

fragment will compare the above delays and choose the path
that has minimum delay. The source nodes need to contin-
uously pay attention to the transmission till all services

accomplish data delivery. Assume the total delay of all ser-
vices is λ3.

λ3 = 〠
k

n=1
〠
η

l=1
Jvi I f k tð ÞT1 + 1 − I f k tð Þ

� �
T2 + 1 − Jvi

� �
mk − 1ð Þγe

� �
,

ð7Þ

when all the services accomplish the transmission, the total
length of fragments that reached the terminal nodes is as for-
mula (3), so the optimal model is as follows:
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Figure 7: Comprehensive scenario.

max ε3 = 〠
K

k=1

ω3 vif g, ejf g
λ3 vif g, ejf g

s:t:∀vi ∈ Vp,Dvi
= αf k tð Þ + βf k tð Þ, 1ð Þ

∀ej ∈ Eps
,Dei

= 〠
u

u=1
γe, 2ð Þ

∀vi ∈ Vps
,∀ej ∈ Eps

,Dη
R = 〠

η

l=1
〠
m

i=1
Dvi

+ 〠
m−1

j=1
Dej

 !
≤ skR, 3ð Þ

∀vi ∈ Vps
,∀ej ∈ Eps

,∀vi ∈ Vpd
,∀ej ∈ Epd

,Ds
R +Dd

R ≤ skR, 4ð Þ
∀vi ∈ Vps

, B ≥ Bs
R, 5ð Þ

∀vi ∈ Vpd
, B ≥ Bd

R, 6ð Þ

∀vi ∈ Vps
, 〠

k

n=1
〠
η

l=1
U f k tð Þ · f k tð Þ ≤ Cvi

: 7ð Þ
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Figure 8: The work process of DQN algorithm.

Input: The initial locations of the service nodes
Output: The optimal path and throughput of every service

1 Initialize the topology of all the nodes and the start and end nodes of every service;
2 Initialize thread step counter t⟵ 1;
3 whileT < = Tmaxdo
4 Reset gradients: dθ⟵ 0 and dθv ⟵ 0;
5 Synchronize thread-specific parameters θ1 = θ and tstart = t;
6 Get state st , that is the start node of everyservice;
7 whileterminal st not is the end node of every service or t − tstart ! = tmaxdo
8 Perform at that is the next-hop according to policy πðat ∣ st ; θ1Þ;
9 If all the constraints in models are satisfied, in consideration of the sequence of the fragments stay at the interrupted node and
according to the choice of every fragment, like continue to store at the node or choose other detour paths, which can build different
scenarios and have various the next-hop st+1 and reward rt ;
10 t⟵ t + 1;
11 T ⟵ T + 1;
12 end
13 Set

R =
f0 for terminal st

Vðst , θ1vÞ for non − terminal st or Bootstrap from last state
14 fori = t − 1 to tstartdo
15 R⟵ ri + γR;
16 Accumulate gradients wrt θ1 : dθ⟵ dθ + R − Vðst ; θvÞ6θ1 log πðAi ∣ st ; θÞ;
17 Accumulate gradients wrt θ1v : dθv ⟵ dθv + ∂ðR −Vðst ; θvÞ2Þ/∂θ;
18 end
19 Perform asynchronous update of θ using dθ and of θv using dθv ;
20 end

Algorithm 1: Data transmission evaluation of the optimal routing path with A3C algorithm.
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Here, Dvi
denotes the total delay when the fragments

store in the nodes in (1), Dej
denotes the transmission delay

in the path in (2), Ds indicates the transmission delay of the
alternate path in (3), the sum of transmission of the entire
path cannot be exceed the target value skR, (4) states that
the sum of processing delay Dvi

and transmission delay Dej

cannot exceed the value bound skR, (5) and (6) state that
the bandwidth of the entire path should be enough for the
data transmission and Bk =min Bvi

, ∀vi ∈ Vpk
, and in (7),

Cvi
denotes the maximum caching space of every node, so

the total cache fragments cannot exceed the target value.

4. DRL Algorithm Procedure and Structure

Deep Reinforcement Learning (DRL) is a special and
environment-friendly machine learning method, which uses
the environment feedback as input and is the learning from
environment state to behavior mapping; RL can maximize
the cumulative return of system behavior from the environ-
ment, mainly consisting of agents and the external environ-
ment. But traditional reinforcement learning has
bottlenecks; it uses table to save every state and the Q value
of every action based on state [16]. And deep Q-learning
network (DQN) can adopt neural networks to solve the
above problems and make the state and action as the input
of neural network; it can obtain the Q value through the
neural network not the table, reducing the memory con-

sumption. In DQN, they use experience reply to avoid corre-
lation of data samples, but every time the agent interacts
with the environments needs huge memory and computing
power, and experience reply can only generate data by the
old policy. So, A3C uses multithread of CPU to realize the
parallel actor learner for multiagent instance; each thread
corresponds to different exploration strategies. This paralle-
lization can be used to decorrelate data and replace experi-
ence replay to save storage cost.

4.1. DQN Algorithm. Deep Learning has been proved to be a
powerful tool to solve nonconvex and high complexity prob-
lems and has been widely used in many ways. Reinforcement
learning pays more attention to the maximal rewards over a
long period time which obtained by interacting with envi-
ronment and carry out the optimal action. The deep Q-
learning adopts deep neural network to develop an action
plan and behave well when deal with dynamic time-
varying environments. So, DTN provides a promising tech-
nology for the data transmission in delay tolerant network.

With regard to the reinforcement learning, it interacts
with the environment through the agent, which can inspect
the environment and obtain the states (t) and then take
action aðtÞ based on the state at the time slot t. Next, the
external environment observes the action taken by agent
and deliveries the latest state sðt + 1Þ and the reward rðtÞ
to the agent. The above process is aimed at finding the max-
imal reward value by the optimal policy π∗. DQN uses neu-
ral networks to approximate the value function Qðs, aÞ, and

Input: The initial locations of the service nodes
Output: The optimal path and throughput of every service

1 Initialize replay memory D to capacity N ;
2 Initialize action-value function Q with random weights θ;
3 Initialize target action-value function Q bwith weights θ − = θ;
4 forepisode = 1 to Ndo
5 Initialize the topology of all the nodes;
6 Get the initial state Xk of all nodes and the distance between nodes;
7 Set sequence s1 ⟵ e1,preprocess φ1 ⟵ φðs1Þ;
8 fort = 1 to Tdo
9 Select a random action at for every node i with probability € otherwise select

at =max aQðφðstÞ, a ;QÞ;
10 Execute action at in emulator and observe reward rt ;
11 If all the constraints in models are satisfied, in consideration of the sequence of the fragments stay at the interrupted node and
according to the choice of every fragment, like continue to store at the node or choose other detour paths, which can build different
scenarios and have various the next-hop, Set st + 1⟵ ðst, at, et + 1Þ and preprocess φt+1 = φðst + 1Þ, otherwise go back to step 7; 13
Store transition ðφt , at , rt , φt+1Þ in D;
12 Sample random mini batch of transitions ðφt , at , rt , φt+1Þ from D;
13 Set

yj =
frj stops at step j + 1

r j + γ max1ahatðQÞðφj+1, a1 ; θ − Þ Otherwise
14 Perform a gradient descent step on yj −Qðφj, aj ; θÞ2 with respect to the network parameters θ;

15 Every C step do reset Q̂ =Q;
16 end
17 end

Algorithm 2: Data transmission evaluation of the optimal routing path with DQN algorithm.
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the reward value Q∗ðs, aÞ can be obtained according to the
following:

Q∗ s, að Þ = E∗ 〠
s∈S

r s, a, s1
� �

+ γ max Q∗ s1, a1
� �" #

: ð9Þ

In which the reward is computed based on the state s and
the action a, γ represents the discount factor which means
the future impact on the present calculation, and E∗½∙�
denotes the expectation function. Hence, DQN chooses the
action which can get the Q value to the maximum.

The Q value updated at every step in DQN as follows:

Q s, að Þ =Q s, að Þ + σ rt+1 + γ max Q s1, a −Q s, að Þ� �� �
: ð10Þ

In which σ denotes the leaning rate and should be in the
range of [0,1], with the increase of the learning rate, the

influence of the past on the present is getting smaller and
smaller. The process of the DQN is shown in Figure 8.

In DQN, <A, S, R, P> is a typical Quaternions [17], in
which Action A indicates the action set taken by agent, State
S indicates the state set observed from the environment,
Reward R indicates the set of rewards value, and P denotes
the deep learn mode in probability state space of agent learn-
ing. Based on the above typical Quaternions, the specific def-
inition of DQN is shown as follows:

(1) State Space. S = ðX1, X2,⋯, XKÞ, in which it is a vec-
tor and denotes the location of the source nodes of
the k-th service; the vector has k dimensions, and
only one dimension is 1

(2) Action Space. A = ðA1, A2,⋯, AKÞ, in which it is a
vector and denotes the nodes of the k-th service
nodes can be connected; the vector has k dimen-
sions, and only one dimension is 1
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Figure 9: The work process of A3C algorithm.
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(3) System Reward. After each time slot t, the system will
get the immediate reward rðtÞ based on different
taken action aðtÞ. In our paper, we denote the reward
as the cost of the current node to other nodes; the
reward rðtÞ is smaller if the distance between the
nodes is longer; otherwise, reward is bigger; rðtÞ is
shown as follows:

r tð Þ =
distance i, jð Þ + c, Distance is bigger
−100, NoConnectione
distance i, jð Þ‐c, Distance is smaller

8>><>>: : ð11Þ

With above analysis, the DQN procedures for the opti-
mal path and throughput are shown in Algorithm 2.

4.2. A3C Algorithm. A3C uses the method of multithreading;
at the same time, it interacts with the environment in
multiple threads, and each thread summarizes the learning
results to global net as shown. In addition, each thread
regularly takes back the results of common learning from
global net to guide the learning interaction between the
thread and the environment. Through this method, A3C
avoids the problem of strong correlation of experience
playback and achieves asynchronous and concurrent learn-
ing model.

The A3C algorithm is based on the actor-critic consists
of the value function Vðst , θvÞ and policy function πða ∣ st ;
θÞ, which will not use the traditional Monte Carlo to update
the parameters until the end of the scenario episode but uses
temporal-difference learning to update parameters in each
steps. About the actor-critic, it has two networks; one is
the actor network, which is responsible for choosing the

actions on account of the policy πða ∣ st ; θÞ; the critic net-
work is responsible for evaluating each action from the actor
network. And after the actor network obtains the scores of
the action, it will optimize the policy to get the maximal
reward over the algorithm executions. The critic network
use the following formula to calculate the score of the
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The source node
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Source nodes

Broadband links
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1
2
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Figure 10: Network topology.

Table 1: The parameters of simulation.

Parameters Symbol Value

Time slot t 0.1 s

Fragment size f 1400 bits

Maximum storage space of node C 10 bits

Velocity of propagation vi 3·104 bits
Waiting delay βei ats

Cache rate αei 700 bps

Bandwidth B 6000 bps

Learning rate for DQN σD 0.001

Discount factor for DQN γD 0.09

Memory pool capacity-DQN N 2000

Minibatch-DQN b 320

Execute steps-DQN T 5000

Global maximum iterations-A3C Ntmt 1000

Maximum iterations in thread-A3C Ntst 10

Discount factor for A3C γA 0.9

Learning rate for A3C-actor σa 0.001

Learning rate for A3C-critic σc 0.001

Entropy factor ρ 0.001
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actions

6θv =
∂R − V st ; θvð Þ2

∂θ
, ð12Þ

in which, the R denotes the reward of taking the action a.
Through calculating the gradient of the formula (4), the
actor network can update the parameter θ; the gradient
can be seen from the following:

6θv = R − V st ; θv6θ log π Ai ∣ st ; θð Þ:ð ð13Þ

In A3C, it has defined a new function which called
advantage function Aðs, aÞ that can be shown as

A s, að Þ = R −V st ; θð Þ: ð14Þ

It expresses that if the action chosen is better than the aver-
age, then the advantage function is positive; otherwise, it is
negative.

Figure 9 shows the process of A3C; it has one global
network which includes the functions of actor network
and critical network. And it also has n workers; each
worker has the same network structure as the global neu-
ral network, and each worker will interact with the envi-
ronment independently to get experience data. These
workers do not interfere with each other and run
independently.

Each worker and the environment interact with a certain
amount of data, then calculate the gradient of the neural net-
work loss function in its own thread; but these gradients do
not update the neural network in its own thread but update
the global neural network. In other words, n workers will
independently use the accumulated gradient to update the
common part of the neural network model parameters.
Every once in a while, the thread will update the parameters
of its own neural network to the parameters of the common
neural network and then guide the subsequent environment
interaction.

The specific description of A3C algorithm is presented in
Algorithm 1.
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Figure 11: Process of the above algorithms.

11Wireless Communications and Mobile Computing



5. Simulation and Analysis

5.1. Simulation Parameters. The simulation scenario is
shown in Figure 10, and we assume to send two services in
total, and the services are send in the different source nodes,
and every service will send hundreds of data segments; the
topology not only has broadband links but also has narrow-
band links, so the two services have different shortest paths,
so when the service segments encounter disruption in the
process of service data transmission, they can choose to
cache in the interrupted nodes or choose other detour paths
to arrive the target nodes. The purple and the yellow links
denote the service’s end-to-end path, respectively; the red
links denote the interruption in the shortest end-to-end path
of every service.

In the process of simulation, we assume the transmission
rate of service data is same in every source node, and the
number of data segment cache disunified in every node.
And the transmission rate of service segments is the constant
value ð3 ∗ 104 bpsÞ.

In the above topology, the source nodes may send
many fragments, which can result in block at the inter-

rupted node for too many fragments store at the node,
making DQN algorithm consumes more time to analyze
the queue problem in the node. If the simulation topology
is more complicated, the DQN algorithm needs more time
to train and ensure the end-to-end path of services. So in
the simulation process of the DQN algorithm, we assume
the DQN network consists of three layers of neural net-
work, and the every layer has a certain number of neu-
rons, and the learning rate of DQN is 0.001; the
discount factor to calculate the reward is 0.09 [18], and
the size of memory pool which used to execute experience
replay is 2000. Other specific parameters can get in
Table 1; based on the above settings, the DQN algorithm
can find the optimal path of services.

For the execution process of the A3C algorithm, the sim-
ulation environment is the same in every worker which is
the independent kernel in computer, and we set the learning
rate of actor, and critic is 0.001; the discount factor to calcu-
late the reward is 0.09; other specific parameters can get in
Table 1. Based on the parameters and the special structure
of the algorithm, it has higher execution speed and perfor-
mance than DQN algorithm.

The source
node of
service 2

The source
node of
service 1

Interruption in the
shortest paths

3

3

5
6

7
6

4

5

2

1

1

2

4

The source
node of
service 2

The source
node of
service 1

Wait for the
link to

connect

3

3

5

6

7
4

5

2

1

1

2

4

Only consider cache scenario of DQNThe initial simulation scenario

The source node
of service 2

The source node
of service 1

3

3

5
6

6
7

Only consider detour scenario of DQN

4

5

2

1

1

2

4

Schedule nodes

Source nodes

Broadband links
Paths of service 2 Paths of service 1

Communication nodes

Fragments
Narrowband links

The source node
of service 2

The source node
of service 1

After comparing the above 2
algorithms, the comprehensive

scenario chooses the paths have the
minimum delay

3

3

5
6

7
6

4

5

2

1

1

2

4

Comprehensive detour scenario of DQN

Figure 12: Process of the DQN.
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We will compare the performance of the algorithm from
the following aspects, and the parameters of simulation are
shown in Table 1.

The delivery rate can be expressed as the ratio of the
number of fragments reached the destination node and the
number of fragments send from the source nodes, as the fol-
lowing shows:

D = ∑K
k=1Ldk
Ls

, ð15Þ

in which Ldk denotes the number of fragments that
reach the destination node of service and Ls denotes the total
number of fragments that send from the source nodes.

The end-to-end delay can be represented as delay from
the time of the source nodes start to send fragments to the
time of the last fragment reach the destination, as the follow-
ing shows:

De = td − ts, ð16Þ

in which, td is the time of the last fragment reach the

destination, and ts is the time of the service data start to
transmit.

The throughput of service can be expressed as the num-
ber of service data successfully transmit from the source
node to the destination node per unit time, as the following
shows:

Th = ∑K
k=1Ldi
De

, ð17Þ

in which, ∑K
k=1Ldi is the total service data reach the des-

tination node and De is the end-to-end delay.
The equilibrium of nodes is the number of average ser-

vice carrying of every node, as the following shows:

N = ∑V
i=1

Nip
, ð18Þ

in which, Ni is the number of service carrying of the i-th
node, and P is the total number of nodes in the topology.
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The equilibrium of links is the number of average service
carrying of every link, as the following shows:

L = ∑E
i=1

LiQ
, ð19Þ

in which, Li is the number of service carrying of the i-th
link, and Q is the total number of links in the topology.

6. Simulation Results

6.1. Simulation Algorithms. The “Epidemic” algorithm
belongs to the spread routing; it forwards the data in the
manner of flooding; that is to say, all nodes encountered will
“infect” the message [19], so there will have lots of copies of
the message in the network and occupy much memory and
increase the overhead of network.

But in the circumstance of sufficient network resources,
the Epidemic algorithm will show faster delivery rate and
be the alternative algorithm in this circumstance. If there

are too many messages to transmit, some messages may be
discarded, resulting in higher packet loss rate.

The ED algorithm has not taken the queue problem into
consideration, and routing path is determined when the
source nodes send the service data, so the ED algorithm
belongs to the source routing. But when there have more
fragments and queuing, it will affect the computation of
weight of the ED algorithm; thus, making the computation
of the source route emerges errors and cannot produce the
optimal path.

The MED algorithm has taken the transmission delay,
the propagation delay, and the average waiting delay into
consideration; the goal of the algorithm is to find the
path of minimum delay, and the path adopted is identical
when the source nodes and destination nodes are same.
After ensuring the path of source routing, even there
has better choice, this algorithm will not change the rout-
ing choices [20], so it is just the optimal path over the
limited prior knowledge and not necessarily global opti-
mal, so the MED algorithm belongs to “time-invariant”
algorithm.

0
30 40 50

The interrupted delay of links
60 70

0.1

0.2

0.3

0.4

0.5

En
d-

to
-e

nd
 d

el
ay

0.6

0.7

0.8

0.9

1

1.1

1.2

ED
MED
DQN-sce1

DQN-sce2

0.75

DQN-sce3
A3C

Epidemic
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Table 2: The delivery rate.

Delivery rate
Algorithms

Epidemic ED MED DQN-sce1 DQN-sce2 DQN-sce3 A3C

Interrupted delay

30 0.75 1 1 1 1 1 1

40 0.75 0.5 0.5 1 1 1 1

50 0.75 0.25 0.5 0.5 1 1 1

60 0.75 0 0.25 0.25 1 1 1

70 0.75 0 0.25 0 1 1 1
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Deep Learning has been proved to be a powerful tool
to solve nonconvex and high complexity problems and
has been widely used in many ways. The deep Q-

learning adopts deep neural network to develop an action
plan and behaves well when deal with dynamic time-
varying environments.
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A3C uses the method of multithreading; at the same
time, it interacts with the environment in multiple threads,
and each thread summarizes the learning results to global

net. In addition, each thread regularly takes back the results
of common learning from global net to guide the learning
interaction between the thread and the environment.
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6.2. Simulation Results

6.2.1. Comparison of End-to-End Paths. The end-to-end
paths of different algorithms can be seen in Figures 11–13;
owing to the different operating mechanism of algorithms,
they choose different paths when encountering the inter-
rupted nodes. We can see that only the DQN algorithm
and A3C algorithm can change the route when facing differ-
ent scenarios, and they often choose the paths that have the
minimum end-to-end paths. In the comprehensive scenario,
the DQN algorithm and A3C algorithm have compared the
end-to-end delay of the above scenarios and have the opti-
mal path in the three scenarios.

6.2.2. Comparison of Delivery Rate. In this paper, we broad-
cast 2 services in this topology and record delivery rate based
on different link break delay over different algorithms and
assume the minimum delivery rate is 0.75. It is shown in
Figure 14 that as the link break delay increases, the delivery
rate is decrease over majority of algorithms, but in the only
consider detour scenario and the comprehensive scenario
of DQN, the delivery rate is remain unchanged and is the

maximum, because in these scenarios, the source nodes
choose the detour path and not affected by the interrupted
links, so increasing the delivery rate. Through the result of
all algorithms shown in Table 2, we found that the DQN
algorithm has higher delivery rate in the majority of circum-
stances, which shows the delivery rate improvement of our
proposed models and the DQN algorithm. But the A3C
algorithm has the highest delivery rate in every scenario,
because the A3C has many subthreads which can find the
optimal paths in a very short time. The A3C algorithm and
DQN algorithm can satisfy the constrained delivery rate in
most cases.

6.2.3. Comparison of End-to-End Delay. In DTN network,
due to the particularity of data connection, there may be
open circuit between data connections, which makes data
have to be stored in the node waiting for the link to be
connected again. However, the storage space at the node
is limited. When some greedy algorithms are adopted,
multiple data storage may cause the use of nodes pace,
so that when the following data arrives, it will cause data
loss.

Table 3: The end-to-end delay of service 2.

End-to-end delay
Algorithms

Epidemic ED MED DQN-sce1 DQN-sce2 DQN-sce3 A3C

Interrupted delay

30 110 100 100 80 80 80 80

40 110 130 110 100 80 80 80

50 110 140 110 120 80 80 80

60 110 150 110 120 80 80 80

70 110 160 110 140 80 80 80
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The waiting delay at the node is reflected in the total
end-to-end delay of data transmission, including not only
the transmission delay on the link but also the waiting delay
at the node. When using epidemic, ED, and other algo-
rithms, due to the particularity of the algorithm, it will copy
multiple copies of data to be transmitted in the network, so

compared with DQN and other reinforcement learning algo-
rithms, it will increase the waiting delay at the node.

Because the transmission of multiple copies of data will
cause congestion at the node and when the transmission
continues, it will increase the queuing delay. For the trans-
mission of data, intelligent algorithms such as DQN will
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not transmit multiple copies of the same data but take the
reward in the algorithm as the guidance, minimize the
end-to-end delay in the network, and reduce the occurrence
of congestion at the node, so the end-to-end delay of each
algorithm is shown in the figure below.

The total transmission delay of the service 1 and service 2 is
shown in Figures 15–18; it can be seen that in the three scenar-
ios, the minimum transmission delay is 100ms, and the A3C
algorithm has the minimum transmission delay, and DQN
algorithm has lower delay, but in the scenario 1, the total trans-
mission delay of service 1 and service 2 is increased as the inter-
rupted delay of link is increasing, and the specific data are
shown in Table 3, because in this scenario when the fragments
encounter the interruption, they choose to store at the node, so
the delay keeps on rising. Because in our paper, we think the
capacity of node is available, so over the Epidemic algorithm,
the fragments can arrive the destination node smoothly, and
the total transmission delay of the Epidemic is not too high.
But over the ED algorithm, it has the highest transmission
delay; for the ED algorithm is the source routing algorithm, it
determines the transmission path when the source nodes send
the fragments, so when the fragments encounter the interrup-
tion, they will not change the path and result the high delay.

6.2.4. Comparison of Throughput. The throughput of service
is shown in Figures 19–21; it can be seen that in the three
scenarios, the A3C algorithm has the maximum throughput,
which is better than the DQN algorithm; in the consider
cache scenario, the throughput is decrease, for in this the
scenario the transmission delay is a little higher and the
nodes that reach the destination node are not a lot. The spe-
cific throughput data of all algorithms are shown in Table 4,
and the throughput of ED algorithm and MED algorithm of
service 1 and service 2 is also decrease, because the delay is
increase as the interrupted delay of link increase. But in
the only consider detour and comprehensive consider sce-
narios, there has the maximum throughput, which can be
proved that our models and the adopted algorithm have
improved the transmission.

6.2.5. Comparison of Node Equilibrium and Link
Equilibrium. The node equilibrium of services can be seen
from Figure 22; we can see the Epidemic algorithm has the
maximum node equilibrium; for in the process of the algo-
rithm, it forwards the fragments over the flooding manner,
which means when the node comes into the communication
scope of other nodes, if the node found that other nodes

Table 4: The throughput of service in the scenario of comprehensive.

Throughput
Algorithms

Epidemic ED MED DQN A3C

Interrupted delay

30 2.1 2.1 2.25 2.25 2.25

40 2 2 2.25 2.25 2.25

50 2 0.9 0.9 2 2.25

60 2 0 0 2 2.25

70 2 0 0 2 2.25

80 2 0 0 2 2.25

0.3 0.3

0.6 0.6

0.9 0.9

1.2 1.2

1.5 1.5
1.6

Node equilibrium Link equilibrium
1.6

0 0
Only cache scenario Only detour scenario Comprehensive scenario

Figure 22: The node and link equilibrium of services.
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have not the fragment, it will send the fragment to the other
nodes. So it can lead to many copies of fragments in the
work, so every node may store every fragment of every ser-
vice, so the equilibrium is the highest. The node equilibrium
of the ED algorithm and the MED algorithm is a little lower,
and average node equilibrium of DQN is a little higher,
which has to be improved. And for the link equilibrium,
the Epidemic algorithm has the maximum link equilibrium;
the cause of the result is the same to the node equilibrium,
because it forward too many duplicates in the network.
The average link equilibrium of DQN is a little higher but
not very large as the node equilibrium, so it also has to be
improved, so the A3C algorithm has improved the node
and link equilibrium, which has lower equilibrium com-
pared to the DQN algorithm.

6.2.6. Comparison of Total Reward and Loss. From Figure 23,
we can see that the A3C algorithm has higher reward and
can converge very quickly. At first, the value of reward is
random jitter, because the exact value cannot be obtained
in a short time. And the reward of A3C can get close to its
top value with 400 episodes, but DQN needs about 700 epi-
sodes. The results prove that our models and algorithms
adopted can reach an optimal value and converge.

7. Conclusions

In this paper, we have proposed optimal models based on
different scenarios consist of the only consider cache sce-
nario, the only consider detour scenario, and comprehensive
consider scenario; the models are intend to jointly consider
the behavior and the buffer of the nodes to improve the per-
formance of the data transmission. Owing to different
choices of the nodes, there will form three scenarios, and
we adopted the DQN algorithm to solve the complex non-
linear optimization problem and to get the optimal solu-
tions, which consist of lower end-to-end delay, higher

throughput, and better data delivery guarantees. The results
of simulation show that compared to other algorithms like
Epidemic, ED algorithm, and MED algorithm, the DQN
algorithm we adopted has better performance improvement.

As future work, we are going to improve the optimal
models and decrease the overhead of nodes and links,
expecting the application of DQN can be further studied in
the delay tolerant networks.
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Nowadays, the application of a UAV swarm is becoming more and more widespread in the military field, and more and more
attention is paid to the security of mission resource allocation. However, the relay node forwarding in the wireless transmission
process brings greater risks to data leakage, and the computing power and energy of the UAV consumption is limited, so a lighter
solution is required. This paper proposes a mechanism for the safe allocation of UAV swarm mission resources based on random
labels. Each task has a random label to solve the problem of database security and wireless transmission security in the process of
UAV task assignment. Furthermore, a lightweight stream cipher encryption scheme is illustrated to ensure the security of the UAV
database. The irreversible hash function SHA-256 and the lightweight foam structure hash function SPONGENT-128 are used to
generate random labels and then allocate task resources. In the case of energy consumption, it reduces the possibility of the enemy
successfully obtaining private data. The simulation results show that the scheme has good performance in terms of security and
has better performance than existing methods in terms of throughput and delay, without increasing too much energy consumption.

1. Introduction

UAV networks are currently attracting more and more atten-
tion. The coordination and collaboration between multiple
UAVs and ground base stations have established UAV swarm
systems, which are easy to deploy, low in purchase and main-
tenance costs, and large in coverage and battery capacity.
Small, therefore limited flight time but high maneuverability,
so it is a practical choice for civilian and military applications,
especially in the military field [1], can be used for environmen-
tal and natural disaster monitoring, border patrols, emergency
assistance, search and rescue missions, and cargo delivery. At
the same time, the UAV swarm can also be deployed as an
aerial base station. A leading UAV serves as a mobile control
station for command and information gathering tasks. The
surrounding member UAVs execute commands. Such a team
has the ability to execute ordinary equipment, but cannot
complete the task [2]. As the number of UAVs increases,

UAV networks can provide collaboration strategies, but there
are still challenges in airborne networks in terms of informa-
tion sharing and information security in airborne networks.
Fast-moving nodes will produce constantly changing topolo-
gies in the network, leading to frequent disconnections and
interruptions in the network; in an airborne network, each
node is regarded as an autonomous embedded system with
local- and network-level resource constraints. The system, as
the autonomous system develops through interaction with
the environment, also becomes vulnerable to malicious control
by competitors [3]. The application of the UAV swarm in the
military field is more and more popular as the demands grow
more and more. In particular in terms of missions on collect-
ing sensitive information or confidential tasks, the security
and integrity of mission resource assignment on UAV during
a flight are still a problem needed to be resolved [4, 5]. Not only
does the content of the mission resources need to be protected
but also the transmission data.
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Therefore, a security strategy is bound to be needed, which
can protect the integrity of its embedded system and allow it to
be verified to make the system trustworthy. Although there are
many researches on the safe communication and information
sharing of UAVs, most of them do not take into account the
effective limited computing power of UAVs, or the high latency
cannot obtain better efficiency in the field of military applica-
tions. The flying mobile ad hoc network is a complex system.
There is much room for improvement from the physical and
network layers. Therefore, it is necessary to design and imple-
ment a large-scale UAV swarm security certification model to
effectively protect the database security and wireless transmis-
sion security during the mission of the UAV. In this paper, we
attach labels to every certain mission resource, and we propose
the stream cipher-based database security approach to protect
the content of the mission in the beginning and the two-hash-
function-based security model for the process of transmission
to prevent the system from intercepting or eavesdropping.
The UAV swarm can be divided into several task units during
the execution of tasks; each unit contains the following:

(i) A leader UAV plays the role of commanding, collect-
ing, and distributing messages. It is equivalent to a
mobile ground station, with stronger computing capa-
bilities, and also acts as the core of the entire team

(ii) Several surrounding member UAVs as the relay
nodes are responsible for receiving the leader’s mes-
sages and forwarding data packets, keep in touch
with the leader, and are verified by the leader every
certain period

(iii) The peripheral UAV followers around the relay
nodes are responsible for receiving messages from
the relay nodes and are verified by the relay nodes
in a higher frequency

In the process of performing the mission, the swarm will
inevitably encounter problems such as accidental damage or
being attacked by malicious UAVs during the flight and eaves-
dropping. Therefore, the safety of the leader of the UAV is
imperative. If the leader is compromised, then the entire system
will fall short. Therefore, in order to protect the security of the
leader, we adopt the RC4 lightweight encryption scheme to
make sure that the leader’s database is no longer exposed to
the enemy’s line of sight, and the followers around the leader
cannot be trusted fully; in order to make their status always
clearly informed by the system, we use two hash functions to
protect the transmission data privacy, and label verification is
done every certain period to ensure the reliability of the
follower’s identity. This paper takes the safety and energy
consumption limits of UAV swarms into account and uses
SHA-256 and lightweight hash function—SPONGENT-
128—to protect the security of the system to the greatest extent,
while reducing the probability of malicious attacks and infor-
mation acquisition.

We have done a lot of research and found that most of the
existing UAV security solutions cannot take the balance
between task efficiency and energy consumption into consid-
eration. Some related experts and scholars have proposed

some encryption protocols, such as LCAP protocol [6] and
hash lock [7]. However, these protocols have hidden security
risks of being attacked in the network. For these problems,
the idea of a random label was utilized to build a security
authentication model for a large-scale UAV swarm in our
previous work [8], where a security authentication mechanism
based on a random label was proposed, and the processing
logic of data packets in the security authentication process of
the UAV swarm was explained. Different from [8], we propose
and implement a UAV swarm security authentication mecha-
nism based on the random label and lightweight hash in this
paper, so that the information sent by the leader can be
encrypted by the RC4 encryption scheme before being distrib-
uted, which protects the database of the system. After themem-
ber UAVs receive the information, they will decrypt it firstly
and then generate random labels corresponding to SHA-256
(hash-1) or SPONGENT-128 (hash-2) to verify their identity.
Since the whole system contains mostly UAVs with calculation
limitation, we try to adapt lightweight hashing schemes. And
the verification between the systems is completed by irrevers-
ible hashing correspondingly to generate random labels that
are difficult to decipher. Moreover, in order to prevent the
enemy from using the same encryption scheme to detect the
decryption method, the leader changes the custom key every
other period of time. In this way, even if the enemy intercepts
this information, there is no way to know the decryption
scheme, which greatly reduces the probability of the UAV
swarm being infiltrated without increasing the consumption
of a lot of energy. Experimental results show that the model
enables the entire UAV system to achieve better performance
in terms of ensuring robustness and task completion efficiency.

The main contents of our work are as follows:

(i) This paper introduces the random labels, and uses a
certain label to generate and verify uncertain label to
ensure the security of UAV swarm system

(ii) A security model of large-scale UAV swarms based
on random labels is proposed. A lightweight encryp-
tion scheme is used to protect the security of the
database. For UAVs with complex computing capa-
bilities, an improved hash function is used for label
generation and verification. For UAVs with weak
computing power, a lightweight hash function gen-
eration and verification is proposed to protect the
safety of data transmission

(iii) The safety analysis of the proposed scheme is carried
out, and the analysis results show that the model
proposed in this paper has good safety performance

(iv) A simulation experiment was carried out on the pro-
posed safety model, and its performance was com-
pared with the existing mechanism extensively. The
simulation results show that the proposed scheme
can achieve better performance in terms of task effi-
ciency and privacy protection

The rest of the paper is organized as follows. The related
works are illustrated in Section 2. The preliminaries and
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system model are presented in Section 3. Section 4 describes
the design details of our proposed secure mechanism for mis-
sion resource allocation and the safety analysis of the system.
Simulation results and analysis are illustrated in Section 5.
Finally, important conclusion is drawn in Section 6.

2. Related Works

The main security threats faced by UAVs include [9] wireless
signal hijacking and jamming, sensor network attacks, and
GPS spoofing [5].

Since the communication of the UAV is open, it is easy
for the enemy to attack and interfere with the wireless sig-
nal, and this can directly affect the normal operation of the
UAV. For this kind of attack, [5] proposed the eCLSC-
TKEM communication protocol based on the key encapsu-
lation mechanism; [10] constructed a UAV monitoring sys-
tem to determine whether the UAV has been infiltrated and
is not under someone else’s control; [11] proposed two pri-
vate communication methods that can be used in a mobile
ad hoc network for UAV flight. The security of the wireless
sensor network composed of a UAV swarm also has great
vulnerabilities, such as database security and the security
of the wireless transmission process, which are easily inter-
cepted, cracked, analyzed, and attacked by the enemy.
There are some solutions for UAV communication security
in the existing literature, which are mainly implemented
through physical layer security, secure routing, and security
algorithms.

Physical layer security has studied several technologies to
realize the positive privacy rate of the UAV communication
system, such as artificial noise [12], power control, k-ano-
nymity algorithm for UAV location security [13], flexible
location privacy protection [5], and the construction of pro-
tected areas [14]. Secure routing enables FANET to transmit
information in a more secure routing, such as that based on a
geographic location algorithm [15, 16], based on a multipath
planning algorithm [17, 18], based on a swarm secure routing
protocol algorithm [19], based on a security cryptographic
algorithm [18, 20], and based on an intelligent algorithm
[21]. The security algorithm encrypts data and authenticates
the identity of the UAV to achieve more security of FANET.
For example, the ChaCha20 encryption algorithm and
Poly1305 for encryption authentication have become popu-
lar alternative methods in the industry to perform advanced
encryption (AE) [22].

In addition, the attacker can also forge GPS signals to
deceive the UAV’s GPS, causing the UAV’s navigation sys-
tem or position coordinates to point to an offset position
[23, 24], causing the UAV to fly to the wrong target location,
affecting the efficiency of task completion. However, most of
the existing work focuses on UAV-to-ground systems in a
two-dimensional space, and there is only one communica-
tion model from the ground to the air. The security of the
UAV-UAV (A2A) system in a three-dimensional (3D) space
will be more complicated, because the receiver or eavesdrop-
per works in all directions. At present, the three-dimensional
security model has not been well studied and understood,
leaving an open question. At the same time, because of the

limited computing power of UAVs, most of the existing secu-
rity algorithms have high latency and high computational
complexity. This paper requires a lighter and faster security
strategy to ensure the safety of the UAV swarm system.

3. Preliminaries and System Models

3.1. System Model. After taking off from the ground station,
the UAV swarmmay be disconnected. At this time, the swarm
is divided into several small mission units, and each mission
unit has a leader equipped with higher ability to carry out
complicated calculation and analysis. The leader collects the
information sent by the following UAVs, distributes new
packets, and acts as the mobile ground station. As shown in
Figure 1, a circle of UAVs around the leader is relay nodes
(leader surrounding); they are responsible for collecting the
information sent by the leader and forwarding the data packet
to the peripheral follower. The relay nodes directly communi-
cate with the leader and directly undergo the verification by
the leader, but the relay node needs to verify the identity of
the more peripheral members. Therefore, we allow the leader
UAV to have higher computing power. They are more capable
of processing more complex computing logic than the mem-
ber UAVs that follow. But the computing power of the relay
nodes and peripheral UAV is limited, and in order to save
energy consumption, we require a lighter solution to support
the more frequent authentication process [25, 26].

First of all, in order to prevent the leader from attracting
firepower due to system centralization and to ensure the
security and credibility of the leader’s database, the certain
label issued by the leader needs to be simply symmetrically
encrypted through RC4 to play the role of query protection,
and the key of the symmetrically encrypted plan usually only
need to be XORed once to get the original text without causing
excessive energy consumption; secondly, in order to ensure
data security during the wireless transmission of the entire
system, similar to the work [27, 28], in addition to the certain
label (clabel) used to track the conditions of the information
packet, under this model, we introduce an uncertain label
(ulabel) to allow the UAV to prove its identity [26].

When the relay node receives the data packet sent by the
leader, it needs to decrypt and get the certain label first and
then use the improved SHA-256 scheme to generate the corre-
sponding uncertain label (ulabel) and send it back to the leader
every certain period to verify the identity. At the same time,
the data packet is forwarded to the next hop, which is the
peripheral follower UAV. After the peripheral UAV receives
the data packet, it decrypts the clabels first, then uses the light-
weight SPONGENT-128 scheme to generate an uncertain
label (ulabel), and then transmits it back to the relay nodes
for identification. In the verification process, since the hash
is irreversible, the verifier needs to use the same scheme to
generate a random label for result comparison. If they are
consistent, the verification is passed; otherwise, the system
triggers an alarm.

When the UAV swarm takes off from the ground control
station, it disconnects from the ground station. At this time,
the leading UAV will assign clabel to each member UAV
for real-time tracking and identity verification. Because the
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safety of the leading UAV is of utmost importance, in order
to ensure the safety of the clabel issued, the leading UAV first
processes the clabel with a lightweight stream cipher encryp-
tion scheme and then forwards it. In this way, even if the
enemy breaks through the leading UAV, they cannot know
the accurate clabel, which reduces the probability of the
enemy attacking the leading UAV to a certain extent. Mean-
while, the lightweight encryption scheme will not bring a lot
of energy to the system consumption.

3.2. Stream Cipher. A stream cipher is a common encryption
algorithm based on XOR operation, which only operates one
byte at a time. Stream cipher encryption is a widely used algo-
rithm in lightweight encryption algorithms. It has fast speed
and is convenient for hardware to realize along with the
advantages of less memory and less error propagation. One

of the most representative algorithms is the Rivest Cipher
(RC4) algorithm [29]. Taking into account the energy con-
sumption of UAVs, we use this lightweight encryption algo-
rithm to protect the safety of the clabel, thereby protecting
the safety of the leading UAV.

3.3. SHA-256. SHA (Secure Hash Algorithm) is a series of cryp-
tographic hash functions designed by the National Security
Agency (NSA) and published by the National Institute of Stan-
dards and Technology (NIST), including SHA-1, SHA-224,
and SHA—variants such as SHA-256, SHA-384, and SHA-
512. It is mainly applicable to the Digital Signature Algorithm
(DSA) defined in the Digital Signature Standard (DSS).
Because the security of SHA-1 has been seriously questioned
because it has been cracked, but the security of the SHA-2 series
can still resist most attacks, considering the impact of the length
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of the hash value and the number of calculation cycles on
energy consumption and UAV, we use the SHA-256 hash algo-
rithm for processing.

3.4. SPONGENT-128. In the existing Internet of Things (IOT)
applications, a hash function with a collision resistance of 280
is acceptable to reduce overhead to the greatest extent in a safe
environment. According to the different construction methods
used in the function design, the design principles of the light-
weight hash functions that have been publicly published can
be divided into three categories: (1) based on permutation
functions, (2) based on block ciphers, and (3) based on mathe-
matical difficulties. We use a lightweight PRESENT-alike block
cipher permutation function SPONGENT-128 [30] to solve the
ulabel generation by high-frequency verification between the
followers.

The domain extension structure used by SPONGENT-128
is the sponge structure, which can compromise encryption
speed, memory requirements, and security by adjusting param-
eters [31]; the internal transformation uses an 8-round block
cipher transformation. Through the three stages of initializa-
tion, absorption, and squeezing, five different output length
example applications can be realized through different combi-
nations of rate and capacity. The sponge structure is mainly

composed of three components: (1) filling function P, (2)mem-
ory state S, and (3) transfer function F. Among them, themem-
ory state S has a total of b bits, including two parts, the data rate
r and the capacity c, and has an output of n bits (n = c). We set
the parameters r = 8, c = 128, n = 128, and b = 128.

4. Random Label and Lightweight Hash-Based
Security Authentication Mechanism Design

The previous section proposes several important models and
definitions in the security encryption model of UAV swarms
based on random labels. This section discusses their specific
design schemes and implementations based on these definitions.

Considering that each UAV is an agent with computing
and decision-making capabilities, the UAV can be considered
the result of multiagent calculation and collaboration. After
takeoff, the leading UAV acts as a mobile ground station and
needs to perform tasks such as information collection and
command, and safety is particularly important. In the entire
process of performing the task, the task of safety certification
mainly includes two aspects: one is the label generation and
verification between the relay node and the peripheral mem-
ber UAV and the other is the member UAV and the leader
UAV label generation and verification. In order to ensure

Take off

1) Leader encrypts clabel
2) Leader distributes clabel

RC4

Clabel

Hash-1
(modified SHA-256)

generate ulabel

3) Relay nodes decrypt clabel
4) Relay nodes forward clabel
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N

Alarm

Y
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N
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Figure 2: Mechanism workflow.
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the safety of the leading UAV and to comply with the UAV’s
energy consumption limits and computing capabilities, two
solutions have been specially introduced to ensure the feasibil-
ity of this model. The flow of this mechanism is discussed in
Figure 2.

4.1. Encrypt the Certain Labels. In this part, we elaborate on
the label processing logic of the UAV swarm system under
the security encryption model based on random labels. After
taking off, the leading UAV will distribute a clabel to followers
in order to ensure the integrity of the surrounding UAVs and
track their location. However, once the clabel is intercepted by
the enemy or the leading UAV is once attacked, the entire
system falls short. Besides, the label runs through the whole
process of completing the task of the entire system. Therefore,
in order to reduce the probability of the enemy attacking the
leading UAV and also reduce the probability of the enemy
intercepting the certain label, we firstly perform a lightweight
encrypt algorithm to enhance the security of UAV data
packets before issuing. Figure 3 is the detailed process of
generating an encrypted label.

4.1.1. Generate Key Stream Seed 1. Given a state vector S,
initialize it and assign 0, 1, 2,⋯, 254,255 to each byte in
ascending order.

4.1.2. Enter the Initial Key. The initial key is defined by our-
selves as any combination of less than 256 bytes and then

filled in circularly until 256 bytes are filled, and then, the final
result obtained is defined as a vector T to generate seed 2.

4.1.3. Disrupt Initial Seed 1. Perform a replacement operation
on the state vector S, starting from the 0th byte and executing
256 times to ensure that each byte is processed.

4.1.4. Generate Key Stream and Encrypt. After the leader
encrypts the label, it starts distributing. After each member
UAV receives it, they start decryption, because the lightweight
encryption scheme we use is symmetric encryption, and the
original text is the same after being XORed twice with the same
key. Thus, knowing the key means knowing the way to the
original text. Of course, the key will be changed regularly so
that malicious ones will not be able to detect the key. Finally,
the original text is obtained, so the encrypted clabel UAV only
needs to use the key stream to XOR one more time to obtain
the original text and then perform subsequent operations.
The relay nodes forward the identification label to the follower
UAVs because they are relatively trustworthy. The complete
process of generating LDPC-based multiuser superimposed
information ciphertext is shown in Algorithm 1.

4.2. Between Leader and Leader Surrounding Relay Nodes.
We focus on the modified SHA-256-based algorithm adapted
to label generation and verification between the leader and
relay nodes in this part.
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Figure 3: The process of RC4 encryption.

6 Wireless Communications and Mobile Computing



In order to prevent the enemy from using the exhaustive
method to crack our encryption method, we made a certain
degree of improvement to SHA-256—intercept a piece of
data in the final message digest Hn and discard it, and then,
fill the discarded data with a random function, and the whole
process would not change the number of bits after SHA-256
encryption. The difficulty of cracking continues to increase
without causing excessive energy consumption.

Under this model, the UAV data packet is enhanced
through twomain processes of label generation and label ver-
ification. The generation and verification of the label are
highly coalesced, and only the labeled data packets need to
be subjected to label verification. By setting the unused bit
area to zero by default, we can distinguish marked data
packets from unmarked data packets, so as to determine
which data packets need to be verified. Data packets that do
not require verification indicate that the UAV does not carry
clabel when it departs from the ground station, and the
system can directly trigger an alarm. Below is the detailed
process of label generation and verification.

4.2.1. Label Generation. To generate a ulabel for the swarm
boils down to the hashing process. In order to simplify the
configuration, we can use the same hash parameter on the
UAV. We let Pktclabel represent the data packet header with
clabel and SampleðPktclabelÞ the bit marked in it, and the
length of which is represented by a 64-bit value. The ulabel
to be generated by the UAV is formulated as follows:

ulabel = Hash Sample Pktclabel
� �� �

, ð1Þ

where Hashð·Þ is the adopted SHA-256 algorithm. We adapt
the SHA-256 algorithm to generate the ulabel for the packet
header of UAV. First, we preprocess the SampleðPktclabelÞ,
which is to add the needed information after the message to
be hashed; second, we generate the massage list and use
logical functions to calculate the message digest. It takes four
steps to completely generate a ulabel: (a) initiating constants,
(b) adding filling bit and length value, (c) calculating the
message digest (the ulabel), and (d) modification.

4.2.2. Initiating Constants. In this algorithm, we use 8 initial
hash values and 64 hash constants. The 8 initial hash values
forming the initial mapping value H0 are shown in Figure 4.

These initial values are the first 32 bits of the decimal part
of the square root of the first 8 prime numbers
(2, 3, 5, 7, 11,13,17,19) in natural numbers. For example, the
decimal part of

ffiffiffi
2

p
is approximately 0.414213562373095048,

and

0:414213562373095048 ≈ 6 × 16−1 + a × 16−2 + 0 × 16−3+⋯:

ð2Þ

So, the first 32 bits of the decimal of
ffiffiffi
2

p
is 0x66a09e667,

that is, the h0. The 64 hash constant values are shown in
Figure 5.

1: Generate key stream seed 1:
2: Given a state vector S, initialize it, and assign 0, 1, 2, ..., 254, 255 to each byte in ascending order;
3: forint i = 0 ; i < 256 ; i + +do
4: S½i� = i;
5: end for
6: Enter the initial key:
7: The initial key is defined as any combination of less than 256 bytes;
8: Fill in circularly until 256 bytes are filled;
9: The final result is defined as a vector T, which is used to generate seed 2;
10: Disrupt the initial seed 1:
11: Perform a replacement operation on the state vector S, starting from the 0th byte, and executing 256 times to ensure that each byte
is processed;
12: j = 0;
13: forint i = 0 ; i < 256 ; i + +do
14: j = ðj + S½i� + T½i�Þ mod 256;
15: swapðS½i�, S½j�Þ;
16: end for
17: Generate key stream and encrypt:
18: i = 0, j = 0;
19: while clabel.length– do
20: i = ði + 1Þ mod 256;
21: j = ðj + S½i�Þ mod 256;
22: swapðS½i�, S½j�Þ;
23: t = ðS½i�, S½j�Þ mod 256;
24: k = S½t�;
25: clabel½� = clabel½�∧k;
26: end while

Algorithm 1: The encryption algorithm of RC4.
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Similar to the 8 initial hash values, these constants are
derived from the first 32 bits of the decimal part of the cube root
of the first 64 prime numbers ð2, 3, 5, 7, 11,13,17,19,23,29⋯ Þ
in natural numbers.

4.2.3. Add Filling Bit and Length Value. Add filling bits to the
end of the SampleðPktclabelÞ so that the remainder of the
SampleðPktclabelÞ length is 448 after modulating 512. The first
additional bit is 1 and then 0, until the length of 512 is
sufficient and the remainder is 448. Then, we get Sample
ðPktclabelÞ1. After that, we append SampleðPktclabelÞ with
SampleðPktclabelÞ1, which gives us the message.

4.2.4. Calculating the Message Digest (ulabel). Since the mini-
mum calculation unit of the algorithm is a 32-bit word, we
break the message into sixteen 32-bit big-endian words W0,
W1,⋯,W15 and other 48 wordsW16,W17,⋯,W63, which
are derived from the following iterative formula, respectively:

Wt = σ1 Wt−2ð Þ +Wt−7 + σ0 Wt−2ð Þ +Wt−16: ð3Þ

For each iteration, as shown in Figure 6, the 8 letters ABC-
DEFGH are updated according to certain rules, and the dark
blue squares are 6 nonlinear logic functions. For the conve-
nience of expression and calculation, we will express these
words as x, y, z, and the functions are shown below.

Ch x, y, zð Þ = x ∧ yð Þ ⊕ x ∧ zð Þ,
Ma x, y, zð Þ = x ∧ yð Þ ⊕ x ∧ zð Þ ⊕ y ∧ zð Þ,

〠
0

xð Þ = S2 xð Þ ⊕ S13 xð Þ ⊕ S22 xð Þ,

〠
1

xð Þ = S6 xð Þ ⊕ S11 xð Þ ⊕ S25 xð Þ,

σ0 xð Þ = S7 xð Þ ⊕ S18 xð Þ ⊕ S3 xð Þ,
σ1 xð Þ = S17 xð Þ ⊕ S19 xð Þ ⊕ S10 xð Þ:

ð4Þ

The red blocks stand for the operation of mod 232 addi-
tion, which means when the adding result is greater than 232,

you must divide it by 232 and find the remainder. The initial
values of ABCDEFGH are Hi−1ð0Þ,Hi−1ð1Þ,Hi−1ð2Þ,⋯,Hi−1
ð7Þ. For each iteration, let Kt denote the key over the t-th iter-
ation, corresponding to the 64 constants wementioned before,
and Wt is the t-th word this block generates. The original
message is cut into fixed-length 512-bit blocks; for each block,
64 words are generated, and the eight letters ABCDEFGH are
cyclically encrypted by repeatedly running the cycle n times.
The eight characters generated in the last loop are the hash
string Hn corresponding to the nth block, which is the last
256-bit message digest. The above algorithm of the iteration
process is presented in Algorithm 2.

4.2.5. Modification

(1) Use the interception function to intercept the
encrypted ciphertext ðHnÞ, and intercept the number
ð0 < number < 32Þ digits from the beginning number
ð0 < benninnumber < 32Þ position to obtain the pass-
word A, where A = leftðSHA − 256ðpasswordÞ,
beginnumber − 1Þ

(2) Use the intercept function to intercept the value B
of the number digits of the encrypted plaintext,
where B = rightðSHA − 256ðclabelÞ, SHA − 256 −
digit − ðbeginnumber + number − 1ÞÞ
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Figure 5: The hash constant value of SHA-256.
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Figure 6: The iteration process of SHA-256.

1: fori from0 to 63do
2: Logical function operation:
3: S0 = (A rightrotate 2) ∧(A rightrotate 13) ∧(a rightrotate 22);
4: Ma = (A and B) ∧(A and C) ∧(B and C);
5: t2 = S0 + Ma;
6: S1 = (E rightrotate 6) ∧(E rightrotate 11) ∧(E rightrotate 25);
7: Ch = (E and F) ∧((not E) and G);
8: t1 = h + S1 + Ch + K½i� +W½i�;
9: Update each word:
10: H=G;
11: G=F;
12: F=E;
13: E = D + t1;
14: D = C;
15: C = B;
16: B = A;
17: A = t1 + t2;
18: Add the hash output of the message block to the existing hash output:
19: h0 = h0 + A;
20: h1 = h1 + B;
21: h2 = h2 + C;
22: h3 = h3 + D;
23: h4 = h4 + E;
24: h5 = h5 + F;
25: h6 = h6 + G;
26: h7 = h7 + H;
27: Output the final hash value (big-endian):
28: digest = hash = h0 append h1 append h2 append h3 append h4 append h5 append h6 append h7;
29:end for
30: return digest;

Algorithm 2: The iterative algorithm of SHA-256.

9Wireless Communications and Mobile Computing



(3) Use the random function genkeyðnumberÞ to fill in the
value of the intercepted number; the converted pass-
word value is encryptpassword = A&getkeyðnumberÞ
&B

From the above, we get the final message digest (ulabel).
This process randomly hashes the input to the output, which
makes reverse engineering using input-output pairs difficult.

4.3. Label Verification. The authentication between the leader
and relay nodes will seem successful as long as the following
two conditions are met: first, the data packet comes from the
correct front-hop node (UAV) and second, the data packet
should carry the correct ulabel generated by the UAV.

(1) The leader UAV verifies whether the clabel of themem-
ber UAV is correct, and if correct, it indicates that the
data packet comes from the correct previous hop node

(2) The leader UAV also generates an Hn according to
the received clabel and then intercepts the first half
from the beginning number to get A′, and the second
half gets B′ and then reads the A and B parts of the
password from the database, and finally if A = A′
and B = B′, it is considered that the password entered
by the user matches the password in the database,
indicating that ulabel′ = ulabel, and the verification
is passed. Otherwise, the label verification fails and
the UAV triggers an alarm

4.4. Among Followers. We focus on the lightweight
SPONGENT-128-based algorithm adapted to label genera-
tion and verification among the followers in this part.

4.4.1. Label Generation. After the follower UAV receives the
clabel encrypted by the leader, it first decrypts the RC4 to
obtain the original clabel. Because the lightweight encryption
scheme we use is symmetric encryption, the original text is
obtained by XORing the plaintext with the same key twice,

so the encrypted clabel UAV only needs to use the keystream
to XOR once again to get the original text.

The encryption process of the hash function using the
sponge structure can be finished through three stages [30, 32]:

Initialization Phase. The b-bit memory state S is initial-
ized to all 0 s, and the plaintext message clabel is filled with
the filling function P. As shown in Figure 7, the specific
method is to first add 1 after the message, and then, add a
sufficient number of 0 s, so that the number of bits of the
message after filling is exactly r an integer multiple (for
example, when the message has 57 bits and r = 8, the filled
content should be “1000000”).

Absorbing Phase. The filled message will be divided into r
message blocks (mi). The message block is XORed to the
rightmost r-bit position of state S, which forms part of the
hash output. Each time the r-bit message is XORed with
the first r-bit of S, then the entire S is converted by F to obtain
the new state and then repeat the above steps (absorption),
until all the filled messages are absorbed.

F conversion: Fb
2 ⟶ Fb

2. It is an R-round block cipher
conversion of the input b-bit state. sBoxLayerb and pLayerb
describe how the state evolves. lCounterbðiÞ is the state of
the LFSR at time i that depends on b. It generates an integer
constant for round i and adds it to the rightmost bit of the
state. lCounterbðiÞ′ is the value of lCounterbðiÞ, whose bit
order is reversed and added to the leftmost bit of the state.
Generally speaking, sBoxLayerb means to use a 4-bit to 4-
bit S-box: F4

2 ⟶ F4
2, distributed and operated b/4 times. S-

box (substitution-box) is the basic structure of the symmetric
key algorithm [33] to perform substitution calculation. The
state of S-box is shown in Figure 8.

Besides, pLayerb means to move j in S state to position
PbðjÞ:

Pb jð Þ =
j · b

4 mod b − 1 , if j ∈ 0,⋯, b − 2f g,
b − 1, if j = b − 1:

8<
: ð5Þ

F F F F F F

m0

r

c

m1 m2 m3 h1 h2

h3

Absorbing Squeezing

Figure 7: Absorbing and squeezing phases of spongy structure.
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63C958A7F4120BDES[x]

Figure 8: The state of S-box.
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lCounterb is one of the three log2R bit linear feedback
shift registers (LFSR). The initial value assigned to the regis-
ter is called the “seed”, because the operation of LFSR is
deterministic, so the data flow generated by the register is
completely determined by the current or previous state of
the register. Moreover, since the state of the register is lim-
ited, it will definitely end up in a repeated loop. However,
through primitive polynomials, LFSR can generate seemingly
random sequences with very long cycles. Shift registers are
simple in structure and fast in operation. Most practical key
stream generators are based on shift registers, and shift regis-
ter theory has become the basis of modern stream cryptosys-
tems. In this scheme, the LFSR is recorded every time the S
state is used, and its final value is 1. Let ζ denote the unit root
in the corresponding binary finite field. The SPONGENT-
128 we use has the original trinomial ζ7 + ζ6 + 1 7-bit LFSR,
which is initialized to “1111010.”

Squeezing Phase. After all the messages are absorbed, the
first r bits of S are output. If the number of digits to be output
is n > r, then continue to perform F transformation on S and
then output the first r bits of S and so on until the total num-
ber of digit output reaches n bit.

4.4.2. Label Verification. Because the followers are semi-
trusted to us, we need to authenticate the follower at a higher
frequency. This authentication is verified by the relay node
according to SPONGENT-128 to verify the ulabel returned
by the follower. If the result is the same as the returned one
and if they are consistent, the follower is credible. If they
are inconsistent, the relay node will trigger an alarm.

In summary, after taking off, the leader first performs RC4
encryption to the clabel and then distributed them to the relay
nodes, and the relay nodes forward to the peripheral member
UAV followers to ensure the security of the database; after the
relay node decrypts the clabel, they adapt SHA-256 to generate
ulabels and are verified by the leader every certain period to
ensure the safety of relay nodes during the flight; after receiv-
ing the forwarded clabels, followers adapt SPONGENT-128 to
generate ulabels to finish the verification cycle faster, and the
ulabel sent back to the relay node for verification indicates that
its identity guarantees the safety of the peripheral member
UAVs; the security of the information in the wireless trans-
mission process is protected through two hash schemes, and
there is no too much additional energy consumption.

Therefore, our proposed scheme enables the inside of the
UAV swarm to use labels that may be unknown to the
attacker to mark the data packet header. In addition, the
labeling strategy is synchronized between the leading UAV
and the following UAV for data packet verification. If a mali-
cious UAV attacker manipulates a follower UAV, it must
forge the correct label to avoid verification.

4.5. Safety Analysis. This part analyzes the security model
proposed in this paper from mainstream attack methods
such as traditional attacks and differential attacks.

4.5.1. Security Assumptions. Cryptography has defined three
security assumptions about hash functions. If a hash function
satisfies the following three assumptions, such a hash func-
tion can be considered safe [34]:

(i) The original image having stable assumption: choose
output value h arbitrarily, and make HðMÞ = h by
finding a message string M which is infeasible

(ii) The second preimage firm assumption: given a mes-
sage stringM, find another message string Z to make
H ðMÞ =HðZÞ which is infeasible

(iii) Assumption of collision stability: it is infeasible to
find any two message strings M and Z such that H
ðMÞ =H ðZÞ.

4.5.2. Traditional Attack. From the perspective of attack
principles, traditional attacks do not use the structure of
the hash function and any weak algebraic properties and
are only affected by the length of the hash value. Therefore,
the most effective way to resist traditional attacks is that the
hash value must have sufficient length. The SHA-256 used
in this paper uses a 256-bit hash value, and its magnitude
is 2128 ≈ 3:4 ∗ 1038, and it takes several million years to
find a collision [7].

According to the literature [30], for the verification
between the relay node and the UAV, it can be seen that
the domain extension structure of the sponge structure has
good safety performance in a large-scale and lightweight
environment. Therefore, this paper adopts the domain exten-
sion structure of SPONGENT-128 verifying the integrity
between UAVs and analyzing the cost of mainstream attack
types to break this scheme:

(1) The range of costs to be paid for a collision attack is

min 2n/2, 2c/2
� �

: ð6Þ

(2) The range of costs to be paid for the preimage attack
is

min 2n, 2c, max 2 n−Rð Þ/2, 2c/2
n on o

: ð7Þ

(3) The range of costs to be paid for the second preimage
attack is

min 2n, 2c/2
� �

: ð8Þ

Table 1: The ability of SPONGENT-128 against differential attack.

Rounds ASN Maximum difference probability

5 10 2−22

10 29 2−68
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Set the main parameters in the sponge structure: output
digits n = 128, memory state digits b = 136, capacity c = 128,
data rate r = 8, and output digits in the extrusion stage R =
8, so the solution in this paper resists traditional attacks.
The capabilities are as follows:

(i) Collision attack resistance: 264

(ii) Preimage attack resistance: 2120

(iii) The second preimage attack resistance: 264

4.5.3. Differential Attack. Differential attack is currently one
of the most effective methods to decipher the iterative hash
function. The basic method is to use the impact of the input
difference of the plaintext on the output difference and use
the high probability of inheritance or elimination of the dif-
ference to produce the final same output [35]. The safety of
a hash function ultimately depends on whether the overall
collision of the function can be found. Because the SHA-
256 algorithm has an iterative structure, according to the ava-
lanche effect of the iterative algorithm, as the number of
rounds increases, the corresponding overall collision com-
plexity will be sharply ascending; this makes it very difficult
to find the overall collision. Until now, the existing attacks
have not been able to find a SHA-256 overall collision.
Through the analysis of the Chabaud-Joux attack on SHA-
256, a partial collision of SHA-256 was found, with a com-
plexity of 266 [7], but an overall collision of SHA-256 could

not be found, so the SHA-256 algorithm can also resist exist-
ing differential attacks.

For a hash function with a sponge structure, its ability to
resist differential attacks is directly determined by its internal
transformation. In order to find the upper bound of the inter-
nal transformation’s ability to resist differential attacks, the
general method used is to find the number of minimum
differential active S-boxes (ASN) in the encryption process.
For the SPONGENT-128 used in this paper, the experimen-
tal results of the proponent of the scheme cited in this paper
[30] are shown in Table 1.

5. Simulation Experiment and Result Analysis

In view of the fact that there is no platform that supports
UAV swarm simulation, we tested and analyzed a variety of
popular simulation platforms and chose OMNeT++ as the
UAV flight simulation test environment. OMNeT++ is a
modular, component-based C++ simulation library and
framework, mainly used to build network simulators.
OMNeT++ can be used for free in noncommercial simula-
tions such as academic institutions and teaching. OMNeT+
+ itself is a simulation framework, and there is no model
for network protocols such as IP or HTTP. There are several
external frameworks for the main computer network simula-
tion models. The most commonly used one is INET, which
provides various network protocols and technologies of
various models, such as IPv6 and BGP.
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Figure 9: OMNeT++ simulation interface.
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The UAV simulation test platform is composed of three
main modules: communication module, computing module,
and mobile module. The communication module is based on
the INET framework, in which the physical layer uses the
radio model and the medium model, the data link layer uses
the ad hoc-based 802.11 protocol, the routing protocol uses
the OLSR (Optimized Link State Routing) protocol, and the
transmission protocol uses the UDP protocol. As shown in
Figure 9, the calculation module performs related calcula-
tions and the operation of the two hash algorithms based
on the information obtained by various sensors and provides
different functions for the cluster nodes. For example, each
node simulates the equipped geographic information sensor
by reading its coordinate location information. The mobile
module is based on the mobile model of INET and has been
redesigned and implemented according to the UAV forma-
tion requirements. This module can simulate the waypoint
flight mode of the UAV.

We compare the security model based on the hash chain
[36] and the security model based on the hash-lock protocol
[37] with the scheme proposed in this paper in terms of
throughput, delay, and security to verify the scheme proposed
in this paper on security and performance. In order to better
evaluate and compare the security of these protocols, an attack
program is added here to simulate an attacker’s attack on the
protocol. This paper simulates several common network
attacks. We call the generation and authentication functions
in the file/hash.cc. OMNeT++ processes the arriving data
packets by calling the generation function in ProcessPacketð·Þ
and forwards the processed data packets by calling the verifica-
tion function in PacketCallbackð·Þ. The following is an analysis
of the simulation results.

5.1. Statistics of the Number of Successful Attacks. With 1000
seconds as a time node, the number of attacks of the three
models at each time node is counted, as shown in Figure 10.
It can be seen that the security model based on the hash-lock

and hash chain is almost linearly distributed, basically every
unit of time can be successfully attacked, and the security
scheme based on the hash-lock protocol is based on the
security of the hash chain after 4 s. After 8 s, the number of
successful attacks on the scheme has increased at a faster rate,
indicating that as long as the attack continues for a long time,
these two schemes have great security risks.

The encryption scheme proposed in this paper, with the
increase in time, has basically remained stable in the probabil-
ity of successfully resisting common attacks. Compared with
the other two schemes, the curve trend is relatively flat and
there is no obvious growth trend. Therefore, the ability to
resist common attacks always maintains advantages and has
good security. Moreover, in the first four seconds of the simu-
lation, the scheme proposed in this paper can completely resist
the attack behavior, and it is quite effective for the UAV cluster
with high real-time and mobility to resist the invasion of
attackers.

5.2. Throughput and Delay. We compare the delay and
throughput of the solution that does not use any security
solution, the security model based on the hash chain, the
security model based on hash-lock, and the solution that uses
the security model of this paper.

As shown in Figure 11, for the throughput, it can be seen
that when the number of packet lengths is small (64, 128
bytes), the security scheme has a greater impact on through-
put, because the label length accounts for a larger proportion
of the packet length with a security label. So it will reduce the
throughput of the system, but when the packet length is
longer (256, 512, and 1024), the throughput of the four
schemes is not much different, so the security scheme is more
suitable for data packets containing more data. The applica-
tion scenario is the scenario with a large packet length, and
the UAV will carry a large amount of data. Therefore, the
security scheme proposed in this paper does not have much
impact on the throughput while ensuring the security of the
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system. As shown in Figure 12, for the delay, in order to facil-
itate observation and analysis, we ignored some inevitable
jitter and focused on mainstream delay. As shown in the
figure, the average delay of the security model based on the
hash chain and hash-lock is higher than that of the solution
proposed in this paper, and the delay of the security model
proposed in this paper is not much different from that of
the normal mode, only an increase of about 0.15ms. From
this aspect, it also illustrates the feasibility and low latency
of the program.

5.3. Feasibility. While improving the security and robustness
of the system, we also examine the distribution of uncertain
labels, which significantly reduces the possibility of an attacker
accurately predicting uncertain labels through random guess-
ing. Because if the distribution is biased towards certain labels,
the attacker is likely to use these labels to improve the predic-
tion success rate. From Figure 13, we can see that the uncertain
labels generated by the UAV have approximately normal dis-
tribution, which well limits the range of the attacker’s random
inference.
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We used a 10-digit uncertain label and considered 5000
other packets in the same stream.We expect the average num-
ber of labels to appear as 5000/210 = 4:9. When this expected
value is reached and the number of occurrences is 4, the above
two distributions reach their peaks. The above results show
that the model proposed in this paper will not cause the
attacker to continue to speculate on our label, nor will it issue
wrong labels. After all, whenever it detects a packet with an
incorrect label, it will alert the system. In addition, constantly
refreshing the custom key also helps invalidate the attacker’s
inference.

6. Conclusions

Based on the previous work, our mechanism greatly reduces
statistical inference. The SHA-256 algorithm and
SPONGENT-128 are used to generate the ulabel of the
UAV message header, which ensures that the system does
not increase a large amount of energy consumption, while
the safety is greatly improved. Since the current UAV sup-
ports thousands of [38] rule updates per second, we regularly
update the UAV’s custom key and the label authentication
rules with the leader.

Finally, we proposed the situation where an attacker
invaded the UAV swarm performing military missions and
proposed a random labeling mechanism solution. This mech-
anism enables the UAV swarm system tomark packet headers
that are difficult for attackers to infer and guess. The labeling
strategy is to conduct swarm authentication through collabo-
ration across the leader UAV, relay nodes, and member
UAVs. If an attacker manipulates a damaged UAV to try to
enter the system, it must forge the correct label to avoid veri-
fication, and our mechanism restricts the attacker to random
guesses. In addition, this paper uses OMNeT++ to implement
a security authentication mechanism based on random labels
for large-scale UAV swarms. The experimental results show
that, in terms of throughput, delay, feasibility, etc., the scheme
proposed in this paper can achieve accurate inspection with
reasonable cost and ensure the safety of the system.
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Cloud computing uses virtualization technology to provide users with different types of resources in the form of services. The third
party plays a crucial role in coordinating cloud market between cloud providers and users. As for providing services or trading, the
extra broker fees are required for the middleman because the third party facilitates transactions. Moreover, there is no guarantee
that the third party is trusted, which can lead to information leakage, data tampering, and unfair trading. Blockchain technology
is an emerging technology that can store and communicate data between entities that unnecessarily trust each other. To resolve
the problems, this paper presents the blockchain-based trust and fair system and develops the smart contract of auction and
transaction. The prototype system is implemented based on the Hyperledger Fabric. The experimental results prove the
feasibility of the scheme.

1. Introduction

Cloud computing is a popular paradigm of offering services
over the Internet [1]. With the development of Internet tech-
nology and virtualization technology, more and more enter-
prises and individuals outsource their workloads to cloud
providers. Cloud computing services are generally provided
in three types: infrastructure as a service (IaaS), platform as
a service (PaaS), and software as a service (SaaS) [2]. In cloud
computing environment, cloud providers cooperate to form
a huge abstract, virtualized, and dynamically expandable
resource pool to provide cloud service and resources to users.
A user acquires and releases resources by requesting and
returning virtual machines in the cloud. To sell the VM
instances to users, cloud providers can employ auction-
based models. An example of implemented auction method
in Cloud computing is the spot market introduced by
Amazon [3].

Current cloud resource auction integrates the network
technology into the bidding system. The desirable precondi-
tions for managing cloud resource auction are “trust” and

“fair.” The main entities included in cloud resource auction
are cloud providers, users, and the third party (i.e., auction-
eer) as shown in Figure 1. The cloud provider is an organiza-
tion that offers computing resources for use on payment. A
user is a person or an organization that purchases cloud ser-
vice. The third party is a middleman that provides a platform
to make the product available in the market. Most of the
third-party platforms are centralized middlemen which can
lead to a host of trust and fair issues. First, the centralized
cloud computing auction system may suffer the single node
attack and has a higher risk of data tampering and privacy
leakage [4]. Secondly, the third-party platform completely
controls over the bidding process. Users have no way to
ensure that the middleman never leaks their bidding infor-
mation. Even if the auction platform has security and trust
issues, it still charges a large fee for service as a middleman
between cloud providers and users. In addition, many exist-
ing researches and models on cloud resource auction cannot
consider the transaction process after the auction. There are
multiple unfair problems associated with the transaction
process. For example, malicious cloud providers may not
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provide services or unmatched resources after charging
service fees, and malicious users may not pay service fees
when obtaining resources.

Blockchain, as an emerging distributed ledger technology
[5], has attracted more attention from various fields, includ-
ing supply chain [6], IoT [7], medical [8], and other areas.
Since data storage is based on a distribution architecture
and data management is based on a peer-to-peer network,
data records are immutable, verifiable, and traceable [9].
Not only blockchain provides a reliable system to store data
but also it improves bidding information security and immu-
tability. So blockchain can facilitate transactions between
entities that unnecessarily trust each other.

Blockchain technology has the great potential to
address the challenge of conventional cloud platform. Ref-
erences [10–12] mainly aim at trust problem in the cloud
platform and design a credible service transaction method
combined with blockchain. In [13], a decentralized frame-
work is proposed to address issues such as trust and data
security. A blockchain-based cloud resource allocation
framework is proposed in [14]. Conspicuous feature, of this
model, is the timed commitment scheme, state mechanism,
and ladder payment to guarantee auction fairness and
trade fairness.

In this paper, we combine blockchain and smart contract
technology to propose a blockchain-based cloud resource
auction scheme to ensure the security of bidding data and
the fairness of cloud services. The scheme designs a data
encryption transmission module, which uses symmetric
encryption technology to encrypt bid data to protect user pri-
vacy and prevent malicious users from leaking data. Since the
blockchain is a peer-to-peer access structure, the points in the
structure can be trusted with each other. Consequently, the
centralized third-party platform can be removed to reduce
the transaction cost. Use smart contract technology to design
the auction contract and transaction contract. Some rules are
written in smart contracts to achieve fair trading of cloud
resources. Users must pay transaction fees in advance to
obtain VM instances, and cloud providers must provide
cloud resources in order to receive transaction fees. Com-
pared with the traditional cloud resource auction system, this
scheme can realize the safe auction and fair transaction of
cloud resources, protect the bidding privacy of users, and
resist internal malicious users.

The structure of this paper is as follows. Section 2 intro-
duces the background, system architecture and detailed
implementations. Section 3 gives the results of the proposed
architecture. The last section concludes the paper.

2. Background

2.1. Related Work. One helpful approach for the cloud com-
puting resource supply is the mechanisms for auctions. Sev-
eral authors have studied such mechanisms in different
fields such as economics and computer science. In the con-
text of cloud computing resource allocation, Jain et al. [15]
proposed an efficient truthful-in-expectation mechanism
for resource allocation in clouds. Zama and Grosu [16]
designed truthful approximation mechanisms for the
auction-based allocation of VM instances in clouds. Due to
the characteristics of resources in cloud computing, more
and more researchers introduce the quality of service param-
eter and nonprice attributes into cloud resource auction sys-
tem to solve allocation problems and transaction fraud
problems. In [17], the authors introduced a multiattribute
auction framework and used evaluation functions to publish
cloud providers for fraudulent behavior. The current works
explore auctions of introducing features for the cloud
resource auction system. However, none of the noticed solu-
tions focus on the honest behavior of the auctioneer, nor in
providing reliable records about transactions between the
cloud provider and users.

In such a direction, to combine blockchain technology
with the cloud resource auction system has become a new
trend, because its decentralization and data tampering pre-
vention might provide solutions to the shortcomings of cur-
rent systems. Few works have been using blockchain to solve
the cloud resource auction system issues. In one of them,
Chen et al. [18] designed a blockchain-based architecture
for a bidding system. Franco et al. [19] proposed a
blockchain-based reserve auction for infrastructure supply
in a virtual network. Also, An et al. [20] proposed a
blockchain-based reserve auction for data transactions to
solve the problem of third-party brokers. Ch et al. [21] pre-
sented a blockchain technology solution, using pentatope-
based elliptic curve cryptography and SHA to improve the
security and privacy device data. Thirumalai et al. [22]
applied the knapsack method to encrypt ENPKESS keys to
enrich high security in cloud systems.

2.2. Blockchain. Blockchain originated from Bitcoin. As the
underlying application technology of Bitcoin, it has received
widespread attention as Bitcoin became famous. As a decen-
tralized distributed ledger technology, blockchain integrates
technologies such as distributed data storage, encryption
algorithms, and consensus mechanisms. Blockchain elimi-
nates third-party authoritative centers [23]. It can enhance

Users
Bids Cloud

providerAuctioneer

(a)

Smart
contract

Users
Bids

Cloud
provider

(b)

Figure 1: (a) Current centralized model of cloud resource auction. (b) Proposed architecture using smart contract which acts as a third-party
platform.
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the trust between participants without relying on the third-
party trusted authority, because all consensus nodes partici-
pate in the process of maintaining blocks on the chain and
the transaction record are stored on a peer-to-peer network
to ensure that the data cannot be tampered with and any
node can audit the data in the block. In addition, due to the
irreversibility of the hash function and the security advan-
tages of the consensus mechanism, the transparency, secu-
rity, and immutability of transaction data are guaranteed.

Since the blockchain is public and transparent, when it
comes to private data, it needs to be encrypted. This paper
mainly uses Diffie-Hellman key exchange algorithm [24]
and symmetric encryption algorithm [25]. The characteristic
of the DH algorithm is that both parties can exchange keys
securely in an insecure channel. In the DH algorithm, the
sender and receiver use their own private key and the other
party’s public key to generate a shared key. In the symmetric
encryption algorithm, the sender uses the symmetric encryp-
tion key to encrypt the data, and the receiver uses the key to
decrypt the data to obtain the data, which is characterized by
the same encryption and decryption keys.

In the blockchain 2.0 stage, the concept of smart contract
[26] is introduced. Developers can create various applica-
tions through smart contracts. In this paper, the smart
contracts replace the third-party platform in the existing
system and perform resource allocation and transaction
management according to predefined rules.

2.3. Proposed Model. This paper focuses on IaaS and is built
under the situation that the cloud provider offers different
types of resources in the form of VM instances. The
blockchain-based cloud computing resource auction model
is shown in Figure 2, including user, cloud provider, certifi-

cate authority, data encryption transmission module, and
smart contract module.

The main function of the user is to obtain the VM
instances. Each user has his own public and private key PKu-

ser, SKuser, and address Addruser. In the process of applying for
obtaining the VM instances, the user can obtain the resources
only after being authorized by smart contract. The main
function of the cloud provider is to supply the VM instances.
The cloud provider has his own public and private key PKcf p,
SKcf p, and address Addrcf p.

The certification authority is a role in the system, which is
mainly responsible for verifying the identity of users who
want to join the system and then sending digital certificates
to users. Only users who pass identity verification can join
the system, which improves the security of the system to a
certain extent.

The data encryption transmission module encrypts each
user’s bid information and uploads it to the smart contract
module to ensure that the bid information will not be leaked.
The smart contract module realizes the security and fairness
of the whole auction process and solves the problems such as
auction centralization, bidding information disclosure, and
dishonest transaction. The module is mainly composed of
two smart contracts: auction contract and transaction con-
tract. The auction contract (AC) executes allocation algo-
rithm and payment function, which is aimed at social
welfare maximization to protect the interests of users. Use
the transaction contract (TC) to determine the applicant’s
transaction information before the transaction occurs, freeze
the prestored transaction fee when the transaction occurs,
and send the transaction fee to the cloud provider after the
transaction is completed and the applicant receives the VM
instances. Use smart contract to replace trusted third parties

Bidding
information 

Blockchain

User Smart
contract

Cloud provider

Auction results

Supply
VM

instances

Obtain VM
instances

Encrypted
transmission module

Payment
Transaction fee

Encrypted transmission

Figure 2: Architecture model.
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to realize transaction payment management, effectively pre-
venting users from not paying and sellers not providing
resources, and ensuring fair transactions.

2.4. Blockchain-Based Cloud Computing Resource
Auction Steps

2.4.1. User Registration. The process of identity authentica-
tion and registration is shown in Figure 3.

Step 1. The user needs to send an identity verification appli-
cation to the certification authority (CA) before logging in
to the alliance chain network. After the verification is passed,
the applicant will obtain the key pair and a digital certificate.

Step 2. The user sends his registration and digital certificate to
the system after obtaining the digital certificate and key pair.

Step 3. The node verifies the digital certificate of the new user
and confirms the identity with the CA. After identity is
approved, the user will be added to the system.

2.4.2. User Submission. The process of submitting bid data is
shown in Figure 4.

Step 1. The user sends a request to the server to generate the
public and private key on the server side. The server side
returns the production key to the user.

Identity verification

Send credentials

Verify user identity

Send key pair and CA

Send CA

Log in to the system
Verify CA

User CA Blockchain

Figure 3: User registration process.

Send request

Return public key

Send bid information

Return execution result

Generate key pair

Generate key pair

Encrypt information

Decrypt information 

User Server Auction smart

Send public key and
encrypted information

Figure 4: Timing diagram of encrypted transmission module.
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Step 2. The user executes DH algorithm to generate public
and private key pair and generate symmetric key according
to the public key of the server, which is used to encrypt the
transaction information.

Step 3. The user sends his public key and encrypted informa-
tion to the server.

Step 4. The server generates a symmetric key according to the
user’s public key and decrypts the encrypted information by
using the symmetric key.

Step 5. Send the bid information to the auction contract, and
return the execution result to the user.

Algorithm 1 describes the process of the data encrypted
submission. First of all, user A requests and obtains the pub-
lic key of the server. Lines 1 to 2 indicate that user A gener-
ates the symmetric key KEYcli according to the public key
of the server and encrypts the bid information Inf obid with
KEYcli to generate cipher text CInf obid . Line 3 shows that
user A sends the public key of the client PKcli and encrypted

bid information Inf obid to the blockchain server. Lines 4 to 5
show that the blockchain server generates the same symmet-
ric key KEYser (KEYcli=KEYser) and decrypts the CInf obid
using KEYser to obtain the details of the bid. Lines 6 to 11
show that the submission time limits and verifies whether
the bid information has been tampered with. Finally, the
server sends bid information to the AC.

2.4.3. Auction. This section presents the function of the auc-
tion contract. Mahyar et al. [27] proposed truthful greedy
mechanism for VM provisioning and allocation in clouds.
The mechanism is mainly divided into two parts: allocation
and payment. The function of auction smart is described in
Algorithm 2. Lines 1 to 3 show that AC collects the bidding
information and address from the users. Lines 4 to 7 show
the optimal allocation of solving cloud resource allocation
by calling the allocation algorithm G-VMPAC-II-ALLOC
[27]. Lines 8 to 10 show that the payment of user i is calcu-
lated by calling G-VMPAC-II-PAY [27]. Finally, AC returns
three output parameters:Addr∗, the address set of winner;x∗,
the optimal allocation of cloud resources to the users; and P
the payment.

Input: server public keyPKser , client public keyKEYcli, encrypted bidding informationCInf obid , actual submission timetA, deadlineTs,
user A addressAddrA
Output: complete submission
1 KEYcli= client.getSecret (PKser)
2 CInf obid= Enc (Inf obid ,KEYcli)
3 Client node (PKcli,CInf obid ,tA,AddrA) → Server node
4 KEYser= server.getSecert (PKser)
5 PInf obid= Dec (CInf obid ,KEYser)
6 iftA<Ts&&PInf obid= = true then
7 Server node (PInf obid ,AddrA) → AC
8 return“Bid information submission successful”
9 else
11 return“Bid information submission failure”
12 end if

Algorithm 1: Encrypted submission.

Input: Users bidding information :Inf obid = fθ1, θ2,⋯, θng, θn = ðβn, bnÞ
Users address information: AddrU = fAddr1, Addr2,⋯ , Addrng.
Resources capacities: C = {C1, C2,⋯, CM}

Output: Addr∗,x∗, P
1 {Collect}
2 for alli∈Udo
3 collect user bidding information and address from user i
4 {Allocation}
5 ðAddri, xiÞ ← G-VMPAC-II-ALLOC (θ,C)
6 Addr∗ ← Addr∗ ∪ Addri
7 x∗ ← x∗ ∪ xi
8 {Payment}
9 Pi ← G-VMPAC-II-PAY (θ,C)
10 P←P∪ Pi
11 return Addr∗, x∗, P

Algorithm 2: The function of AC.
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2.4.4. Transaction Management. After the user receives the
auction result, the winner can apply for resources. The TC
needs to call the AC to obtain the address and the payment
of the winner user to verify the applicant’s transaction infor-
mation. Transaction management is divided into two parts,
including resource supply and payment management. The
specific steps are shown in Figures 5 and 6.

(1) Resource Supply.

Step 1. Applicant A sends the request information; TC first
confirms his payment certificate.

Step 2. If applicant A has payment certificate, the VM
instance information will be encrypted with the applicant’s
public key and signs it with the cloud provider’s private

key. The cloud provider sends encrypted information and
signatures to the network as transaction data.

Step 3. The node verifies the signature and packages the ver-
ified transaction data into blocks and waits for the consensus
to be on the chain.

Step 4. After the block is on the chain, applicant A can obtain
the VM instance information from the block. Applicant A
verifies the signature and uses his private key to decrypt the
transaction data to obtain the VM instance information.(2)
Payment Management.

Step 1. Applicant A sends a request to TC for prestored pay-
ment. After TC receives the transaction fee, it will generate a

Send cipher text 

Request VM instances

Verify permissions

Pack on the chain

Decrypt to obtain VM
instances 

Cloud provider User Blockchain

Figure 5: Resource supply process.

Request transaction

Pack on the chain

User Cloud provider Blockchain

Agree

Storage transaction fee 
Payment certificate

Payment

Require VM instances

Encrypt transaction
information

Obtain VM instances

Agree

Figure 6: Pay service fee process.
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Input: Applicant A addressAddrA, applicant public and private keys(PKA,SKA), the CFP public and private keys(PKcf p, SKcf p), VM
instances permission informationInf oVM , blockIDblock.
Output: Applicant A obtains virtual machine permission information
1 functionResourceSupply (AddrA,PKA,Inf oVM ,SKcf p)
2 xi← matchAC ðAddrA, Addr∗Þ
3 if (xi= = true) then
4 CInf oVM= enc (Inf oVM ,PKA)
5 returnCInf oVM
6 signcf p ← SignðhashðCInf oVMÞ, SKcf pÞ
7 block ← Add (CInf oVM , signcf p)
8 end function
9 functionGetInfo (IDblock, SKA, PKcf p)
10 signcf p,CInf oVM← GetBlockInfo (IDblock)
11 validate (signcf p,PKcf p)
12 Inf oVM← dec (CInf oVM ,SKA)

Algorithm 3: Resource supply.

Input: Applicant A addressAddrA, actual stored paymentsA, actual stored timetA, deadlineTP , auction contract AC, CFP address
Addrcf p
Output: Complete transaction fee storage and transfer
1 User node (sA, tA,AddrA) → TC
2 function TC(P, Addr, Tp)
3 PA← matchAC(AddrA,P)
4 if tA<TP&&sA=PAthen
5 return οpay
6 else if tA<TP&&sA<PA
7 return “Insufficient transaction fee”
8 else if tA>TP
9 return “ Storage failure”
10 end function
11 function Pay(sA,Addrcf p)
12 sA→Addrcf p
13 end function

Algorithm 4: Payment management.
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payment certificate οpay and send it to applicant A, indicating
that the prestored transaction fee has been completed.

Step 2. Applicant A sends the payment certificate, public key,
and related information to the cloud provider.

Step 3. The cloud provider confirms the transaction and pro-
vide VM instances to applicant A.

Step 4. TC pays the service fee to the cloud provider after it
receives the confirmation information that applicant A has
obtained the virtual machine instance.

Algorithm 3 describes the process of the cloud provider
providing resources to the applicant. Lines 2 to 5 show
whether applicant A is the winner. If he is the winner, the
cloud provider encrypts the resource information with his
public key. Lines 6 to 9 show that the cloud provider pub-
lishes resource information on the blockchain. Lines 10 to
12 show that the applicant achieves VM instance permission
information.

Algorithm 4 describes the payment management. Lines 2
to 10 show whether applicant A has stored enough money
within a limited time. Lines 11 to 13 show that TC sends
the transaction fee to the cloud provider.

3. Experiment

The simulation development of the system runs on a PC and
uses the Ubuntu operating system. This solution is based on
the open-source framework of Hyperledger Fabric v1.1 ver-
sion. The system is simulated and developed through a cloud
server. The development software uses Visual Studio Code
and Remote Development plug-ins. The database Couchdb
is used, and the system chain code is developed using node.js.

3.1. Performance Testing. The auction phase includes reading
users’ data sets, executing the auction allocation algorithm,
and uploading the auction results to the chain. Endorsement
node (endorser) simulates the execution of the allocation
algorithm by calling the chain code; ordering service
(orderer) sorts transaction requests and creates the block
and peer updates ledgers after verification. In order to reflect
the variation of auction time with the number of users, this
performance test mainly studies the execution time of auc-
tion in endorsers and auction transaction time in fabric net-
work. The system test results of the above two items are
shown in Figures 7 and 8.

Figure 7 shows that the execution time of the allocation
algorithm is affected by the increase in the number of users.

As the number of users varies from 10 to 300, the execution
time sees an upsurge from about 14ms to 197ms. By testing
the auction execution time in the endorser, it is found that
the increase in the number of users has a positive impact
on the execution time. Figure 8 mainly tests the time of auc-
tion transactions in the fabric network. After many tests, each
auction transaction time of the system is close to 2000ms,
which can meet the basic business needs.

Through the analysis of test results, the system has passed
the functional test and performance test, completed the
expected design goal, and verified the feasibility and effective-
ness of the system.

3.2. Comparison. We compared the performance of our sys-
tem with mainstream system. The result is presented in
Table 1. In the table, the systems are compared on the three
criteria:

(i) Privacy protection: in cloud auction, bidding prices
and cloud resource demands are crucial for privacy.
This system tackled privacy leakage through the data
encryption module. This approach encrypts private
information to ensure that no plain text appears dur-
ing transmission, which improves data security

(ii) Decentralized for auction: it was already well known
that decentralized systems, in which the smart con-
tract acts as the third-party platform, were much
more secure than centralized systems. Furthermore,
to cut down the broker fees between users and cloud
providers, the system should be based on the block-
chain auction system

(iii) Transaction management: in the cloud market, both
auction security and fair transactions are required.
This proposed system eliminates malicious behavior
in cloud resource transactions in which each user
prestores transaction fees. This approach improves
fairness, especially when the user refuses to pay or
the cloud provider provides substandard cloud
resources

4. Conclusions

This paper first introduces the difficulties and challenges of
the current cloud computing resource auction system. Then,
through the thorough analysis of the major issues of the sys-
tem, we propose a cloud computing resource auction system
based on blockchain for data security and transaction fair-
ness. To ensure the privacy and integrity of bidding data,
we design an encrypted transmission module, which uses

Table 1: This work was compared with the models in the literature review.

Items Models Privacy protection Decentralization for auction Transaction management

[13] Centralized × × ×
[14] Centralized × × √
[4] Blockchain-based × √ ×
This work Blockchain-based √ √ √
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key exchange protocol and symmetric encryption technology to
encrypt and transmit bidding data. In the transaction pro-
cess, asymmetric encryption technology is used to encrypt
the permission information of VM instance permission
information to protect the rights and interests of users. Real-
ize transaction fairness without a trusted third party through
AC and TC. Transaction fairness realizes that users cannot
receive VM instances without paying the corresponding ser-
vice fees, and the CFP will certainly obtain the corresponding
service fee after providing VM instances.

This paper is a preliminary exploration of applying
blockchain technology to the cloud computing resource auc-
tion filed. There are still some shortcomings, including the
following: (1) the honest bidding of users and the fair distri-
bution of the system are mainly affected by the auction
mechanism. Therefore, we should optimize the auction
mechanism to improve the fairness of distribution and pric-
ing; (2) this paper only discusses the situation where one
cloud service provider provides only four resources. We can
explore multiple cloud auction systems and study more ver-
satile fairness solutions to adapt to multiple market
environments.
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In the adaptive traffic signal control (ATSC), reinforcement learning (RL) is a frontier research hotspot, combined with deep neural
networks to further enhance its learning ability. The distributed multiagent RL (MARL) can avoid this kind of problem by
observing some areas of each local RL in the complex plane traffic area. However, due to the limited communication capabilities
between each agent, the environment becomes partially visible. This paper proposes multiagent reinforcement learning based on
cooperative game (CG-MARL) to design the intersection as an agent structure. The method considers not only the
communication and coordination between agents but also the game between agents. Each agent observes its own area to learn
the RL strategy and value function, then concentrates the Q function from different agents through a hybrid network, and
finally forms its own final Q function in the entire large-scale transportation network. The results show that the proposed
method is superior to the traditional control method.

1. Introduction

With the continuous growth of modern urban road traffic
volume and road network density, traffic congestion has
become a global common problem. In a region, with the pas-
sage of time, the congestion of intersection may gradually
spread to several intersections in the surrounding area or
even all intersections in the whole area. However, due to
the limitation of urban space, it is difficult to realize the con-
nection by expanding the road [1]. Therefore, on the premise
of not changing the road network structure, the traffic signal
adaptive control strategy can improve the traffic efficiency of
the intersection and effectively reduce the emission pollution
caused by vehicle starting and braking.

1.1. Related Work

1.1.1. Nonreinforcement Learning Method. The traditional
traffic signal uses a fixed phase time control method [2], that
is, the time and sequence of the traffic light switching at each
intersection are set to a fixed mode. Although this method is

simple and easy to implement, it is easy to cause a situation
where one phase is unblocked and another phase is con-
gested, which is not conducive to alleviating traffic condi-
tions. Later, with the development of wireless sensors, the
control method began to become intelligent. Heuristic signal
control methods appeared; the signal control scheme can be
formulated according to the traffic information at the inter-
section [3], such as Jiao et al. [4] switched phase sequence
to achieve congested phase priority traffic. In actual applica-
tion scenarios, this method greatly reduces the traffic conges-
tion problem compared to the fixed mode control method.
But its control range is limited to a single isolated intersec-
tion. It not only has no coordination mechanism with adja-
cent intersections but also is not suitable for complex traffic
network and dynamic traffic flow. In recent years, the algo-
rithm of traffic signal control is developing towards intelli-
gence, for example, swarm intelligence algorithms (particle
swarm optimization (PSO), ant colony optimization
(ACO), etc.) [5], fuzzy logic reasoning (FLR) [6], and artifi-
cial neural network (ANN) [7]. Although the above methods
can solve the optimization problem of traffic signals, most of
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the methods are limited to relatively stable traffic conditions
and cannot complete real-time strategy updates in actual
complex and changeable traffic conditions.

1.1.2. Single-Agent Reinforcement Learning. Recently, the
advantages of RL application in transportation are gradually
reflected. RL has strong adaptive control capabilities as a
branch of machine learning (ML). As one of the classic RL
algorithms, Q-learning [8] was first used in traffic signal con-
trol algorithms [9]. It belongs to model-free, and it usually
learns the optimal strategy directly through continuous
attempts. In the beginning, Q-learning showed excellent abil-
ity in single intersection signal control [10–14]; then, it is
combined with the multiagent model to apply to multi-
intersection signal control. But as the number of intersections
increases, the state of the intersection will increase, and the
global/joint action space of the agent will increase exponen-
tially. This brings the challenge of vector dimensionality
explosion. In order to avoid or solve this problem, many
scholars have done research. In [15], feedforward neural net-
work and Q-learning value function to approximate. Kernel
methods are introduced in [16] to continuously update the
feature vector to adjust the Q function. In [17], radial basis
function, the A-CATs controller, acts as the Q function
approximator. Although these methods can solve the prob-
lem of dimensional explosion, they are limited to simple traf-
fic environment, until Mnih et al. [18] proposed the deep Q
network (DQN) algorithm, which uses a neural network to
approximate the Q value of all possible behaviours in each
state. It is one of the widely used deep reinforcement learning
(DRL) algorithms. This algorithm also has a very wide range
of applications in the field of intelligent transportation [19–
22]. Li et al. [19] use DQN pairs to take the sampled traffic
state as input and the maximum intersection throughput as
output. A cooperative DQN with Q value transmission
(QT-DQN) is proposed in [20], which discretized the traffic
information and then entered the state encoding. The
method has combined with the state of neighboring agents
to search for the optimal control strategy. However, no mat-
ter how powerful a neural network is in actual use, without an
excellent coordination mechanism, it will be difficult to cope
with the large-scale, complex, and changeable traffic
environment.

1.1.3. Multiagent Reinforcement Learning. The MARL frame-
work is generally used in the coordinated control of multiple
intersections. In the MARL framework, each agent transmits
information to each other and cooperates with each other to
obtain the overall optimal strategy. The max-plus algorithm
is used in [23] to implement an explicit coordination mecha-
nism in the agent’s reward function so that the DQN of a sin-
gle agent can be applied to the multiagent system (MAS). In
[24], there is direction of traffic flow that each agent should
emphasize during the learning process and improve the con-
flict between adjacent intersections in the max-plus algo-
rithm, thereby enhancing the coordination between agents.
Although the above algorithm can find the Nash equilibrium
strategy of multiagent reinforcement learning to a certain
extent, it cannot allow the agent to adjust and optimize its

own strategy according to the opponent’s strategy. The algo-
rithm can only find the Nash equilibrium strategy of the ran-
dom game. In addition, when further extended to actual
traffic systems with more intersections, this method will
quickly become difficult to calculate. For large-scale control
tasks through DRL, the work in [25] considers the applica-
tion of policy gradient methods to control traffic signal tim-
ing. The author describes the problem as a continuous
control problem and applies the depth deterministic strategy
gradient (DDPG) to the centralized control of traffic signals
in the entire transportation system. However, in their exper-
iments, this simple centralized method only achieved slightly
better performance than ordinary Q-learning on the traffic
grid at six intersections.

1.2. Contributions. Many studies have realized the optimiza-
tion methods to solve the traffic control problems by offline
searching control parameters according to historical traffic
patterns. They have obvious limitations when the traffic flow
changes significantly in a short period of time. In order to
solve the related problems, this study is aimed at using
agent-based framework and emerging intelligent control
technology to achieve traffic adaptive control. A computa-
tional framework for reinforcement learning of cooperative
game multiagent (CG-MARL) is proposed. The main contri-
butions can be summarized as follows:

(1) The paper adopts an algorithm to make the monoto-
nicity of the joint action value function and each local
value function the same. Taking the maximum action
for the local value function is to maximize the joint
action value function

(2) Our work verifies the proposed algorithm from three
evaluation indexes: average vehicle flow speed, aver-
age vehicle delay time, and average emission of COx

1.3. Organization. The other parts of this article are arranged
as follows. Section 2 mainly introduces the multiagent system
model. Section 3 elaborates on the algorithm implementa-
tion. Section 4 is the experimental results and evaluates the
performance of the proposed method. Lastly, we make a con-
clusion in Section 5.

2. System Model

We aim to design a multiagent learning framework with
cooperative learning. The framework can make full use of
the state information of intersections and the influence of
adjacent intersections. The multi-intersection traffic network
in the region is modeled as a multi-intersection agent system.
Each agent controls an intersection through a deep learning
network. In this way, the method can optimize the overall
traffic signal plan for regional traffic scenarios and balance
the congestion traffic at each intersection.

In a multiagent control system, each agent improves its
strategy by interacting with the environment to obtain
reward values, as to obtain the optimal strategy in the envi-
ronment. This section mainly describes the multiagent traffic
signal control framework, as shown in Figure 1. This
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framework consists of three parts. The bottom layer is the
perception layer, that is, the agent perceives local traffic state
information and makes corresponding decision actions to
generate the Q function value; the middle layer is the Q net-
work layer, which is the Q value generated by each agent
merging; the highest layer is the coordination layer, which
judges the pros and cons of all Q function values and coordi-
nates and controls all agents in the lowest layer. In this frame-
work, each intersection is equivalent to an agent structure,
the intersection agent can perceive the surrounding traffic
state information, and each agent makes decisions in discrete
time intervals based on the perceived traffic state informa-
tion. This framework is a distributed structure. Each agent
can communicate with its neighbors to publish its current
state information, ensuring that agents can coordinate with
each other, as to achieve the goal of stabilizing the entire
system.

3. An Algorithm for Multi-Intersection
Signal Control

This part first introduces the related theoretical basis of rein-
forcement learning and then proposes a multiagent multi-
intersection signal control reinforcement model and a collab-
orative reinforcement learning algorithm.

3.1. Reinforcement Learning. RL is a branch of machine
learning, which is realized through interaction with the envi-

ronment. This is a kind of goal-oriented learning. The learner
does not know which behaviour is the best at first, and this is
determined from the consequences of his actions. The basic
model of RL, Markov Decision Process (MDP), provides a
mathematical framework for modelling decision scenarios,
which can be defined by 6 tuples:

<S, A, Pa
ss′ , R

a
ss′ , γ, V ∣s, s′ ∈ S, a ∈ A > , ð1Þ

where S represents a set of states the agent and s, s′ belong to
the state at a certain time and the next time. A represents the
execution of the agent when it transitions from one state to
another. Pa

ss′ is the transition probability, which is the proba-
bility that the agent performs a certain behaviour a and trans-
fers from one state s to another state s′. Ra

ss′ is the probability
that the agent will perform a certain behaviour a and transfer
from one state s to another state s′. γ is the discount factor,
which controls the importance of instant rewards and future
rewards. Since there is no final state in the continuous task,
its return function can be redefined. The sum of the returns
is infinity, which introduces a discount factor. The reward
function is defined as

Rt = rt+1 + γrt+2 + γ2rt+1 +⋯ = 〠
∞

k=0
γkrt+k+1, ð2Þ
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Figure 1: Multiagent reinforcement learning model.
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where Rt is the sum of all the rewards and rt is the reward
value at each step.

MDP is essentially a probability model, which only
depends on the current state to predict the next state, but
has nothing to do with the previous state. Another way to
think of this is that the future action state is independent of
the past state and the selected action. However, it is obviously
unrealistic to calculate the future discount reward for each
state. Therefore, the state behaviour value function, also
known as Q function, is introduced to indicate the optimal
degree of agent following the specific behaviour of policy π
in a certain state. The expression is

Qπ s, að Þ = Eπ 〠
∞

k=0
γkrt+k+1 ∣ st = s, at = a

" #
: ð3Þ

Q-learning is one of the classical algorithms in RL. It is a
time difference algorithm where the state behaviour value

pair is considered, that is, the action of behaviour a is exe-
cuted in states. The expression is

Q s, að Þ =Q s, að Þ + α r + γ max Q s′, a′
� �

−Q s, að Þ
� �

: ð4Þ

However, the traditional Q-learning algorithm is only
suitable for an environment with a finite number of states
and a finite number of behaviours. Later, with the develop-
ment of artificial neural networks, deep reinforcement learn-
ing overcomes this point, which is to approximate the Q
function with a certain parameter: Qðs, a ; θÞ ≈Q∗ðs, aÞ. Use
a weight for the neural network to approximate the values
of all possible behaviours in each state, approximate the Q
function as a function approximator, and minimize the error
through gradient descent, such as DQN which uses CNN
network and DRQN which uses RNN network.

The agent’s environment is stable in single-agent rein-
forcement learning. On the contrary, the environment is

r

y

g

21
43

Figure 2: Schematic diagram of intersection.
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complex and dynamic in multiagent reinforcement learning,
which brings great difficulties to the learning process. Multia-
gent reinforcement learning is a random game that combines
the Nash strategy of the stage game in each state to become
an agent’s strategy in a dynamic environment. It continu-
ously interacts with the environment to update the Q value
function (game reward) in the stage game of each state.

For a random game, it can be written as ðn, S, A1,⋯, An
, Tr, γ, R1,⋯, RnÞ, where n represents the number of agents,
S represents the state space, An represents the action space
of the n-th agent, Tr : S × A1 ×⋯ × An × S⟶ ½0, 1� repre-
sents the state transition probability, Ri : s × A1 ×⋯ × An ×
S⟶ R represents the return value obtained by the n-th
agent under the current state and connected actions, and γ
represents the cumulative reward discount coefficient. Ran-
dom games are also Markovian. The next state and reward
are only related to the current state and the current connec-
tion action.

A multiagent reinforcement learning process is to find
the Nash equilibrium strategy for each state and then com-
bine these strategies. πi : S⟶ Ai is an agent’s strategy,
which selects the best Nash strategy in each state. The opti-
mal strategy of multiagent reinforcement learning (Nash

equilibrium strategy of random game) can be written as
ðπ∗

1 ,⋯, π∗
nÞ, ∀s ∈ S, i = 1,⋯, n, satisfying

Vi s, π∗
1 ,⋯, π∗

i ,⋯, π∗
nð Þ ≥Vi s, π∗

1 ,⋯, π∗
i ,⋯, π∗

nð Þ,∀πi ∈Πi,
ð5Þ

where Viðs, π∗
1 ,⋯, π∗

i ,⋯, π∗
nÞ is discount cumulative status

value function. Abbreviate the above formula to V∗
i ðsÞ.

Use Q∗
i ðs, a1,⋯, anÞ to represent the action state discount

cumulative value function. In the stage game of each fixed
state, Q∗

i is used as the reward of the game to solve the
Nash equilibrium strategy. According to the Bellman for-
mula in reinforcement learning, we can get

V∗
i sð Þ = 〠

a1,⋯,an∈A1×⋯×An

Q∗
i s, a1,⋯, anð Þπ∗

1

� s, a1ð Þ⋯ π∗
n s, að ÞQ∗

i s, a1,⋯, anð Þ
=〠

s′
Tr s, a1,⋯, an, s′

� �
Ri s, a1,⋯, an, s′
� �

+ γV∗
i s′
� �h i

:

ð6Þ

Agent4

Agent5 Agent1

Agent3

Agent2

Q
1
t –1

Q
1
t –1Q

1
t –1

Q
5
t –1 Q

2
t –1

Q
3
t –1Q

1
t –1

Q
4
t –1

Figure 3: The structure of the CG-MARL.
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The Nash strategy of MARL can be rewritten as

〠
a1,⋯,an∈A1×⋯×An

Q∗
i s, a1,⋯, anð Þπ∗

1 s, a1ð Þ⋯ π∗
n s, að ÞQ∗

i s, a1,⋯, anð Þ

≥ 〠
a1,⋯,an∈A1×⋯×An

Q∗
i s, a1,⋯, anð Þπ∗

1 s, a1ð Þ⋯ πi s, að ÞQ∗
i s, a1,⋯, anð Þ:

ð7Þ

Random games can be classified according to the reward
function of each agent. If the reward function of the agent is
the same, it is called a fully cooperative game or a team game.
If the reward function of the agent is reversed, it is called a per-
fect competition game or a zero-sum game. In order to solve

the random game, it is necessary to solve the stage game of
each state, and the reward value of each stage game is Qðs, ∙Þ.

3.2. Multiagent Reinforcement Learning Framework. This
paper will use the basic theory of game reinforcement learn-
ing to build a framework for multiagent reinforcement learn-
ing [26]. The value function of each agent is integrated to
obtain a joint action value function. τ = ðτ1,⋯, τnÞ denotes
the joint action-observation history, where τi = ðai,0, οi,1,⋯,
ai,t−1, οi,tÞ is the action-observation history, a = ða1,⋯, anÞ
is the joint action value function, Qiðτi, ai ; θiÞ is the local
action value function of agent i, and the local value function
only depends on the local observation of each agent. The
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Figure 4: The network structure of CG-MARL.

Initialize GRUi with random weight θi > 0
Initialize feedforward neural network with random weight ϑi > 0
Initialize ε, td
Local_len (hyperparameter: the training time for each episode)
Initialize Qi

0 = 0 for episode = 1 to N do
for t = 1 to Local_len do

Observe current intersection state sit ;
The agent randomly selects an action with probability ε and selects an action ait = arg max

a′∈A
Qi

tðsit , a′ ; θiÞ with probability 1 − ε;

Execute action ait and observe all agent reward rit and next state sit+1;
Use GRU neural network update Qiðsit , aitÞ;
t = t + td .

end
The global argmax performed on Qout is the same as a single set of argmax operations performed on each agent. Qout is updated as (8).
end

Algorithm 1: Cooperative game multiagent reinforcement learning for intersections signal control.
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joint action value function is equal to each local action value
function, and its monotonicity is the same, as shown in the
following formula:

argmaxQout τ, uð Þ =

argmaxu1Q1 τ1, u1ð Þ
:

:

:

argmaxunQn τn, unð Þ

0
BBBBBBBB@

1
CCCCCCCCA

s:t:  ∂Qout
∂Qi

≥ 0, ∀i ∈ 1, 2,⋯, nf g:

ð8Þ

3.3. Model Building. In order to facilitate the description of
signal control problems at multiple intersections, this article
takes an intersection as an example. The structure of the

intersection is shown in Figure 2, which contains four phases,
each with two lanes. The intersection signal lights control
and adjust the phase sequence switching to ensure the
orderly passage of vehicles.

3.3.1. State Space. Traffic signal control mainly depends on
the vehicle information at the intersection, that is, the size
of the vehicles queued at an intersection. In MAS, the joint
state space increases exponentially. If the joint state space is
designed according to the number of queues for each phase
at each intersection, the result of dimensionality explosion
will obviously occur, so the state space of each intersection
needs to be simplified. In this article, in order to better
describe the traffic state of the intersection, a model is estab-
lished according to the number of vehicles in the queue and
the maximum vehicle capacity of the intersection, where x
is the state of the intersection, lque is the number of vehicles
in the queue, lmax is the maximum number of vehicles that

OD1 OD2 OD3

OD4

OD5

OD6

OD7OD8OD9

OD10

OD11

OD12 I1 I2 I3

I4 I5 I6

I7 I8 I9

Figure 5: The structure of road network for the nine intersections.
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can be queued, and φ is the queuing evaluation parameter
(this article takes the value 0.5). Each intersection agent has
four phases, and the combined state of the four phases is X
= ½x1, x2, x3, x4�, that is, the joint state space of the entire
regional traffic can be expressed as X = ½X1, X2,⋯, Xn�.

x =
0,

lque
lmax

< φ,

1,
lque
lmax

≥ φ:

8>>><
>>>:

ð9Þ

3.3.2. Action Space. Action space means that the agent selects
an action ai ∈ Ai after observing the state of intersection i at
time step t. Ai refers to the collection of all actions of the
agent and then executes the selected action. In this article,
the possible action is the traffic signal phase configuration.
The intersection as shown in Figure 1 can be set up with four
different actions according to the four phases, which are turn
left from east to west, go straight from east to west, turn left
from north to south, and go straight north-south. The time
for each execution action is a fixed minimum unit time inter-
val with a length of τ. At time step t + 1, the agent observes
the new state affected by the latest operation and selects the
next operation. The agent can take the same action at time
step t + 1 and t.

3.3.3. Reward. The reward function is to evaluate how well
the actions performed by the agent interact with the environ-
ment affect the environment. The agent first observes the
state of the external environment, selects, and executes a pre-
set action. Then, the environment feedbacks the effect of the
executed action on itself to the agent, so the reward function
can give the agent scalar feedback information. The agent is
looking for strategies in the direction of reward maximiza-
tion. There are many reward mechanisms in traffic signal
control, such as the cumulative delay time of the vehicle,
the flow rate of the vehicle, and the throughput of the vehicle.

In this article, the change of queued vehicles is used as the
reward function, which is defined as follows:

ri s
i
t , ait

� �
= lit − lit+1, ð10Þ

where lit and lit+1 are the average queue length at time t and
t + 1, respectively, and are the reward function at time t. It
can be seen from the function expression that if the average
long queue of vehicles at time t + 1 is less than that at time
t, the function value is positive, which means that the cur-
rently executed action has a positive impact on the current
traffic state.

3.4. Cooperative Game Multiagent Reinforcement Learning
(CG-MARL) Algorithm. In this section, a multiagent distrib-
uted learning algorithm based on cooperative games is pro-
posed to coordinate the signal control of multiple
intersections. CG-MARL establishes an agent network model
for all intersections in an area. Each agent has a DQN to
maintain the control of each intersection and tries to find
the optimal strategy solution in a dynamic environment. At
the same time, it interacts with neighboring intersection
agents to achieve the purpose of distributed and coordinated
control of the entire area signal. The plane structure of CG-
MARL is shown in Figure 3.

In CG-MARL, the Q value of the neighboring agent will
be transferred to the local agent for policy learning, and then,
the Q value of each agent’s learning result will be uploaded to
the hybrid network for further cooperative game solving so
that the multiagent system can coordinate control of all inter-
sections in the entire area. The action selection of an intersec-
tion not only considers its own Q value but also depends on
the Q value of its neighbors. The overall system considers
the Q value of all agents in the area. This cooperation mech-
anism is conducive to balancing the traffic flow between
intersections and improving the overall performance of the
regional transportation network.

Table 1: OD flow matrix.

Input OD
Output OD

Total
1 2 3 4 5 6 7 8 9 10 11 12

1 229 255 186 136 57 400 308 176 61 61 178 2047

2 387 310 240 335 119 138 251 162 95 334 159 2530

3 276 109 333 218 256 208 218 114 59 98 219 2108

4 383 220 359 146 280 77 217 398 157 326 108 2671

5 303 262 173 65 271 219 247 233 145 182 199 2299

6 290 227 100 379 343 387 203 188 301 57 358 2833

7 131 77 205 281 267 94 75 264 161 244 186 1985

8 291 59 126 108 180 57 214 67 211 303 366 1982

9 174 232 250 271 389 86 118 370 221 256 69 2436

10 142 221 286 281 187 304 124 339 60 217 285 2446

11 227 346 144 398 289 394 283 140 279 345 179 3024

12 67 199 196 112 269 389 139 171 374 358 315 2589

Total 2671 2181 2404 2654 2759 2307 2307 2539 2315 2114 2393 2306
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The input of the entire network is the discrete state cod-
ing of intersection traffic information, and the output is a
vector formed by the estimated Q values of all actions in
the observation state. GRU estimation can use gradient-
based training algorithms to automatically extract features
from the original traffic state of the intersection and approx-
imate the Q function. Specifically, firstly, each agent has its
own separate network representation value function.
Through the deep Q network, the input at each time step is
the current observation result of the environment and the
result of the last time step operation. Secondly, the output
of each agent is integrated into a hybrid network. The hybrid
network is a feedforward neural network, which takes the
output of each agent as input and monotonically mixes it to
produce the output of the entire area network. It is worth
noting that in order to emphasize the monotonicity con-
straint, the weight of the hybrid network must be restricted
to nonnegative numbers, which allows the hybrid network
to approximate any monotonic function arbitrarily. The
structure of the entire network is shown in Figure 4.

The loss function of the entire network is

Loss = 〠
n

i=1
youti −Qout s, a ; θð Þ� �2h i

: ð11Þ

The pseudocode is shown in Algorithm 1. At each time
step t, the state observed by agent i is input into the evalua-
tion network. The agent i chooses an action performed by
the α-greedy method according to the output Q value. The
agent gets the reward and enters the next state. For each
agent a, there is an agent network representing its individual
value function. We denote the proxy network as RQN, and
they receive the input of the current personal observation
result and the last operation at each time step, as shown in
Figure 4.

The parameter of GRU is updated by the stochastic gra-
dient descent algorithm. A schematic diagram of the training
process is also shown in Figure 4. Since the cooperative train-
ing agent hybrid network, the weight is generated by a sepa-
rate super network. Each super network takes the state as
input and generates the weight of one layer of the hybrid net-
work. It is composed of a single linear layer, followed by an
absolute activation function to ensure that the weight of the
hybrid network is nonnegative.

Then, the output of the super network is a vector, which
is shaped into a matrix of appropriate size. The bias is gener-
ated in the same way, but is not limited to nonnegative. The
final deviation is generated by the nonlinear 2-layer super
network. The state is used by the super network instead of
being passed directly to the hybrid network, because Qout
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allows to rely on additional state information in a nonmono-
tonic way. Therefore, overconstraint passes certain function
of s along with the single-agent value through the monotonic
network. On the contrary, the use of the super network can
adjust the weight of the monotonic network in any way,
merging the complete state into the joint action value
estimate.

4. Results and Discussion

In order to verify the feasibility and superiority of the pro-
posed algorithm in multi-intersection signal control, the
experiment mainly establishes a traffic model and compares
it with other algorithms. All traffic flow models are estab-
lished based on the cell transmission model (CTM), which
uses finite differences to design an approximate method for
the macroscopic road traffic flow model. It has a huge advan-
tage in response to the traffic flow characteristics with large
fluctuations. Three evaluation indicators are used in the
experiment: unit travel speed, that is, the speed of the vehicle
in the lane (km/s); vehicle delay per unit time, that is, the
average delay time of the vehicle in the lane (veh/s); vehicle
emission per unit time, that is, the average COx pollutants
emitted by the vehicle in the lane.

This paper uses a 3 × 3 grid network as the experimental
simulated road network environment. The specific structure
is shown in Figure 5. The number I represents the intersec-

tion node, the number OD represents the input node of the
network, the connection between each node is represented
as a two-way driving lane, the length is 800m, the capacity
is 1800 veh/h, and the average length of the vehicle is 4m.

In the experiment, the arrival situation of the traffic flow
is random. Each vehicle arrives at an intersection and turns
to the next intersection at random. The turning probability
of each intersection is set to 0.3~0.7. In order to simulate
low, medium, and high flow rates, the flow rate in each OD
direction in Table 1 is adjusted with a ratio of 1 to 2, and
the control effect of CG-MARL under different flow rates is
analyzed.

Figure 6 shows the game balance result diagram of two
intersection agents. In this figure, we can see that the two
intersection agents gradually reach a stable state. It illustrates
the game balance is reached.

Figure 7 shows the average speed of vehicles at all inter-
sections in the simulation step. Note that the traveling speed
of the vehicle in Figure 7 represents the average speed of the
vehicle traveling at all intersections due to the switching of
traffic lights. If the length of the green band at the intersec-
tion can be long enough, the speed of the passing vehicle will
not decrease, and the speed will be relatively faster. The CG-
MARL algorithm can improve speed of the vehicle. Because
the nature of reinforcement learning can optimize control
actions, more vehicles are not waiting at intersections,
thereby increasing the speed of the entire process. If we
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compare the performance between the CG-MARL algorithm
proposed in this paper and the traditional MARL algorithm,
we can observe that our solution is better than MARL, and
the average speed increased by 43.02%. The main reason is
that our solution also considers that our solution exchanges
information between multiple agents, which is very useful
for realizing the optimization of the entire system. In the tra-
ditional MARL algorithm, the agent only obtains the infor-
mation of its own environment and does not pay attention
to the information interaction between the agents.

Figure 8 shows the comparative result of the average
delay time. Likewise, our solution is superior to other solu-
tions. In the results, the vehicle delay time is the most direct
performance indicator, because the traffic light control algo-
rithm should always reduce the vehicle delay time at the
intersection. The average delay time is reduced by 26.59%.
As the delay time is shortened, unnecessary parking and traf-
fic congestion are reduced.

Figure 9 shows a comparison emission of COx. We can
see that our solution is better than others. The result shows
that when the delay time of vehicles at the intersection is
reduced, the COx emission will also be relatively reduced,
and the average COx emission is reduced by 32.18%. With
the reduction of carbon dioxide emissions, it means that
the waiting time for the red light at the intersection will also
be reduced.

5. Conclusions

This paper proposes a cooperative game multiagent rein-
forcement learning (CG-MARL) for regional traffic control.
CG-MARL can extract status information effectively at inter-
sections and enable multiple intersections to control traffic
conditions based on regional coordination signals. In the
framework of learning, agents can exchange information
with each other and then concentrate on learning to achieve
the goal of regional coordination. We can train hierarchical
architecture efficiently by using training models from simple
tasks. Importantly, the proposed CG-MARL framework can
be extended to have different intersection structures and
numbers. The results show that the method proposed in this
paper can greatly improve the operation efficiency of vehicles
and reduce the delay time of vehicles and the emission of pol-
lutants to a certain extent, respectively. At present, this algo-
rithm is limited to traffic single objective optimization. In
future work, the algorithm can be extended to multiobjective
signal control and can be combined with traffic assignment
algorithm.

Data Availability

The data are laboratory data. They are generated by simula-
tion software.
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Path planning is the core technology of mobile robot decision-making and control and is also a research hotspot in the field of
artificial intelligence. Aiming at the problems of slow response speed, long planning path, unsafe factors, and a large number of
turns in the conventional path planning algorithm, an improved multiobjective genetic algorithm (IMGA) is proposed to solve
static global path planning in this paper. The algorithm uses a heuristic median insertion method to establish the initial
population, which improves the feasibility of the initial path and generates a multiobjective fitness function based on three
indicators: path length, path security, and path energy consumption, to ensure the quality of the planned path. Then, the
selection, crossover, and mutation operators are designed by using the layered method, the single-point crossover method, and
the eight-neighborhood-domain single-point mutation method, respectively. Finally, the delete operation is added, to further
ensure the efficient operation of the mobile robot. Simulation experiments in the grid environment show that the algorithm can
improve the defects of the traditional genetic algorithm (GA), such as slow convergence speed and easy to fall into local
optimum. Compared with GA, the optimal path length obtained by planning is shortened by 17%.

1. Introduction

A mobile robot is a kind of machine device which can per-
form work automatically [1]. It can not only accept the com-
mand of human beings but also act according to the scheme
made by artificial intelligence technology [2]. With the devel-
opment of science and technology, mobile robot has attracted
more and more attention. Its application scope is also greatly
expanded; from industry, agriculture, medical, service, and
other industries to national defense, space exploration, and
other dangerous occasions, mobile robots have played an
important role [3]. As a key technology for the mobile robot
to realize autonomous motion, path planning is one of the
most active research directions in the field of mobile robot
[4, 5]. The path planning problem of the mobile robot is to
make the robot autonomously find a noncollision optimal
or suboptimal path from the given starting point to the target
point according to certain index requirements (such as path
length, path safety, and planning time) within the specified
environment with obstacles [6]. According to the degree of

mastering the environment, path planning can be divided
into global path planning in known environment and local
path planning in unknown environment. According to
whether the environmental information changes with time,
path planning can be divided into static path planning and
dynamic path planning. This paper mainly studies the known
static path planning in global environment [7–9]. The gen-
eral steps include environment modeling, path searching,
and path optimization. The planning algorithm used in the
path search is the core of the whole mobile robot path plan-
ning problem, and the selection of the algorithm determines
the quality of the planning path [10]. At present, there are
many effective solutions to the problem of mobile robot path
planning, but with the continuous development of science
and technology, the environment faced by path planning
technology will become more complex [11], and the task
requirements will become more stringent. This requires that
the path planning algorithm should have the ability to
quickly respond to the complex environment [12], less
energy consumption, and be able to avoid all obstacles. This
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is not a problem that can be solved by a single traditional
algorithm [13]. Therefore, an improved multiobjective
genetic algorithm (IMGA) is proposed in this paper. The
purpose is to improve the shortcomings of the traditional
genetic algorithm by optimizing some genetic operations
and quickly plan the shortest, collision-free, and less turning
safe operation path of the mobile robot in a static grid envi-
ronment based on multiple planning indexes, so as to solve
the path planning problem with more complex environment
and task requirements.

In short, the main contributions of this paper are as
follows:

(i) The heuristic median insertion method is designed
to generate a feasible initial path and accelerate the
algorithm convergence rate

(ii) The multiobjective fitness function is proposed,
which gives different measurement criteria and
weights to each indicator according to the planning
requirements, so as to ensure that the planned path
has the shortest path length, better safety, and
smoothness and achieve multiobjective optimization
of the algorithm

(iii) In order to maintain the population diversity in the
later stage of the algorithm and avoid premature
convergence, the selection operator is designed by
the layered method, the crossover operator is
designed by the single-point crossover method,
and the mutation operator is designed by the
eight-neighborhood-domain single-point mutation
method

(iv) The delete operation is added to remove the redun-
dant nodes of the running path to obtain a more
optimal path

(v) On the premise of ensuring that each method is sim-
ple and effective, and the optimal path can be gener-
ated, the algorithm complexity is reduced and the
running speed is accelerated

The rest of this paper is organized as follows. Section 2
reviews the related work on path planning techniques. Sec-
tion 3 introduces the problem description and environment
modeling of path planning. Section 4 describes the path plan-
ning method based on improved multiobjective genetic algo-
rithm (IMGA), including the operating environment model
of the mobile robot, the establishment of the initial popula-
tion, the generation of the multiobjective fitness function,
the improved genetic operation, and the redundant point
deletion of the optimal path. The simulation results and anal-
ysis are given in Section 5. Section 6 summarizes the paper
and plans the direction of future work.

2. Related Work

In this section, the related work of the existing robot path
planning problem is reviewed, and its advantages and disad-
vantages are discussed.

The commonly used path planning algorithms can be
roughly divided into four categories: traditional algorithms,
graphics methods, intelligent bionics algorithms, and other
algorithms [14]. Among them, the genetic algorithm (GA)
is widely used in mobile robot path planning research
because of its good scalability, robustness, and fast random
search ability [15]. However, the traditional genetic algo-
rithm not only has slow convergence speed but also is easy
to fall into premature convergence [16]. Therefore, many
researchers have improved the genetic operator to improve
the limitations of GA. Zhang et al. [17] have discussed an
improved genetic algorithm based on visible space. The main
ideas are the concept of visible space, matrix coding, and
improved mutation operators. This method is applicable in
both static and dynamic environments. However, the
smoothness and security of the path are not considered,
and the selection operation is very random, which may
increase the running time of the algorithm. Lamini et al.
[18] have proposed an improved same adjacency crossover
operator to solve the robot path planning problem. Consider-
ing the variable length of the chromosome, the operator can
generate a feasible path with better fitness value and avoid
premature convergence. However, the initial population
quality of this method still needs to be improved, and the
path length does not reach the optimal.

Through the optimization of fitness function, the feasible
path can be more in line with the actual requirements. Chen
and Chen [19] have used prior knowledge to generate unin-
terrupted feasible paths and redefine the fitness function,
thereby effectively optimizing the genetic algorithm and
enabling the algorithm to complete evolution in a shorter
time. However, the optimal path generated by this method
still has redundant nodes, the operator optimality of the
genetic algorithm needs to be improved, and the timeliness
and accuracy of the algorithm also need to be enhanced.
Cheng et al. [20] regarded path planning as a multiobjective
optimization problem and evaluated the performance of the
results based on four self-defined fitness objective functions,
so as to solve the path planning problem of reconfigurable
robot in a complex obstacle environment, but the efficiency
of the algorithm still needs to be improved.

With the deepening of research, the effective combina-
tion of the path planning algorithm provides the possibility
to solve the new cross science problems that a single planning
algorithm cannot face. A parallel search algorithm combin-
ing the genetic algorithm and artificial potential field method
has been proposed by Duan and Chen [21]. This method
makes the potential field function jump out of the local min-
imum point by introducing the filling potential field, and
then, the genetic algorithm is built on the improved artificial
potential field model to optimize the global path. However,
the planned path is too tortuous, and there are a large num-
ber of redundant sections. Yi et al. [22] have proposed an
improved metaheuristics-adaptive genetic algorithm. The
algorithm first uses the random Dijkstra algorithm to create
the initial population and then replaces the conventional
selection operator with an adaptive operator. Simulation
experiments in 2D complex environments prove that the
method can effectively avoid the local convergence problem
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in path planning. However, this method only considers the
length of the path in terms of fitness function, and the
method of generating the initial path is too complicated,
resulting in the algorithm running time is too long. Sun
et al. [23] have proposed an improved adaptive genetic algo-
rithm for robot path planning. Firstly, the idea of simulated
annealing is introduced in the selection operation of the
genetic algorithm. Then, the self-adjusting strategies of
crossover and mutation operators are improved. Finally,
the planning indexes such as safe driving speed and turning
times are added into the fitness function. Simulation exper-
iments show that the improved algorithm has good effi-
ciency. However, the generation of the initial population
needs to be improved, and the index measurement method
is too complex, which leads to the increase of the running
time of the algorithm.

It is worth noting that although existing studies have
improved traditional genetic algorithms to some extent [24,
25], there is still no one method that can fully consider the
selection of the initial population, the multiobjective fitness
function, and the improvement of genetic operation. More-
over, most of the improved algorithms have high algorithm
complexity and low operating efficiency. For this reason, this
paper proposes an improved multiobjective genetic algo-
rithm (IMGA), which solves the defects of the traditional
genetic algorithm effectively by designing each link of the
algorithm. The specific design details will be introduced in
the rest of this paper.

3. Problem Description and
Environment Modeling

In this section, we describe some constraints and environ-
ment modeling method for mobile robot path planning.

3.1. Path Planning Problem Description. The theoretical com-
plexity of mobile robot path planning is exponentially times
of its number of degrees of freedom [26]. Therefore, in the
research process of path planning, some specific constraints
and assumptions can simplify the solution of the problem
and help researchers find out the optimal solution better. In
view of this situation, this paper makes the following
provisions:

(1) The mobile robot is regarded as a particle without
considering the size of the robot and some factors
of kinematics

(2) The mobile space of the robot is defined as a two-
dimensional plane

(3) All obstacles in the robot’s moving space are static
obstacles. The shape of the obstacles is not limited,
and the size and position of the obstacles are known,
and their height is not considered

By simplifying the shape, motion state, and moving space
of the robot, the path planning problem is still an NP-hard
problem.

3.2. Environment Modeling. Using the grid method to model
the environment can simply and effectively represent the
unknown running space into a clear and intuitive grid map
[27]. Therefore, before designing a path planning algorithm
for a mobile robot, this paper first uses the grid method to
model the running environment of the robot.

Figure 1(a) is a two-dimensional map of the environment
without grid processing, which is placed in a rectangular
coordinate system. Then, the whole moving space is divided
into a 10∗10 grid diagram, as shown in Figure 1(b). Finally,
the obstacles in Figure 1(b) are mapped into corresponding
obstacle grids according to the principle that if obstacle is less
than a grid, it should be covered with the grid and regarded as
a complete obstacle grid. So then, a rasterized environment
map of Figure 1(c) is generated. It is obvious that the setting
of grid size and number has a great impact on the accuracy of
the environmental map. The smaller the unit grid is, the
more detailed and accurate the environmental map is.

In Figure 1(c), S, 2, 3,..., 99 and G are the serial numbers
of grid nodes, black is the obstacle grid, white is the free grid,
S is the starting point of mobile robot operation, and G is the
target point. Since the entire grid map is in a rectangular
coordinate system, the serial number of each grid node N
can correspond to a path point coordinate ðx, yÞ. Assuming
that the size of the grid map is n ∗ n, the corresponding rela-
tionship between the grid serial number and the grid coordi-
nate is

x =mod N , nð Þ + 1,

y = int N
n

� �
+ 1:

8><
>: ð1Þ

3.3. Path Coding. Path coding is the premise of the genetic
algorithm to solve the path planning problem [28]. Through
a certain coding method, the feasible solution of the problem
can be transformed from its solution space to the search space
that the genetic algorithm can handle [29–31]. In order to
shorten the encoding length as much as possible, the serial
number of the grid node is used for encoding. Any chromo-
some in the genetic algorithm can find a feasible path from
the starting point to the target point on the grid map, and each
gene on the chromosome corresponds to the grid number on
the feasible path. To ensure the possibility of the path and
enhance the operation efficiency of the algorithm, this paper
stipulates that the coding sequence number of any feasible path
cannot contain the repeated sequence number and the corre-
sponding sequence number of the obstacle grid. As shown in
Figure 1, a feasible path can be expressed as S-41-70-G.

4. IMGA Algorithm and Analysis

In this section, we describe the improved multiobjective
genetic algorithm (IMGA) to plan and select the optimal run-
ning path of the mobile robot in the grid static environment.

4.1. Population Initialization. The traditional genetic algo-
rithm usually uses a random method to generate the initial
population [32]. Although this method is short in time
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and easy to operate, the proportion of infeasible paths in the
generated path is too large, which affects the convergence
speed and operating efficiency of the entire algorithm [33].
Aiming at efficiently generating a higher quality initial popu-
lation and improving the global performance of the algo-
rithm, this paper proposes a heuristic median insertion
method to establish the initial population. The specific pro-
cess of this method is as follows:

(1) Determine the size of the population M

(2) Determine the size of the grid map n ∗ n (represent-
ing n rows and n columns), the starting point S of
the mobile robot path planning (the starting point S

can be expressed as N1), the target point G (the target
point G can be expressed as Nn∗n), and the number of
obstacle grids f (the number of free grids is n ∗ n − f ).

(3) Generate a path chromosome from the starting
point S to the target point G, where the starting
point S is always the first gene of the chromosome
and the target point G is always the last gene of
the chromosome

(i) Randomly generate a grid number Ni (not
belonging to the starting point, ending point, or
obstacle grid). At this time, the path of the robot
can be expressed as S −Ni − G (or N1 −Ni −
Nn∗n)
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Figure 1: Mapping from real environment map to rasterized environment map. (a) Real environment map. (b) Real environment map with
grid. (c) Rasterized environment map.
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(ii) Determine whether the adjacent nodes in the
path are continuous according to equation (2)

Δ =max abs xi+1 − xið Þ, abs yi+1 − yið Þf g: ð2Þ

In the equation, ðxi, yiÞ and ðxi+1, yi+1Þ represent the rect-
angular coordinates of two adjacent path points Ni and Ni+1,
respectively. If Δ = 1, thenNi andNi+1 are continuous; other-
wise, the two points are discontinuous. At this point, the next
insertion point is selected through the median method to fill
the discontinuous path. The specific calculation is shown in
equation (3):

xi ′ = int xi + xi+1ð Þ
2

� �
,

yi ′ = int yi + yi+1ð Þ
2

� �
,

Ni ′ = xi ′ + n ⋅ yi ′:

8>>>>>><
>>>>>>:

ð3Þ

In the equation, xi ′ and yi ′ are the coordinates of the can-
didate grid, n is the number of rows and columns of the grid,
and Ni ′ is the number of the candidate grid. If the calculated
grid Ni ′ is a free grid, it is directly inserted between Ni and
Ni+1; otherwise, the free grid in the eight neighborhood nodes
of Ni ′ is randomly selected as the newly inserted node. As
shown in Figure 2, the gray area around the N node is the
eight neighborhoods of the point. If there is no free grid in
the eight neighborhoods of Ni ′, it indicates that this opera-
tion is invalid, and the individual is directly discarded. Repeat
the above insertion steps to generate a continuous feasible
path.

(iii) Repeat the above operations until an initial popula-
tion withM nonrepeating chromosomes is generated

4.2. Fitness Function. After the initial population is estab-
lished, the algorithm needs to establish a fitness function to

calculate the performance of each individual, so as to deter-
mine their pros and cons. Here, the fitness function is equiv-
alent to the objective function of the problem [34]. In order
to speed up the convergence of the genetic algorithm while
ensuring low complexity of the algorithm, and to find the
optimal path that can smoothly avoid obstacles and quickly
reach the target point [35], a multiobjective fitness function
based on path length, path safety, and path energy consump-
tion is designed in this paper, which is specifically expressed
as follows:

F Nð Þ = 1
a ⋅ L Nð Þ + b ⋅ S Nð Þ + c ⋅ E Nð Þ , ð4Þ

where LðNÞ is a path length function, SðNÞ is a path safety
function, and EðNÞ is a path energy consumption function.
a, b, and c are the weights of the three indicators. The path
length is the sum of Euclidean distances between all adjacent
nodes, and the function definition is shown in equation (5).

L Nð Þ = 〠
n−1

i=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi+1 − xið Þ2 + yi+1 − yið Þ2

q
, ð5Þ

where n is the number of path nodes, and the path safety
function is shown in equation (6).

S Nð Þ = 〠
n−1

i=1
Si, ð6Þ

where Si is the security penalty value of the node i. Although
it is stipulated in this paper that all available path nodes can-
not be obstacle grids, the threat of obstacles to mobile robots
still exists. The distance between the robot and the obstacle
directly affects its safety. If the distance is too close, it may
cause collision or affect the moving speed of the robot. How-
ever, it is not better to be as far away from the obstacle as pos-
sible. If the robot is too far away from the obstacle, the path
length may be too long. Therefore, in this paper, the eight
neighborhood domains of a path node are taken as the stan-
dard to measure the safe distance between the point and the
surrounding obstacles. If there is no obstacle grid in the eight
neighborhood domains of a path node, the point is the safe
moving point. Otherwise, the penalty value is increased by
5. The path energy consumption function is shown in equa-
tion (7).

E Nð Þ = 〠
n

i=2
Ei li+1, lið Þ, ð7Þ

where Ei is the energy consumption penalty value of the node
i. The path energy consumption of a mobile robot mainly
refers to the electric energy consumed by the robot in the
course of driving. When the robot moves in a straight line,
the electric energy consumed by the unit distance is the same.
The most power-consuming process is the turning move-
ment occurring when the robot changes the direction of
movement. Therefore, the path energy consumption is

5

N

4

3

2

1

1 2 3 4 5

Figure 2: Eight neighborhood nodes.
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actually related to the number of turns and the angle of turn-
ing, and it is the least energy consumption only if it keeps
moving towards the target point. As shown in Figure 3, if
the robot turns at point i, then point i is taken as the origin,
and the direction of the horizontal and vertical coordinates
of point i is taken as the dividing line to divide the quadrant.
When the robot turns and its forward direction is in the first
quadrant, the energy penalty Ei is plus 1; when the robot’s
forward direction is in the second or fourth quadrant, the
energy penalty Ei is plus 3; when the direction of the robot
is in the third quadrant, plus 10. In this way, the number of
turns of the robot can be reduced, and the smoothness of
the entire planned path can be enhanced; it can also ensure
that the robot always advances to the target point during
the running process and does not make unnecessary devia-
tion movements.

According to the construction of the fitness function, it
can be known that the higher the function value, the better
the path.

4.3. Genetic Operation

4.3.1. Selection Operation. In genetic operation, selection
operation is the part that best embodies “survival of the fit-
test.” In order to avoid the nondirectional error caused by
the traditional roulette selection method [36], this paper
adopts the layered method to design selection operator,
which is described as follows: after initializing the popula-
tion, a total of M individuals are generated, the fitness value
of each individual is calculated according to the fitness func-
tion, and the fitness values are arranged in descending order.
Then, the population can be divided into three classes, each
part is a layer, namely, a layer has M/3 individuals. Copy
the aliquot with the higher fitness value in the first layer in
duplicate, make a copy with the middle fitness value in the
second layer, and do not copy the last fitness with the lower
fitness, in order to form the offspring population. And the
number of population is still M (if M is not divisible by 3,
the number of individuals in the last share is M/3 + mod ð
M/3Þ). After replicating the first two layers,mod ðM/3Þ indi-
viduals with high fitness value should be selected from the
third layer to join the offspring population in order to ensure
that the number of the offspring population is still M). This
ensures that the best individuals can be passed on to the next
generation while maintaining the diversity of the population.
The selection method can be seen in Figure 4.

4.3.2. Crossover Operation. Crossover operation is the most
important genetic operation in the whole algorithm, and its
essence is genetic recombination of chromosomes. That is,
by exchanging some of the genes of the parent chromosome,
new progeny chromosomes are created. This paper adopts
the method of single-point crossing. Randomly select one
of the two parent individuals with the same sequence number
(except the starting point S and the target point G) and then
cross at this point. For example: parent individual M1: S-2-
12-67-69-89-G; M2: S-11-22-67-78-80-G. If the same
sequence number 67 is selected as the intersection point,
the two offsprings generated are M1 ′: S-2-12-67-78-80-G;

M2 ′: S-11-22-67-69-89-G. If the same sequence number does
not exist in two parent individuals, no crossover operation is
performed.

4.3.3. Mutation Operation. The mutation operation is to
mutate any gene on an individual’s chromosome to generate
a new chromosome to maintain the diversity of the popula-
tion. However, traditional single-point mutation, multipoint
mutation, and other processing methods are prone to pro-
duce infeasible paths, which will affect the operation effi-
ciency of the algorithm. Therefore, this paper uses the
method of eight-point neighborhood single-point mutation.
First, randomly select a variation point Ni (except the start-
ing point S and target point G) in the individual of the path
to be mutated and then randomly determine a nonobstacle
grid Ni ′ (except the adjacent nodes Ni−1 and Ni+1 in the path
to be mutated) in the eight neighborhoods of the mutation
point (as shown in Figure 2) to replace the original node.
Then, according to the initial path generation method, Ni−1
to Ni ′ and Ni ′ to Ni+1 are connected into an uninterrupted
path. If there is no free grid to choose from in the eight neigh-
borhoods of the mutation points or a feasible uninterrupted
path cannot be generated, this mutation fails. That is, jump
out of this mutation operation and reselect the next individ-
ual to be mutated and its mutation point.

4.4. Termination Conditions. The termination condition is a
standard to measure whether the genetic algorithm can ter-
minate the operation. The termination condition given in
this paper is as follows: the optimal fitness value for a given
evolutionary algebraic threshold of 50 or 40 consecutive evo-
lutionary populations remains unchanged or the algorithm
runs longer than 5 minutes.

4.5. Delete Operation. For the case of redundant nodes in the
path, a delete operation is added in this article. The main idea
is if a node can be barrier-free connected to its front and rear
nodes (nonadjacent path points), then the intermediate
nodes between these two points are redundant. Delete these
redundant nodes and connect these two points directly, so
as to achieve the goal of avoiding unnecessary turning and
reducing the path length. To avoid the reduction of path

The first quadrantThe second quadrant

The third quadrant
The fourth quadrant

Forward direction

Original directionPoint i

Figure 3: The quadrant diagram corresponding to the turning
direction of the robot.
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nodes after the delete operation, which affects the feasibility
of crossover and mutation operations in genetic operations,
this process is only for the optimal paths obtained by each

run. As shown in Figure 5, the original optimal path is S-
21-34-66-76-G, and the optimal path after delete operation
is S-66-76-G. It is obvious that there are four turns in the
original path. After the deletion operation, the redundant
nodes 21 and 34 in the section from S point to sequence point
66 are deleted, and only two turns occur in the whole path,
and the path length becomes shorter.

4.6. Algorithm Pseudocode. The pseudocode of the IMGA
algorithm is shown below. We can see that the time complex-
ity of the whole algorithm is OðOF ∗ ðOps +Opc +OpmÞÞ,
where OF represents the complexity of fitness function, Ops

represents the time complexity of selection operation, Opc

represents the complexity of crossover operation, and Opm
represents the time complexity of mutation operation. In
other words, the time complexity of IMGA is determined
by both genetic operator and fitness function. Compared
with the traditional roulette method, the hierarchical selec-
tion method proposed in this paper has less time complexity.
Although the fitness function considers multiple indicators,
the measurement method of each index is relatively simple.
In conclusion, the time complexity of IMGA is not higher
than that of traditional GA.

5. Simulation Experiment and Evaluation

In this section, to verify the rationality and optimization
degree of the designed improved multiobjective genetic algo-
rithm, MATLAB R2018b software was used to establish a
grid model and carry out simulation experiments on the
algorithm.

5.1. Experimental Result. The simulation experiment is first
carried out in the grid environment model of 10 × 10, 15 ×
15, and 20 × 20 to verify the universality of the algorithm in
different maps. The parameters set in the experiment are as
follows: population number: NP = 100; maximum evolution-
ary algebra: max _gen = 50; crossover probability: PC = 0:8;
mutation probability: PM = 0:2; path length proportion:
a = 6; path safety proportion: b = 1; and path energy pro-
portion: c = 3. The experimental results are shown in
Figures 6(a)–7(a). In Figure 6(a), there are 40 obstacle grids,
Figure 6(b) has 90 obstacle grids, and Figure 7(a) has 160
obstacle grids. The dotted line represents the running path
before delete operation, and the solid line represents the run-
ning path after delete operation. According to the statistical
results in Table 1, the delete operation designed by this algo-
rithm can effectively reduce the path length. Among them,
the number of turns of the running paths with delete opera-
tion in environment 2 and environment 3 is also reduced.

smaller fitness values are
not duplicated

Double copies of parts with
higher fitness values

a copy of the medium fitness
value

F
M

… F2M/3+1 F2M/3 ... F
M/3+1 F

M/3 ... F1

Figure 4: Fitness segmentation selection principle diagram.
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Input: Grid map, Map; Start point, S: End point, G
Output: Shortest path point set,min_path
1: t⟵ 0;
2: Evaluate fitness_value of PðtÞ;
3: Best_fitness⟵max ðfitness_valueÞ;
4: while not meet termination conditions do
5: Select operation to PðtÞ;
6: Crossover operation to PðtÞ;
7: Mutation operation to PðtÞ;
8: Pðt + 1Þ = PðtÞ;
9: t = t + 1;
10: Evaluate fitness_value of PðtÞ;
11: if Best_fitness < max ðfitness_valueÞ then
12: Best_fitness⟵max ðfitness_valueÞ;
13: end if
14: end while
15: min_path is PðtÞ with Best_fitness;
16: Smooth optimization operation to min_path;
17: return min_path;

Algorithm 1: IMGA Algorithm.
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Although the number of turns of environment 1 has not
changed, it can be clearly seen from Figure 6(a) that the angle
of the third turning of the running path with deletion opera-
tion is significantly smaller. Therefore, this operation can
effectively optimize the path and further ensure the efficient
operation of the robot. It is an indispensable link in the oper-
ation of the entire algorithm.

Taking environment 3 as an example, the influence of the
maximum evolution algebra on the algorithm running

results is analyzed. Ensure that other parameters remain
unchanged, set different maximum evolutionary generation
values, and run 10 times, respectively. The experimental
results are shown in Table 2, where “-” indicates that the
algorithm did not obtain the optimal solution after running
10 times. It can be seen that the larger the maximum evolu-
tion algebra, the better the search ability and search stability
of the algorithm, but the timeliness is poor, and the algorithm
runs longer. In order to search the optimal running path of
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the mobile robot as quickly as possible, this paper selects 50
as the maximum evolution algebra value.

Figure 7(b) shows the evolution curve of the algorithm
running in environment 3 of Figure 7(a). It can be seen that
in this environment, the algorithm designed in this paper
tends to be stable when it evolves to the 10th generation,
and the algorithm has a fast convergence speed. Moreover,
under the regulation of the genetic operation, the path length
did not fall into the local optimal immediately but fluctuated
slightly and found the global optimal path successfully. It can
be proved that the initial population quality of the algorithm
designed in this paper is very high, and the fitness function is
set reasonably, which is helpful for the algorithm to converge
quickly. In the late stage of evolution, the diversity of the
population is guaranteed while the stability of the population
is maintained. It avoids the problem that the traditional
genetic algorithm easily falls into the local optimal.

5.2. Algorithm Comparative Analysis. In order to show the
superiority of the proposed algorithm (IMGA) in solving
the path planning problem of the mobile robot, IMGA is
compared with the improved genetic algorithms in literature
[37] and literature [38].

Under the premise of the same control parameters, mul-
tiple simulation experiments were carried out in the environ-
ment mentioned in literature [37]. The optimal running path
of the algorithm in this paper is shown in Figure 8(c).
Figure 8(a) is the optimal operation of the basic genetic algo-
rithm (GA), and Figure 8(b) is the optimal operation of the
improved genetic algorithm proposed in literature [37]. The
optimal path length, turn times. and tangency with obstacles

of the three methods are recorded in Table 3. Through the
analysis of the operation results, it can be seen that the path
obtained by the GA has a large number of turns and redun-
dant path segments, and there are two places pass through
the tiny gap between the obstacles, as shown in the blue circle
of Figure 8(a). Although the improved algorithm proposed in
literature [37] eliminates some redundant path segments and
unnecessary turns, there is still a place that passes through
the minimal gap between two obstacles, which is very unfa-
vorable for the actual operation of mobile robots. Consider-
ing the path length, path security, and path energy
consumption, IMGA can avoid the situation of blue circles
in Figures 8(a) and 8(b). The path length is reduced by 17%
compared with GA, and there are only three places that are
tangent to obstacles. Therefore, under the condition of ensur-
ing the optimal path length, the algorithm IMGA in this
paper can effectively improve the operation safety of the
mobile robot and reduce the number of turning movements
of the robot. The improved effect is better than other
improved algorithms.

Then, IMCA and Bezier curve smoothing algorithm
(BCA) proposed by literature [38] are compared in a more
complex environment under the same parameters. The opti-
mal running path is shown in Figure 9. To eliminate the
influence of random factors on the algorithm, the above
two algorithms were independently executed 30 times, and
the statistical results are recorded in Table 4 BCA first obtains
the segmented Bezier curves control points (blue square dots
in Figure 9) through genetic operations and then plans the
optimal smooth path according to the optimization criteria,
which is actually a combination of Bezier curve and GA.
According to Table 4, compared with BCA, IMGA can obtain
a running path with a smaller path length, and the algorithm
running time is only five thousandths of BCA. However, as
can be seen from Figure 9, the optimal path planned by
IMGA is a broken line. Compared with the BCA algorithm,
the broken line is smoother and the path length is shorter.
However, there are three (one in the middle is not tangent)
times tangent to the barrier grid, and the optimal operation
path obtained by BCA planning is a smooth curve that is
not tangent to any obstacle. Therefore, IMGA still has space
for improvement in path safety and smoothness, but it has
great advantages in environments with strong real-time
requirements.

6. Conclusion

In this paper, an improved multiobjective genetic algorithm
is designed to study the path planning problem of the mobile
robot. The algorithm uses the heuristic median insertion
method during the creation of the initial population, which
effectively improves the quality of the initial population and
speeds up the convergence rate of the algorithm, and the path
length, path safety, and path energy consumption are used as
evaluation indicators to establish a multiobjective fitness
function, which minimizes the path length while ensuring
that the robot always moves toward the target point, avoids
unnecessary path energy consumption, and improves the
safety of planned paths to a certain extent. Finally, the

Table 1: Comparison of run path data with or without delete
operation.

Operating
environment

Path length Number of turns
No

deletion
operation

With
deletion
operation

No
deletion
operation

With
deletion
operation

Environment
1

13.1356 13.0908 3 3

Environment
2

20.3848 19.9390 3 2

Environment
3

28.5724 28.4733 11 8

Table 2: The influence of maximum evolution algebra on the
running result of the algorithm.

Maximum
evolution
algebra

The number of
runs to get the
optimal solution

The total number of
occurrences of the
optimal solution in
the results of 10 runs

Optimal
running
time (s)

20 — 0 0.59834

50 5 2 0.71417

100 3 4 0.80262

200 2 5 0.98274
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improved genetic operation is used to further prevent the
algorithm from falling into local optimum prematurely. Sim-
ulation experiments show that the algorithm can run in envi-
ronments of different scales and complexity. Compared with
other improved algorithms, this method has faster conver-

gence speed and shorter path length. Therefore, this algo-
rithm has certain feasibility and superiority in the field of
path planning problems for the mobile robot. However, there
is still space for improvement in the security and smoothness
of the optimal path planned. This is because the algorithm
takes the path length as the main optimization objective
and pays more attention to the operation efficiency in the
planning process and adopts a relatively simple method to
measure the three indicators of fitness function.

There are still many meaningful topics to be discussed in
this algorithm, and the future research directions are as fol-
lows: (1) better design of fitness function to improve the
overall quality of the planning path, especially the path safety
on the premise of ensuring operation efficiency; (2)
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Figure 8: Optimal running path. (a) Optimal running path of GA. (b) Optimal running path of literature [37]. (c) Optimal running path of
IMGA.

Table 3: Path planning data statistics in environment 4.

Path planning
algorithm

Optimal path
length

Number of
turns

Number of
tangency

GA 35.7990 20 10

Literature [37] 29.7990 13 8

IMGA 29.6896 7 3
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combining the algorithm with Bezier curve or other curve
smoothing methods, the polygonal path is planned to be a
smoother curve path; (3) increase complexity design, for
example, consider the specific model and kinematics factors
of mobile robot, design more complex operation environ-
ment, and add dynamic obstacles; and (4) apply path plan-
ning algorithm to solving scenarios of practical problems,
such as express shunting robot, family service robot, and
automatic driving vehicle.
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In the event extraction task, considering that there may be multiple scenarios in the corpus and an argument may play different
roles under different triggers, the traditional tagging scheme can only tag each word once, which cannot solve the problem of
argument overlap. A hierarchical tagging pipeline model for Chinese corpus based on the pretrained model Bert was proposed,
which can obtain the relevant arguments of each event in a hierarchical way. The pipeline structure is selected in the model, and
the event extraction task is divided into event trigger classification and argument recognition. Firstly, the pretrained model Bert
is used to generate the feature vector and transfer it to bidirectional gated recurrent unit+conditional random field (BiGRU
+CRF) model for trigger classification; then, the marked event type features are spliced into the corpus as known features and
then passed into BiGRU+CRF for argument recognition. We evaluated our method on DUEE, combined with data
enhancement and mask operation. Experimental results show that our method is improved compared with other baselines,
which prove the effectiveness of the model in Chinese corpus.

1. Introduction

As a form of information, event is defined as the fact that
some people or things interact at a certain time and place.
As an important task in information extraction, event extrac-
tion is aimed at identifying triggers and arguments from
unstructured text and expressing them in a structured way,
which is the basic work of constructing knowledge graph.
Natural language text contains many events and related argu-
ments, as sh own in Figure 1. Two events appear in ex1, and it
describes two volleyball matches. “Eliminated” and
“defeated” are the triggers of the event type of “competition
behavior—win or lose.” “The National Women’s Volleyball
Championship” plays the role of “competition name” in both
events, “Tianjin Women’s volleyball team” plays the role of
“loser” in the first event, and “Jiangsu women’s volleyball
team” and “Shandong women’s volleyball team” played the
role of “loser” and “winner,” respectively, in the second event.

The traditional event extraction model cannot reasonably
distinguish the arguments under multiple scenario events.
If there is more than one event in the sentence, the model
cannot be extracted accurately.

There are two ways to implement event extraction task;
one is based on pattern matching, and the other is based on
machine learning. The method based on pattern matching
mainly uses lexical symbol features, semantic features, and
self-organizing constraints to extract events, and the key lies
in the construction of event templates. However, the method
based on pattern matching has poor cross domain and needs
a lot of manual operation. With the continuous enrichment
of corpus in recent years, researchers use machine learning
method to extract events, especially deep learning and neural
network. The traditional machine learning method uses the
classified thought to transform the task of trigger classification
and argument recognition into classification problem. The key
point is the construction of classifier and the selection of fea-
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tures. Chieu [1] introduced the maximum entropy model into
event extraction task for the first time and realized the extrac-
tion of seminar notice and personnel management event. Llo-
rens et al. [2] used conditional random field (CRF) to tag
semantic roles, which improved the performance of the sys-
tem. Support vector machine (SVM) and hidden Markov
model (HMM) are also commonly used classification models.

Aiming at the problems of existing models, this paper
proposes a pipeline model based on the pretrained model
Bert. The main contributions of this paper are as follows:

(i) An event extraction model based on the pretrained
model Bert was designed. First, the event triggers
in the corpus are labeled by pipeline, and then, the
relevant arguments of each trigger are extracted

(ii) Pipeline model extracts event triggers by hierarchi-
cal way and improves recall and accuracy of event
recognition by data enhancement

(iii) The model extracts the arguments from each identi-
fied event, respectively, which successfully solves the
problem of argument overlapping. Through the use
of window, the performance of the model is
improved successfully, and the argument recogni-
tion errors in multiple scenarios are reduced

The rest of this paper is organized as follows. Section 2
reviews the related work on path event extraction, introduces
a hierarchical annotation model for event trigger extraction
and related argument recognition, and introduces each mod-
ule of the model. Section 4 analyzes the experimental results
of the current model through comparative experiments to
verify the reliability of the model we proposed. Section 5
summarizes the paper and plans the direction of future work.

2. Related Work

Compared with traditional way of event extraction, more and
more event extraction models based on neural network
appear. Zheng et al. [3] proposed a tagging scheme, which
transforms the task of information extraction into a tagging
problem. However, one word can only be tagged once, which
makes it difficult to extract from multievent sentences.
According to the overlap of triples, Zeng et al. [4] divide sen-
tences into normal, entity pair overlap, and single entity
overlap and proposes an end-to-end model based on replica-
tion mechanism to jointly extract information, which solves
the problem of entity overlap. However, this model can only

be used for a single word. If an entity has more than one
word, it cannot extract the relationship accurately.

Traditional machine learning methods for event extraction
need to design a large number of features manually and also
need the support of external Natural Language Processing
(NLP) tools. Based on neural networkmethod, event extraction
is modeled as an end-to-end model, which gets rid of the
dependence on external NLP tools and uses word vectors with
rich features as input, thus avoiding complex manual work.
Nguyen and Grishman [5] studied the problem of event trig-
gered word extraction in unbalanced corpus and used convolu-
tional neural network to capture important feature information
in sentences. Chen et al. [6] proposed a dynamic multipool
convolutional neural network (DMCNN) to extract sentence
level features. In Ghaeini et al.’s [7] paper, bidirectional recur-
rent neural network (Bi-RNN) is first used to detect events that
can be words or phrases, which is the first attempt to extract
multitoken events. Feng et al. [8] combined bidirectional long
short-termmemory (LSTM) and convolutional neural network
to learn word representation and predict event triggers.

Although the neural network-based event extraction
method has achieved good performance, due to the fact that
there may be multiple scenario events in a sentence, the con-
fusion of argument annotation and role overlap are also
important problems in the current event extraction, which
makes event extraction still a difficult NLP problem. There-
fore, this paper focused on the research of hierarchical anno-
tation event extraction method in multiple scenarios, which
improves the recognition effect of event triggers and allevi-
ates the confusion of argument.

3. Methodology

3.1. Model Flow Chart. In the traditional event extraction
research, scenario switching under multiple scenario events
leads to argument extraction confusion, and the traditional
annotation scheme cannot solve the problem of argument
overlap. In this paper, a pipeline model of event extraction
based on pretrained model Bert is proposed to solve the cha-
otic problem of event argument extraction in multiple sce-
narios. The flow chart is shown in Figure 2, which is
divided into three parts: pretrained model Bert, event trigger
classification, and argument recognition.

3.2. Model Architecture. The architecture of the model in this
paper is shown in Figure 3. The model represents the event
extraction task as a pipeline model based on hierarchical tag-
ging, which solves the problem that a word can only be

Ex1 :

produced this afternoon. After was
was

, there

The National Women's Volleyball Championship

eliminated
defeated

Tianjin Women's volleyball team

, and was not qualified for the top four.

held in Jiangmen, Guangdong
Province, has entered the final climax stage. All the top four teams have been

was a big today. 0-3 byJiangsu women's surpris volleybale l team
Shandong women's volleyball team

Event trigger

Argument1

Argument2

Figure 1: Trigger classification and argument recognition in event extraction.
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tagged once, resulting in argument overlap. The first stage of
the model is trigger classification using a model based on pre-
trained model Bert. If the trigger is identified in the sentence,
the second stage is carried out. The extracted event types are
placed in the front of the sentence as features and input into
the argument extraction model to extract relevant arguments
and identify roles.

3.3. Pretrained Model Bert. The word2vec [9] model con-
siders that the meaning of a word is associated with the
meaning of the word that appears around it, thus mapping
each word into a vector. However, in natural language, a
word may have different meanings, but the traditional
word2vec model does not generate static vectors and ignores
the context, which cannot solve the problem of polysemy.
The pretrained model Bert [10] makes full use of context
and solves the problem of polysemy.

The Bert model is shown in Figure 4(a). The model
selects the editing module of transformer model [11] as the
model of feature extraction for bidirectional coding. The
module structure is shown in Figure 4(b). By adding atten-
tion mechanism to replace the traditional convolutional neu-
ral network and cyclic neural network, the coding features of
each word can obtain the information of all words.

The most important content of transformer encoding
module is self-attention mechanism, which inputs the
encoded vector and calculates the relationship between the
current token and the context and obtains the weighted
sum as the output of the current word. This makes the output
vector contain not only the meaning of the word itself but
also the relationship with other words. The weight calcula-
tion formula is as follows:

attention Q, K ,Vð Þ = softmax QKTffiffiffiffiffi
dk

p
 !

V , ð1Þ

where Q, K , and V represent query vector, key vector, and
value vector, respectively, and dk is the dimension of the

input vector. After the inner product sum of current token’s
Q and each token’s K , the weight is obtained by softmax, and
then, V is weighted and summed by using the weight
obtained in the previous step to get the output coding vector
of the current token. However, the use of self-attention
mechanism can only obtain one feature expression; trans-
former module uses multihead attention mechanism to
map Q, K , and V to QWQ

i , KW
K
i , and VWV

i with different
n projections, and the specific formula is as follows:

attention Q, K , Vð Þ = concat head1, head2,⋯, headnð Þ,
headi = attention QWQ

i , KWK
i , VWV

i

� �
:

ð2Þ

In the self-attention mechanism, the position of each
word and the position between the included segments have
an impact on the representation of the current word. There-
fore, the position vector and segment vector are added to
Bert. In addition, a normalization and residual link are added
after each self-attention module and feedforward neural net-
work module, which solves the problem of gradient disper-
sion and improves the training efficiency of the model.

3.4. GRU Layer. In recurrent neural networks, hidden state is
always transmitted from front to back. However, in the event
extraction, the hidden state of the current time step is associ-
ated with the previous time and the next moment, so the
bidirectional recurrent neural network is needed to establish
the correlation. The bidirectional GRU [12] model selected in
this paper solves the problems of long-termmemory and gra-
dient in backpropagation, as shown in Figure 5. Compared
with LSTM [13], GRU can achieve similar results, and it is
easier to train and improve training efficiency.

The input and output structure of GRU is consistent with
the traditional RNN [14], including the current input xt and
the hidden state ht−1 passed in the previous time step t − 1.
But different from RNN, GRU uses gating mechanism to
control the hidden state of the previous moment, instead of
receiving all the features of ht−1 like RNN. The two gates built
into GRU are reset gate r and update gate z, and the formulas
are as follows: r = σðWr½ht−1, xt�Þ and z = σðWz½ht−1, xt�Þ.
After getting the gating signal, the reset gate r is used to reset
the hidden state of the previous time, i.e., ht−1′ = ht−1⨀r.
Then, the data range is reduced to ð−1, 1Þ by activating func-
tion tanh, and the formula is expressed as ht′= tanh ðWht−1′ Þ.
Finally, according to the calculated update gate, two opera-
tions, forgetting and memorizing, are carried out at the same
time. The specific formula is

ht = 1 − zð Þ⨀ht−1 + z⨀ht′: ð3Þ

3.5. Conditional Random Field. CRF [14] is a sequence tag-
ging algorithm, which outputs the target sequence after input-
ting a segment of sequence. In NLP annotation task, the input
sequence is a piece of text, and the output sequence is the cor-
responding tag. Considering the correlation between adjacent
tags, CRF obtains a global optimal tagging chain.

Results
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Figure 2: Flow chart of the model.
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Set the matrix P ∈Rn×Nt as the fractional matrix output
through the linear layer, where pij represents the probability
that the ith word in the sentence is marked as the jth label.
For the sentence S = fx1, x2,⋯, xng and the corresponding
tag y = fy1, y2,⋯, yng, CRF will give a specific score, the for-
mula is as follows:

score S, yð Þ = 〠
n

i=0
Tyi−1,yi + 〠

n

i=1
pi,yi , ð4Þ

where T is the transfer matrix, Ti,j is a transfer probability
from tag i to tag j, due to the special markers at the beginning
and end of a sentence, and T is a square matrix with dimen-
sion Nt + 2. Then, the probability that the tag sequence of
sentence S is y is

P y ∣ Sð Þ = exp score S, yð Þf g
∑y ′∈Ys

exp score S, y′
� �n o , ð5Þ

where Ys represents all the tag sequences that sentence S can
give. The logarithm of both sides of the formula is trans-
formed into

log p y ∣ Sð Þð Þ = score S, yð Þ − log 〠
y ′∈Ys

exp score S, y′
� �n o0

@
1
A:

ð6Þ

The loss function is defined as loss = −scoreðS, yÞ, and
then, the decoded tag sequence is obtained by formula y∗ =
argmaxy ′∈Ys

scoreðS, y′Þ.

3.6. Trigger Classification. The model uses the BiGRU-CRF
model based on pretrained model Bert to identify and classify
the triggers. The input of the model is the vector pretrained
by Bert, and the encoding features of each word contain the
information of all words. The structure of BiGRU-CRF
model is shown in Figure 6(a), which consists of three parts:
encoding layer, BiGRU layer, and CRF layer.

Let S = fx1, x2,⋯, xng be a sample input, where xi is the i
th word in the sentence, and sentence S is mapped to the
matrix W = fe1, e2,⋯, eng after random initialization and
passed into the pretrained model Bert. The vector generated
by Bert is mapped to the feature matrix V ∈Rn×d , where n
is the length of the sentence and D is the dimension of the

word vector. Next, the feature matrix V is transferred to the
BiGRU layer for further feature extraction, where the hidden

state at step i is hi = ðhi
!, hi
 Þ. The calculation formula of hid-

den state vector is as follows:

GRU��!
v1, v2,⋯, vnð Þ = h1

!, h2
!,⋯, hn

!� �
,

GRU �� v1, v2,⋯, vnð Þ = h1
 , h2
 ,⋯, hn

 � �
:

ð7Þ

After the hidden state hi of each word is obtained, it is
passed as input to the CRF layer for final label classification,
and the final score matrix P ∈RNt×n is obtained. The kth col-
umn of the matrix P represents the fraction of each corre-
sponding tag for input x1. According to the matrix P, the
tag sequence y is obtained, and then, the trigger in the text
is extracted and its type is determined.

3.7. Argument Recognition. The identification of argument is
based on the extraction of triggers, and the extracted event types
are spliced into the text as features for the next step. As shown
in Figure 6(b), this model adopts hierarchical tagging scheme to
label multiple events separately, avoiding the defect that one
word can only be tagged once at a time. The overall structure
of the model is similar to the extraction of triggers. The
BiGRU-CRF model based on pretrained model Bert is selected
as the extraction model. The difference is that the hierarchical
extraction method is selected for the argument extraction. In
order to avoid errors in multiscenario event corpus extraction,
mask preprocessing is carried out before argument extraction.

The event type and text are spliced in the model, and the
feature matrix V is generated in the pretrained model Bert.
However, due to the existence of multiscene event corpus, it
is necessary to mask the short sentences unrelated to the cur-
rent event before it is passed into Bert. The calculation pro-
cess of mask vector is shown in Algorithm 1.

In this paper, the hierarchical argument extraction model
extracts arguments from the related trigger words extracted
in the previous step and identifies their roles in the trigger.
It is known that sentence S = fevent type, x1, x2,⋯, xng is
randomly initialized to matrix W = fe0, e1,⋯, eng, and the
goal is to extract relevant arguments for the current trigger.
According to the mask M, the input of the pretrained model
is input = fevent type,W ⊙Mg. The vector input is mapped
to the feature matrix V based on the pretrained model Bert.
Next, the feature matrix is transferred to BiGRU layer for fur-

ther feature extraction, where the hidden state at step i is hi

ht-1

Xt

Zt
X

X

X

tanh

+

𝜎

ht

ht

1-

𝜎

Figure 5: GRU module.
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= ðhi
!, hi
 Þ. Continue to pass in the CRF layer to calculate the

score of each word corresponding to each tag, so as to further
extract the relevant arguments of the current event.

3.8. Training and Optimization. This summary mainly intro-
duces the learning and optimization details of the framework
model. It is known that trigger classification model takes text
S as input; the network with parameters θ outputs the event
category vector O, where Oi is the value of ith position and
indicates that the trigger is a fraction of type I. The optimiza-
tion of argument recognition model is consistent with the
trigger classification model, but the difference is that the
event types identified in the previous step are added to the
data set. The model in this paper maximizes the log likeli-
hood of the data, and the optimization method used in the
model is Adam proposed by Kingma and Ba [15]. The objec-
tive function is defined as

J θð Þ =max 〠
∣D∣

i=1
〠
Si

t=1
log p ið Þ

t = y ið Þ
t ∣ Sj, θ

� �� �
∙I

+ α log p ið Þ
t = y ið Þ

t ∣ Sj, θ
� �� �

∙ 1 − Ið Þ,
ð8Þ

where ∣D ∣ represents the size of training data set, Si rep-

resents the length of the ith sentence, yðiÞt represents the

actual tag of the sentence, and pðiÞt is the tag based on
the CRF score. α is the bias weight, and the larger the
value, the greater the influence of relation label on the
model. In addition, IðOÞ is a conversion function used to
distinguish the loss of the mark ′O′ and the relation
marker, which is defined as follows:

I Oð Þ = 1, if tag= ′O′,
0, if tag ≠ ′O′:

(
ð9Þ

4. Experiment

4.1. Experiment Settings

4.1.1. Data Set. In order to evaluate the performance of our
method, the corpus of event extraction task in 2020 language
and intelligent technology competition is selected as our data
set. The data set DUEE contains 65 defined event type and
17000 Chinese sentences, including 12000 training sets,
1500 verification sets, and 3500 test sets.

4.1.2. Evaluation. Similar to previous work [16], we use the
following criteria to determine the correctness of each pre-
diction event trigger and argument extraction:

(i) A trigger is correct if its event type and offsets match
those of a reference trigger

(ii) An argument is correctly identified if its event type
and offsets match those of any of the reference argu-
ment mentions

(iii) An argument is correctly identified and classified if
its event subtype, offsets, and argument role match
those of any of the reference argument mentions

Finally, we use Precision (P), Recall (R), and F-measure
(F1) to evaluate the overall performance.

4.1.3. Hyperparameters.Our model consists of the pretrain-
ing layer, BiGRU layer, and CRF layer. The word embed-
ding before the pretraining is generated by random
initialization, and the dimension of word embedding is
set to D = 300. The maximum length of a single sentence
is limited to 300 words, dropout is 0.1, and Adam opti-
mizer selects training learning rate of 1e − 3 and batch size
of data set of 32.

4.2. Tagging Scheme. In this paper, we use the “BIO” tagging
scheme [17], where “B” (begin) represents the first word of
the trigger or argument, I (inside) represents the subsequent
word, and O (other) represents the unrelated word. Taking
Figure 6 as an example, event type and argument roles have
been predefined, and the extracted results are saved in a
structured manner. In the case of triggers, the number of tags

Input: Sentence: S = fx1, x2,⋯, xng; Event type: list; event trigger; triggeri
Output: mask vector: Mi
Mi = ½1� ∗ lenðSÞ;
i, j = 0, 0;
iflength of event type is 1then

return the vector Mi
end
other_trigger = list.pop(triggeri)
fortriggerj in other–trigger do

find i, j which is the index of S where s½i : j + 1� is the minimal clause containing trigger j;
iftriggeri is not in the clause s½i : j + 1�then

change 1 of M½i : j + 1� to 0;
end

end
return the vector Mi

Algorithm 1: Calculation of mask vector for specified event trigger.
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for the event type isNt = 2 ∗ ∣R ∣ +1, where ∣R ∣ is the number
of predefined event types, and Figure 3 shows an example of
the marking method.

4.3. Experimental Results and Analysis

4.3.1. Experiment 1: Event Trigger Classification and
Argument Recognition Based on Tagging Scheme. The model
is based on the pretrained model Bert, and BiGRU layer and
CRF layer are added for trigger classification and argument
recognition. Four related neural network models are selected
as baseline models to compare with the model proposed in
this paper. The four control neural network models are as
follows:

(i) Bert: the data set is used to fine-tune the parameters
of the Bert model, and finally, the sequence tag is
obtained

(ii) Bert-CRF: after fine-tuning the parameters of the
Bert model using the data set, the conditional ran-
dom field is added to constrain the related tags

(iii) Bert-BiLSTM: it consists of Bert and a long short-
term memory network layer

(iv) Bert-BiLSTM-CRF: on the basis of Bert-BiLSTM,
conditional random field is added for training

The experimental results of trigger recognition and argu-
ment extraction on DUEE by five models are shown in
Tables 1 and 2.

Through the comparison of the results between the
models in Tables 1 and 2, it can be seen that the addition of
the pretrained model Bert improves the event extraction
and argument recognition classification, and the average F1
score increased by 6.65%.

In Table 3, error analysis is conducted for all trigger clas-
sification and argument recognition results. The main causes
of errors can be found as follows:

(i) Trigger classification error: due to the fuzzy vocabu-
lary of event triggers and inconsistent annotation in
the data, classification errors occur

(ii) Missing of trigger word recognition: similar to the
multiple scenario event corpus, there are more than
one event trigger. However, the model can only iden-
tify one or part of the triggers, but not all the triggers

(iii) Argument classification errors: the model success-
fully extracted and marked arguments, but the clas-
sification was wrong

(iv) Missing of argument recognition: there will be argu-
ments with multiple roles under an event trigger,
and the model will miss some argument when iden-
tifying the argument

(v) Argument boundary segmentation error: event
argument extraction is realized by tagging, and the
tag will have boundary error

4.3.2. Experiment 2: The Influence of Corpus Distribution on
Trigger Classification. The distribution of various types of
events in the competition data set is not balanced, and the
triggers in the same type of event corpus are unbalanced.
For example, there are 605 articles on “organizational rela-
tionship resignation” and only 74 articles on “organizational
behavior parade.” The F score of the two is 97.70% and
61.54%, respectively. Therefore, this experiment studies the
influence of corpus distribution on the performance of trig-
ger extraction. By analyzing the relation between corpus dis-
tribution and extraction performance, the training data set is
enriched manually. The experimental results are shown in
Table 4.

The results in Table 4 show that the distribution of cor-
pus has an important impact on trigger recognition. The per-
formance of event extraction is improved by knowledge
enhancement of training set by manual supplement of data
set. It also lays a better foundation for further argument
recognition.

4.3.3. Experiment 3: The Influence of Adding Mask on
Argument Recognition. Due to the frequent occurrence of
argument recognition confusion in multiscene corpus, this
paper chooses to add mask operation before argument
extraction to reduce the confusion. In this experiment, we
also choose the Bert-BiGRU-CRF model to extract and clas-
sify the argument and mask the operation before extracting
the argument. The experimental results are shown in
Table 5. The change of argument extraction results brought
by whether or not to add mask operation is compared.

The results in Table 5 show that the mask operation
improves the accuracy of argument extraction to some extent
and alleviates the confusion in argument extraction. And the
effect was improved most obviously in the Bert-BiGRU-CRF.

5. Conclusion

In this paper, a trigger classification and argument extraction
model based on hierarchical annotation scheme is proposed.

Table 1: Trigger classification results on DUEE.

Model P (%) R (%) F (%)

BiLSTM-CRF 87.76 83.26 85.45

Bert 93.17 84.40 88.57

Bert-CRF 94.28 87.99 91.02

Bert-BiLSTM-CRF 94.86 88.03 91.31

Bert-BiGRU-CRF 94.62 88.69 91.56

Table 2: Argument recognition results on DUEE.

Model P (%) R (%) F (%)

BiLSTM-CRF 75.27 76.18 75.72

Bert 86.29 81.96 84.07

Bert-CRF 86.86 79.14 82.82

Bert-BiLSTM-CRF 86.36 82.03 84.13

Bert-BiGRU-CRF 86.48 82.37 84.37
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The event extraction task is completed by pipeline. Without
complex NLP pretreatment, lexical features are extracted,
and hierarchical tagging effectively alleviates the problem of
argument overlap. The operation of adding mask before
argument extraction reduces the confusion of argument
extraction and proves the effectiveness of mask operation,
which provides an effective event extraction model for multi-
scene event corpus.

Compared with the traditional model, Bert-BiGRU can
extract more than one expected event at the same time. For
each event, different roles of the same argument can be dis-
tinguished accurately. However, the error in the process of
event discrimination in pipeline model will lead to the error
of argument extraction in the later stage, which leads to a
wrong transmission. Therefore, the future work will focus
on the model construction of joint extraction. For multiscene
event extraction, a more reasonable segmentation method

can be used to improve the extraction performance of multie-
vent corpus. Combining knowledge enhancement [18, 19] is
also a major research focus in the future.
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k nearest neighbor (kNN) is a simple and widely used classifier; it can achieve comparable performance with more complex
classifiers including decision tree and artificial neural network. Therefore, kNN has been listed as one of the top 10 algorithms
in machine learning and data mining. On the other hand, in many classification problems, such as medical diagnosis and
intrusion detection, the collected training sets are usually class imbalanced. In class imbalanced data, although positive examples
are heavily outnumbered by negative ones, positive examples usually carry more meaningful information and are more
important than negative examples. Similar to other classical classifiers, kNN is also proposed under the assumption that the
training set has approximately balanced class distribution, leading to its unsatisfactory performance on imbalanced data. In
addition, under a class imbalanced scenario, the global resampling strategies that are suitable to decision tree and artificial
neural network often do not work well for kNN, which is a local information-oriented classifier. To solve this problem,
researchers have conducted many works for kNN over the past decade. This paper presents a comprehensive survey of these
works according to their different perspectives and analyzes and compares their characteristics. At last, several future directions
are pointed out.

1. Introduction

k nearest neighbor (kNN) [1] has simple implementation and
supreme performance and can achieve comparable perfor-
mance with more sophisticated classifiers including decision
tree [2], artificial neural network [3], and support vector
machine [4]. Therefore, kNN has been listed as one of the
top 10 algorithms in data mining and machine learning [5,
6]. kNN has been utilized in many applications, such as pat-
tern recognition [7], feature selection [8], and outlier detec-
tion [9]. For a test example with unknown class label, kNN
makes a decision by employing the local information sur-
rounding the test example. Concretely, kNN first simply
stores all the training examples; then, in the classification
phase, it takes the class occurring most frequently in the k
(k ≥ 1) nearest training examples of the test example as the

classification result. That is, kNNmakes a decision according
to the class distribution characteristics in the k neighborhood
of a test example.

Nowadays, machine learning and data mining techniques
are widely used in many aspects of the information society.
However, for some applications such as medical diagnosis
[10], system intrusion detection [11], and network fraud
detection [12], the collected training example set is usually
class imbalanced, i.e., there is a large difference among the
sizes of different classes. For instance, in medical diagnosis
data, the majority examples are descriptions of normal
patients (negative examples), and only a small proportion
of examples are representatives of special patients suffering
a rare disease (positive examples). But if a special patient is
erroneously classified as a normal patient, the best treatment
time will be missed and serious consequences will be caused.
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For computer network intrusion detection data, the majority
examples denote the normal access data (negative examples)
and only the minority examples denote the illegal access data
(positive examples). Similarly, misclassifying illegal access as
a legal one will lead to the disclosure of a unit’s inner data or
the steal of bank account information. From the above two
instances, it can be seen that, in class imbalanced data,
although the positive class is heavily outnumbered by the
negative class, the positive class is usually the one in which
we are more interested and is more important than the neg-
ative class. The positive class is also named the minority class
while the negative class is also called the majority class.

Similar to classical classifiers such as decision tree, artifi-
cial neural network, and support vector machine, kNN is also
proposed based on the assumption that a training set has
approximately balanced class distribution, i.e., the classes
have roughly the same number of training examples. In addi-
tion, these algorithms all employ the overall classification
accuracy as the optimization objective in the classifier train-
ing phase, leading to their unsatisfactory performance on
class imbalanced data. For kNN, it takes the majority class
in the k neighborhood of a test example as the classification
result; this majority voting-based classification rule further
degrades its performance on a class imbalanced problem.
This is because the positive examples are usually sparse in
the k neighborhood of a test example [6], i.e., most examples
in the k neighborhood are usually negative examples; thus,
the positive examples are often misclassified as negative ones
by kNN, leading to the poor classification performance for
positive examples. For instance, in the binary classification
problem shown in Figure 1 (circles denote negative examples,
triangles denote positive examples, and the cross denotes a
test example), when k equals 7, there are 4 negative examples
(N1-N4) and 3 positive examples (P1-P3) in the k neighbor-
hood; obviously, kNN classifies the test example as the nega-
tive class although it actually belongs to the positive class.

Experiments conducted in Reference [13] indicate that
SMOTE oversampling integrated with Random Undersam-
pling (RUS) [14] or SMOTE oversampling integrated with
the cost-sensitive MataCost method [15] can both signifi-
cantly improve the performance of C4.5 decision tree [2]
on class imbalanced data. Unfortunately, these strategies do
not work well for improving kNN in a class imbalanced sce-
nario. The authors in [13] give the explanation from the fol-
lowing aspect: kNN makes a decision by investigating the
local neighborhood of a test example, while the resampling
and cost-sensitive strategies are global methods and are nat-
urally inappropriate to kNN. Therefore, special methods for
kNN need to be designed under the class imbalanced
scenario.

As can be seen from the above illustration, improving k
NN performance on imbalanced data is an important topic,
which is of great significance to the expansion of its applica-
tion fields and the enhancement of its practical utility. Over
the past decade, researchers have conducted many works
and proposed many methods. This paper tries to give a com-
prehensive survey of these works according to their perspec-
tives and analyzes and compares their characteristics, which
serves as a foundation for further study in this field.

The rest of this paper is organized as follows. The weight-
ing strategy-based methods are illustrated in Section 2, the
local geometrical structure-based methods are illustrated in
Section 3, Section 4 introduces the fuzzy logic-based methods
and followed by a category of methods based on missing pos-
itive example estimation in Section 5, Section 6 presents
methods based on novel distance metrics while Section 7 pre-
sents dynamic-sized neighborhood-based methods, and con-
clusions and future work are presented in Section 8.

2. Methods Based on Weighting Strategy

This section introduces a category of methods that assigns
weights to training examples in the neighborhood of a test
example. In general, these methods can be divided into 5 sub-
categories as shown in the following.

2.1. Weighting Strategy Considering the Class Distribution
around the Neighborhood. The authors in [12] claim that
the reason for the unsatisfactory performance of kNN on
the imbalanced data lies in the following: it only utilizes the
local prior probabilities of each class in the neighborhood
of a test example but does not employ the class distribution
information around the neighborhood. In Figure 1, if the
imbalanced class distribution around the test example’s
neighborhood is considered, i.e., the area surrounded by the
dotted rectangle, then the test example can be correctly clas-
sified as the positive class because in this dotted area, the pos-
itive nearest neighbors of the test example are much more
than the negative ones. Therefore, the classification perfor-
mance of kNN can be improved if such local class distribu-
tion information is utilized.

Based on the above observation, a weighting-based
method is proposed in [12] to assign a test example-
dependent local weight to each class, i.e., the examples’
weight in a class varies with the change of test examples
rather than being a constant value. Concretely, for test exam-
ple xt ∈ℝd , the weight wl

t of examples in class Cl (1 ≤ l ≤ L, L
is the total number of classes in a classification problem) is
calculated as follows. For the dk/Le number of nearest neigh-
bors of xt in class Cl, if they are erroneously classified by tra-
ditional kNN, it is likely that these dk/Le neighbors belong to
the minority class (the positive class) in the neighborhood of
xt ; in this case, the weight of class Cl is enlarged. Therefore,

P3
P2

P1

N4

N1 N3
N2

P4

Figure 1: Classical kNN performs poorly on positive examples
(cited from Reference [12]).
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the learned weights take into consideration the class distribu-
tion information around the neighborhood.

For the binary classification problem in Figure 1, L = 2,
when k equals 7, we have dk/Le = d7/2e = 4; the test example’s
4 nearest neighbors in positive class C1 are P1 to P4, while its
4 nearest neighbors in negative class C2 are N1 to N4. It can
be seen that P1, P2, and P4 are misclassified to be negative
examples as the majority members of their 7 nearest neigh-
bors are all negative examples; thus, the weight of these pos-
itive examples should be enlarged. Based on the enlarged
weight of positive class, in the classification phase of 7NN
for the test example, the 3 positive neighbors P1 to P3 have
much larger weight than the 4 negative neighbors, i.e., P1
to P3 make more contribution to the classification result;
thus, the correct classification is achieved.

However, the shortage of this weighting-based method is
that approximately k (the exact number is dk/Le ∗ L) times of
extra running of kNN is required around the neighborhood
of each test example; thus, the computation cost is enlarged.

2.2. Weighting Strategy Based on Examples’ Informativeness.
The authors in [16] believe that some examples carry more
information than other examples: if an example is close to
the test example and far from examples of other classes, then
it is considered to be more informative. Following this idea, it
is easily seen from Figure 2 that the example with index 2
carries more information than the one with index 1. The rea-
son is that the two examples have roughly the same distance
to the test example (the “query point” in Figure 2), but the
example with index 1 is nearer to the class boundary, i.e., it
is closer to the other classes. Based on the above consider-
ation, the authors propose two informative kNN algorithms:
the local information-based version LI-kNN and the global
information-based version GI-kNN.

2.2.1. The Idea of LI-kNN. LI-kNN first finds the k nearest
neighbors x1t , x2t ,⋯, xkt of test example xt in the training set,
then employs the designed metric to evaluate the informa-
tiveness of each training example in the k neighborhood,
i.e., the evaluation scope is local, and selects the first I
(I < k) most informative examples x1t′, x2t′,⋯, xIt′. Finally,
the majority class among the class labels y1t′, y2t′,⋯, yIt′ of
these I examples is regarded as the classification result.
That is to say, the weight of the I selected examples is
set to 1 while the weight of the other (k − I) neighboring
training examples is set to 0.

2.2.2. The Idea of GI-kNN. After LI-kNN determines I most
informative neighbors x1t1′ , x

2
t1
′ ,⋯, xIt1′ and then makes a deci-

sion for test example xt1 , when classifying the next test exam-
ple xt2 , it separately determines the I most informative

neighbors x1t2′ , x
2
t2
′ ,⋯, xIt2′ and does not utilize the informative

neighbors x1t1′ , x
2
t1
′ ,⋯, xIt1′ of the previous test example xt1 .

However, GI-kNN believes that some informative neighbors
of a test example may be also the members of other test
examples’ informative neighbors. For instance, two informa-
tive neighbors x1t1 , x

2
t1
of test example xt1 may be members of

the informative neighbor sets of three test examples xt2 , xt3

and xt4 . In this case, training examples like x1t1 , x
2
t1
are consid-

ered to be global informative, thus assigning a larger weight
to these examples. Based on the above idea, GI-kNN tries to
find the training examples with global informativeness and
assigns larger weights to them compared with ordinary
examples.

To summarize, LI-kNN is a local strategy as it determines
the informative examples in the k neighborhood of a test
example. GI-kNN is a global strategy as it evaluates the infor-
mativeness of all the training examples and then assigns
larger weights to the examples that are globally more infor-
mative, and besides, these weights are fixed when classifying
all the subsequent test examples.

Experimental results indicate that GI-kNN and LI-kNN
are not very sensitive to the change of parameter I and can
achieve comparable performance with SVM. One drawback
of GI-kNN is that the robustness of its adopted informative-
ness metric needs to be enhanced when there exist noisy
examples in the training set.

2.3. Class Confidence-Based Weighting Strategy. The class
confidence-weighted (CCW) kNN method [17] is proposed
to assign weights to training examples in the neighborhood.
As shown in Figure 3, the real boundary between the negative
class (denoted by blue triangles) and the positive class
(denoted by red circles) is represented by the solid blue line.
There are 4 negative examples and 1 positive example in the k
(k equals 5 in this case) neighborhood of the test example
(denoted by the solid green circle), and the nearest training
example of the test example is a negative one. In this case,
the classification result is certainly the negative class if the
traditional majority voting-based classification rule is
adopted. However, the test example actually belongs to the
positive class and the negative examples in its neighborhood
are also positive ones in reality. Thus, for each training exam-
ple in the neighborhood, the probability that it belongs to its
current class should be considered.

Based on this idea, for each training example ðxjt , yjtÞ =
ððxj1t , xj2t ,⋯, xjdt Þ, yjtÞ (j = 1, 2,⋯, k) in the neighborhood of
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Figure 2: Schematic diagram of examples’ information (cited from
Reference [16]).
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test example xt , the confidence of its belonging to the cur-
rent class yjt is calculated according to its attributes’ values

ðxj1t , xj2t ,⋯, xjdt Þ and then this confidence serves as the
weight wj

t of this training example. For the instance shown
in Figure 3, the mixture model and Bayesian network are
employed in [17] to calculate the corresponding confidences
of the 4 negative examples in the neighborhood and the
values are 0.0245, 0.0173, 0.0171, and 0.0139, respectively.
In addition, the calculated confidence of the positive exam-
ple in the neighborhood is 0.1691. Obviously, the sum of the
confidences of the 4 negative examples is much smaller than
the confidence of the positive example, i.e., the weights of
the 4 negative examples are much smaller than that of the
positive example. In this way, the positive example in the
neighborhood has much more influence on the classification
result than the negative ones, ensuring that the test example
can be correctly classified as a positive one. The conducted
experiments also indicate that the class confidence-
weighted method can correct kNN’s inherent bias to nega-
tive examples.

On the other hand, the class confidence-weighed method
has to calculate the class confidence for each training exam-
ple in the neighborhood, which increases the computation
cost to some extent.

2.4. Weighting Strategy Based on Nearest Neighbor Density. A
nearest neighbor density-based weighted class-wise kNN
(WCkNN) algorithm is proposed in [18], and its basic idea
is as follows.

First, the k nearest neighbor density of test example xt is
determined in each class.

This is implemented by constructing a k radius sphere
Sl,kðxtÞ that takes test example xt as its center and contains
at last k nearest examples from class Cl (1 ≤ l ≤ L); then, the
volume Vl,kðxtÞ of this k radius sphere is used to denote the

density: 1/Vl,kðxtÞ. It is not hard to see that, for a test exam-
ple, its k radius sphere in the positive class usually has much
larger volume than the one in the negative class due to the
sparse distribution of positive class examples. As the radius
of k radius sphere Sl,kðxtÞ is determined by the distance dl,kð
xtÞ between test example xt and its kth nearest neighbor in
class Cl, thus dl,kðxtÞ is often used to approximately denote
the volume of sphere Sl,kðxtÞ.

Second, the posterior probability of test examples belong-
ing to each class is calculated based on the above k nearest
neighbor density, which is shown in

P Cl ∣ xtð Þ = βl

dl,k xtð Þ , l = 1, 2,⋯, L: ð1Þ

In formula (1), the weight βl of class Cl is obtained by
employing a certain convex optimization technique to opti-
mize a nonlinear metric on the training set, and from this for-
mula, we have the following observations. (a) For a class
balanced data, two classes C1 and C2 have equal weights
(β1 = β2); in this case, if examples in class C1 are more
densely distributed around test example xt , i.e., V1,kðxtÞ <
V2,kðxtÞ and d1,kðxtÞ < d2,kðxtÞ, then the probability of xt
belonging to C1 is larger than that of C2. (b) For an imbal-
anced data, compared with negative class Cn, positive class
Cp is more likely to be sparsely distributed around xt , i.e.,
dCp ,kðxtÞ > dCn ,kðxtÞ; fortunately, the effect of this imbalanced

distribution can be overcome by assigning larger weight for
the positive class, i.e., βp > βn.

At last, the class having the largest posterior probability is
considered as the classification result: y = arg maxlPðCl ∣ xtÞ,
l = 1, 2,⋯, L:.

In terms of complexity, when classifying test example xt ,
WCkNN needs to run one time of kNN on each class to
determine the k nearest neighbor density in this class. Thus,
L (the total number of classes) times running of kNN are
needed to classify a test example.

2.5. Weighting Strategy Integrated with Self-Adaptive k. The
methods introduced above all use a constant k value, i.e.,
for each test example, k is the sum of the number of its pos-
itive neighbors and the number of its negative ones. Thus, the
number of neighbors is not considered separately for each
class.

To further improve the performance of weighted kNN
methods, the authors in [19] propose to integrate the self-
adaptive k technique with the example weighting strategy.
In terms of weight determination, the positive examples are
assigned larger weights than the negative ones; in terms of
neighborhood size, the positive class is given small neighbor-
hood size kp while the negative class is given relative large
neighborhood size kn, i.e., kn > kp. In this way, the test exam-
ple’s kp positive neighbors and kn negative neighbors consti-
tute its neighborhood with size kp + kn.

Accordingly, the classification result is determined by
two aspects: (a) the weighted sum of the test example’s kp
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Figure 3: An instance of class confidence-weighted (CCW) method
(cited from Reference [17]).
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positive neighbors: WpðxtÞ =∑
kp
i=1w

i
t , and (b) the weighted

sum of the test example’s kn negative neighbors: WnðxtÞ =
∑kn

j=1w
j
t . The class with a larger value is the corresponding

decision result. To sum up, the self-adaptive k-based
weighted kNN is simple and flexible. As to the formula used
in the assignment of each class’s neighborhood size, more
efforts need to be made to ensure that it is theoretically
sound.

3. Methods Based on Local Geometric
Structure of Data

An algorithm named class conditional nearest neighbor
distribution (CCNND) is presented in [20], which allevi-
ates the class imbalanced problem by using the local
geometric structure of data, and its basic idea is as
follows.

3.1. Calculating the k Nearest Neighbor Distances in Each
Class. For each training example xm in class Cl (1 ≤ l ≤ L),
the distances to its k nearest neighbors (without considering
itself) in class Cl are calculated: dl,kðxmÞ = ðdistðxm, xlm1Þ,
distðxm, xlm2Þ,⋯, distðxm, xlmkÞÞ, where distðxm, xlmqÞ is the
distance between xm and its qth (1 ≤ q ≤ k) nearest neighbor
xlmq in class Cl.

3.2. Making Decisions Based on the k Nearest Neighbor
Distances of Test Example in Each Class. First, for test example
xt, the distances to its k nearest neighbors in class Cl (1 ≤ l ≤ L)
are calculated:dl,kðxtÞ = ðdistðxt , xlt1Þ, distðxt , xlt2Þ,⋯, distðxt , xltkÞÞ,
where distðxt , xltqÞ is the distance between xt and its qth nearest
neighbor xlt q (1 ≤ q ≤ k) in class Cl.

Second, for each class, the number of its training exam-
ples with larger k nearest neighbor distances than the test
example is determined: NlðxtÞ = fxm ∣ ðxm ∈ ClÞ ∧ ðdl,kðxmÞ
> dl,kðxtÞÞg, l = 1, 2,⋯, L, where dl,kðxmÞ > dl,kðxtÞ is equiva-
lent to ðdistðxm, xlm1Þ > distðxt , xlt1ÞÞ ∧ ðdistðxm, xlm2Þ > distð
xt , xlt2ÞÞ ∧⋯∧ðdistðxm, xlmkÞ > distðxt , xltkÞÞ. It can be seen
that the more such examples of a class have, the closer its
class center to the test example is, i.e., the more likely the test
example belongs to this class. Thus, the classification result is
denoted as yt = arg maxl∈f1,2,⋯,LgNlðxtÞ.

The conducted experiments demonstrate that, compared
with the classical resampling and cost-sensitive methods,
CCNND can achieve comparable or even better perfor-
mance. As shown in Figure 4, the decision boundary
obtained using CCNND is closer to the real boundary than
that obtained using SVM and nearest neighbor. In addition,
another advantage of CCNND is that it still works when
the imbalance degree in a training set changes with time,
e.g., in the case of online streaming data [21]. Therefore,
CCNND can be applied in streaming data such as the oil
and natural gas industrial data.

4. Fuzzy Logic-Based Methods

In fuzzy logic-based [22] classification methods, the mem-
bership of belonging to each class is assigned to an example
rather than a crisp class label, which can preserve abundant
classification information and thus make a full classification.
Based on this conclusion, a fuzzy weighted kNN algorithm is
proposed in [22] by integrating the advantages of both fuzzy
logic and weighted kNN, which is the first method intro-
duced in Subsection 4.1, and the second method in Subsec-
tion 4.2 is a further improvement of fuzzy kNN itself.

4.1. Fuzzy Weighted kNN Algorithm. The fuzzy weighted k
NN in [22] improves the weighted kNN method by utilizing
the advantage of fuzzy logic, and it has the following three
steps.

4.1.1. Determining the Class Membership of Each Example.
The membership of example x ∈ℝd for class Cl (1 ≤ l ≤ L)
is calculated using formula (2), where nCl

is the number of
training examples belonging to class Cl in the k neighbor-
hood of example x and C ðxÞ is the true class label of x.

μCl
xð Þ =

0:51 +
nCl

k

� �
∗ 0:49, if Cl = C xð Þ,

nCl

k

� �
∗ 0:49, otherwise:

8>>><
>>>:

ð2Þ

For instance, in binary classification, if the true class of
example x1 is class C1 and there are 4 neighbors belonging
to class C1 in its 5 neighborhood (i.e., k = 5), then the mem-
bership of x1 for C1 is μC1

ðx1Þ = 0:51 + ð4/5Þ ∗ 0:49 = 0:902
while the one for C2 is μC2

ðx1Þ = ð1/5Þ ∗ 0:49 = 0:098.

4.1.2. Determining the Weight of Each Class. The weight wl of
class Cl (1 ≤ l ≤ L) is calculated using formula (3), where N
ðClÞ denotes the number of examples in Cl, i.e., the size of
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Figure 4: The class boundary obtained by the CCNND algorithm
(cited from Reference [20]).
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this class. It is easy to see that the positive class is assigned a
weight of 1 while the negative class is assigned a weight less
than 1, and the more examples in the negative class the
smaller its weight.

wl =
1

N Clð Þ/min N C1ð Þ,N C2ð Þ,⋯,N CLð Þf gð Þ , l = 1, 2,⋯, L:

ð3Þ

4.1.3. Making a Decision Based on the Class Memberships and
the Class Weights. The class membership μCl

ðxtÞ of test
example xt for class Cl (1 ≤ l ≤ L) is calculated using formula
(4), where μCl ,jðxtÞ is the class membership of xt ’s jth
(j = 1, 2,⋯, k) nearest neighbor for class Cl and wj is the
weight of the class to which this neighbor belongs.

μCl
xtð Þ =

∑k
j=1wj ∗ μCl ,j xtð Þ

∑k
j=1wj

, l = 1, 2,⋯, L: ð4Þ

At last, the decision is the class having the largest mem-
bership: yðxtÞ = arg maxfl=1,2,⋯,LgμCl

ðxtÞ.

4.2. Self-Adaptive k-Based Fuzzy kNN. Although the
weighted fuzzy kNN introduced in Subsection 4.1 can
achieve good performance, the fuzzy kNN algorithm itself
can not accurately compute examples’ class membership
under the class imbalanced scenario. To solve this problem,
an improved fuzzy kNN algorithm based on self-adaptive k
strategy is proposed in [23] and it contains the following
steps.

4.2.1. Determining the Neighborhood Size k for Each Class.
The basic idea is to use relatively large neighborhood for
the negative class and small neighborhood for the positive
class. Concretely, the neighborhood size of each class is deter-
mined using formula (5). Where NðClÞ is the number of
training examples in class Cl, λ is a constant (e.g., take the
value 1) with the purpose of preventing the value of kCl

from
being too small.

kCl
=min λ + k ∗N Clð Þ

max N Clð Þ ∣ l = 1, 2,⋯, Lf g
� �

, k,N Clð Þ
� �

,

ð5Þ

where l = 1, 2,⋯, L.

4.2.2. Calculating the Class Membership of Training Examples
According to the Obtained Neighborhood Size. Formula (6)
adopted here is different from formula (2): the corresponding
class’s k value kCl

is utilized when calculating the class mem-
bership of example x, and CðxÞ is the true class label of x.

μCl
xð Þ =

0:51 +
nCl

kCl

 !
∗ 0:49, if Cl = C xð Þ,

nCl

kCl

 !
∗ 0:49, otherwise,

8>>>>><
>>>>>:

ð6Þ

where l = 1, 2,⋯, L.

4.2.3. Determining the Class Membership of the Test Example.
The class membership of test example xt for class Cl

(l = 1, 2,⋯, L) is calculated using formula (7), where μCl
ð

xlt,jÞ is the class membership that example xlt,jbelongs to

class Cl, and xlt,j is the jth ð1 ≤ j ≤ kCl
Þ neighbor of test

example xt in class Cl. It can be seen from formula (7)
that, in fact, test example xt ’s class membership for class
Cl is the distance weighted sum of the corresponding class
memberships of xt ’s kCl

nearest neighbors.

μCl
xtð Þ =

∑
kCl
j=1μCl

xlt,j
� 	

1/ xt − xlt,j



 


2/ p−1ð Þ� �

∑
kCl
j=1 1/ xt − xlt,j



 

2/ p−1ð Þ� 	 , ð7Þ

where l takes values from f1, 2,⋯, Lg and p is an inte-
ger and is larger than 1.

At last, the class having the largest membership is the
classification decision:yðxtÞ = arg maxfl=1,2,⋯,LgμCl

ðxtÞ.
By adopting different neighborhood sizes for different

classes, this self-adaptive k-based fuzzy kNN can effectively
alleviate the adverse influence of negative examples in the
neighborhood of a positive example, making the obtained
class membership more objective and thus improving the
classification performance of fuzzy kNN on imbalanced data.

5. Methods Based on Missing Positive
Data Estimation

The class imbalanced problem is regarded as a missing posi-
tive data estimation problem in [24]. From this perspective, a
method called Fuzzy-based Information Decomposition
(FID) is proposed and its main idea is as follows.

(1) t ðt > 0Þ number of synthetic positive examples are
generated, and at the beginning, all their attributes
have missing values

(2) The values of each attribute are estimated according
to the current training set

Concretely, for the sth (s = 1, 2,⋯, d, d is the dimension
of training data) attribute attrs:

(1) Dividing all the available values on attrs into t
intervals

According to the values of the current training set on attrs
(i.e., attrs1, attrs2,⋯, attrsN) and the number t of positive exam-
ples to be generated, t intervals are obtained: q1 = ½a, a + h�,
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q2 = ða + h, a + 2 h�,⋯, qt = ða + ðt − 1Þ ∗ h, b�, where attrsi is
the value of the ith (i = 1, 2,⋯,N) training example on attri-
bute attrs,N is the total number of current training examples,
a and b are, respectively, the minimum and maximum
values among ðattrs1, attrs2,⋯, attrsNÞ, and h is the step
length: h = ðb − aÞ/t.

(2) Generating a synthetic attribute value for each
interval

For the mth ð 1 ≤m ≤ tÞ interval qm, a synthetic value
attrsqm of attribute attrs is generated in the following way.

The fuzzy membership μðxi, qmÞ of training example xi ′s
ði = 1, 2,⋯,NÞ attribute value attrsi with respect to interval
qm is calculated, which is used as the weight wm

i of example
xi in estimating the mth missing value of attribute attrs. For
instance, if the attribute value attrsj of example xjðj = 1, 2,⋯
,NÞ is a “neighbor” to the center ðða + ðm − 1Þ ∗ hÞ + ða +
m ∗ hÞÞ/2 of interval qm, i.e., their distance is less than the
step length h, then the corresponding fuzzy membership μð
xj, qmÞ is calculated and served as the weight wm

j = μðxj, qmÞ
of example xj; otherwise, the weight of example xj is set to
0: wm

j = 0. Therefore, the mth estimated value for attribute
attrs can be represented in formula (8).

attrsqm = 〠
N

j=1
wm

j ⋅ attrsj = 〠
N

j=1
μ xj, qm
� �

⋅ attrsj: ð8Þ

The weights satisfy that ∑N
j=1w

m
j = 1.

That is to say, only when an example’s attribute value is
close to the center of interval qm (m = 1, 2,⋯, t) can it effec-
tively influences the calculation of themth synthetic attribute
value attrsqm. Thus, the mth estimated value for attribute attrs
is the weighted sum of these effective training examples on
this attribute.

The advantage of FID is that it can deal with data
with arbitrary dimension as it separately generates the
missing values for each attribute. Traditional methods like
Random OverSampling (ROS) [14] and Clustering Based
OverSampling (CBOS) [25] have the tendency of overfit-
ting due to the replication of existing positive examples;
for methods like SMOTE [26] and Majority Weighted
Minority (MWM) oversampling [27], an approximate pos-
itive example needs to be selected before generating a syn-
thetic positive example using linear interpolation.
However, these traditional methods have poor perfor-
mance when the positive examples in the original training
set are not enough. Fortunately, FID can overcome this
problem as it generates the synthetic values separately
for each attribute. As to the disadvantage of FID, when
calculating a synthetic value for an attribute, the member-
ships of all training examples’ values on this attribute with
respect to the current interval need to be computed, lead-
ing to high computation and time complexity in the case
of large training set size.

6. Novel Distance Metric-Based Methods

Euclidean distance is usually adopted as the metric to evalu-
ate the similarity between two examples. However, this met-
ric does not treat the positive and negative examples
separately in the calculation of distance. To make up this
shortcoming, the following works, respectively, present a
novel distance metric that is sensitive to positive examples.

6.1. Distance Metric for Exemplar Positive Examples. The
authors in [28] propose a method called k exemplar-based
Nearest Neighbor (k-ENN), which improves the classifica-
tion performance to positive examples by extending each
exemplar positive example from a point in the feature space
to a Gaussian ball. In detail, the principle of k-ENN is as
follows.

6.1.1. Determining the Exemplar Positive Examples. For each
positive example xpi (1 ≤ i ≤ np, np is the total number of pos-
itive examples in the training set) in training set Dtr , find its
nearest positive class neighbor xpj (i ≠ j) and compute their

distance rpi = distðxpi , xpj Þ. In this way, a Gaussian ball cen-

tered at xpi and with a radius of rpi is constructed, i.e., a neigh-
borhood Si of x

p
i is obtained. As x

p
j is the nearest neighbor of

xpi in positive class, there are only two positive examples in
Gaussian ball Si: x

p
i and xpj , and the other negative examples

occurring in Si are “false positives.” k-ENN considers positive
example xpi as an exemplar positive example if the false pos-
itive rate f pi in its Gaussian ball Si is less than a threshold:
f pi < τ.

For instance, Figure 5 displays the Gaussian balls of three
positive examples numbered 1 to 3, which are denoted using
dashed circles. It is easy to see that there is no negative exam-
ple (denoted by symbol “-”) in each Gaussian ball; thus, the
three positive examples are all exemplar ones.

6.1.2. Defining the Distance Between the Test and Training
Examples. When classifying test example xt , its distance to
each training example xi (1 ≤ i ≤N) needs to be computed.

4
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1
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Figure 5: Schematic diagram of positive exemplar (cited from
Reference [28]).
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In k-ENN, if xt is an exemplar positive example, then the dis-
tance is defined as

d xt , xið Þ = dist xt , xið Þ − rpi : ð9Þ

If xi is not an exemplar positive example, i.e., an ordinary
positive example or a negative one, then the distance is still
the Euclidean distance:

d xt , xið Þ = dist xt , xið Þ: ð10Þ

The distance in formula (9) subtracts the radius of the
Gaussian ball of exemplar positive example xi; in reality, it
is the distance between test example xt and the boundary of
xi’s Gaussian ball. In this way, the distance from exemplar
positive examples to the test example is reduced such that
these exemplar positives are given more attention in the clas-
sification phase, consequently improving the classification
performance for positive examples.

6.2. Distance Based on Examples’ Weights. The example
weighting-based distance is proposed in [29]; it considers
the relative importance of each training example xi
(1 ≤ i ≤N) when classifying test example xt , which is imple-
mented by utilizing training examples’ weights rather than
simply computing the Euclidean distance.

dw xt , xið Þ = xt − xik k
wi

: ð11Þ

It can be seen from formula (11) that, by assigning larger
weights for positive training examples than for negative ones,
the distances from positive examples to the test example can
be reduced, which has the effect of improving the chance of
positive examples being selected into the neighborhood, thus
rectifying the inherent bias of kNN for negative examples and
improving the classification performance of positive exam-
ples. As to the weights wi(i = 1, 2, ::,N) assigned to the train-
ing examples, they are obtained by employing a gradient
ascend technique to optimize the G-mean [30] metric.

7. Methods Based on Dynamic-
Sized Neighborhoods

The methods introduced above construct the neighborhoods
with equal size for all the test examples: traditional kNN con-
structs the neighborhood by finding k nearest training exam-

ples for a test example, while self-adaptive k strategy-based k
NN constructs the neighborhood by finding kp positive
neighboring examples and knnegative neighbors for each
test example, and in a classification problem, the number
(kp + kn) of nearest neighbors does not change with respect
to test examples. Different from these methods, the
methods illustrated in this section construct test
example-dependent neighborhood sizes, i.e., for a classifi-
cation problem, the neighborhood size changes with differ-
ent test examples. The aim of doing so is to ensure the
existence of sufficient positive examples in the neighbor-
hood, and the positive examples in the neighborhood of
a test example are all closer to the test example and have
similar posterior class probabilities to it. Based on whether
parameters are required in determining the dynamic
neighborhood size, this kind of method can be divided
into two categories.

7.1. Dynamic-Sized Neighborhood kNN with Parameters

7.1.1. Positive-Biased Nearest Neighbor PNN. The Positive-
biased Nearest Neighbor (PNN) algorithm is designed in
[31] to improve the sensitivity of kNN to positive class.
PNN first dynamically constructs the neighborhood of a test
example and then adjusts the classification result according
to the local class distribution in the neighborhood.

(1) Constructing the “k/2 Positive Nearest Neighbor-
hood (k/2-PNN)” for each test example to expand
the neighborhood for decision making

Compute the distances from test example xt to all the
training examples and rearrange the training examples in
ascending order according to their distances, then find the d
k/2e number of positive nearest neighbors of xt that consti-
tute the neighborhood Spk/2ðxtÞ. Spk/2ðxtÞ usually contains
more examples than xt ’s k neighborhood SkðxtÞ, i.e., r = ∣
Spk/2ðxtÞ ∣ > k. As displayed in Figure 6(a), the test example
is denoted using symbol “∗” and the positive and negative
examples are denoted using symbols “+” and “-,” respec-
tively. When k = 5, the neighborhood having dk/2e = d5/2e
= 3 positive training examples contains r = 8 examples in
total, in this case r > k, and an “extended neighborhood”
Spk/2ðxtÞ is obtained for test example xt .

(2) Making decision based on whether “k/2-PNN” is a
positive subconcept

r = 8k = 5
r > k

⁎

(a) r > k

⁎

r = 4
k = 5

r < k

(b) r < k

r = 4
k = 5

r < k

⁎

(c) r < k

⁎

r = 5
k = 5

r = k

(d) r = k

Figure 6: Schematic diagram of neighborhood in PNN.
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If the ratio of positive examples in Spk/2ðxtÞ is much higher
than that in the overall training set D, then Spk/2ðxtÞ is consid-
ered to be a positive class subconcept and dk/2e/k > 1/2 is set
as the posterior probability of the test example for the posi-
tive class, i.e., xt is classified as a positive class example. Oth-
erwise, if Spk/2ðxtÞ is not a positive subconcept, then the ratio
(i.e., dk/2e/r) of positive examples in Spk/2ðxtÞ is regarded as
the posterior probability of xt for the positive class; in this
case, the probability is usually less than 0.5, i.e., xt is classified
as a negative example.

For instance, if the neighborhood in Figure 6(a) is a
positive class subconcept, then the probability of the test
example with respect to the positive class is Pð+∣xtÞ = dk/2e/
k = 3/5 > 1/2; thus, the classification result of PNN is the pos-
itive class; otherwise, the probability is Pð+∣xtÞ = dk/2e/r = 3
/8 < 1/2; thus, the test example is classified as a negative
example. For the case that there are less than k examples in
Spk/2ðxtÞ as shown in Figures 6(b) and 6(c), which rarely
occurs under the class imbalanced scenario, it indicates that
the positive examples are densely distributed around the test
example and the corresponding probability is Pð+∣xtÞ = dk/
2e/r = 3/4 > 1/2, i.e., the decision of PNN is the positive class.
For the case that Spk/2ðxtÞ has the same size with k neighbor-
hood SkðxtÞ as shown in Figure 6(d), PNN degrades to kNN.

Experiments in [31] indicate that the simple and effective
decision bias of PNN can better classify positive examples,
and PNN usually outperforms k-ENN [28] and achieves
comparable performance with CCW-kNN [17] mentioned
in previous sections. In terms of efficiency, PNN has a much
lower computation cost than the two methods that require a
“training phase”: (1) k-ENN needs to determine all the exem-
plar positive examples in the training phase to expand its
decision boundary while (2) CCW-kNN computes the
weight of each training example by using the mixture model
and the Bayesian network. Therefore, both the two methods
have a high computation cost. In addition, PNN also outper-
forms oversampling techniques like SMOTE as well as cost-
sensitive strategies like MetaCost.

7.1.2. k Rare-Class Nearest Neighbor Algorithm. k Rare-class
Nearest Neighbor (kRNN) is proposed in [32], which has a
similar idea with PNN introduced in the previous subsection.
kRNN also constructs a test example-dependent dynamic-
sized neighborhood and then adjusts the posterior probabil-
ity of the test example according to the positive examples’
distribution in the extended neighborhood. The differences
between kRNN and PNN mainly lie in the following two
aspects.

(1) For test example xt , its neighborhood constructed by
kRNN contains at least k′ positive examples, where
k′ is set to be a constant and takes values 1 or 3 in
most cases

(2) When calculating the test example’s posterior proba-
bility of belonging to the positive class, the local and
global confidence intervals of the positive class are
both utilized, making the obtained probability Pð+∣

xtÞ more accurate than the one (i.e., dk/2e/k)
obtained by PNN

It is experimentally demonstrated that kRNN signifi-
cantly improves the classification performance of kNN for
positive class and often outperforms the resampling and
cost-sensitive strategies employing base classifiers like deci-
sion tree and support vector machine.

7.2. Dynamic-Sized Neighborhood kNN without Parameters

7.2.1. Gravitational Fixed Radius Nearest Neighbor
(GFRNN). The methods introduced above often have many
parameters and complex structure [33], leading to their high
time complexity. These methods include the class weighted k
NN [12], the examples’ informativeness-based kNN (e.g., LI-
kNN [16]), the class confidence-weighted kNN [17], the class
conditional nearest neighbor distribution (CCNND) [20] as
well as k-ENN [28], and PNN [31] in the previous subsection.
In addition, the global information is not fully utilized in
these methods.

To overcome these drawbacks, a gravitational fixed
radius nearest neighbor (GFRNN) algorithm is proposed in
[34], which is inspired by the concept of gravitation in classi-
cal dynamics. GFRNN is formed by introducing the “gravita-
tion between example pair” into the fixed radius nearest
neighbor method. Concretely, GFRNN operates as follows.

(1) The distance between each example pair is first calcu-
lated, and then, their average value is adopted as the
neighborhood radius R of a test example, which is
shown in

R = 1
2N N − 1ð Þ 〠

xi ,xj∈D
dist xi, xj
� �

: ð12Þ

In formula (12), D denotes the training set. Thus, the
neighborhood of test example xt can be described in formula
(13), which is constituted by training examples having a dis-
tance no more than R with xt .

S xtð Þ = xi ∣ xi ∈Dð Þ ∧ dist xi, xtð Þ ≤ Rð Þf g: ð13Þ

(2) Computing the gravitation between each training
example in the neighborhood and the test example,
which can be achieved using

f xt , xið Þ =G
mxt

mxi

d xt , xið Þ2 , i = 1, 2,⋯, S xtð Þj j: ð14Þ

To simplify the computation, both the gravitational con-
stant G and the massmxt

of test example xt are set to 1, where
mass mxt

is essentially the weight of test example xt . Thus,
only the massmxi

of training example xi in the neighborhood
needs to be determined. To balance the effects of the positive
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and negative examples in the neighborhood, the mass of each
training example is calculated using formula (15), where Dp

(Dn) denotes the set of positive (negative) examples in train-
ing set D. It is easy to see that the mass (weight) of positive
examples in the neighborhood is the ratio between the num-
ber of negative examples and that of positive examples in
training set D, i.e., the class imbalance ratio IR. In addition,
the mass (weight) of negative examples is set to 1 in GFRNN.

mxi
=

IR, if xi ∈ S xtð Þð Þ ∧ xi ∈Dp

� �
,

1, if xi ∈ S xtð Þð Þ ∧ xi ∈Dnð Þ:

(
ð15Þ

(3) Making a decision according to the gravitation of
training examples in the neighborhood to the test
example

F xtð Þ = 〠
npos xtð Þ

i=1

IR
d xt , xið Þ − 〠

nneg xtð Þ

j=1

1
d xt , xj
� � , ð16Þ

where nposðxtÞ and nnegðxtÞ in formula (16) are, respec-
tively, the numbers of positive and negative examples in the
neighborhood SðxtÞ of test example xt . Formula (16) indi-
cates that GFRNN makes a decision in this way: if the gravi-
tation sum of positive examples in SðxtÞ is larger than that of
the negative examples, then xt is classified to be a positive
example; otherwise, xt is classified as a negative example.

It can be learned from the above illustration that, in
determining the neighborhood for a test example, GFRNN
does not require any parameter and only utilizes this global
information: the average distance among training example
pairs. In addition, another global information, i.e., the class
imbalance ratio IR in the training set, is used as the weight
of positive neighbors. To sum up, GFRNN has the following
advantage: it can effectively address the class imbalanced
problem and does not require the initialization or adjustment
of any parameters, which further extends the family of kNN
classification algorithms. On the other hand, GFRNN only
employs the overall class imbalance ratio IR in the training
set to set weights for positive neighbors but does not utilize
any local information concerning training examples, which
can be seen as its disadvantage. To solve this problem, the fol-
lowing two works, respectively, present a solution.

7.2.2. Two Improvement Algorithms for GFRNN

(1) The First Improvement Algorithm. An entropy and
gravitation-based dynamic radius nearest neighbor
(EGDRNN) is proposed in [35]; its differences with GFRNN
mainly lie in the following two aspects.

(a) Neighborhood radius determination

EGDRNN determines the radius of test example xt ’s
neighborhood by first computing its average distance

avgdistDp
ðxtÞ to the positive examples Dpos in training set D

and its average distance avgdistDn
ðxtÞ to the negative exam-

ples Dneg in training set D, respectively, and then taking the
sum of these two values as the neighborhood radius, which
is shown in formula (17).

Rxt
= avgdistDp

xtð Þ + avgdistDn
xtð Þ = 1

npos
〠
npos

i=1
dist xt , xið Þ

+ 1
nneg

〠
nneg

j=1
dist xt , xj
� �

:

ð17Þ

Therefore, the radius determined by EGDRNN for a test
example depends on the location of test example with respect
to the positive and negative classes and varies with different
test examples.

(b) Weighting strategy for examples in neighborhood

In addition to IR, EGDRNN also introduces the informa-
tion entropy concept to make examples in different locations
have different degrees of importance. Concretely, for training
example xi (i = 1, 2,⋯, ∣ SðxtÞ ∣ ) in neighborhood,
EGDRNN computes its information entropy EðxiÞ using for-
mula (18). C1 and C2 denote the positive and negative classes,
respectively; pðxi, C1Þ denotes the probability of example xi
belonging to the positive class while pðxi, C2Þ denotes the
probability of example xi for the negative class, where proba-
bility pðxi, C1Þ is calculated using the proportion of positive
examples in the k neighborhood of example xi while pðxi,
C2Þ is calculated using the corresponding proportion of neg-
ative examples. It can be seen that the smaller the informa-
tion entropy of xi the higher the certainty degree of its
belonging to a certain class; otherwise, the larger the informa-
tion entropy, the lower the certainty degree, i.e., it is closer to
the decision boundary.

E xið Þ = −p xi, C1ð Þ ln p xi, C1ð Þ − p xi, C2ð Þ ln p xi, C2ð Þ:
ð18Þ

To sum up, for a test example, the gravitation sum of
examples in its neighborhood is calculated as follows:

F xtð Þ = 〠
npos xtð Þ

i=1

IR ∗ E xið Þ
d xt , xið Þ − 〠

nneg xtð Þ

j=1

E xj
� �

d xt , xj
� � : ð19Þ

Formula (19) demonstrates that EGDRNN pays more
attention to the positive examples in the neighborhood as
well as the examples that are close to the class boundary.
Experimental results indicate that EGDRNN not only
achieves a high classification accuracy but also has the lowest
time cost among the comparison algorithms.

(2) The Second Improvement Algorithm. The improvements
made in [33] lie in the following aspects. When determining

10 Wireless Communications and Mobile Computing



the weight for neighboring training example xi
(i = 1, 2,⋯, ∣ SðxtÞ ∣ ), in addition to IR, the gravitation from
other examples xj (xj ∈D, xj ≠ xi) to the current example xi is
also considered to calculate its weight. The authors in [30]
believe that, for a training example, the larger the sum of
gravitation from other examples, the denser its surrounding
examples (local information), and they regard such training
example as unimportant and assign relatively low mass
(weight) for it. In this way, both the global example informa-
tion (i.e., IR) and this local information are utilized in deter-
mining the weights for neighbors.

8. Conclusion

kNN is a simple and effective base learning algorithm and
can achieve comparable classification performance with
more complex classifiers such as decision tree and artificial
neural networks. However, kNN does not work well on
imbalanced data due to the usage of overall classification
accuracy as its optimization objective as well as its major-
ity voting-based classification rule. To solve this problem,
researchers have conducted many works and proposed a
lot of solutions. This paper gives a comprehensive survey
of these works according to their adopted perspectives
and analyzes and compares their characteristics. What is
more, there are still some problems that deserve further
study in this field. For instance, we list three of them in
the following:

(1) Most algorithms introduced in this paper mainly
consider the case that there is only one positive
class in imbalanced data; thus, in the case of two
or more positive classes, how to adjust these algo-
rithms to make them work is an important
problem

(2) For the global information-based algorithm GI-kNN,
how to improve the robustness of its adopted infor-
mation metric to noisy training examples needs to
be investigated

(3) For the online streaming data in which the class
imbalance degree can change with time, only the class
conditional nearest neighbor distribution algorithm
CCNND introduced in Section 2 is applicable to this
scenario. Thus, more efforts need to be made to make
other methods introduced in this paper also suitable
to online streaming data
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As the blockchain platform is widely used as a new trading way, both participants and transaction volume in the blockchain projects
have been growing by leaps and bounds. The generic mechanisms of ranking transaction priorities are heavily dependent on the
transaction fees the users append into each transaction; then, all transactions are ranked in the nonincreasing order according to
the transaction fee amounts, and the selected transactions will be packed into a new created block in order based on the ranking
results. However, more complex influence factors more than transaction fees on transaction priority ranking results are not
taken into consideration in the generic transaction priority ranking mechanisms, and a single user is the objective to create
transactions in these mechanisms. In order to optimize the generic transaction priority ranking mechanisms and enrich
transaction creation modes, a novel user-coalition-based transaction pricing mechanism (UCTPM) is proposed, and the user
coalition quality score, user coalition contribution degree, and the transaction type demand degree are formulated and
introduced into the UCTPM mechanism. Our research findings indicate that the UCTPM mechanism satisfies the economic
attributes of budget balanced, individual rationality, and incentive compatibility when the user coalition contribution degree
increases through theoretical proof and experimental analysis. Moreover, the UCTPM mechanism allows all the transactions to
be processed more efficiently by experimental analysis.

1. Introduction

In contrast to the traditional financial systems that heavily
rely on centralized supervision, digital cryptocurrencies use
blockchain as the technical solutions providing a decentra-
lized distributed ledger economic model for the current
financial market and enabling participants to freely join this
kind of open-market platform without constraints. Due to
various excellent characteristics of blockchain technologies
such as data immutability, information traceability, and node
pseudonyms, more participants have enjoyed such new
transaction methods provided by blockchain platforms. [1, 2]

With the emergence and constant improvement of vari-
ous blockchain projects such as Bitcoin and Ethereum, the
digital cryptocurrencies issued by different blockchain pro-
jects have attracted a large number of participants to contrib-
ute to the computational power in mining activities which is
to compete for being the first valid participant solving the
proof-of-work-based cryptographic puzzle then to receive a
certain amount of lucrative cryptocurrency as a mining

reward. In detail, among the blockchain projects where the
consensus process is based on proof of work (PoW), new
blocks are normally generated by the participants called
miners who continuously perform massive hash calculations
to obtain the full solution for the hash puzzles, and the miner
who firstly gains the full solution is granted the right to add
these selected transactions into a new created block; then,
he or she can get the transaction fees as extra mining profit
in addition to the fixed block reward once the new block is
committed as valid to the main chain [3, 4].

During the transaction confirming process, all the partic-
ipants can create transactions; when a node firstly generates
one transaction and broadcasts it to other nodes within the
whole blockchain network, a certain amount of transaction
fee is needed to append along with the generated transaction
(even though the transaction fee is not enforced to append
along with the transaction); once the transaction is verified
to be valid, then it will be added into the mempool waiting
in queue to get processed by the miner who wins the mining
competition; then, some transactions are selected to append
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into the new created block based on certain rules (generally
from the highest transaction fee down to the lowest fee).
Once the full solution of the cryptographic puzzles is found,
the newly mined block is added to the main chain and prop-
agated through the network. The transaction fee, as an eco-
nomic incentive method of blockchain, is one of the
important and effective approaches to guarantee nodes of
participation in mining activities and transaction verification
during the whole transaction confirming processes. Among
the generic methods of transaction selection, miners nor-
mally prefer these transactions with higher fees to append
into a new block in order to optimize the total profit while
mining; as a result, users are stimulated to increase the trans-
action fees to some extent with the purpose of getting trans-
actions to be confirmed as soon as possible [5]. Moreover,
users can perform strategic bidding by observing and analys-
ing the dynamic status of transaction queuing states in the
mempool to estimate the transaction threshold fee (that is,
the lowest transaction fee among all the transactions is being
added into the new block), thus fluctuating the overall profit
of miners and affecting the efficiency of blockchain network
transaction confirming processing as consequences [6].

As it has been considered about the continuous improve-
ment and widespread use of smart contracts in blockchain,
the transaction types have been expanded. In the current
PoW-based blockchain projects, the common transaction
types can be divided into two main categories as token trans-
fer class and smart contract operation class. In detail, the
token transfer class covers transactions with different
amounts of token and lock-time settings (that is, the expected
time for the transaction to be added into a new block), while
the smart contract operation class includes calling, updating,
and creating. Beyond these transaction types above, partici-
pants also can convert the main chain tokens into the side
chain tokens in order to bring more functions for the whole
network under the applied advanced smart contracts; there-
fore, the shifting evolution of smart contracts results in a
wider variety of transaction types [7, 8]. With all the nodes
involved in the blockchain network are the behaviour sub-
jects who are involved in transaction verification, transaction
creation, mining reward competition, and other activities via
the blockchain platform, and all the historical activity infor-
mation is recorded in the relevant code fragment in the
blockchain; this makes it possible to use such activity infor-
mation as a basis to measure the quality and contribution
of each node in the network.

In addition, for most mechanisms used in the transaction
confirming process in the blockchain, incentive compatibility
is of great importance for any participants to behave truth-
fully when bidding the transaction fees, and the rare resource
in the transaction confirming process is the number of trans-
actions which can be packed successfully during each round
of mining. In this paper, we strive to study the factors affect-
ing the transaction confirming process, and we declare that
the participants who are involved in the blockchain network
are user, user coalition, and miners for simplification.

As the fast development and application of blockchain
technologies and the widespread usage of the digital eco-
nomic system with such a technical foundation, a mechanism

where participants are encouraged to join more activities and
behave honestly is necessary for the blockchain market [9].
Based on the analysis above, we proposed a user-coalition-
based transaction pricing mechanism (UCTPM); this mech-
anism consists of two algorithms: user coalition weighted
transaction priority (UCWTP) algorithm and transaction
priority rank-based pricing (TPRP) algorithm, and each of
the algorithms corresponds to transaction priority determi-
nation and pricing for the winning user coalitions, respec-
tively. Although there are several researches that bring the
transaction size, historical transaction volume, and user wait-
ing costs to calculate the transaction priority results, the cal-
culation modes of these factors are not given in the general
second price auction model. [10] It needs to be emphasized
that, in the UCWTP mechanism, the user coalition quality
score, coalition contribution degree, and transaction type
demand degree are formulated in detail and introduced to
optimize the transaction priority algorithms that only focus
on the single transaction fee. In addition, we consider that
the participants join the user coalitions as the transaction cre-
ation mode, which is fairly a novel transaction creation
mode, and we believe that the main advantage to consider
such a new transaction creation mode is that the efficiency
of the transaction confirming process can be improved due
to the transactions that are selected by batch instead of by
individual, also it is verified via the experiments conducted
in this paper.

Whereafter, it is also proved through theoretical proof
that the UCTPM mechanism proposed in this paper satisfies
the economic attributes of budget balanced, individual ratio-
nality, and incentive compatibility under the circumstance
that the user coalition contribution degree increases. Besides,
it shows that the UCWTP algorithm in the proposed
UCTPMmechanism can help to reduce the impact of a single
transaction fee on transaction priority ranking by an average
of 5.17% when compared to the traditional transaction prior-
ity algorithm through experimental analysis.

Our contribution can be summarized as the following
three:

(1) Design a new UCTPM mechanism to optimize the
traditional transaction priority algorithms by intro-
ducing the user coalition quality score, coalition
contribution degree, and transaction type demand
degree

(2) Adopt user coalition transaction creation model
instead of an individual transaction creation model
to enrich the transaction creation modes for the
blockchain

(3) Prove that nodes under the UCTPM mechanism
can be effectively stimulated to participants in the
activities such as transaction creation, transaction
verification, and computing power competition for
bookkeeping right, so as to improve the contribu-
tion degree and quality score

The rest of the paper is structured as follows: Section 2
gives a brief review of related work. Section 3 defines the basic
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concepts that are used in the UCTPM mechanism model.
Section 4 describes the problem details. Section 5 formally
establishes the models of the UCWTP algorithm and the
TPRP algorithm that both consisted of the UCTPM mecha-
nism. Section 6 presents the detailed algorithms of UCWTP
and TPRP and theoretically verifies that the UCTPM mech-
anism satisfies the economic attributes of individual rational-
ity, budget balanced, and incentive compatibility as the user
coalition contribution degree increases. In Section 7, the pro-
posed UCWTP algorithm can effectively help to reduce the
impact of the single transaction fee on transaction priority
through the experimental analysis, thus motivating user coa-
lition to actively join the activities in the blockchain platform,
and the transaction confirming process time is also reduced
under the user coalition transaction creation mode. Finally,
this paper is summarized and some future work is discussed
in Section 8.

2. Related Work

During the initial stage of the Bitcoin project, users need to
provide the default transaction fee, and miners are required
to process the transactions according to the system settings
even for the zero fee transactions, whereas users prefer to
offer a higher transaction fee to attract miners in order to
reduce the transaction processing waiting time with the
growth of transaction volume and users [11]. As recorded
in the official document of Bitcoin, the transaction fees are
not required for some certain types of transactions though
the zero transaction fees cannot be financially sustainable
with the development of Bitcoin [12].

As the emergence of transaction fees has led to the trans-
formation of blockchain from a simple structure of mining to
a market-based ecological structure, some researches and
methodologies have been studied about the influence factors
on transaction fees. The game model is established in Kasa-
hara and Kawahara’s research to analyse the impact of factors
on transaction fees including the transaction flow-in rate,
flow-out rate, and user waiting time [13]. Moreover, several
mechanisms such as providing a fixed transaction fee to users
and miners and the Vickrey-Clarke-Groves (VCG) auction-
based pricing model are compared to analyse the equilibrium
transaction fee, due to the fee that essentially depends on the
cost of involving in the infrastructure for miners to compete
in mining [14]. However, the fixed transaction fee is infeasi-
ble in the long run according to the static partial equilibrium
model that is designed for the economic analysis of the trans-
action fee [15].

In addition, the Bitcoin market attribute of incentive
compatibility is deeply studied, and the monopoly pricing
model and random sampling pricing model are established
with the purpose of avoiding user utility improvement by
lying the transaction fees, and the results of theoretical verifi-
cation show that the monopoly pricing mechanism is near
incentive compatibility under the condition of enough users
and transaction volume [16].

The researches on transaction fees introduced above are
more focused on the user perspective, but the transaction fees
are crucial to miners as well. Transaction fees as the extra

reward are the economical incentive to sustain mining oper-
ations [17]. Furthermore, when miners cannot profit from
the mining process, they may switch from the current block-
chain platform to another one for mining [18]. Since the past
few years that Bitcoin was invented, the fixed block reward
plays a much more important role in the whole mining reve-
nue system; the average revenue is approximately 14 BTC per
block with the fixed block generation reward 12.5 BTC in
2017; however, the situation starts to change somehow with
the decreasing fixed block reward per 4 years, and the highest
overall revenue is about 19.79 BTC per block; all the changes
indicate that the transaction fees start to play a key role in the
blockchain market and can affect the miner’s revenue to a
certain extent [19, 20].

Nevertheless, transaction fees not only are an important
part of the blockchain market economy that determines the
revenue of both users and miners but also have great influ-
ence on transaction priority ranking results which are the
key basis for the transaction confirming process. Under dif-
ferent priority rules, the user transaction fee decisions are
various [21]. Moreover, users prefer to increase the transac-
tion fees for the higher transaction priority in the transaction
confirming process where only transaction fees directly affect
priority rank results; meanwhile, users with lower transaction
fees are discouraged to create transactions due to prolonged
waiting time, thus leading to negative influence on the block-
chain development [22, 23].

3. Concept Definition

Definition 1 (user coalition). Any node who creates transac-
tions via the blockchain platform is called a user, and such
a node can be a miner as well. User coalition is a group with
n ðn > 1Þ users to create transactions, and in writing, the user
coalition is set as CLk, k ∈ CLk = 1, 2,⋯, k. In particular, any
users in the user coalition create their own transactions sev-
erally and form a transaction set as the coalition’s transaction
set.

Definition 2 (miner). The nodes who contribute to the com-
putational power in the mining process are called miners.
And there is only one miner m who will obtain the transac-
tion fees and block rewards during each round of mining
competition; moreover, the transactions of winning user coa-
lition are processed by m.

Definition 3 (user coalition utility). Denote that the utility of
user coalition kð∀k ∈ CLkÞ is uCLk = ðVk − pkÞ; that is, the util-
ity is the difference value between the overall valuation of the
transactions and actual payment of any k.

Definition 4 (individual rationality). If there is no loss of
profit for any k who participates in the mechanism, that is,
uCLk ≥ 0 ð∀k ∈ CLkÞ, this demonstrates that the mechanism
satisfies the attribute of individual rationality.

Definition 5 (budget balanced). If all the income of the mech-
anism comes from the total payment of winning user
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coalition without any external personnel, and the expendi-
tures of the mechanism are all used to pay the miner who
processes the transaction without any value transfer, that is,
∑k∈Wpk = paym, this illustrates that the mechanism satisfies
the attribute of budget balanced, and the attribute of budget
balanced ensures that there is no value to be transferred in
or out from the mechanism.

Definition 6 (incentive compatibility). Denote the truthful
bid as bk, the lying bid as bk′ for kð∀k ∈ CLkÞ when k ð∀k ∈
CLkÞ bids for the transaction set, and the corresponding util-
ities are uCLk and uCLk′ , respectively. The mechanism is incen-
tive compatible if one of the following two conditions is true:
(1) it satisfies ∀k ∈ CLk, bk > bk′⟶ uCLk ≥ uCLk′ when k lowers
the transaction fee bid, or (2) there exists a strategy αk for k to
increase the transaction fee bid and strategy α∗k for k to
increase the quality score, when it satisfies ∀k ∈ CLk, uðα∗k ,
α∗−kÞ ≥ uðαk, α∗−kÞ under the conditions that k’s contribution
degree increases. Both of the conditions indicate that any k
cannot improve the utility by lying the transaction fee bid.
Moreover, the attribute of incentive compatibility indicates
that k satisfies the current transaction fee bid under certain
conditions, so that the incentive of the lying transaction fee
bid is deprived.

4. Problem Description

In this section, we formalize the transaction confirming
problem in detail to lay the foundation for the establishment
of the UCWTP mechanism, and the basic parameters
involved in the problem are listed in Table 1.

Assume there are n nodes in the blockchain network and
denoteU as the set of nodes, written asU = f1, 2,⋯, ng. And
there are two types of roles involved in the transaction con-
firming process, respectively, miner m who wins the mining
competition during the current round and user coalition
CLk, andCLk ∈U ,m ∈U .

According to the real situation of blockchain, there is
only one m who is verified to be valid for packing transac-
tions into a new created block to gain the transaction fees
during each round of mining competition. Because the user
coalition k’s actual payment is affected by the discount factor
in different priority ranks, in order to ensure the profit of
miner m, m can set the unit reserve price cm for transactions
packed into a new block according to the actual mining cost.
User coalition transaction volume, estimated ranking dis-
count, and cm are reported to the mechanism by m.

Assume there are ∣CLk ∣ user coalitions in the whole net-
work and each user coalition is required to submit the trans-
action report which contains transaction information
including transaction fee bid set Bk = ½b1, b2,⋯, bk� and
transaction size set Sk = ½s1, s2,⋯, sk�. Denote the report sub-
mitted by user coalition CLk as a triple Reqk = ðVk, Bk, SkÞ,
where jBkj represents the total volume of transactions in the
set due to the arbitrary bid corresponding to a certain trans-
action, and Vk represents k’s valuation on the transactions,
and Vk also can represent the maximum price k is willing
to pay:

Vk =
v1, v2,⋯, vn½ �, Sk ≠ 0,
0, Sk = 0:

(
ð1Þ

The blockchain transaction confirming processing is
shown in detail in Figure 1; firstly, users join the coalition
and report the transaction information to the UCTPMmech-
anism; miner m who wins the mining competition reports
his/her own information as well; then, the transaction prior-
ity ranking results are available according to the UCTPM
mechanism. The winning user coalition needs to make the
payment according to the priority ranking results; thus, the
essence of the UCWTP algorithm can be seen as to determine
the winner set whose transaction sets are packed into a new
block. Lastly, m gains the total transaction fees paid by win-
ning user coalitions and broadcasts the new block to the
network.

5. Design of UCTPM Mechanism

Our UCTPMmechanism consists of the UCWTP model and
the TPRP model. The UCWTP model determines the winner
determination problem, that is, determining whose transac-
tion sets are packed into the new block, while the TPRP
model is used for the actual payment of winning user
coalitions.

5.1. UCWTP Transaction Priority Model. Assume that the
arbitrary user is involved in the blockchain participant in
the activities such as transaction creation, transaction verifi-
cation, and extending the main chain, and these historical
activities are recorded, so that such information can be used
as a basis for calculating the quality score of the user coali-
tion. Besides, the user coalition contribution degree and valid
transaction volume are also considered the influencing fac-
tors for the user coalition quality score in our model, and
the quality score calculation model is as follows:

φk = ϕ0 + conk 〠
n

m=1
txkmj jð Þ

 !μ

: ð2Þ

Table 1: Basic parameters used in this paper.

Notation Explanation

CL Set of user coalition

αk Transaction type demand

Bk Transaction fee bid from user coalition

φk User coalition quality score

Vk Transaction valuation from user coalition

conk User coalition contribution degree

pk User coalition actual payment

uCLk User coalition utility

Sk Transaction set size

θjk The discount factor of k in rank j
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In equation (2), ϕ0 is the initial quality score for arbitrary
user coalition k and ϕ0 is a constant value. jtxkmj represents
the valid transaction volume of k during the transaction
confirming processing for the current round (for example,
the nth round), which can be divided into two parts pre-
cisely: firstly, the total volume of transactions that have
been recorded into the main chain during the n − 1
rounds; secondly, the verified transaction volume for cur-
rent round n. And μ is the constrained parameters where
0 < μ < 1. In addition, conk is k’s contribution degree and
can be formulated as

conk =
1
n

〠
n

m=1
Ωkm × Pkm + 1ð Þ

 !
: ð3Þ

In equation (3), Ωkm represents the number of transac-
tions verified by k at the mth round of transaction con-
firming processing, and denote Pkm = f0, 1g to indicate
whether there are users in the coalition who wins the min-
ing competition at the mth round, where Pkm = 1 means
there is such a miner, Pkm = 0 otherwise.

Except for user coalition quality φk which can affect the
results of transaction priority ranking, the different transac-
tion types created by k should influence the ranking results
as well. User coalition can implement different functions
and achieve various purposes by creating various transac-
tions, and we roughly divide the common transaction types
into five categories: transactions with or without lock-time,
also with the smart contract operation, creation, and other
transaction types:

typet ⟵ type1, if transaction with lock-time,
typet ⟵ type2, if transaction without lock-time,
typet ⟵ type3, if creation of smart contract,
typet ⟵ type4, if operation of smart contract,
typet ⟵ type5, if others.

Considering that the volume of a certain transaction type
in the total volume that transactions are recorded on the
main chain can reflect the demand degree of this certain type
of transaction, thus we formula the transaction type demand
degree based on typet for arbitrary user i from k as

γi = 1 + ∑ typetj j
Num

� �1/ε
: ð4Þ

In equation (4), typet reflects the total volume of this cer-
tain transaction type recorded on the main chain, Num rep-
resents the overall transaction volume on the main chain,
and parameter 1/ε help to prevent the boost increase of cer-
tain transaction types in the blockchain network from
severely impacting transaction priority ranking results.
Because we consider the scenario that users join the coalition
for transaction creation, the transaction type demand degree
for k is developed on the average value of equation (4) as
shown below:

αk =
∑i∈CLkγi
CLkj j : ð5Þ

The methods that used to reduce the impact of trans-
action fee bid Bk on priority ranking results should not
only focus on the introduction of user coalition quality
score φk but also consider the impact of Bk on the trans-
action priority ranking results which should be gradually
decreased when Bk increases under the condition that user
coalition contribution degree conk keep increasing. There-
fore, we adopt a new method to calculate the transaction
fee bid as the following:

bk′ = Bk × e− σconkð Þ: ð6Þ

The parameter σð0 < σ < 1Þ is used to restrain the
abrupt attenuation of bk′ when conk increases. In addition,

User coalition

Information
collection

Priority
ranking

Winner
determination Payment

Payment Report

Report PayoffReport Payoff

Miner

Blockchain
Extent the
main chain

Figure 1: Basic transaction process diagram of blockchain.
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only the transaction sets that meet the requirement Bk/j
Bkj ≥ cm can be processed in order to guarantee the profit
of m, where cm is unit reserve price for m. In consequence,
we proposed the UCWTP calculation model based on
equations (2), (5), and (6):

Bk′ =
bk′ × φk × αk

Sk
: ð7Þ

The new transaction priority ranking results for user
coalition can be sorted as B1′ ≥ B2′ ≥⋯≥ Bk′ according to
equation (7), and the corresponding priority rank is r1 ≥
r2 ≥⋯≥rk. Meanwhile, m is supposed to pack the transac-
tion sets into a new created block by the rank from high
to low until the block size cap. And denote xck = f0, 1g
to indicate the transaction set packing results, xck = 1
means the transaction set is packed into the new block,
and xck = 0 otherwise, so that the winning user coalition
set can be denoted as W = f∀k ∈ CLk ∣ xck = 1g.
5.2. TPRP Pricing Model. The user coalition can obtain differ-
ent transaction priority ranks by the comprehensive results
of transaction fee bid, contribution degree, quality scores,
and transaction type demand degree, and the actual payment
of the winning user coalition based on various ranks is differ-
ent, which also should be irrelevant to the user coalition
transaction fee bid; otherwise, the user coalition will always
have the incentive to lie the transaction fee under the situa-
tion of becoming the winner. Thus, we propose the TPRP
pricing model that is based on the transaction priority ranks
and on the purpose of depriving the correlation between pay-
ment and user coalition owning transaction fee bids:

pk = θ jk × Bkj j × cm: ð8Þ

In equation (8), jBkj is the volume of transactions created
by user coalition, and θjk is the discount factor of k when k

ranks j, and also, θjk ≤ θ
g
k when rj ≥ rg:

θ jk = β × rjk ⟶ 0, 1ð �: ð9Þ

The transaction set of winning user coalition is processed
by m; then, m broadcasts the new block to the whole block-
chain network after the selected transaction sets are packed
into the new generated block; then,m receives the total trans-
action fees from winning user coalitions as a reward:

prom = −〠
k∈W

pk ð10Þ

The winning user coalition will also be profit after the
new block is considered to be valid as it appended onto the
main chain; therefore, the expected revenue Vk is obtained
by k, and the utility of such a user coalition can be formu-
lated as

uCLk = xck Vk − pkð Þ: ð11Þ

6. Algorithm and Attribute Proof

6.1. UCWTP Algorithm and TPRP Algorithm. The UCTPM
mechanism proposed in this paper mainly includes two
parts: the transaction priority ranking algorithm and the win-
ing user coalition pricing algorithm. The essence of the trans-
action priority ranking algorithm is used for winner
determination so that the specific miner needs to pack the
selected transaction sets into the new created block, and the
transaction priority ranking algorithm is called the UCWTP
algorithm, while the TPRP algorithm is the solution to the
winning user coalition payment issue.

Algorithm 1 describes the process of winner determina-
tion, and we set each round of priority ranking process as
static; that is, once the transaction sets are selected for the
transaction priority ranking process, these sets are not
affected by any changes due to new transaction sets arriving
in the mempool. First of all, Steps 2 to 5 indicate that the
transaction priority ranking result of the selected user coa-
lition is calculated based on the coalition quality score,
transaction type demand degree, transaction fee, and con-
tribution degree; Step 7 shows that the new transaction
sequence is sorted in a nonincreasing order; finally, Steps
8 to 11 determine the winning user coalition sets according
to the priority ranking result and the block capacity
limitation.

Algorithm 2 describes the pricing process for the winning
user coalition; Steps 2 to 6 illustrate that these user coalition
needs to make the actual payment according to the transac-
tion priority ranking result and the transaction volume, so
that the user coalition actual payment is irrelevant to user
coalition own transaction fee bid. In addition, the lower
the rank is, the higher the user coalition payment would
be due to the discount factor; nevertheless, when the user
coalition wants to lower the actual payment by reaching
the higher transaction priority rank, the user coalition will
prefer to improve the unit quality score instead of the unit
transaction fee. As a result, it deprives the motivation for
the user coalition to improve utility by lying the transaction
fee bid.

6.2. Attribute Proof

(1) If the lower bid bk′ results in the failure of the transac-
tion set being packed into the new block, then xck = 0
according to equation (11); thus, uCLk′ = 0

(2) If the lower bid bk′ results in lower transaction priority
rank r j, then θjk ≥ θ

g
k . And the user coalition actual

payment only depends on the transaction priority
rank and the transaction volume and is irrelevant
with the transaction fee bid; that is, when θjk ≥ θ

g
k ,

there exists pjk ≥ pgk , so that, uCLk − uCLk′ =Vk – p
g
k –

ðVk − pjkÞ = pjk – p
g
k ≥ 0
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Theorem 9. Arbitrary user coalition k cannot improve utility
by lowering the transaction fee bid in the UCTPMmechanism.

Proof. Assume when the user coalition k bids the transaction
fee bk to rank rg and obtains the utility uCLk , while the lower

bid bk′ to rank rj and obtains the utility uCLk′ .

Therefore, the conclusion can be reached through the
above analysis that arbitrary user coalition k cannot improve
utility by lowering the transaction fee bid in the UCTPM
mechanism.

Theorem 10. Arbitrary user coalition k prefers to improve
unit quality score instead of unit transaction fee bid to
improve utility when conk increases.

Proof. The user coalition quality score is calculated according

to equation (2): φk = ðϕ0 + conk ∑
n

m=1
ðtxkmÞÞ

μ

:

When applied substitution as TXk ⟵∑n
m=1ðjtxmkjÞ,

then we can get φk = ðϕ0 + conk × TXkÞμ. And deriving φk

to get φk
′ðconkÞ = μTXk. As φk is the monotone increasing

function of conk due to jtxkmj ≥ 0 and μ ≥ 0, thus μTXk ≥ 0,
so that φk

′ðconkÞ ≥ 0.
Besides, the effect of user coalition contribution degree

conk on transaction fee bid Bk can be written as bk′ = Bk ×
e−ðσconkÞ according to equation (6).

Same as above, if B⟵ bk′, then B = Bk × e−ðσconkÞ stands,
and deriving B to get B′ðconkÞ = −σBke

−ðσconkÞ. For arbitrary
k’s transaction fee bid Bk > 0, and conk ≥ 0, σ > 0, thus B′
ðconkÞ ≤ 0, so that, bk′ is the monotone decreasing function

Input: Reports submitted by user coalition: Rcl = fr1, r2,⋯, rng, rn = <Vk, Bk, Sk >
Reports submitted by miner: Rm = <cm >

Output: W: the sets of winning user coalition
1 initialize sum⟵ 0,W ⟵N , L⟵∅C⟵ maximum size of a block
2 for all k ∈W do
3 bk′ = Bk × e−ðσconkÞ

4 φk = ðϕ0 + conk∑
n
m=1ðjtxkmjÞμ

5 Bk′⟵ ðbk′ × φk × αk/SkÞ
6 end for
7 sort W in non-increasing order of Bk′: B1′ ≥ B2′ ≥⋯≥ Bk′
8 for all i ∈W do
9 if sum ≤ C then
10 sum + = Si
11 W ⟵W \ fig, L⟵ L ∪ fig
12 end if
13 end for
14 W ⟵∅
15 W ⟵ L
16 return W

Algorithm 1: UCWTP.

Input: Reports submitted by user coalition: Rcl = fr1, r2,⋯, rng, rn = <Vk, Bk, Sk >
Reports submitted by miner: Rm = <cm >
W: the sets of winning user coalition

Output: p the payment sets of winning user coalition
1 initialize p⟵∅
2 sort W in non-increasing order of Bk′: B1′ ≥ B2′ ≥⋯≥ Bk′
3 for all i ∈W do

4 pi = θji × jBij × cm
5 p⟵ p ∪ pi
6 W ⟵W \ fig
7 end for
8 return p

Algorithm 2: TPRP.
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of conk. And the inequation φk
′ðconkÞ ≥ B′ðconkÞ shows

that the priority ranking that arbitrary user coalition
obtains through improving the unit quality score is higher
than improving unit transaction fee bid.

Denote the strategy set of user coalition k as Ak = fα, α′g,
where α means the user coalition’s strategy of improving
the unit quality score, while α′ means the strategy of
improving the unit transaction fee bid. We only consider
the pure strategy action instead of mixed strategy action
for simplification; that is, k only chooses one of specific
strategies from strategy set Ak. Denote the utility is uCLk
when k chooses the strategy of α to obtain the priority
rank rg, while utility is uCLk′ when k chooses the strategy

of α′ to obtain the priority rank r j, thus rg ≥ r j based on
the analysis above. Considering comprehensively with
equation (8), it shows that pjk ≥ pgk when θjk ≥ θ

g
k , so that

uCLk − uCLk′ =Vk – p
g
k – ðVk − pjkÞ = pjk – p

g
k ≥ 0, which means

arbitrary user coalition will not choose strategy of α′ to
improve the utility. According to the analysis above, the
conclusion can be summed up that arbitrary user coalition
k cannot improve utility by improving the transaction fee
bid in the UCTPM mechanism.

(1) When bk′ < bk, according to Theorem 9, arbitrary k
has the utility uCLk − uCLk′ ≥ 0, which means k cannot
improve the utility through lowering transaction fee
bid

(2) When bk′ > bk, according to Theorem 10, for arbitrary
k prefers to improve the unit quality score rather than
unit transaction fee bid for the higher priority rank to
improve utility, which means there is no such a k that
chooses the strategy of improving unit transaction fee
for extra utility when the coalition contribution
degree increases

Theorem 11. The UCTPM mechanism satisfies the attribute
of incentive compatibility when conk increases.

Proof. Denote the utility of user coalition k is uCLk when k

bids transaction fee bk, while uCLk′ when k bids transaction

fee bk′.

From the analysis of (1) and (2), it can be proved that the
UCTPM mechanism satisfies the attribute of incentive com-
patibility when conk increases.

(1) When xck = 1, which means the transaction set for
this user coalition is added into the new block,
thus uCLk = Vk – pk. And user coalition k’s actual
payment pk is not higher than Bk based on equa-
tions (8) and (9), so that pk ≤ Bk. In addition, Vk
≥ Bk holds for users who use blockchain as the
transaction platform; otherwise, they prefer the

off-chain methods. Therefore, the utility of k
is uCLk = xckðVk – pkÞ =Vk – pk ≥ 0

(2) When xck = 0, which means the transaction set of k is
not appended onto the main chain, and also, there is
no need for such a k to pay, so that uCLk = 0

Theorem 12. The UCTPM mechanism satisfies the attribute
of individual rationality.

Proof. The user coalition k’s utility is written as uCLk = xck
ðVk – pkÞ according to equation (11).

The conclusion can be summarized from the analysis
above that the UCTPM mechanism is individual rational
according to analyses (1) and (2).

Theorem 13. The UCTPM mechanism satisfies the attribute
of budget balanced.

Proof. According to the payment function defined by the
UCTPM mechanism for winning user coalition and miner,
the sum of all participants in the mechanism is zero; that is,
prom +∑k∈Wpk = 0; thus, the UCTPM mechanism satisfies
the attribute of budget balanced.

7. Experiment

The simulation experiment codes are implemented in Python
language, and the test hardware is Intel® Core™ i5-4200U
CPU+4GBmemory, andWindows 10+Python 3.7+Pycharm
2019 are used for the test software. We conduct the simula-
tion experiments to mainly explore two contents based on
the researches in this paper: Firstly, the transaction priority
ranking results influenced by the UWCTP algorithm are
explored. Secondly, the influences of the UCTPM mecha-
nism on transaction processing time are explored. The exper-
imental results show the feasibility and effectiveness of the
UWCTPmechanism, and the detailed experimental contents
are as follows:

(1) Exploring the influence of the increasing transaction
fee and valid transaction volume on transaction pri-
ority scores as user coalition contribution degree
increases

(2) Observing the influence differences of the UCWTP
algorithm and traditional transaction priority algo-
rithm on transaction priority ranking results

(3) Exploring the transaction processing time differences
caused by different transaction creation modes
(transactions created by a single user and user coali-
tion) under different transaction volumes in the
mempool

In order to explore the influence of the increasing trans-
action fee bid and valid transaction volume on priority
results, we generate the transaction fee within the range of
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[0, 3]/BTC based on the real Bitcoin situation [24] and gen-
erate the valid transaction volume within the range of [1,
1000] on the basis of assuming that the maximum valid
transaction volume is 1000 in the experimental situation. In
all the experiments, the random number generator of Python
is used to generate the experimental data, and the average
number is applied after the experimental data are generated
500 times with the purpose of reducing the influence of ran-
domness on experimental results. From Figure 2, it can be
observed that the priority score corresponds to the increasing
transaction fee bid which goes up first, then drops down and
tends to 0 as the contribution degree increases with the step
of 5, and the results about the transaction fee influence on

priority score under different sets of σ share the same ten-
dency. Meanwhile, we conduct the other experiment about
the influence of increasing valid transaction volume on the
priority score. As the result shows in Figure 3, the overall pri-
ority score goes up as the contribution degree increases;
besides, the upward trend becomes faster when μ is higher.
Moreover, as the value range of the transaction fee is much
smaller than the valid transaction volume, there is a huge dif-
ference in the score result value, but the result comparison
will not be affected; instead, the result value difference indi-
cates that when user coalition increases transaction volume
rather than transaction fee bid, the significant higher priority
score will be obtained.
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Figure 2: Influence of transaction fee on priority score.

1200

1400

1000

800

600

400

Pr
io

rit
y 

sc
or

e

200

0

0 5 10 15 20 25 30 35 40
Contribution degree

45 50 55 60 65 70 75 80

𝜇 = 0.3
𝜇 = 0.5
𝜇 = 0.7

85 90 95

Figure 3: Influence of valid transaction volume on priority score.
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In order to make further impact comparisons of the
UCWTP algorithm and traditional transaction priority algo-
rithm on the priority ranking results, we conduct the second
experiment as the result shows in Figure 4, and we randomly
generate 500 transaction fees in the range of [0, 80]/BTC as
the user coalitions’ transaction fee bid to imitate the actual
Bitcoin transaction situation as possible. As it shows in
Figure 4, the transaction fee bid is linearly related to the
transaction priority degree under the traditional transaction
priority algorithm; as a result, user coalition can obtain a
higher transaction priority rank through improving transac-
tion fee bid directly. However, with the UCWTP algorithm,
the user coalition quality score increases with the growth of
valid transaction volume of the user coalition, and the influ-
ence of single transaction fee on the transaction priority
degree is reduced by an average of 2.34%, and it can be
reduced by up to 12.2%; this is mainly because the ranking
deviation obtained by the UCWTP algorithm will be reduced
when the transaction fee of user coalition is low. However, it
is interesting to notice that the impact of a single transaction
fee on the priority degree is reduced by an average of 5.17%
when referring to the annual ratio of approximately 21.66%
for Bitcoin transaction packing (that is, the annual average
ratio of the confirmed transactions to the total number of
transactions in the blockchain platform from April 2019 to
April 2020 [19]).

The experiment results above are consistent with the con-
clusion of Theorem 10; it is further proved that the arbitrary
user coalition can obtain a higher transaction priority rank
through improving the quality score when the coalition con-
tribution degree increases; thus, the user coalition prefers to
improve the quality score rather than lying to improve the
transaction fees on the purpose of optimizing the utility.
Besides, the experiment results reflect that the UCTPM
mechanism can effectively incentivize users in coalitions to
actively participate the blockchain’s activities including
transaction creation, transaction verification, competition

for bookkeeping right, and other activities that help to
improve coalition quality scores and contribution degree;
sequentially, we believe that the development of the block-
chain can be helped to promote in the long run by adopting
the UCTPM mechanism.

In addition to the two experiments we conducted for
exploring the impacts of the UCWTP algorithm on transac-
tion priority ranking results, we also implement the experi-
ment on transaction confirming process time with the
different transaction creation modes. In detail, we set up
two different transaction creation modes to conduct the con-
trast experiments based on the researches in this paper,
which are transactions created by a single user and by user
coalitions, respectively. Also, the increment step of transac-
tion volumes is set up as 5000 and end up by 60000 in this
experiment. Although when compared with the transaction
volume in the real Bitcoin situation, the experimental trans-
action volume is smaller, the experimental results as shown
in Figure 5 can still reflect that the overall transaction con-
firming process time for the transactions created by user coa-
lition is much faster than transactions created by a single
user. Under the condition of the increased transaction vol-
ume, the transaction processing time of transactions created
by a single user grows faster than that of transactions created
by user coalition, and the maximum difference in transaction
processing time between these two transaction creation
modes is up to 6.9347 s when transaction volume reaches
60000. From the transaction processing time growth trend
of Figure 5, we predict that if the UCTPMmechanism would
be operated in the real blockchain project such as Bitcoin, the
overall transaction confirming process time could be signifi-
cantly reduced with the help of the UCTPM mechanism,
because the user coalition transaction creation mode helps
to effectively reduce the total time it takes miners to decide
which transaction should be packed into a new block under
the condition that no other factors affecting transaction con-
firming process time should be taken into consideration.
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8. Conclusion and Future Work

Considering the issues of single-user transaction creation
modes and limited influence factors on transaction priority
algorithms in the current blockchain research fields, we pro-
pose a novel pricing mechanism called the UCTPM mecha-
nism to optimize the traditional transaction priority
algorithm and enrich the transaction creation modes. In
addition, the user coalition quality score, user coalition con-
tribution degree, and transaction type demand degree are
introduced into the UCTPM mechanism to reduce the
impact of the transaction fee on transaction priority ranking
results.

In our proposed UCTPM mechanism, it is proved
through theoretical proof and experimental analysis that
the UCTPM mechanism can deprive the motivation of user
coalition lying the transaction fees for extra utility as the user
coalition contribution increases. From the aspect of the
UCWTP algorithm, it demonstrates that the UCWTP algo-
rithm can help to reduce the impacts of transaction fees on
the transaction priority ranking results by an average of
5.17%, and the impacts can be reduced by up to 12.2% when
compared to the traditional transaction priority ranking
algorithm. While in terms of the performance of the UCTPM
mechanism, the transaction confirming process time is
greatly shorter when the transactions are created by user coa-
lition instead of individual users from our related experiment
results; it is also confirmed from the theoretical proof that the
UCTPMmechanism satisfies the attributes of incentive com-
patibility, individual rationality, and budget balanced.

Although the outcomes of the researches conducted by
this paper provide a new approach for the transaction prior-

ity ranking in blockchain, also enriching the modes of user
transaction creation, the calculation models of unit reserve
price for the miner who is granted the bookkeeping right,
and the discount factor when the user coalition reaches cer-
tain ranks is not formalized in detail; thus, our future work
will focus on the dynamic unit reserve price and discount fac-
tor formalization based on the actual blockchain transaction
situation.
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S-shape acceleration and deceleration are the most widely used flexible acceleration and deceleration method in the current CNC
system, but its velocity solution equation contains irrational terms, which create a more complicated solution process. When
analyzing the solution process of the S-shape acceleration and deceleration directly, using a traditional numerical solution
method, the phenomenon of “solving the interval jump” arises, which is the main reason for low efficiency and poor stability of
the solution. According to the S-curve profile and solution, the concept of separating the curve profile recognition from the
velocity solution was proposed, and a method of quickly identifying the interval of the solution location was introduced.
Through the method mentioned above, the complete acceleration and deceleration curve parameters can be obtained through a
one-time plan and a one-time solution, and the solution efficiency and stability are guaranteed; solving the Newton problem
depends too much on the initial value of Newton velocity, which not only retains the speed advantage of the Newton method
but also uses the downhill factor to ensure its convergence. Through the simulation comparison and analysis, the efficiency,
stability, and universality of the method are verified.

1. Introduction

The ability of acceleration and deceleration is an impor-
tant index in evaluating the performance of CNC systems,
which directly affects the processing efficiency and quality
of CNC equipment. High-speed and high-quality machin-
ing demands higher requirements for the acceleration and
deceleration control abilities of CNC systems. The CNC
equipment must be able to move from the current
position point to the next position point quickly and accu-
rately, while also ensuring the smooth operation of the
equipment and avoiding impact, out of step, over the
range, or oscillation.

The commonly used acceleration and deceleration
algorithms in medium and low-speed equipment include
trapezoids [1, 2] and exponential acceleration and deceler-
ation algorithms [3, 4]. The two algorithms are simple in
programming, good in real-time performance, and high

in processing efficiency, but they all have the problems
of abrupt change and discontinuity of the acceleration
curve, which makes them not suitable for high-speed and
high-accuracy machining [5].

In high-speed equipment, flexible acceleration and decel-
eration algorithms are often used, and their acceleration and
acceleration function expressions are continuous, to reduce
the impact on mechanical components [6]. S-shape accelera-
tion and deceleration algorithm is the most widely used in
flexible acc/dec algorithms at present. This method is based
on the jerk constraint. The curves of displacement, velocity,
and acceleration are composed of cubic, quadratic, and linear
functions, respectively, and all of them are continuous
without deviation [7, 8].

The mathematical programming and solution of the S
-shape acc/dec method have attracted considerable atten-
tion. The complete S-shaped acc/dec curve is composed
of 7 segments, with many parameters. In most cases, the
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velocity solution equation is nonlinear, which makes its
solution complex. Altintas [9] presented a detailed seven
segment model of S-shape acc/dec, without elaborating
its efficient solution. Barre [10] studied the influence of
the acc/dec control in a high-speed machining process
and analyzed the control algorithm of the seven-segment
S-shape acc/dec. Shi [11] summarized eight possible cases
of S-shape acc/dec in the planning, according to the char-
acteristics of the curve segment. Nam [12] used the binary
iteration to find the numerical solution, but the calculation
amount was uncertain, and the solution efficiency was not
ideal. Yang [13] adopted the Newton iteration, but the
preconditions and convergence of Newton iteration were
not clarified.

Many scholars simplified the S-shaped acc/dec curve in
order to reduce the complexity of the solution. Wang and
others [14, 15] introduced a look-ahead control algorithm
based on the S-shaped acc/dec curve with assuming that
the velocity curve is symmetrical. In reference [16], the
uniform acceleration and deceleration segments were
removed, and the model was simplified to 5 segments.
Although the above method reduced the complexity of
the solution, it limited the dynamic performance of the
machine tool. Xia [17] used the S-shape acc/dec based
on the reference table to plan the velocity, which reduced
the calculation time while limiting the flexibility of S-shape
acc/dec.

Presently, the planning of NURBS curve interpolation
velocity based on S-shape acc/dec has become a hot
research topic, and the solution mainly adopts the match-
ing displacement by changing the velocity step by step [18,
19].The main idea of this method is to use the assumed
key velocity value to calculate the corresponding displace-
ment, match it with the actual displacement, and then
determine the curve profile according to the matching
situation. For small line segments, the calculation needs
to be repeated more than three times, which reduces the
efficiency of the solution.

In order to reduce the complexity in S-shaped acc/dec
curve planning and solutions, some scholars introduced the
artificial intelligence algorithms such as genetic algorithms
[20] and particle swarm optimization algorithms [21].
Although the above artificial intelligence algorithm has
strong robustness, it needs to calculate the fitness of each iter-
ation. Compared with the traditional dichotomy and Newton
iteration, it has a large amount of calculation and low
competitiveness in real-time.

For S-shaped acc/dec curves, the more ideal solution
method should have smaller calculation complexity and
higher solution accuracy. However, there is no general
perfect solution at present.

In this paper, the characteristics of the S-shaped
acc/dec curve were analyzed. Focusing on the disadvan-
tages of low efficiency and poor stability of traditional
algorithms, a more concise, efficient, and stable general
solution was proposed. In this method, the curve profile
planning and velocity solution were completely separated.
On the basis of proving the continuity of displacement’s
segmented function about velocity, the interval boundary

points were used to analyze the interval of velocity, so as
to complete the profile planning quickly. After obtaining
the interval of the velocity solution, the modified Newton
method was introduced, which can make full use of the
Newton method to accelerate up to the convergence speed,
and at the same time, the downhill factor guarantees the
convergence of the iteration.

2. Profile Characteristics of S-Shape
Acceleration and Deceleration

The name of the S-acceleration and deceleration curves are
derived from the fact that the acceleration curve is approx-
imately S-shaped. This type of S-acceleration and deceler-
ation processes includes the S-acceleration process,
deceleration process, and the uniform connection between
acceleration and deceleration. Acceleration processes
includes the accelerated acceleration segment, uniform
acceleration segment, and decelerated acceleration; the
deceleration process includes the accelerated deceleration
segment, uniform deceleration segment, and decelerated
deceleration segment. There are 7 sections in total, as
shown in Figure 1. The corresponding mathematical
expression is as follows:

In the follow formula, tiði = 1, 2,⋯,7Þ is the running time
of each segment. Command T1 = t1, T2 = t1 + t2, and so on,
T7 = t1 + t2 + t3 + t4 + t5 + t6 + t7,.A is the maximum acceler-
ation, J is the maximum jerk, Vs is the initial velocity, Ve is
the final velocity, andVmax is the maximum velocity. Accord-
ing to the characteristics of the S-acceleration and decelera-
tion curve, t1 = t3, t5 = t7.
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Figure 1: Profile of S-shape acceleration and deceleration.
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J tð Þ =

J1 = J 0 ≤ t < T1

J2 = 0T1 ≤ t < T2

J3 = −J T2 ≤ t < T3

J4 = 0T3 ≤ t < T4

J5 = −J T4 ≤ t < T5

J6 = 0T5 ≤ t < T6

J7 = J T6 ≤ t < T7

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

,

a tð Þ =

a1 = Jt 0 ≤ t < T1

a2 = AT1 ≤ t < T2

a3 = A − J t − T2ð ÞT2 ≤ t < T3

a4 = 0T3 ≤ t < T4

a5 = −J t − T4ð ÞT4 ≤ t < T5

a6 = −AT5 ≤ t < T6

a7 = −A + J t − T6ð ÞT6 ≤ t < T7

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

,

v tð Þ =

v1 =Vs + 1
2 Jt

2

v2 =V1 + Jt1 t − T1ð ÞV1 =Vs + 1
2 JT

2
1

v3 =V2 + Jt1 t − T2ð Þ − 1
2 J t − T2ð Þ2 V2 =V1 + Jt1t2

v4 =V3 V3 =V2 +
1
2 Jt

2
1

v5 =V4 −
1
2 J t − T4ð Þ2 V4 =V3

v6 =V5 − Jt5 t − T5ð ÞV5 =V4 −
1
2 Jt

2
5

v7 =V6 − Jt5 t − T6ð Þ + 1
2 J t − T6ð Þ2 V6 =V5 − Jt5t6

8>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>:

:

ð1Þ

Displacement of the acceleration section:

Sacc = S1 + S2 + S3 = v +Vsð Þ 2t1 + t2ð Þ/2: ð2Þ

Displacement of the deceleration section:

Sdec = S5 + S6 + S7 = v +Veð Þ 2t5 + t6ð Þ/2: ð3Þ

Total displacement:

ST = Sacc + Sdec = v + vsð Þ 2t1 + t2ð Þ/2 + v + vsð Þ 2t5 + t6ð Þ/2:
ð4Þ

If the actual displacement is S > ST , then there is a uni-
form velocity segment and running time:

t4 =
S − ST
v

: ð5Þ

Whether there is a uniform acceleration section or a uni-
form deceleration section in the process of acceleration and
deceleration is decided by Vs, Ve, v, A, and J .

v − Vs = t1 + t2ð ÞA, v −Ve = t5 + t6ð ÞA, ð6Þ

t1 = t3 =
A
J
, t2 =

v − Vs

A
−
A
J
v > Vs +

A2

J
, ð7Þ

t1 = t3 =
ffiffiffiffiffiffiffiffiffiffiffiffi
v − Vs

J

r
, t2 = 0 v ≤Vs +

A2

J
, ð8Þ

t5 = t7 =
A
J
, t6 =

v − Ve

A
−
A
J

v >Ve +
A2

J
, ð9Þ

t5 = t7 =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
v − Ve

J

r
, t6 = 0 v ≤Ve +

A2

J
: ð10Þ

Substituting the above time expression into the displace-
ment formula:

(1) While v > Vs + ðA2/JÞ&v >Ve + ðA2/JÞ, then ST = ð1
/AÞv2 + ðA/JÞv − ðVs2 +Ve2/2AÞ + ðVs +Ve/2JÞA

(2) While v > Vs + ðA2/JÞ&v ≤Ve + ðA2/JÞ, then ST = ðv
+Vs/2ÞððA/JÞ + ðv −Vs/AÞÞ + ðv +VeÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v − Ve/J

p

(3) While v ≤Vs + ðA2/JÞ&v >Ve + ðA2/JÞ,then ST = ðv
+Ve/2ÞððA/JÞ + ðv −Ve/AÞÞ + ðv +VsÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v − Vs/J

p

(4) While v ≤Vs + ðA2/JÞ&v ≤Vs + ðA2/JÞ, then ST = ðv
+VsÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v −Vs/J

p + ðv + VeÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v −Ve/J

p

The expression (13) is a quadratic equation of one vari-
able, and the exact solution can be obtained by using the root
formula, while the expressions (14)-(16) contain the irratio-
nal part, so it is difficult to obtain the analytical solution.

3. Direct Numerical Solution

3.1. Dichotomy. Dichotomy is the most common method in
solving nonlinear equations. Its main process in solving S
-shape acceleration and deceleration is shown in Figure 2.

Step 1. input the initial velocity Vs, the final velocity Ve, max-
imum acceleration A, maximum jump A, required moving
displacement S, and maximum limiting velocity Vmax.

Step 2. compare the value of V =Vmax, Vs ′ =Vs + ðA2/JÞ,
and Ve ′ =Ve + ðA2/JÞ.

Step 3. call formulas (7)-(10) to calculate the time of each seg-
ment ti and put them into formulas (13)-(16) to calculate the
displacement ST .

Step 4. if ST ≤ S, call formula (5) and obtain the running time
of each segment and the overall curve profile. The calculation
is finished.

If in step 4 ST > S, the binary algorithm will be executed
in step 5 to step 8:
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Step 5. take the initial interval ½Va, Vb�, where Va =max fV
s, Veg andVb =Vmax and set the velocity accuracy V ε.

Step 6. determination of termination conditions: if ðVb −Va
Þ ≤ Vε, the calculation will be stopped.

Step 7. for iterative calculation, take V ′ = ðVb +VaÞ/2, com-
pare V ′, Vs ′ =Vs + ðA2/JÞ, and Ve ′ =Ve + ðA2/JÞ, call for-
mulas (7)-(10) to calculate the time of each segment, and
substitute them into formulas (13)-(16) for calculation ST .
If ST ≤ S, then set Va =V ′; otherwise, set Vb =V ′.

Step 8. turn to step 6.

3.2. Newton Iteration

3.2.1. Principle. For nonlinear equation f ðvÞ = ST − S = 0, V0
is assumed to be an approximate solution of V ∗; f ðvÞ is
expanded in the Taylor form at V0, and the following
formula is obtained:

f vð Þ ≈ f V0ð Þ + f ′ V0ð Þ v − V0ð Þ = 0: ð11Þ

V1 = V0 − f ðV0Þ/f ′ðV0Þ f ′ðV0Þ ≠ 0 is obtained as the
first approximation of V ∗; Vk is assumed as the current
point, andf ðvÞ can be expanded in the Taylor form at Vk:

f vð Þ ≈ f Vkð Þ + f ′ Vkð Þ v −Vkð Þ = 0: ð12Þ

Then,

Vk+1 =Vk − f Vkð Þ/f ′ Vkð Þ f ′ Vkð Þ ≠ 0, k = 0, 1⋯ ð13Þ

3.2.2. Iteration Process. The first four steps are the same as the
first four steps of dichotomy, so it will not be described here.
Start with step 5:

Step 5. V0 is taken as the initial value, N is the maximum
number of iterations, and Vε is taken as the accuracy
requirements.

Start

Input
Vs/Ve/A/J/S/Vmax

V = Vmax
Call formula (9)-(12)

Calculate time of segment ti

St≤S

Command V = Vmax
Call formula (7), t4

End

Backbone Dichotomy

Y

N

N

Y

Call formula (9)-(12)

Calculate Vs′ = Vs + A
2/J

Ve′ = Ve + A
2/J

Call formula (9)-(12)
Calculate time of segment ti

Calculate time of segment ti

Y

N

 preset V𝛿

Va = max{Vs,Ve}, Vb= Vmax

Vc  = Vb − Va

Vc  ≤ V𝛿

V′ = Va

Va = V′

Vb = V′ST′≤ S

CompareV ′,Vs′,Ve′

V′ = (Va+Vb)/2

Figure 2: Solving the S-shape acceleration flow chart with dichotomy.
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A2
Vs J+ A2

Ve J
+ Vmax

Vs Ve
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VV′ V′′
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S'''T
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Figure 3: Schematic diagram of interval jump in the solving process.
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N
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Y
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Get V

Call formula No.
9 and 12, Get ti
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Figure 4: Flow chart of solution by matching with velocity step by step.
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Step 6. calculate Vk+1 =Vk − f ðVkÞ/f ′ðVkÞ .

Step 7. if jVk+1‐Vkj <Vε, the calculation will be stopped.

Step 8. if k =N , stop; otherwise, k =N + 1 and turn to step 6.

4. Phenomenon of Solving Interval Jump

For the numerical solution, whether dichotomy or the New-
ton method, the solution interval is selected according to the
initial value of the velocity in the first step, and then the dis-
placement expression of this interval will be calculated. The
solution obtained is not the final velocity solution, and the
solution interval will be selected again according to the veloc-
ity value, and the iterative calculation will be carried out
repeatedly until the termination condition is met. The pro-
cess will cause the velocity value to jump at different inter-
vals, and the displacement expression needs to be selected
repeatedly, which will affect the solution efficiency, as shown
in the following figure:

Figure 3 shows the case of Vs <Ve < Vs + ðA2/JÞ < Ve +
ðA2/JÞ <Vmax. The blue dotted line represents the segment
point of the interval. From formula (13) to formula (16), it
can be seen that the expression of displacement velocity is
different in different segments. Taking dichotomy as an
example, assuming that the required solution V ∗ is slightly
less thanVe + ðA2/JÞ, the solution obtained after the first iter-

ation is V ′ =Va +Vb/2 =Ve +Vmax/2ðA2/JÞðA2/JÞ. Red
indicates the corresponding position of the iterative solution.
At this time, formula ((3)–(14)) is applicable, and the next
iteration is carried out V ′′ = Va + Vb/2 =V ′ + Vmax/2ðA2/J
Þ max�. At this time, formula (16) is applicable, and the third
iteration is carried out V ′′′ =V ′ + V ′′/2 ∈ ½Vs + ðA2/JÞ, Ve
+ ðA2/JÞ�. In this case, (14) applies again.

This kind of iterative solution jumps between intervals,
which causes different displacement expressions to be called
back and forth, which leads to the instability of the solution
process and affects the solution efficiency. In order to solve
this kind of jump problem, the analytic programming
method is introduced; that is, the interval of the expected
solution is estimated first, and then the solution is calculated.

5. Solution by Matching with Velocity
Step by Step

The main idea of this method is to use the assumed key veloc-
ity value to calculate the corresponding displacement, match
it with the actual displacement, and then determine the curve
profile according to the corresponding situation.

Take acceleration segment as example:

Step 1. assuming that the velocity can reach the required
maximum velocity, the maximum velocity is substituted into

A2

J
+

Case 1
Ve Ve0 A2

J
+ Vmax

Interval 0 Interval 1 Interval 2 Interval 3

Vs Vs

Figure 5: Case 1 with initial velocity less than the final velocity.

A2

J
+Ve Ve

A2

J
+ V

ST (V)

S

ST

Vmax

Vs Vs

Figure 6: STðvÞFunction curve.

Table 1: The summary of the curve profile planning of case 1.

Serial number
Fis ∗ Fie ≤ 0, f is ∗ f ie ≤ 0 true or false

Expression for calculate ti Composition of curve profile
F1s ∗ F1e F2s ∗ F2e F3s ∗ F3e

1 T F F 10/12 4 segments: t1/t3/t5/t7
2 F T F 9/12 5 segments: t1/t2/t3/t5/t7
3 F F T 9/11 6 segments: t1/t2/t3/t5/t6/t7
4 F F F 9/11/7 7 segments: t1/t2/t3/t4/t5/t6/t7
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the displacement formula, and the calculated displacement is
compared with the actual displacement. If the calculated dis-
placement is smaller than the actual displacement, then there
is a uniform velocity segment:

Step 2. if the calculated displacement is larger than the actual
displacement, assume that there is just a uniform acceleration
segment and substitute the assumed velocity value into the
displacement formula and compare the calculated displace-
ment with the actual displacement. If the calculated displace-
ment is smaller than the actual displacement, it means that
there is a uniform acceleration segment, then use the dis-
placement formula including the uniform acceleration seg-
ment to solve the actual velocity value.

Step 3. if the calculated displacement is larger than the actual
displacement, it means that there is no uniform acceleration
section. At this time, the displacement formula without uni-
form acceleration section is used to solve for the actual veloc-
ity value.

The specific flow of the algorithm is shown in Figure 4.
The advantage of this method is that you can use the

assumed velocity to plan first; then, you can solve for the
actual velocity and avoid the jump in value ranges, increasing
the stability of the solution, but there are also obvious disad-
vantages: the displacement is calculated and matched step by
step with the assumed velocity. For the small line segment,

the calculation needs to be repeated more than three times,
which reduces the efficiency of the solution.

6. Interval Identification

To solve the problem of low efficiency of solution by match-
ing with velocity, a new velocity planning method is pro-
posed here.

From formula (5) to formula (10), it can be seen that
when the initial velocity, final velocity, and maximum accel-
eration are given, the value of V directly affects the size and
existence of each segment time ti, and the actual s determines
whether the actual velocity can reach the maximum allow-
able value.

When Vs < Ve, Ve ≤ Vs + ðA2/JÞ, and Ve + ðA2/JÞ <Vmax
, because of max fVs, Veg ≤ V ≤Vmax, interval 0 in Figure 5
is meaningless, and V may exist in the intervals 1-3.

The velocity value interval is divided into six sections
and interval 0-5 by five key numerical points. The time
expression (8) and formula (10) are suitable in interval
1, and the corresponding displacement expression is
formula (16); the time expressions (7) and (10) are suit-
able in interval 2, and the corresponding displacement
expression is formula (14); the time expressions (7) and
(9) are suitable in interval 3, and the corresponding dis-
placement expression is formula (15). Then, the piecewise
function is obtained:

According to the definition of the function continuity, let

y = sðvÞ exist in a certain field of point v0; when v→ v0, if the
limit of the function sðvÞ exists and is equal to its function
value at point v0,that is lim

v→v0
sðvÞ = sðv0Þ, then function y = sð

vÞ is continuous at point v0. If Vs ′ =Vs + ðA2/JÞ and Ve ′ =
Ve + ðA2/JÞ, it can be proved that the function is continuous
at the points Vs ′and Ve ′.

It can be seen from Figure 6 that the curve increases
monotonously in the range of ðVs, V maxÞ.
Letf iðvÞ = STiðvÞ − S, (i = 1,2,3), S is the actual displacement,
and there is a unique solution to f iðvÞ = STiðvÞ − S = 0
(i = 1,2,3), and with the difference of the displacement s
value, the interval of solution of the piecewise function equa-
tion will change.

In the initial conditions, the initial velocity, the final
velocity, the maximum acceleration, and the maximum
jerk are given. The end values of three intervals are

substituted into f iðvÞ = STiðvÞ − S, respectively. Fis and

Fie are function values of the endpoints of the i-th
interval.

F1s = f1 v v =Vejð Þ = ST1 v v =Vejð Þ − s

F1e = f1 v v = Vs +
A
J

����
� �

= ST1 v v = Vsj + A
J

� �
− s

F2s = f2 v v =Vs +
A
J

����
� �

= ST2 v v =Vs +
A
J

����
� �

− s

F2e = f2 v v =Ve +
A
J

����
� �

= ST2 v v =Ve +
A
J

����
� �

− s

F3s = f3 v v = Ve +
A
J

����
� �

= ST3 v v =Ve +
A
J

����
� �

− s

F3e = f3 v v =VmaxjT2 v = Vmax ∣j���
:

ð15Þ

STi vð Þ =

ST1 = v +Vsð Þ
ffiffiffiffiffiffiffiffiffiffiffiffi
v −Vs

J

r
+ v +Veð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
v −Ve

J

r

ST2 =
v + Vs

2
A
J
+ v −Vs

A

� �
+ v +Veð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
v − Ve

J

r

ST3 =
1
A
v2 + A

J
v −

Vs2 +Ve2

2A + Vs +Ve

2J

8>>>>>>>>><
>>>>>>>>>:

v ≤Vs +
A2

J
≤Ve +

A2

J
≤Vmax

Vs +
A2

J
≤ v ≤Ve +

A2

J
≤Vmax

Vs +
A2

J
≤ Ve +

A2

J
≤ v ≤ Vmax

: ð14Þ
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From the properties of the continuity function, F1e
= F2s, F2e = F3s.

In the next step, the function values of f iðvÞ = ST iðvÞ − S
at the end points of each group of intervals are multiplied
by each other to determine whether the product result is less
than zero. There are two situations for the result:

(1) If Fis ∗ Fie > 0, the ST and S curves do not intersect in
this interval, and there is no solution in this interval.
If there is no solution in the three intervals, the veloc-
ity is taken as V max, which indicates that the system
has a uniform segment, the time is t4, and the curve is
composed of seven segments. The ti can be obtained
by substituting the velocity value into the solutions of
formulas (4) and (5)

(2) If Fis ∗ Fie ≤ 0, it means that the ST curve and S line
intersect in this interval, and the equation has a solu-
tion, which is the actual value of velocity V that the
system can achieve. At this time, substituting V into
equation (7)—(10) can calculate the running time
of each segment

Table 1 is the summary of the curve profile planning of
case 1. The first three lines show the three cases of Fis ∗ Fie
≤ 0 when i equals 1,2,3, respectively. The fourth line shows
that i = 1, 2, 3 cannot meet the situation of Fis ∗ Fie ≤ 0.

Formulas (14)-(16) can be solved by the dichotomy and
Newton method listed above to get the velocity value. Then,
the value is brought into the corresponding time calculation
formula to get the running time of each segments.

As shown in Table 2,there are 12 possibilities in the com-
parison of five key values of the initial velocity Vs, the final
velocity Vs, Vs + ðA2/JÞ, Ve + ðA2/JÞ, and Vmax.

Next, case 2 and case 3 in Table 2 will be discussed, and
the interval distribution is shown in Figure 7.

Case 2. Interval 1 and interval 2 make sense.
The time expression (8) and equation (10) in interval 1

are suitable, and the displacement expression is the same as
equation (17).

The time expression (7) and equation (10) in interval 2
are suitable, and the displacement expression is the same as
equation (18).

Case 3. Only interval 1 makes sense. The time expression (8)
and equation (10) in interval 1 are suitable, and the displace-
ment expression is the same as equation (17).

Case 4 and case 5 express the situation when Ve >Vs +
ðA2/JÞ, as shown in Figure 8.

Case 4. interval 1s and 2 make sense.
The time expression (7) formula (10) in interval 1 is

applicable, and the displacement expression is the same as
formula (14).

Time expression (7) and equation (9) in interval 2 are
applicable, and displacement expression is the same as
equation (13).

Case 5. Interval 1 makes sense.

The time expression (7) and formula (10) in interval 1 are
suitable, and the displacement expression is the same as for-
mula (15).

(1) When Vs = Ve, there are only two cases, case 6 and 7,
as shown in Figure 9

Case 6. Interval 1 and 2 make sense.
The time expression (8) and equation (10) in interval 1

are suitable, and the displacement expression is the same as
equation (17).

The time expression (7) and equation (9) in interval 2 are
suitable, and the displacement expression is the same as
equation (24).

(2) When Vs >Ve, the possible value range of velocity is
from case 8 to case 12. The actual solution process is
the same as that of Vs < Ve, and only 1 and 2 need to
be interchanged. In consideration of space, it will not
be expanded here

(3) There are four other possibilities, which are not listed
in the bid, as shown in Table 3

Table 2: Possibility of key point value comparison.

Case no. Description of value

1 Vs <Ve < Vs +
A2

J
<Ve +

A2

J
< Vmax

2 Vs <Ve < Vs +
A2

J
<V

A2

J max

3 Vs < Ve <V
A2

J
A2

J max

4 Vs <Vs +
A2

J
< Ve <Ve +

A2

J
< Vmax

5 Vs <Vs +
A2

J
<Ve <V

A2

J max

6 Vs =Ve <Vs +
A2

J
<Vmax

7 Vs =Ve < V
A2

J max

8 Ve <Vs < Ve +
A2

J
<Vs +

A2

J
< Vmax

9 Ve < Vs <Ve +
A2

J
<V

A2

J max

10 Ve <Vs <V
A2

J
A2

J max

11 Ve <Ve +
A2

J
<Vs <Vs +

A2

J
< Vmax

12 Ve < Ve +
A2

J
<Vs <V

A2

J max
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Case 7. Only interval 1 makes sense. The time expression (8)
and equation (10) in interval 1 are suitable, and the displace-
ment expression is the same as equation (17).

The so-called S-shape means that the shape of accelera-
tion is similar to the S-shape, case 13—case listed in
Table 3. There is only acceleration section or deceleration
section, and acceleration is similar to half circle. According
to the definition of the S-shaped acceleration and decelera-
tion curve, these four cases do not meet the definition, but
these four cases do exist in small displacement, especially in

the speed sensitive area, so they are listed here. The calcula-
tion method is the same as above and will not be described
here.

7. Comparison of Solution Methods

7.1. Match with Velocity VS Interval Identification. The first
step when using the velocity method is to assume that the
curve has seven complete segments, and that the time and
velocity values are substituted into the formula to calculate
the displacement. If the calculated displacement is less than
the actual displacement, the one with the larger value in Vs
+ A2/J and Ve + A2/J will be substituted into the equation
again to calculate the displacement, and the calculated dis-
placement and the actual displacement will be compared
again. If the calculated displacement is greater than or equal
to the actual displacement, then the actual velocity and run-
ning time can be obtained by solving the equation.

If the calculated displacement is smaller than the actual
displacement, it is necessary to replace the smaller value of
Vs + A2/J and Ve + A2/J into the displacement equation
again, calculate and compare the displacement for the third
time, and then plan out the profile of the curve. Finally, the
actual velocity can be obtained by solving the equation.

The specific steps of the interval identification method
are as follows:① input the initial value, compare 5 key speed
values, and find the corresponding case No.; ② in the corre-
sponding case No., substitute the value to judge Fis ∗ Fie ≤ 0;
③ solve the equation in the interval of Fis ∗ Fie ≤ 0 and get
the velocity; and ④ replace the speed V with the time calcu-
lation formula and get the whole curve profile.

Figure 10 shows the comparison of the processes of the
two methods. In summation, if the curve has 7 or 6 segments,
the calculation steps and calculation amounts of the two

Case 1
0 A2

Ve J
+

Interval 0 Interval 1 Interval 2 Interval 3

Interval 0 Interval 1 Interval 2 Interval 3

Interval 0 Interval 1 Interval 2 Interval 3

Case 2
0

Case 3
0 + +

A2

J
Ve

Ve

Ve

Ve
A2

J

+Ve
A2

J

Vmax

Vmax

VmaxVs

Vs

Vs

Vs

+
A2

J
Vs

+
A2

J
Vs

Figure 7: Interval partition graph of cases 1-3.

+
Case 4

0 +

Interval 0 Interval 1 Interval 2

+
Case 5

0 +

Interval 0 Interval 1 Interval 2

A2

J

A2

J
Ve

Ve

Ve

Ve

A2

J

A2

J

Vmax

Vmax

Vs

Vs

Vs

Vs

Figure 8: Interval partition graph of cases 4 and 5.

+

Case 6
0

Interval 0 Interval 1 Interval 2

Interval 0 Interval 1 Interval 2

+

Case 7
0

A2

J

A2

J
Vmax

Vmax

Vs

Vs

Vs = Ve

Vs = Ve

Figure 9: Interval partition graph of case 6 and 7.

Table 3: Only acceleration section or deceleration section.

Case no. Description of value

13 Vs <Vs +
A2

J
< Vmax

14 Vs <V
A2

J max

15 Vs < Ve +
A2

J
<Vmax

16 Ve <V
A2

J max
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methods are basically the same. If the curve has 4 or 5 seg-
ments, the calculation steps and calculation amounts of the
interval identification method are less and therefore, the effi-
ciency is higher.

7.2. Direct Numerical Solution vs Interval Identification. In
order to verify the efficiency of the solution, various methods
and algorithms are programmed with matlab2018a, and the
displacement is taken as a variable between 0.0001m and
0.018m, and the interval between the value points is 0 and
1mm. Computer configuration: processor Intel (R) core
(TM) i5-4200u memory 8 g. The solution time of each algo-
rithm under different displacement conditions is calculated,
and the solution efficiency of each method is compared.
The number of Newton iteration and dichotomy iteration
termination is 10000. The specific parameter settings are
shown in Table 4, and the solution efficiency is shown in
Figure 11.

It can be seen from Figure 11 that the abscissa of either
direct Newton iteration or interval identification+Newton
iteration does not start from zero; that is, the red dotted area
in the figure which indicates that Newton iteration does not
return the velocity solution and directly jumps out of the iter-
ation cycle after reaching the limit of iteration rounds. As
mentioned in the previous paper, the convergence of the
Newton iteration needs to be further verified. When the dis-
placement value is about 1-3mm, the number of Newton
iterations is also significantly higher than the number after
it is stable. When the displacement is more than 4mm, all
algorithms tend to be more stable as displacement increases.

In order to see the solution efficiency of the four methods
more clearly and intuitively, the abscissa in Figure 11 is inter-
cepted through 7-12mm part, resulting in Figure 12.

Regarding solving efficiency, the efficiency of the interval
identification method is obviously better than that of the
direct iterative method when the solving process of various
algorithms is stable. The efficiency of interval identification
plus Newton iteration is the highest, and then the effi-
ciency of direct Newton iteration is about one third of that
of interval identification plus Newton iteration. The effi-
ciency of dichotomy is obviously lower than that of New-
ton iteration. The efficiency of direct dichotomy is about
one seventh of interval identification plus the Newton iter-
ation. From the point of view of solving stability, the
interval identification method is also better than the direct

Start

Input
Vs/Ve/A/J/S

Let V = Vmax
Calculate ti and ST

Let V = V′
Calculate ST

ST ≤ S

Put V = Vmax
Into formula 6

Get t4

V = V′′
Calculate ST

End

Y

N

Run formula 6-11
Get ti

N

Y
Compare ST ≤ S

Determination curve
profile

ST ≤ S

(a) Matching with velocity

Start

Calculate
Vs′/Ve′/A/J/S

Confirm case No.

Solve fi(v) = 0
Get V

Fis
⁎Fie≤ 0

Let V= Vmax
Call formula 6

get t4

Call formula
9-12 get ti

End

Y

N

Input
Vs/Ve/A/J/S

(b) Interval identification

Figure 10: Comparison of matching with velocity and interval identification.

Table 4: Parameters used in the simulation.

Symbol Item Value

Vs Initial velocity 20mm/s

Ve Final velocity 30mm/s

Vmax Maximum velocity 100mm/s

Amax Maximum acceleration 600mm/s2

Jmax Maximum jerk 3 × 104mm/s3

Vε Iteration termination precision 1 × 10−6mm/s

Ts Interpolation period 1ms

S Displacement 0.01-18mm

Vo Initial velocity of iteration 15mm/s
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Figure 12: Local amplification of efficiency comparison graph after stabilization.
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iteration method. As mentioned earlier in the paper, the
interval identification avoids the phenomenon of iteration
jumping back and forth in different value intervals, thus
improving the stability.

To sum up, the interval identification+Newton iteration
method is the best both in solving efficiency and solving
stability.

Figure 11 is the abscissa which is truncated at 0-5mm
and enlarged locally to get Figure 13. It can be seen that the
efficiency of all solutions fluctuates within a certain bound-
ary, and the Newton iteration is the obvious. In the figure,
the red dot dash appears near two key points, which are ST1
and ST2 in formula (17), corresponding to the interval
boundary points in the interval identification method. This
shows that the expression change caused by the change of
displacement length has an obvious effect on the iteration
efficiency. The smaller the displacement, the more time-
consuming the solution.

8. Interval Identification plus Modified
Newton Iteration

In order to prevent the divergence of Newton iteration, a
requirement is attached to the iteration process to keep its
monotonicity.

f Vk+1ð Þj j < f Vkð Þj j: ð16Þ

In order to meet this requirement, Newton iteration is
modified.

Vk+1 =Vk −
f Vkð Þ
f ′ Vkð Þ

Vk+1 = λVk+1 + 1 − λð ÞVk

8><
>: , ð17Þ

Where λð0 < λ ≤ 1Þ is the downhill factor, and formula
(18) is obtained after the transformation of the above
formula:

Vk+1 =Vk − λ
f Vkð Þ
f ′ Vkð Þ

 k = 0, 1,⋯ ð18Þ

In the iteration, it starts from λ = 1 and reduces by half
until it meets the requirements (16).

After the modified Newton iteration is introduced, the
iteration parameters and initial conditions are set according
to Table 4. Under the same conditions, the efficiency curve
Figure 14 is obtained.

Only Newton iteration can be seen in Figure 14, because
the iteration diverges until the number of iterations jumps
out of the cycle. The record time of 0.01 seconds in the figure
is the time taken to jump out of the cycle. Figure 13 is
partially enlarged to obtain Figure 15.

It can be seen from Figure 15 that, when the displacement
is large, the solution efficiency of interval identification plus

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.5

1

1.5

2

Intervl identification+Newton
Derect Newton iteration

Interval identification+Dichotomy

Derect dichotomy iteration

×10−3

×10−5

S (m)

Ti
m

e (
s)

Figure 13: Comparison of solution efficiency when small displacement.
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modified Newton method is very close to that of interval
identification plus Newton iteration, which retains the char-
acteristics of fast convergence of Newton iteration; when
the displacement is small, the downhill factor ensures the
convergence of iteration.

9. Conclusion

(1) When analyzing the process of solving S-shape accel-
eration and deceleration directly by the traditional
numerical solution method, the phenomenon of
“solving interval jump” was concerned, which is a
main reason for the low efficiency and poor stability
of the solution

(2) According to the S-curve profile and solution, the
concept of separating the curve profile recognition
from the velocity solution was introduced, and a plan
of quickly identifying the interval of the solution
location was put forth. With this method, the com-

plete acceleration and deceleration curve parameters
can be obtained through one-time planning and
one-time solutions, and the solution efficiency and
stability are certain

(3) The modified Newton method was introduced to
solve the problem that the Newton iteration depends
too much on the initial value of velocity, which not
only retains the speed advantage of the Newton
method but also uses the downhill factor to ensure
its convergence

(4) Finally, through the simulation comparison and
analysis, the efficiency and stability of the interval
identification and modified Newton method were
verified

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

0
0

1

2

3

4

5 ×10−6

0.002 0.004

Interval identification+Newdon
Interval identification+Modified Newdon

0.006 0.008 0.01 0.012
S (m)

Ti
m

e (
s)

0.014 0.016 0.018

Figure 15: Local enlarged map of comparison between Newton and Newton downhill.

0
0

0.002

0.004

0.006

0.008

0.01

0.012

0.002 0.004

Interval identification+Newdon
Interval identification+Modified Newdon

0.006 0.008 0.01 0.012
S (m)

Ti
m

e (
s)

0.014 0.016 0.018

Figure 14: Comparison between Newton iteration and Newton downhill method.

13Wireless Communications and Mobile Computing



Conflicts of Interest

The author(s) declare(s) that they have no conflicts of
interest.

Acknowledgments

This study was funded by the National Natural Science
Foundation of China (No. 51975019) and the Science
and Technology Project of Hebei Education Department
(No. QN2019193).

References

[1] J. W. Jeon and Y. Y. Ha, “A generalized approach for the accel-
eration and deceleration of industrial robots and CNC
machine tools,” IEEE Transactions on Industrial Electronics,
vol. 47, no. 1, pp. 133–139, 2000.

[2] J. Hu, L. J. Xiao, Y. H. Wang, and Z. Wu, “An optimal feedrate
model and solution algorithm for a high-speed machine of
small line blocks with look-ahead,” International Journal of
Advanced Manufacturing Technology, vol. 28, no. 9-10,
pp. 930–935, 2006.

[3] Y. P. Li and S. N. Wang, “Improved exponential acceleration
and deceleration algorithm,” Machine Tool and Hydraulics,
vol. 1, pp. 39-40, 2006.

[4] H. Li, H. Li, L. Song, Y. Yin, L. Huang, and W. Li, “Design of
global sliding-mode controlled AC servo controller based on
exponential acceleration/deceleration algorithm,” in 2010
IEEE International Conference on Mechatronics and Automa-
tion, pp. 1507–1511, Xi’an, China, 2010.

[5] H. Jun, Y. Youpeng, C. Hao, and W. Huaming, “A fast nested
look-ahead algorithm with S-shape acceleration and decelera-
tion,” Acta Aeronautica Et Astronautica Sinica, vol. 31, no. 4,
pp. 842–851, 2010.

[6] K. Erkorkmaz and Y. Altintas, “High speed CNC system
design. Part I: jerk limited trajectory generation and quintic
spline interpolation,” International Journal of Machine Tools
& Manufacture, vol. 41, no. 9, pp. 1323–1345, 2001.

[7] J. H. Chen, S. S. Yeh, and J. T. Sun, “An S-curve acceleration/-
deceleration design for CNC machine tools using Quintic Fee-
drate function,” Computer-Aided Design and Applications,
vol. 8, no. 4, pp. 583–592, 2011.

[8] K. Z. Sun, X. F. Zhou, G. Zhang, and X. S. Chen, “An interpo-
lation algorithm based on S-curve Feedrate profile and look-
ahead function,” Applied Mechanics & Materials, vol. 300-
301, pp. 1389–1396, 2013.

[9] Y. Altintas, Manufacturing Automation: Metal Cutting
Mechanics, Machine Tool Vibrations, and CNC Design, Cam-
bridge University Press, London, 2000.

[10] P. J. Barre, R. Bearee, P. Borne, and E. Dumetz, “Influence of a
jerk controlled movement law on the vibratory behaviour of
high-dynamics systems,” Journal of Intelligent and Robotic Sys-
tems: Theory and Applications, vol. 42, no. 3, pp. 275–293,
2005.

[11] S. Chuan, Z. Tong, Y. Peiqing, and L. Qiang, “Study on S-shape
curve acceleration and deceleration control on NC system,”
China Mechanical Engineering, vol. 18, no. 12, pp. 1421–
1425, 2007.

[12] S. H. Nam andM. Y. Yang, “A study on a generalized paramet-
ric interpolator with real-time jerk-limited acceleration,” Com-
puter Aided Design, vol. 36, no. 1, pp. 27–36, 2004.

[13] Y. Liangliang, X. Shoujin, S. Weimin, and G. Hongwei,
“Research on S type acceleration and deceleration time plan-
ning algorithm with beginning and end speed non-zero,” Jour-
nal of Mechanical Engineering, vol. 52, no. 23, pp. 199–206,
2016.

[14] Y. Chen, X. Ji, Y. Tao, and H. Wei, “Look-ahead algorithm
with whole S-curve acceleration and deceleration,” Advances
in Mechanical Engineering, vol. 5, no. 10, Article ID 974152,
2015.

[15] L. Wang and J. Cao, “A look-ahead and adaptive speed control
algorithm for high-speed CNC equipment,” International
Journal of Advanced Manufacturing Technology, vol. 63,
no. 5-8, pp. 705–717, 2012.

[16] J. A. Tao, S. L. Gao, Q. N. You, and Q. Shi, “Look ahead and
acceleration deceleration algorithms for micro-line blocks
machining,” Journal of Computer-Aided Design & Computer
Graphics, vol. 22, no. 9, pp. 1570–1577, 2010.

[17] Y. B. Xia and W. Wang, “S-curve acceleration/deceleration
algorithm based on reference table,” Research Journal of
Applied Sciences Engineering & Technology, vol. 4, no. 2,
pp. 131–134, 2012.

[18] H. Ni, J. Yuan, S. Ji, C. Zhang, and T. Hu, “Feedrate Scheduling
of NURBS Interpolation Based on A Novel Jerk-continuous
ACC/DEC Algorithm,” IEEE Access, vol. 6, pp. 66403–66417,
2018.

[19] D. Li, J. Wu, J. Wan, S. Wang, S. Li, and C. Liu, “The imple-
mentation and experimental research on an S-curve accelera-
tion and deceleration control algorithm with the
characteristics of end-point and target speed modification on
the fly,” The International Journal of Advanced Manufacturing
Technology, vol. 91, no. 1-4, pp. 1145–1169, 2017.

[20] T.-C. Lu and S.-L. Chen, “Genetic algorithm-based S-curve
acceleration and deceleration for five-axis machine tools,”
International Journal of Advanced Manufacturing Technology,
vol. 87, no. 1-4, pp. 219–232, 2016.

[21] F. Xu, H. Chen, X. Gong, and Q. Mei, “Fast nonlinear model
predictive control on FPGA using particle swarm optimiza-
tion,” IEEE Transactions on Industrial Electronics, vol. 63,
no. 1, pp. 310–321, 2016.

14 Wireless Communications and Mobile Computing


