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Satellite imaging, a form of remote sensing, can be used to analyse water quality, which must be monitored for proper and
sustainable environmental management. This paper studies the effect of a sea traffic reduction in the Alboran Sea (Spain),
analysing the changes in water quality before (from February 3rd, 2020) and during (until June 22nd, 2020) a confinement
period. This was an unprecedented event in modern times and brought an interesting opportunity to study dynamics when the
human impact is reduced. The study of these dynamics and the concentration levels with little human effect is important for
environmental conservation purposes. We applied already existing indices using ArcGIS and ACOLITE to determine the
following environmental parameters: colored dissolved organic matter (CDOM), suspended particulate matter (SPM),
chlorophyll-a (Chl-a), and harmful algal blooms (HABs). Prequarantine concentration levels can reach up to 4 a(CDOM)440
(CDOM), 18 g/m3 (SPM), and 100 μg/L (Chl-a). Most prequarantine days presented an increment in either concentration level
or distribution from the day before. The effects a sudden human impact has on an ecosystem which experimented reduced
human influence for months were shown. On the day before the said impact (June 12th), three of the parameters were barely
detected with concentration levels of mostly 2 a(CDOM)440 (CDOM), 6 g/m3 (SPM), and 25μg/L (Chl-a), and sparse
distribution. Afterwards (June 22nd), their levels went up to 4 a(CDOM)440 (CDOM), 14 g/m3 (SPM), and 1000 μg/L (Chl-a)
and were distributed near the ports. The results presented in this study show that the main drivers of change when human
impact was reduced were climatologic events (such as storms). Nevertheless, the importance of the human facto can be seen
through the CDOM, SPM, and Chl-a plume near port areas observed the day after port activity was reactivated, June 22nd.

1. Introduction

When talking about environmental importance, nonconti-
nental water bodies are essential for life. The oceans and seas
serve as a supply of resources and as a key place where
important socio-cultural activities are developed. Algae are
an important resource in fixing carbon dioxide (CO2),
which can be highly beneficial in stopping and reversing cli-
mate change [1]. If we focus on organisms, seas and oceans
have very high levels of biodiversity, which must be pro-
tected since it is already highly threatened [2]. Tourism is
one of the main economic drivers on the coast, especially
in areas with warm climates. Furthermore, the oceans are
used daily to move goods across the planet, and they offer

many resources, such as fishing and energy. For all these rea-
sons, the adequate protection of the seas and oceans is highly
important. Spill pollution, eutrophication, and microplastics
are just some of the most pressing problems that plague our
waters. Uncontrolled discharges from ships can cause high
mortality in a specific functional group or even several of
them, as well as eutrophication problems. However, even
nutrients can be harmful at high levels since they can gener-
ate algal blooms. This increase in microalgae can lead to
eutrophication, causing a significant drop in the level of oxy-
gen in an area [3]. The need to follow these problems closely
and quantify their effects is clear; nevertheless, the method to
do so must be as sustainable as possible. We have to avoid
mistakes that have been made in the past, such as inefficient,
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high-cost monitoring, and incorrect management [4]. The
main problem with the study of marine quality is that the
marine environment is aggressive, any instrument used on
it is subject to corrosion. Nevertheless, this is not a problem
when using satellite imagery. The usefulness of remote sens-
ing to monitor changes in the marine environment has been
proved by various authors. It has been applied during the
quarantine caused by the virus SARS-CoV-2, the quarantine
which prompted this study. Furthermore, remote sensing is
a more sustainable alternative than charting a boat to take
measures.

Starting in March 2020, Spain went into an emergency
state, which reduced and even stopped trafficking [5]. It
brought the opportunity to study environmental parameters
with a lessened human impact. Some authors [6] have
already stated that the first reports from environmental
changes during the confinement period were from water
and air quality. Yunus et al. [7] observed a 15.9% decrease
in suspended particulate matter (SPM) in Vembanad lake,
caused by the lockdown, thus proving the effect business
activities have on the lake. Another lake (Hussain Sagar)
was studied by Wagh et al. [8]. They studied the levels of col-
ored dissolved organic matter (CDOM), chlorophyll-a (Chl-
a), and total suspended solids (TSS). The CDOM and Chl-a
levels went down during the lockdown. The absence of traf-
fic and the expected decrease in pollutants from rivers (due
to the decrease in factory production) is an unprecedented
event in recent times. Their impact on the marine environ-
ment can be determined by comparing the data before and
during the quarantine.

The aim of this paper is the study of the changes which
happened on the Mediterranean coast in the Andalusia
region (Alboran Sea) during the quarantine caused by
SARS-CoV-2. Other authors have already demonstrated
the effect a confinement period had on the environment;
nevertheless, there is no specific study for this area. The site
will be studied before and during the quarantine period. To
do so, the dynamics for CDOM, SPM, Chl-a, and harmful
algal blooms (HABs), which are water quality indicators, will
be studied. Satellite imagery will be used to compare the
studied periods. To monitor these parameters from February
2020 to June 2020, a distinctive methodology combining the
use of ArcGIS,ESRI [9], and ACOLITE, MUSEUM [10],
software will be employed. The imagery for this study will
be from the satellite constellation Sentinel-2, more precisely
using the Sentinel-2A-treated images. Only one of the two
satellites which compose the Sentinel-2 missions will be used
to reduce the errors due to possible dissimilarities between
them. With this study, areas of interest, which could be more
sensitive to changes and interesting for future studies, could
be found (for example, close to ports). Moreover, the infor-
mation derived from this study opens remarkable possibili-
ties for the sustainable monitoring of the oceans. In the
recovery and restoration area of environmental sciences, it
is very important to specify the state to which the environ-
ment should return. One of the possibilities for the stan-
dards to which the recovery is to be held is deriving them
from areas with reduced human impact. An opportunity to
analyze such an area arises with the quarantine; the dynam-

ics and concentration values for the studied parameters
could be of use for restoration planning. The data from the
months after the beginning of quarantine show what would
happen to a marine environment if all human activities
stopped. Therefore, the results of this experience could be
used for recovery and restoration purposes as well.

This paper summarises the work performed in the thesis
degree of the first author published by Parra [11] and is
structured as follows. The findings of other research groups
and how they can be related to this study are presented in
Section 2. Section 3 describes the process through which
the results will be obtained. Afterwards, the results are pre-
sented in Section 4. In this section, there are subsections
for each parameter studied. In Section 5, we present a dis-
cussion of the results, breaking them down to better explain
them. Finally, Section 6 presents the conclusions, as well as
the possibilities for the future on this topic.

2. Related Work

In this section, some cases in which Sentinel imagery has
been used to monitor environmental parameters are
explained. The focus is on those relative to the sea. All this
information is submitted to prove the importance of moni-
toring sea parameters and the usefulness of remote sensing.

Toming et al. [12] proved the efficiency of Sentinel-2
MSI data to monitor lake water quality at a global and local
scale in 2016. They compared in situ measures of CDOM,
Chl-a, and dissolved organic carbon (DOC) with band ratio
algorithms. They used both Level-1C (pretreated) images
and Level-2A images they atmospherically corrected using
Sen2Cor. They employed the green to red band ratio to esti-
mate the CDOM, DOC, and water colour. Chl-a concentra-
tions were calculated using the 705 nm peak. They realised
the atmospheric correction reduced the band ratio algorithm
correlation, thus indicating the need for better atmospheric
correction. Nevertheless, the R2 (a parameter which indi-
cates the correlation from 0-no correlation to 1-perfect cor-
relation) values from comparing the in situ results with the
calculated results were high for Chl-a, CDOM, and DOC.
They concluded that Sentinel-2 MSI data would be the key
in developing new water monitoring techniques and
research. Moreover, Orlandi et al. [13] used imagery from
the Sentinel-2 MSI sensor to map water quality indices.
The bands used by them were visible and near-infrared,
and they compared the results with in situ data. They mea-
sured Chl-a, turbidity, and TSS using fifteen images of the
Pescara River estuary on the Adriatic Sea. The Level-1C
images were run through two atmospheric correction pro-
grams, Sen2Cor and ACOLITE. The R2 for the turbidity
model was over 0.95. Although the R2 for Chl-a was ideal,
the model presented better results than the standard OC3
algorithm, which is used. They proved the usefulness of
Sentinel-2 MSI data for coastal research and monitoring.

Caballero et al. [14] used Sentinel-2 imagery to monitor
the southwestern Spanish coast. This experience was con-
ducted during the first year Sentinel-2 imagery was available
to the public. They collected in situ samples of TSS in the
Cadiz Bay, Guadalquivir estuary, and Conil port. This was
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done to later compare the results derived from the model to
the empiric results from the samples. They used an algo-
rithm that selected the most sensitive TSS-water reflectance
relationship to calculate the concentration. It used the red
(664 nm) and near-infrared (865 nm) bands; both models
presented high R2 values. They used atmospheric correction
strategies as well, ACOLITE and POLYMER. The latter
proved to be quite useful for removing sunglint. In conclu-
sion, Sentinel-2 data turned out to be useful for TSS moni-
toring in medium to high turbidity waters.

Li et al. [15] calculated SPM concentrations from the
last twenty-two years using old imagery and a model created
with Sentinel-2. First, they chose between five state-of-art
models by comparing their results to 79 in situ datasets
from the studied estuary. The models were recalibrated as
well to ensure consistency. Then, they applied the chosen
model to old Landsat imagery from 1997 to 2019. They were
able to determine the SPM fluxes and, among other find-
ings, discover seasonal patterns. Focusing on refining the
detection of SPM concentration levels, Liu et al. [16] used
in situ measures and Sentinel-2 MSI images to develop a
model which could calculate the SPM concentration levels.
The sixty-eight hyperspectral measurements they used were
from Poyang Lake, China. Half of the samples were used to
calibrate the model, whereas the rest were used to validate
it. The resulting models were applied to new Sentinel-2
imagery and compared to those from the Terra-Moderate
Resolution Imaging Spectroradiometer (MODIS) B01. The
models, which used B04 to B8A, explained 77-93% of the
SPM concentration variation. The most accurate models
were the ones that used B07 for high loadings and B04 for
low loadings.

Focusing on HAB detection, Potes et al. [17] tested pre-
vious algorithms developed for the ENVISAT-1 with
Sentinel-2 data. The study area was the Alqueva reservoir,
Portugal. Moreover, they tested the effectiveness of the algo-
rithms for the new MSI instrument for Chl-a, water turbid-
ity, density, and concentration of cyanobacteria. Their
results were compared to in situ sampling and the analysis
of Chl-a associated with HAB in laboratories. The MSI sen-
sor was able to detect HABs. The study conducted by Khalili
and Hasanlou [18] tested up to fifteen different indices for
HAB monitoring using Sentinel-2 MSI data. Specifically,
the test they performed was aimed at the detection of red
tide algal blooms. Different statistical parameters were calcu-
lated for each index, such as overall accuracy, type I and II
error, area under the curve, and Kappa coefficient. The
model that presented the best results considering the statis-
tical parameters was ðB04 – B8AÞ/ðB04 + B8AÞ. Following
this, Alba et al. [19] used Sentinel-2 imagery to monitor an
algal bloom event. This algal bloom event occurred in San
Roque lake, Córdoba, Argentina. The bands used to detect
the HAB were B04 and B08. Moreover, they used B8A and
B09 to discern the algae composition patterns. The results
were positive and showed the potential Sentinel-2 MSI data
has for monitoring bloom events in eutrophic lakes.

Some authors have studied the effect of the lockdowns
from SARS-CoV-2 had on the environment. Focusing spe-
cifically on water quality, we find Cecchi [20] who studied

the decrease in seawater contaminants in the Lagoon of
Venice. They detected that volatile organic compounds
(VOCs) as well as microplastics and other pollutants signifi-
catively decreased. From the studied compounds, 17 were
not detected after the lockdown period, and the ones which
were detected were 9 with an input which was not altered by
the lockdown or with a stronger persistence. Furthermore,
Silva et al. [21] studied both the air and water quality in
Spain and Portugal during the lockdown period. The water
transparency increased during that time, with a reported
reduction in total suspended matter (TSM) of 17% from
the month of February to March (when the lockdown
started), of 37% from March to April, and of 53% from April
to May. It is to be noted that TSM is related to SPM. These
studies prove that the lockdowns caused by the SARS-CoV-2
had a relevant effect in seawater quality.

Therefore, all these authors proved the usefulness of
Sentinel-2 for monitoring these parameters under normal
circumstances. The usefulness of satellite imagery for envi-
ronmental monitoring has been thoroughly proved. It is
especially relevant for areas hard to monitor manually. The
sea is one of those areas, which could benefit from the contin-
ued monitoring via remote sensing. Nevertheless, the SARS-
CoV-2 quarantine presented an unprecedented opportunity
to study dynamics and the effect a reduction on human
impact could have. Combining remote sensing services and
quarantine (which allows for the study of water quality
dynamics without human impact in this area) creates an ideal
situation for novel research on seawater monitoring. In this
paper, the water quality of the Alboran Sea (south-west Med-
iterranean region) is studied through four parameters:
CDOM, SPM, Chl-a, and HABs. The background of the
methodology used for each parameter is described in Section
3.4 of Materials and Methods. The study developed by Silva
et al. [21] deals with seawater quality in the Iberian Penin-
sula; nevertheless, they focus on Portuguese waters, whereas
this study is centered on the waters between Andalusia and
Morocco. A study of the effects on seawater quality caused
by the SARS-CoV-2 quarantine has yet to be published for
this area.

3. Materials and Methods

Now, we are going to show the background, as well as the
technical aspects of this study. To better understand this,
the section is divided into four subsections. First, some back-
ground is provided in order to show where the data comes
from and why it was chosen. Next, the method used to
obtain the data is shown. Afterwards, the process the data
undergoes before applying the indexes is thoroughly
explained. Finally, those indexes are described.

3.1. Background

3.1.1. Spatial and Circumstantial Framework. The quaran-
tine, caused by a virus, began on the 14th of March 2020.
That day, many restrictions (most of them on mobility) were
issued in Spain. The return to a state similar to the one
before quarantine (New Normality) was done gradually
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through a process named deescalation. The quarantine was
declared officially over on the 21st of June 2020, thus starting
the New Normality. It was a state similar to that from before
the quarantine, nevertheless, with social distancing and face-
masks. We summarised the changes in the marine area
brought by every step on the deescalation [22], in Table 1.
All the restrictions lifted on every step of the deescalation
were forbidden during the period between March 14th and
the date indicated on the table. Recreational sailing and
cruises were prohibited, and even though commercial trans-
port was still allowed [23], it was slowed due to a reduction
in personal and restrictions on other countries.

The study area is situated where the Mediterranean Sea
meets the Atlantic Ocean. It is delimited by the Strait of
Gibraltar on the west, Andalusia (Spain) on the north, and
Morocco and Algeria on the south. It is an exchange area
where Atlantic water, less dense, flows on the upper part of
the water whilst the Mediterranean waters sink while flowing
out [24]. The area, its coordinates, and the surface covered
by the study can be seen in Figure 1.

3.1.2. Selected Image Source. The imagery used for this study
is obtained from the Sentinel-2 satellite, launched by the
European Space Agency (ESA) [25]. It is a mission in con-
junction with the Global Monitoring for Environment and
Security (GMES) initiative, named “Sentinel.” The missions
were created within the Copernicus framework, and their
objective is to monitor the Earth. The Sentinel-2 mission
is comprised of two satellites phased 180°, which offers a
high revisit time, and covers latitudes from 84° N to 56° S.
The satellites, which weight 1.2 tones, have enough propel-
lant to work for 12 years, although their estimated lifespan
is 7 years and 3 months. They are endowed with several
instruments, the most remarkable one being the MultiSpec-
tral Instrument (MSI), which works passively by collecting
reflected sunlight. The products available to the public are
the Level-1C, Level-1B, and Level-2A images. Level-1C
images are used in this paper because they have undergone
preprocessing (with a <12m root mean square error) before
being accessible to the public [26]. This process includes
geometric and radiometric corrections with both spatial reg-
istrations and ortho-rectification. The global reference sys-
tem ensures subpixel accuracy.

The Sentinel-2 products used for this paper are raster
images for which the value of the pixel is the reflectance at
different wavelengths. The wavelengths, what they depict,
and their resolution (pixel size) for the bands used are noted
in Table 2.

Although it was not created specifically for marine mon-
itoring like Sentinel-3, the Sentinel-2 mission offers high-
resolution optical imagery (which the Sentinel-3 mission
does not). This is a crucial factor since, usually, the higher
the resolution, the higher the price [27]. Nevertheless,
Sentinel-2 offers high-quality imagery for free. Therefore,
the images from the satellites belonging to this mission are
more suitable for imaging techniques.

3.2. Data Acquisition and Management. The data used for
this paper will be extracted from the Copernicus Open

Access Hub [28]. In this webpage, data from all over the
world can be accessed, from every Sentinel satellite, for free.
The areas for each Sentinel-2A image are not big enough to
cover the entire Andalusian Mediterranean coast; therefore,
we will have to select all the images needed (four images,
dividing the coast into four subareas). These areas will be
selected to ensure the presence of data from all the Spanish
Alboran coastline. The names of the subareas are marked
with three letters by Sentinel-2A; the subareas selected are
STF, SUF, SVF, and SWF. This area was chosen due to the
usually high marine trafficking, which is usually present
there. It is the metaphoric door to the Mediterranean Sea,
the Strait of Gibraltar. Every ship coming from outside the
Mediterranean Sea has to go through it. Therefore, it is a
suitable area for the study of possible changes due to a
quarantine.

As stated before, there are four subareas, each corre-
sponding to different parts of the Alboran sea. The first
day from which we have data is the 3rd of February, and
we know Sentinel-2A has a return time of 10 days in this
area. Therefore, the last day for which there are data is the
22nd of June, barely a day after quarantine finished. This
makes a total of fifteen days, an average of three per month,
of data. The subarea SWF has data for more days than those
studied; this is since this subarea is in the limit between two
runs from the satellite. Therefore, some data from this area
will not be used due to the dates not matching.

3.3. Data Treatment. This subsection is divided to under-
stand the process better. Nevertheless, it can be summarised
in the scheme presented in Figure 2. This scheme follows the
workflow of this study. First images were obtained from the
website. Afterwards, they were treated with both ArcGIS,
ESRI [9], and ACOLITE, MUSEUM [10]. Finally, the results
were displayed using ArcGIS.

3.3.1. Pretreatment. The images obtained from the Sentinel
webpage had already been through the pretreatment men-
tioned in the previous subsection. Nonetheless, they still
needed to be further processed before some of the indices
were calculated. The Sentinel and Landsat software [10],
developed by the Royal Belgian Institute of Natural Sciences,
was used for this step. This software was built specifically
for marine and inland water bodies monitoring and has
been proved to be useful for Sentinel-2 before [29]. It uses
the light reflectance from each pixel and applies formulas
to the images treating them as if they were matrices.
Among the processes it performs, the most important is
the atmospheric correction; this is done using the dark
spectrum fitting approach by Vanhellemont [30]. Moreover,
it can apply indexes and existing formulas to derive param-
eters with their corresponding values. ACOLITE works with
a specific configuration that can be altered by creating .txt
files with new settings. Currently, it works with Python
20190326.0.

It is to be noted that part of the main treatment was
applied when running the ACOLITE scripts for the pretreat-
ment, specifically for the Chl-a and SPM indices. Neverthe-
less, this step was just the beginning for the HAB and
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CDOM indices. It was done to optimise the use of this soft-
ware instead of running two different scripts, one for the
pretreatment and one for the main treatment. Although
ACOLITE can represent HAB, the index used in this paper
applies a different equation.

The first step for the pretreatment of the images used for
the HAB index was to merge the images for B04 and B8A. It
was done using the ArcGIS software, ESRI [31], more pre-
cisely the “Mosaic To New Raster” tool [32], which can be
found in the Data Management Tools. It was done for both
B04 and B8A for each day. The images generated are the
ones that will be used later for the main treatment for
HAB. Said treatment is explained in detail in the next
subsection.

3.3.2. Main Treatment. The ACOLITE script for each day
was a modification of the default script to which new com-

mands were added and some old commands were modified.
The input and output were selected, as well as the 12w
parameters (among them were the indices). Moreover, it
was specified for the results to be obtained in .tif format
and not to generate .png files. The 12w parameters chosen
were Rrs_560, Rrs_665, spm_nechad2016, and chl_re_
moses3b740.

The Rrs_560 and Rrs_665 images were used for the
CDOM index, and before calculating it, it was needed to
combine them. It was done following the same method as
for the HAB images, combining the B03 and B04 images
in this case. The main treatment for the Chl-a and SPM
was done by ACOLITE, and the files generated by spm_
nechad2016 and chl_re_moses3b740 were ready to be ana-
lysed. For the main treatment for HAB and CDOM, another
ArcGIS Tool was used. In this case, the chosen tool was one
that is useful for many remote sensing applications; the
“Raster Calculator” [33]. Raster files can be interpreted as
large matrices in which each pixel is one number from the
matrix. The Raster Calculator applies a specified formula
to the matrix represented by the raster. Several indices,
explained in the following subsection, were used.

3.4. Used Indices. In this subsection, the indices used to esti-
mate the levels of CDOM, SPM, Chl-a, and HAB are
described. This subsection has been divided into four brief
parts to ease the understanding thereof. Each of them deals
with one of the indices.

3.4.1. CDOM. CDOM [34] is the part of dissolved organic
matter which can be detected via optical techniques. It is

Table 1: Effects of the deescalation for the marine area.

Phase 0 Phase 1 Phase 2 Phase 3

Quarantine
conditions

Exceptions in some autonomic communities for
marine transport. 50% occupation with 2 meters
between seats, 100% occupation in cabins for

people living together

Recreational fishing allowed
Recreational sailing only
within the territorial unit

Passengers allowed to embark ferries
Recreational sailing allowed within the

national territory

Study area ≈ 20,000 km2

0
40

5 10 20 30 Km

S

N

36 45’56”N°

2 11’49”W°

Cabo de gata

33 07’25”N°

5 26’15”W°

Algeciras bay W E

Figure 1: Study area, sea delimited by the discontinued line.

Table 2: Bands used and their characteristics.

Band name
Wavelength

(nm)
Description Resolution (m)

B03 0.560 Green 10

B04 0.665 Red 10

B06 0.740
Vegetation
red edge

20

B08 0.842
Near infrared

(NIR)
10

B8A 0.865
Vegetation
red edge

20
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humic-rich and affects the light levels in the water column,
therefore, affecting the entire ecosystem. It peaks naturally
during spring and intense weather conditions such as storms
and hurricanes. It is due to these events causing massive
overland flows. Nonnatural causes for peaks include human
activities such as sewage treatment plant discharge and agri-
cultural and farming runoff.

Chen et al. [35] developed several models for the remote
sensing of CDOM and Chl-a concentration levels in 2017.
They used Sentinel-2 data and calibrated it with data from
field measurements. The tests were conducted on Lake
Huron, China. Twelve models were developed and tested
for CDOM alone, four of them proving to be useful. Later
on, in 2020, another study conducted by the same team used
one of them, which used B03 and B04 [36]. It is the index
used for our CDOM identification, the formula to estimate
the CDOM levels using B03 and B04 as seen in

CDOM a CDOMð Þ440ð Þ = 28:966 · e−2:015· B3/B4ð Þ: ð1Þ

The results from this equation were the CDOM concen-
tration levels in absorbance at 440nm for each pixel,
a(CDOM)440. This is the most used unity for CDOM mea-
surements. It is to be noted that each pixel was 10 × 10
meters in real life due to both bands used for this index hav-
ing that resolution.

3.4.2. SPM. SPM [37] is linked to CDOM because both
increase with runoffs and both being sediments. It modifies
the colour and transparency of water as well. Nevertheless,
SPM is associated with bacteria and metallic contaminants.
Some human causes for an increase in the SPM levels
include offshore wind farms, dams, sand extraction, trans-
port of pollutants… Natural causes for SPM variation
include water velocity and hydrological alternation [38].

The SPM levels were derived from the raster files gener-
ated by ACOLITE. The program used the formula developed
by Nechad et al. [39], seen in its empirical formula in Equa-
tion (2). In which T is the turbidity (SPM in g/m3), A and B
are coefficients which depend on the wavelength used
(2383.49 and 0, respectively, for 842λ). The R2 for this
method using the selected wavelength is 0.889. The X is
the water-leaving reflectance, obtained from the 842 λ. The
equation with the parameters for this case can be seen in
Equation (3).

T
g
m3

� �
= A λð Þ · X λð Þ + B λð Þ, ð2Þ

T
g
m3

� �
= 2383:49 · B8 + 0: ð3Þ

The formula has been proved useful by Chapalain [40],
who used it for a study on SPM dynamics and characteristics
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Figure 2: Scheme of the methodology.
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on the French coast. First, the program applied an atmo-
spheric correction to the images; next, using the NIR images,
the concentration (in g/m3) was calculated for each pixel.
This step was done when running the script on ACOLITE,
and there was no need for ArcGIS to generate this data, only
to display it. The equation for this parameter was not intro-
duced; it was applied automatically by ACOLITE. Therefore,
it is not noted in this study.

3.4.3. Chl-a. As stated by Pérez-Ruzafa et al. [41], Chl-a
indicates the trophic state of waters since it is a proxy for
phytoplankton biomass. High Chl-a levels indicate eutrophi-
cation, a state for which dissolved oxygen becomes a scarce
resource, thus affecting the entire ecosystem. This increase
in phytoplankton happens when there is a high nutrient
load. The Chl-a levels in the sea are usually lower than in
lakes and coastal lagoons; nonetheless, they increase with
weather events such as storms since overland flow increases
the nutrient load.

In the case of Chl-a, the results were obtained from
ACOLITE as well. The formula used was first postulated
by Moses et al. [42]. The said formula usually employs the
reflection at a wavelength of 708nm as a reference. Never-
theless, it can be specified for it to use the one at 740 nm
(B6), as seen in Equation (4), for which Rx is the remote
sensing reflectance for the band at x nm. This equation
was chosen because the concentrations were slightly higher
when employing the 740 nm band as reference. When deter-
mining harmful concentrations, it is better to overestimate
them. Moreover, since the objective is to compare the
changes between different days, it is better to have higher
values; the changes can be more notable.

Chla
μg
L

� �
= 113:36 · R−1

B4 − R−1
B6

� �
+ RB6

� �
+ 16:45

� 	1:124
:

ð4Þ

Many studies have used the equation developed by
Moses et al. [42] in 2012. In 2019, Warren et al. [43] used
it to monitor Chl-a levels in a comparative study. Moreover,
it was used by Phalevan et al. [44] when they retrieved Chl-a
from Sentinel-3 and Sentinel-2 imagery using machine
learning in 2020. For our study, the concentration levels
were calculated for each pixel and were shown in μg/L.
The formula was applied automatically by ACOLITE during
the pretreatment. ArcGIS was only used to display the data.

3.4.4. HABs. HABs [45] disrupt the entire marine ecosystem
and can cause eutrophication. They can impact the local
economy, food security, human health, and tourism. The
warming and acidification of the seas, as well as deoxygen-
ation (all caused by climate change), increase the possibility
of a HAB. Moreover, they can be caused by high nutrient
loads after extreme climatic events such as storms or
hurricanes.

For HABs, the formula used was the one determined to
be the best for this type of measure by Khalili and Hasanlou
[18]. This equation resulted from research with an extensive
background; the likes of which include the work developed

by Carvalho et al. [46] to detect Karenia brevis blooms along
the west coast of Florida and the Gulf of Mexico. Moreover,
they also applied the results from the research conducted by
Matthews et al. [47] in which the HABs were studied
through the use of Chl-a levels. The formula developed by
them and used in this paper is different from the ones above.
It shows the pixels that have a higher difference between Red
and Vegetation Red Edge bands. It is to be noted that B8A
had a smaller resolution than B04. Therefore, their result
had the smallest resolution (20m). This index was calculated
using the Raster Calculator Tool ARCGIS DESKTOP [33]
using

HABs = B4‐B8A
B4‐B8A : ð5Þ

The results for this index ranged from -1 to +1 due to the
nature of its equation; they are dimensionless. For pixels
where the value for B04 was significantly bigger than for
B8A, the results were close to 1. Whereas for pixels where
the value for B8A was significantly bigger than for B04, the
resulting pixels were close to -1. In pixels where the values
for B04 and B8A were similar, the resulting pixel had a value
close to 0. According to Khalili and Hasanlou [18], HAB-
laden waters present bigger differences for B04 and B8A
than normal seawater. Therefore, values closer to 1 represent
HABs, whereas low positive values are water. Clouds are
white; therefore, the reflectance for B04 and B8A is similar
for them. Therefore, numbers very close to 0 (both positive
and negative) are clouds, and low positive values represent
water. Since land is of no concern for this study and will
be represented using another layer on the map, we do not
need to specify another category for discerning land.

4. Results

The results are presented now for each of the parameters
monitored in the area and period specified. This section
has been divided into five subsections to achieve a clean pre-
sentation of the results. The representation of the data is
explained in the first one. The second section deals with
the changes in CDOM. Next, the evolution in SPM is pre-
sented. Moreover, the spatial-temporal changes in Chl-a
are shown in the third subsection. Next, the distribution of
HAB is presented in the fourth subsection. It is important
to note that in this section, the results are presented, and
their possible causes are mentioned. The next section (Dis-
cussion) details and analyses the causes, drivers, and dynam-
ics and summarises them.

4.1. Data Analysis and Representation. The resulting images
have been displayed using ArcGIS. Four results have been
obtained per day using their pixel values to colour the
images. The CDOM, SPM, and Chl-a images correspond
to their concentrations, whereas the HAB images represent
their presence or absence. All the images have the “≤0” range
to indicate water due to the nature of the equations and to
eliminate possible errors (negative values).
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For the CDOM, SPM, and Chl-a indexes, the true colour
images are represented underneath. These images place the
clouds and help interpret the results. In order to make sure
it rained whenever clouds are present in the pictures,
weather tables are checked [48]. The values do not represent
the magnitude of the storm at sea, in any case. Nevertheless,
they can assert the presence of rain. The effect rain has on
concentration levels has to be taken into account to identify
the cause of increasements during the quarantine period. It
is important to note that the SPM and Chl-a concentration
levels (measured g/m3 and μg/L, respectively) cannot be
considered equivalent due to the Chl-a concentration levels
in μg/L presenting a difference in concentration values one
thousand times smaller than the SPM ones. The choice in
units is due to Chl-a levels being very low at sea.

It is to be noted that the period studied in this paper was
very cloudy, which is to be expected from a winter-spring
time interval. The quality of the data is not the same for
every studied day. Some days are cloudier than others, and
the area which can be studied is reduced, which affects the
distribution. Not all the weather is visible; some clouds look
like water due to them being very low. Nevertheless, the
images have been thoroughly studied, and the results derived
from them are presented in this section, broken down for an
easier understanding. In February, the second day, the 13th,
presents a storm covering its sky. There are clouds on all
three days; nonetheless, those clouds are small and localised
for the first day, the 3rd. For the third day, the 23rd, they
only cover the western part of the Alboran Sea. On March,
the first day, March 4th, the sky is clear. Nevertheless, on
March 14th, clouds cover the western part of the Alboran
Sea in a similar way to the image from February 23rd.
Finally, for the third day, Mach 24th, the sky is almost fully
covered; even though the eastern part of the sea seems visi-
ble, it is covered by low clouds, in which the imaging tech-
niques are difficult. When observing April, the large clouds
covering the second day, April 14th, can be distinguished.
Moreover, on the third day, April 24th, some clouds cover
the area. Not only they cover the parts which look white,
low clouds were present during this day. The only day with
complete data is the first day, April 4th. This day presents
some errors since the satellite images used were slightly
compromised; it can be seen on the right side of the image.
It shows lines in which the values are much lower than
expected compared to those around them, which is an error
due to the source data (the satellite images) being compro-
mised. It can be seen in most of the images; nonetheless,
the effect is more notable in this one. May is the first month
in which all three days can be studied without major clouds
interfering. The first day, May 4th, has a clear sky, as does
the third day, May 24th. The second day, May 14th, presents
some clouds on the western part of the Alboran Sea, close to
the Strait of Gibraltar. Half of the study area had entered
phase 1 on May 14th, and next, for the third day, May
24th, all the area was on phase 1. Finally, June 2nd is hard
to study due to the clouds that seem similar to those on April
23rd; nevertheless, small gaps between clouds can be ana-
lysed. For June 12th, the situation is similar, although a small
area in the west can be seen. The third day, June 22nd, pre-

sents a clear sky. It is important to note that on June 1st, the
entire area entered phase 2; on June 8th, it entered phase 3,
and on June 21st, it entered the New Normality.

4.2. CDOM. In this subsection, the results concerning the
concentrations of CDOM are presented. They can be seen
in Figure 3.

The CDOM concentration levels for February are pre-
sented in Figures 3(a)–3(c). Most values on February 3rd
were lower than 2 a(CDOM)440. Their distribution does
not seem to reveal any pattern other than it being slightly
more prominent near the clouds. It is important to note that
these concentrations correspond to data taken in the middle
of winter and before the quarantine started. Natural CDOM
peaks usually happen during spring [34]. Next, for February
13th, the results are more difficult to interpret since there
were many clouds. Nevertheless, the data shown on the gaps
between clouds present higher concentrations of CDOM.
The concentrations for those areas, higher than that of the
3rd, can be explained through the storm that can be seen
in the weather tables [48] and the port activity. Even though
some clouds are present on February 23rd, most of the data
can be interpreted. An overall increase respecting the con-
centrations from February 3rd can be seen. Concentrations
from 2 to 4 a(CDOM)440 can be found in the southeastern
part of the area.

The CDOM concentration levels for March are pre-
sented in Figures 3(d)–3(f). The values from March 4th
show concentrations from the 0 a(CDOM)440 to 2
a(CDOM)440 range and from the 2 to 4 a(CDOM)440
range. The distribution shown by them is similar to the
one present on February 23rd (Figure 3(c)). This could eas-
ily be explained due to the rains experienced the week
before, as seen in the weather tables [48], and the port activ-
ity. The conditions already present ten days before are main-
tained; heavy rains hit the peninsula the week before March
14th, the date on which quarantine started. Moreover, some
clouds only allow the eastern part of the Alboran Sea and
the coastline to be studied on this date. Some parts of the
sea present concentration values over 4 a(CDOM)440. Fur-
thermore, there seems to be higher concentrations nearshore
which could be caused by the overland flow due to the
storm. For March 24th, not much can be analysed since
clouds cover most of the sea. The CDOM concentration
peaked, reaching values of even 8 a(CDOM)440. This can
be explained due to the intense weather conditions that
week, which created massive overflows and then the cur-
rents pulled the matter together in one direction. Further-
more, spring started, which is the time of the year in
which CDOM levels naturally peak [34], possibly explaining
that peak.

The CDOM concentrations for April are displayed in
Figures 3(g)–3(i). Even though the image error concentra-
tion values of 0 to 2 a(CDOM)440 can be seen in almost
all the sea. Furthermore, concentration levels of 2 to 4
a(CDOM)440 can be seen in the eastern part of the sea, sim-
ilar to those in Figures 3(c) and 3(d). The previous week was
dominated by heavy storms, as seen in weather tables [48],
explaining the high concentrations of nearshore. For April
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14th and April 24th, there is not much to be analysed. They
both show concentration levels up to 6 a(CDOM)440 in
small areas, which could be analysed between clouds. The
weather tables [48] show storms throughout the month,
explaining the difficulty in obtaining good satellite imagery
and the high concentration levels.

For May, the CDOM concentrations are presented in
Figures 3(j)–3(l). The concentration levels for May 4th show
a distribution close to the coast with higher concentrations
at the centre-western offshore waters. It can be explained
due to the storms from the week before [48]. Following,
for May 14th, it is important to remark the lower presence
of storms the week before [48]. Thus, we can see how the
CDOM distribution is closer to the coast. This reduction
on the week where there were no storms further proves that
they are most likely the main cause of peaks on this month
and April. In the week previous to the third day this month,
May 24th, there were storms again. Moreover, temperatures
started to increase [48]. The results presented in Figure 3(l)
show the highest CDOM concentrations of all. It is certainly
a CDOM peak, which is to be expected around spring [34],
and can be caused by the storms combined with the temper-
ature increase. Those parameters can affect the physico-
chemical properties and its ecosystem, thus making the
degradation of CDOM slower.

Finally, the concentrations of CDOM for June are
shown in Figures 3(m)–3(o). For June 2nd, only some small
gaps between clouds can be analysed. Nevertheless, most of
the values for those areas are on the 0 to 2 a(CDOM)440
and 2 to 4 a(CDOM)440 concentration ranges. It means a
drastic decrease considering the values for May 24th
(Figure 3(l)). Nonetheless, ten mostly dry days went by
between both images, and storms are the main drivers of
change for these parameters when the human impact is
reduced. The impact reduction linked with other parame-
ters such as temperature, wind, and the physicochemical
characteristics of the sea may have caused the decrease,
which was possible due to the port activity being stopped.
The next day, June 12th, shows no CDOM in the eastern
part of the Alboran Sea. Moreover, the western side presents
very small concentrations in areas where the clouds open
and the sea can be studied. After this week, marine trans-
portation was allowed on all the national territory, and pas-
sengers were allowed to embark on ferries. Finally, on June
22nd, two very distinctive plumes can be seen heading east.
One of them comes from the Algeciras (left) port area,
while the other comes from the area around Malaga (cen-
tre). Moreover, the concentrations for this date present a
more similar distribution of the ranges 0 a(CDOM)440 to
2 a(CDOM)440 and 2 a(CDOM)440 to 4 a(CDOM)440
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Figure 3: CDOM concentrations. Each map represents (a) February 3rd, (b) February 13th (c) February 23rd, (d) March 4th, (e) March
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9Journal of Sensors



than any other image. Furthermore, it presents concentra-
tion levels up to 14 a(CDOM)440.

4.3. SPM. This subsection deals with the results concerning
the concentrations of SPM. They can be related to the con-
centrations of CDOM since their causes are similar [34].
Nevertheless, SPM levels can increase due to other causes.
They can be seen in Figure 4.

For February, the concentration levels can be seen in
Figures 4(a)–4(c). The SPM levels are low and close to the
shore and clouds for February 3rd. This distribution does
not correlate to the CDOM distribution, thus indicating
the cause for them is different. In comparison to CDOM
levels, these are more localised, especially nearshore. Most
of the concentration levels for this day are below 6 g/m3.
Even though not much can be analysed for February 13th,
the concentration levels for the small areas between clouds
certainly present higher values than the previous day, up to
18 g/m3. It correlates with what happened to CDOM, thus
proving they were caused by the same factor. For February
23rd, all the visible water presents concentrations higher
than 2 g/m3. Some parts of the southeastern area present
concentrations up to 10 g/m3. Moreover, areas close to the
clouds and close to the coast have SPM levels up to 14 g/
m3 and even 18 g/m3, which is the highest SPM concentra-
tion level for the entire studied period and is presented on
two of the three studied days that month.

The next month to be studied is March, during which
the quarantine started. The SPM concentration levels for
March can be seen in Figures 4(d)–4(f). For March 4th, a
distribution similar to the one observed on February 23rd
(Figure 4(c)) can be observed. Nevertheless, concentrations
seem to peak near Malaga port, with levels up to 18 g/m3.
The port activity is a likely cause of this peak. Concentra-
tions are also high nearshore in Cabo de Gata and Almeria
(top right corner). Surprisingly enough, concentrations are
not as high in Algeciras port, although the currents can
be an important factor. On March 14th, the day quarantine
started, the concentrations peaked both in the east and west
but lowered at the Malaga port. The areas which can be
seen between clouds in the west show concentrations on
the 2 to 6 g/m3 and 6 to 10 g/m3 ranges. In the east, values
peak around Almeria and Cabo de Gata, reaching concen-
trations up to 14 g/m3 and even 18 g/m3. Although they
reach the shore near Cabo de Gata, they seem to not due
to the effect of clouds. It may be caused by dust transported
by wind since the week previous to that day had been dry,
and dust being carried offshore is a natural cause for high
SPM concentrations at sea [34]. For March 24th, not much
can be said. The small gaps between clouds present low
concentration levels, unlike CDOM concentrations for this
date.

The results from April are presented in Figures 4(g)–4(i).
The concentration levels for April 3rd are higher on the east-
ern side of the Alboran Sea. It is unfortunate since it is the
area for which the file was corrupted and could not compute
the entire image. Nevertheless, the increased concentration
can be seen. Most of the concentration values for that area
reach 10 g/m3. Concentrations are higher nearshore, going

up to 14 g/m3, reinforcing the possibility of the peaks being
due to dust carried through the wind; therefore, not caused
by port activity. Concentration levels of CDOM were also
higher on the southeastern side for this date, although they
were not present nearshore. SPM does seem to be present
nearshore for most of the images in which it is detected.
For April 13th, some small gaps between clouds can be seen,
for which the average concentration seems to be in the 10 to
14 g/m3. The next studied day, April 23rd, presents lower
concentrations, most of them on the 2 to 6 g/m3 range.
Changes for this month may have to do with hydrological
conditions caused by the storms on the weeks previous to
them [48].

The concentration levels for SPM in May are shown in
Figures 4(j)–4(l). The concentration levels for May 3rd seem
to be the consequence of those in April still. SPM presence is
no longer on the eastern part of the Alboran Sea, and now,
the higher values are on the western side. Although most
values are on the 2 to 6 g/m3 range, values from the 6 to
10 g/m3 and 10 to 14 g/m3 ranges can be seen offshore. The
week previous to this date presents high precipitation levels
[48]. CDOM presented high concentration levels on that
area for this date, indicating a massive overland flow caused
by storms, which has already gone far into the sea and
carries SPM. For May 13th, the concentrations seem to have
lowered, although they are close to the western side as well.
Their distribution is similar to the CDOM distribution for
this date, reinforcing the possibility of natural causes. The
concentration levels for May 23rd seem to have lowered to
mostly values from 2 to 6 g/m3. Nonetheless, SPM has
spread in distribution, covering areas not covered on May
13th, which may have to do with winds. It is important to
note that on May 18th, the entirety of the study area entered
phase 1. The weather most likely caused all changes for this
month.

June (Figures 4(m)–4(o)) is the last month to be studied.
Most of the data for June 2nd cannot be analysed due to the
clouds covering the sea. Nonetheless, for the small gaps in
which the imaging techniques could be run, the values pre-
sented are mostly on the 2 to 6 g/m3 range. On this date,
all of Andalusia was already on phase 2. On June 8th, the
area of interest entered phase 3. Although data from June
12th cannot be analysed as well as data from other days, it
shows low concentration values. Most of them are in the 2
to 6 g/m3 range and do not cover the full extent of the open-
ing between clouds. Finally, on June 22nd, a day after the
end of quarantine, the concentration values peaked. It is
interesting to note that their distribution is very similar to
the distribution of CDOM for this date. They are higher near
the Algeciras port and the Malaga port. Especially on the
Algeciras area, for which values on the 10 to 14 g/m3 range
can be seen. On this date, the other concentration levels have
values on the 2 to 6 g/m3 and 6 to 10 g/m3 ranges.

4.4. Chlorophyll-a (Chl-a). In this subsection, the results for
the Chl-a levels on the Alboran Sea are presented in
Figure 5. High Chl-a levels can be naturally caused by storms
and high nutrient loads [38], presenting a correlation with
high CDOM and SPM.
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The concentration levels for February can be seen in
Figures 5(a)–5(c). The Chl-a levels for February 3rd present
mostly concentrations lower than 50μg/L. Nonetheless, this
date presents higher concentrations near the Malaga port
and the Strait of Gibraltar, where the Algeciras port is
located. Concentrations present in these areas go up to
100μg/L. Chl-a is detected in the entirety of the area of
study. For February 13th, not much can be studied. Never-
theless, the areas visible through the clouds present concen-
tration levels with most values lower than 25μg/L. Although
concentration levels did not change much, the coverage
increased. On February 23rd, both higher concentrations
and a larger presence of Chl-a can be seen. Most concentra-
tion levels are lower than 50μg/L. Nonetheless, there seem to
be more peaks on the 50 to 75μg/L and 75 to 100μg/L
ranges than for the first day this month. Since storms those
weeks were not intense, the increment was most likely
caused by port activity.

For March, the Chl-a concentration levels are shown in
Figures 5(d)–5(f). March 4th shows a scenario similar to
February 24th (Figure 5(c)), although the Chl-a levels close
to the coast seem to have reduced. Most concentration levels
present values lower than 50μg/L for this date. Nevertheless,
there are more areas with concentrations up to 100μg/L
than for the previous studied day. For this date, CDOM pre-
sented higher concentrations as well. For March 14th, the
concentrations seem to have lowered; most of them fall on

the 0 to 25μg/L range. Nonetheless, their distribution
thickens on the eastern side of the sea, which correlates to
SPM and CDOM concentration levels increase for this date.
It is possible that the dust which could have caused the SPM
unusually high levels contained a high proportion of nutri-
ents. It is important to note that this date is the day the quar-
antine started. Next, March 24th is difficult to interpret. The
only data available is from small gaps between clouds, the
concentration levels for these gaps present values on the 25
to 50μg/L range. This is probably caused by the storms
which hit Andalusia during this period. CDOM concentra-
tions were high for this date as well.

Next comes April; its Chl-a concentration levels are
shown in Figures 5(g)–5(i). For April 3rd, concentration
levels mostly on the 0 to 25μg/L range can be seen through-
out the entire area. The said area presents concentration
levels on the 25 to 50μg/L range, although less than for the
other range. Similar to SPM and CDOM, the higher concen-
tration levels for this date are on the eastern side of the
Alboran Sea. In this case, there are some areas for which
the concentration gets to 75μg/L. The week before this date
presented rains; this increase could be caused by those
storms. Next, April 13th presents little to no data. The points
for which concentrations were calculated between clouds
present concentrations on the 0 to 25μg/L range mostly
and some on the 25 to 50μg/L range. The spatial distribu-
tion of the Chl-a cannot be studied for either this date or
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Figure 4: SPM concentrations. Each map represents (a) February 3rd, (b) February 13th, (c) February 23rd, (d) March 4th, (e) March 14th,
(f) March 24th, (g) April 3rd, (h) April 13th, (i) April 23rd, (j) May 3rd, (k) May 13th, (l) May 23rd, (m) June 2nd, (n) June 12th, and (o)
June 22nd.
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the next. Then, the concentration levels which can be stud-
ied for April 23rd present mostly values on the 0 to 25μg/
L range. Contrary to April 13th, this date presents concen-
trations higher than 50μg/L, on the 50 to 75μg/L range. This
sudden increase most likely had to do with the storms, and
the massive overland flows caused by them.

Then, the next month analysed is May. The Chl-a con-
centration values for the said month can be seen in
Figures 5(j)–5(l). The first studied day, May 3rd, presents
concentration levels mostly on the 0 to 25μg/L range. None-
theless, near the Algeciras port, concentration levels increase
to the 25 to 50μg/L range. Furthermore, some values near
the coastline on the central and eastern parts of the sea pres-
ent concentration levels up to 75μg/L. These levels are not
only present there but also on the plume on the east. For
May 13th, the concentration levels have mostly reduced both
in magnitude and dispersion. During this period, there were
fewer storms, which could explain these values. The concen-
tration levels for Chl-a present for this day correlate to
CDOM and SPM as well. Increases in concentration levels
for all these parameters can be naturally caused by storms.
Therefore, this retreating behaviour can be interpreted as
the consequence of a storm since it was the main driver of
change without human impact. On May 18th, all of Andalu-
sia entered phase 1. The week previous to May 23rd was
dominated by heavy rains [48], explaining the higher con-

centration values presented in the central area for this date.
These concentrations increased up to 100μg/L and, on some
parts, even 1000μg/L and 2000μg/L. It is an unprecedented
peak for the period studied for this paper. Moreover, it cor-
relates with the CDOM peak.

Finally, the last month is June. The Chl-a concentration
levels for this month can be seen in Figures 5(m)–5(o). The
values for June 2nd were taken a day after phase 2 started in
Andalusia. It presents concentrations up to 100μg/L for the
small gaps between clouds, which could be caused by precip-
itations. On June 8th, all of Andalusia entered phase 3.
Therefore, the values for June 12th correspond to this
period. Recreational fishing was permitted, and recreational
sailing was allowed within the territorial unit [22]. Concen-
tration levels and distribution on the gap on the western side
of the Alboran Sea are low and sparse. The Chl-a levels show
almost no Chl-a compared to the levels before the quaran-
tine (Figure 5(a)). Finally, on June 22nd, barely a day after
the instauration of the New Normality, two plumes can be
seen. One of them seems to come from the Algeciras port,
while the other comes from the Malaga Port. Chl-a concen-
tration levels for the Algeciras port plume are on the 0 to
25μg/L and 25 to 50μg/L ranges mostly. In contrast, Chl-a
concentration levels for the Malaga port plume reach
1000μg/L and present many values on the 75 to 100μg/L
range.
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4.5. HABs. The analysis of the distribution for HABs
throughout the studied period is different from the analysis
for CDOM, SPM, and Chl-a. There were only three HAB
episodes in the five months studied for this paper. Neverthe-
less, Figure 6 shows the results for the days which presented
HABs.

The first and biggest bloom is on February 3rd
(Figure 6(a)). The HAB distribution corresponds with the
Chl-a distribution for that date. The values here show a clear
HAB, big enough to cover the entire Alboran Sea. The first
week of February presents temperatures higher than usual
[46], which added to the usually high nutrient content in
this season [47] and could have caused the bloom. It hap-
pened before the quarantine. The second bloom happened
on April 4th (Figure 6(b)), close to the Strait of Gibraltar.
It does not match with high Chl-a, CDOM, or SPM levels,
which could indicate the algal class [49]. The bloom, none-
theless, seems to come from the strait, probably being
caused by a nutrient load entering the Mediterranean Sea.
The last noticeable bloom is on May 3rd (Figure 6(c)). It
matches up with high Chl-a concentrations as well as the
presence of CDOM and SPM. Therefore, it is similar to
the bloom on February 3rd. It is most likely due to the high
nutrient load present on the sea after the storms which hit
Andalusia the week before [48]. Both this HAB and on April
4th happened during phase 0.

5. Discussion

Next, we are going to discuss the results. It has been divided
into five subsections to improve the presentation of the
observations which have been made. The first one summa-
rises the dynamics observed in the study area and compares
the results to those obtained from other studies done in sim-
ilar areas before the quarantine period. The second subsec-
tion deals with the effects of the reactivation of ports. The
problem when observing HABs is explained in the third sub-
section. Localised tendencies are explained in the fourth one.
The fifth subsection presents the limitations the technology
used has. It is to be noted that this information is key to
derive the conclusions for the next section.

5.1. Summary of the Observed Dynamics. The observed
dynamics are presented in Figure 7. Increases are shown in
colour red, whereas decreases are shown in colour green.
The days for which the concentration levels were similar to
the days before are shown in yellow. Moreover, the HABs
are represented in red. The rains are represented in different
shades of blue depending on their intensity (darker for
heavier rain). The first day for CDOM, SPM, and Chl-a is
marked in red to indicate their presence.

February, a winter month, presents some light to moder-
ate precipitations [48], and an increasing or maintaining
trend for CDOM, SPM, and Chl-a. These concentration
levels can be explained by the rains. Spring started in March,
a month for which the concentrations of Chl-a seem to be a
follow-up of the storms in February. SPM presents a peak
not related to storms during this month; on the 14th,
CDOM does too. Nevertheless, they show different distribu-

tions and may be caused by human factors. March 14th is
the day quarantine started.

During the quarantine, the month of April is hard to
analyse due to the intense precipitations present in this
period. The high CDOM, SPM, and Chl-a values can be
explained by those storms. On May 13th, all the concentra-
tion levels are lowering; nevertheless, after another intense
precipitation event, the CDOM and Chl-a concentration
levels rose. Finally, during June, without human activities
or storm periods, the CDOM, SPM, and Chl-a concentra-
tion levels were lower, although June 22nd, the day after
quarantine ended, presents a sudden increase in all three
parameters.

It is to be noted that most days that presented increases
during the quarantine happened after an intense storm
period. Moreover, the quarantine period presents more days
with a decreasing trend, especially for May and June, after
the rainy season (this season being the last week of March
and the month of April). Two out of three HABs correlate
with high CDOM, SPM, and Chl-a concentration levels;
the outlier may be caused by a nutrient load entering from
the Atlantic Ocean. Furthermore, on June 22nd, barely a
day after the New Normality was established, an increase
can be observed. The data after the quarantine period is
not further studied because this study was conducted in
June.

Furthermore, to better understand the dynamics, we
present three graphics showing the distribution as well as
the peak concentration of CDOM, SPM, and Chl-a for
each of the studied days. Figures 8–10 present the afore-
mentioned values. For five of the studied days, the distribu-
tion cannot be determined due to the high cloud coverage;
for those days, it is not represented to avoid misinterpreta-
tions since it cannot be stated with accuracy. The days for
which was not possible to study the distribution are March
24th, April 13th, April 23rd, June 2nd, and June 12th. The
days lockdown started and finished are underlined on the
X-axis.

Figure 8 presents the dynamics for CDOM. It can be
seen that previous to the lockdown, the highest value was
lower; this is due CDOM peaking naturally during spring
[34]. The peak on May 23rd comes right after an intense
storm period, which is a natural cause for CDOM peaks.
What can be observed during the confinement period,
though, is the decrease in distribution. Most prelockdown
days (except February 2nd) present a high distribution.

When comparing to the results from other authors,
Organelli et al. [50] measured the CDOM levels on the
NW Mediterranean Sea for two years. For the months stud-
ied in this paper, the dynamic observed is an increase in
spring and a decrease in June. Later on, El Hourany et al.
[51] studied the CDOM levels on the eastern Mediterranean
Sea, close to the Nile’s mouth. They observed high values
from February to April, and they decreased in May and June.
Nonetheless, they used a slightly different wavelength
(412 nm instead of 440 nm as in this study). Therefore, their
results prove the existence of a peak in spring, as has been
stated before [34] and as shown in these results. Neverthe-
less, the numerical data cannot be compared.
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In Figure 9 the evolution of SPM can be observed. This is
the parameter which presents the clearest results with both
the distribution and its peaks decreasing during the lock-
down period. All of the days during lockdown present lower
peak values than those from the prelockdown period (except
for February 2nd). The distribution decreases for most days
as well.

Other authors who have studied SPM values include
Cresson et al. [52], who studied the particulate organic mat-

ter levels and composition in the Bay of Marseilles, the NW
Mediterranean Sea. The units they used (μg/mg) can be con-
sidered equivalent to the ones used in our paper (g/m3),
although seawater does not have a density of exactly 1 kg/
1 dm3. The values presented are higher than those calculated
for the studied period.

Figure 10 shows the evolution of Chl-a distribution and
concentration peaks during the studied period. The values
decreased at the beginning of quarantine, although they
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Figure 6: HABs during the studied period. Each map represents (a) February 3rd, (b) April 3rd, and (c) May 3rd.
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peaked in spring, as it is natural for Chl-a [41]. The distribu-
tion lowered as seen in the days for which it was possible to
study it.

To analyse the values of Chl-a, they can be compared to
the work conducted by Fabres et al. [53]. As for SPM, the
values can be compared, although the density of the water
does not make the units completely equivalent. It can be
seen that for the days in May, the values on regular years
are higher than those for our studied period.

One thing becomes clear when observing Figure 7, the
longer the quarantine period had been going on, the lower
the concentration levels. Even during spring, for which
many of them peak naturally, Slonecker et al. [34], Kang
et al. [38, Pérez-Ruzafa et al. [41], and Gobler [45]. Con-
centration levels before the lockdown are high and not
caused by storms since they were lower than those in

spring. Nevertheless, the days with high concentration
levels during the quarantine period are right after or during
storm periods.

5.2. Effects of the Port Reactivation. The quarantine period is
characterised by the reduction of port activity. When com-
paring the March-June period in 2019 and 2020 for the
Algeciras Port, Autoridad Portuaria de la Bahía de Algeciras
[54], we can observe the shift in dynamics. The passenger
traffic decreased an 82.06%, whereas industrial vehicles
present a 12.78% reduction. Overall, 42.39% fewer vessels
entered the port, and the gross tons shift reaches 13.79%.
Furthermore, March et al. [5] showed the rapid port reacti-
vation in Spain in their study.

As shown in Figures 3–5, the concentration levels for
CDOM, SPM, and Chl-a increased the day after the
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reactivation of port activities. It is important to note that on
this date, many restrictions regarding marine transportation
had been lifted [22]. Taking this into account and observing
both peaks near important ports, it is easy to assert the
cause. The plumes are most likely caused by a human factor,
the revitalisation of marine transportation. According to
Vessel Finder, Historical AIS Data Services [55], the traffic
density in the seaport of Algeciras was very high on June
22nd. Although the Malaga port does not seem to present
many ships, they were big ships, two of them around
25.000 gross tons [56].

Considering the weather conditions [48], this peak in
concentration levels cannot be explained by weather condi-
tions. No storms were present the weeks previous to this
date. The most likely explanation is the human impact after
the reactivation of port activities. This event generated an
anthropogenic impact. As stated before, the plumes seem
to have their origin in the two main ports in this area.
Although there are more ports in the study area, those
two are the most important, with higher trafficaffluence.
We see the Algeciras port on the right, while on the left,
we see the Malaga port. These are the two most important
ports in the area of interest. It is important to note that
the plumes have similar behaviour; they drift to the east.
It can be explained due to the currents which affect the area;
they go from the Atlantic Ocean towards the Mediterranean
Sea [57].

Ports are areas with high concentration levels for pollut-
ants [58]. Sipelgas et al. [59] observed the total suspended
matter levels on several Estonian harbours for 10 years using
MERIS imagery. The behaviour they observed is similar to
the one present on the day after the end of quarantine.

5.3. HABs Problematic. The HABs detected in this paper are
those associated with high biomass levels. They are danger-
ous for many reasons, such as eutrophication, gill damage
which could kill fish, and food web disruption [60]. They
can be caused by toxic or nontoxic species. Nevertheless, it
is important to monitor these events due to their negative
consequences. Nevertheless, HABs not associated with high
biomass cannot be detected with this method. Moreover,
HABs are short-spanned phenomena [19], which explains
why only three HABs have been observed in this experience.
Nonetheless, this does not mean that only three HABs hap-
pened during the studied period. The HABs represented in
this paper may not be all the blooms that happened during
this period. The return time of the images used (10 days)
is a problem when monitoring HABs.

It is important to note that even though for June 22nd all
concentrations are high near the Algeciras port and the
Malaga port, a HAB cannot be seen. Nevertheless, after just
one day of marine trafficking, it is to be expected. Ouellette
et al. [61] identified, in 2016, the main challenges of remote
sensing for marine monitoring purposes. They were reliabil-
ity, continuity, institutional barriers, knowledge gap, resolu-
tion, and coverage. HABs need a high continuity. Later on,
in 2018, Burford et al. [62] noted the usefulness of remote
sensing for covering large areas and its lack in a high tempo-
ral frequency, thus resulting not ideal for HABs monitoring.

Shi et al. [63] included as a challenge the low-time frequency
remote sensing presents.

5.4. Localised Tendencies. Several tendencies were observed
during the studied period. However, most of them are
exposed in Section 4.1. This section deals with those with a
more localised extension.

We observe a tendency of higher concentration levels
near the Cabo de Gata and Almeria, especially notable for
SPM on March 14th (Figure 4(e)). It may be due to the
intensive agricultural use of the land in the area [64]. More-
over, this tendency is present during the quarantine, which
could be explained since agriculture was not stopped. Pollut-
ants get to the sea through agricultural runoff, a phenome-
non that has been studied since the 70s [65]. Like Griffin
et al. [66] in 1982, many authors have remarked the impact
agricultural runoff has on water quality. Nowadays, the
removal of pesticides and pollutants from agricultural runoff
is being studied [67].

Furthermore, several days for several parameters present
higher concentration levels near the port areas. Besides June
22nd (explained on 4.2.), the most notable one is on March
14th for SPM (Figure 4(e)). It is normal to have high pollu-
tion levels near port areas [58], as explained in Section 4.2.
Therefore, this peak could be explained by an increase in
marine transport activity. The date for these unusually high
values near the port is that of the beginning of quarantine,
indicating a high activity of the previous days. This activity
was caused most likely by many ships returning to the port
due to the pandemic.

In addition, the rivers present in this area are either short
or wadis. Therefore, it is to be expected not to find a ten-
dency near their river mouths except for when it rains
(explained in Section 4.1). Long rivers, with a high flow all
year long, carry more pollutants and can affect the sea, as
in the Bohai Sea [68].

5.5. Limitations of the Used Technology. The analysis con-
ducted in this paper yields information useful for seawater
quality monitoring. Nevertheless, it would be better to be
able to have data from more days. Combining Sentinel-2
and Landsat-8 like other researchers have done before would
reduce the time between two datasets. Therefore, the moni-
toring would be more thorough. Statistical analyses could
be run (since there are not enough days studied to run a
trustworthy t-test to compare results before and during
quarantine).

The resolution for some of the bands used is lower than
for others, thus creating results with different resolutions.
Unfortunately, given the available technology, this cannot
be mended. The only option would be to use imagery from
other satellite missions. Nonetheless, their cost would be
higher than the ideal for this type of study.

There are parameters for which there are not any estab-
lished indices. ACOLITE only has built-in formulas for
SPM, turbidity, Chl-a, HABs, NDVI, particulate backscatte-
ring, and temperature. Therefore, other indices cannot be
monitored with the proposed system. The obvious solution
would be to create those indices, which could be done by
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studying the behaviour of those parameters to check which
bands would work better and then compare the new indices
with real in situ data.

It could be argued that the reliability of remote sensing
using satellite imagery is based on contact measures. Never-
theless, the plausible error caused by the calibration is always
the same, unlike for contact measures, for which the error
changes as the sensor is corroded. Moreover, remote sensing
offers periodical results and is less expensive and more sus-
tainable than charting a boat to take contact measures.

6. Conclusions

The study of the water quality has been achieved by analys-
ing satellite imagery using ArcGIS, ESRI [9], and ACOLITE,
MUSEUM [10], software to produce indices for a series of
environmental parameters. The results (concentration
levels) for these parameters have been analysed to study ten-
dencies and possible drivers of change. Furthermore, they
have been compared with each other and with weather
tables [48].

For several of the days studied, the CDOM, SPM, and
Chl-a concentrations peaked simultaneously and showed a
similar distribution, presumably due to the storms on the
week before each date, causing a massive overland flow.
Moreover, the concentrations lowering and dispersing after
a storm can be observed in several of the days. Nevertheless,
the prequarantine data present more days with high concen-
trations even though the storms were less intense. The port
was reactivated one day after the quarantine was finished,
22nd July. CDOM, SPM, and Chl-a concentrations peaked
this day near the Malaga port and the Algeciras port, prov-
ing the impact of human activity in an environment that
had been undisturbed for several months.

For CDOM, 100% of the days until March 14th present
concentration levels higher or similar to those from the pre-
vious one. All of them have concentrations on the 0 to 2
a(CDOM)440 and 2 to 4 a(CDOM)440 ranges, covering
most of the studied area. Whereas for the quarantine period,
a 55% of the days present higher or equal concentration
levels than the previous one. For SPM, the contrast is even
starker, with 33% of the days during the quarantine present-
ing increasing tendencies. Meanwhile, all the prequarantine
levels (100%) presented an increase. Furthermore, the high-
est peaks, 18 g/m3, are presented on February 13th, February
23rd, March 4th, and March 14th. Chl-a levels present a dif-
ference that is not as extreme as for SPM; nevertheless, it is
higher than for CDOM. An 80% of the studied prequaran-
tine days show higher or similar Chl-a concentrations to
the day before (March 14th being the outlier), whilst 67%
of the quarantine days present it (although with lower distri-
butions). The Chl-a peak happened during one of the
intense storm periods in May. Nonetheless, another peak
happened on February 23rd with levels up to 100μg/L.

February 3 presents the biggest HAB and high Chl-a and
CDOM concentrations showing a distribution similar to the
HAB. It also presents SPM distributed nearshore. The HAB
was most likely caused by the high temperatures [48] and
the nutrient-rich waters [68] and influenced the Chl-a and

CDOM readings. Two more HAB have been observed, one
of them, on May 3rd, related to the storms. The other
HAB, on April 3rd, does not correlate to the CDOM, SPM,
and Chl-a concentration levels or distribution. This HAB is
close to the Strait of Gibraltar and could have been caused
by nutrient-rich waters entering the Mediterranean Sea.
There were only 3 observed HABs during the period. Never-
theless, the most extended one was on February 3rd.

The possible future projects are split into two directions.
The first direction would be the continuation of monitoring
marine environments. First, other indices could be tested,
even some original indices comparing their results to the
observed in situ values (from buoys). Moreover, this could
be done for other places rather than just the Alboran Sea,
and other image sources like Landsat-8 could be used as
well. Another future study could be the use of satellite imag-
ery for environmental monitoring during the SARS-CoV-2
quarantine applied to other ecosystems (forests, lakes, wet-
lands…). It would be interesting to check the effect a pro-
longed underexposure to human activities could have on
these environments. Moreover, it could help us understand
their dynamics and processes. Furthermore, wireless sensor
networks (WSN) could be employed to improve and verify
the data (especially in nonaggressive, hard-to-access envi-
ronments). By contrasting the data from satellite imagery
to that from sensors, the results could be more precise.
WSNs have been proved useful for the monitoring of the
hydrosphere previously. There are low-cost sensors for mon-
itoring turbidity and SPM, Matos et al. [69]. Areas of inter-
est, like seagrass areas, have already been monitored by
multisensory buoys part of a WSN [70] and could benefit
from further monitoring.
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Agriculture has become more industrialized and intensive due to the rising demand for food in quality and quantity. Agricultural
modernization will be made possible by the Internet of Things (IoT), a technology with a great promise for revolutionizing the
industry. Agricultural products will be in high demand by 2050 due to a 30% increase in the global population, so there is a
need to devise new mechanisms for agriculture, and smart agriculture is one of those mechanisms; however, smart agriculture
needs to be explored further to realize its potential fully. So, to explore the potential of this field, the researchers have used a
corpus that is extracted from the Scopus database from the year 2008 to the year 2022 and applied the LDA technique. A
corpus of 4309 articles was selected from the Scopus database to apply the latent Dirichlet analysis (LDA) model to predict
research areas for smart agriculture. Using IoT technology, farmers and producers may better manage their resources, such as
fertilizer consumption and the number of trips made by farm vehicles, while minimizing waste and maximizing productivity,
including water, electricity, and other inputs. This data-driven experimental study identifies smart agriculture research trends
by implementing a topic modeling technique previously used in smart agriculture. The authors have created seventeen research
themes in smart agriculture based on the LDA topic modeling. This analysis suggests that the indicated areas are in the growth
phase and require further research and exploration.

1. Introduction

Digital technologies like the Internet of Things (IoT) are
reshaping agriculture. When it comes to farming, what is
IoT? The IoT connects “dumb” devices. IoT is all about data
[1]. Data is becoming a valuable resource for our world.
Farmers may become more intelligent and safe by using data
from gadgets to adapt to changing conditions more readily
and farm more efficiently [2]. To free up resources, farmers
can use the ability to monitor agricultural conditions and
infrastructure from afar [3]. Many sectors and industries
have adopted IoT to reduce errors and improve performance
in manufacturing, energy, health care, and communication
[1]. Farm devices can collect and deliver data remotely to
their owners using IoT.

Farmers can save time and money using IoT to keep tabs
on-farm operations and efficiency, make more informed deci-

sions about boosting productivity, and respond more quickly
to changing conditions. In this case, it is putting data ahead
of the farmer’s intuition [2]. A trough’s water supply, the
amount of fertilizer to use on a crop, and which ewe to check
when lambing are all things a farmer could know about.

Smart agriculture is necessary since 70% of the farming
time is spent monitoring and analyzing crop status rather
than performing actual field labor [3]. Given the industry’s
size, it needs various technology and precise solutions to
ensure sustainability while reducing environmental damage.
Sensors and communication technologies have provided
farmers with a remote sight of their fields, allowing them
to watch what is happening without leaving home. Wireless
sensors make monitoring crops in real-time with greater
precision and, more importantly, detecting the early stages
of undesirable conditions easier [4]. This is why “smart agri-
culture uses innovative equipment and kits from seeding to

Hindawi
Journal of Sensors
Volume 2022, Article ID 5442865, 19 pages
https://doi.org/10.1155/2022/5442865

https://orcid.org/0000-0003-3102-0808
https://orcid.org/0000-0003-3116-6356
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5442865


crop harvesting, storage, and transportation. The operation is
smart and cost-effective due to its accurate monitoring capa-
bilities and prompts reporting using a variety of sensors. Var-
ious autonomous tractors, harvesters, robotic weeders, drones,
and satellites supplement agriculture equipment [5]. Sensors
can be instantly deployed, started collecting data, and made
available for further online study. By enabling precise data col-
lection at each area, sensor technology allows crop and site-
specific agriculture”. IoT and its apps are only scratching the
surface of what they can do and have yet to impact people’s
lives significantly, and everyone can see this. However, given
the recent rise in IoT technology in agricultural applications,
we can expect it to play a significant role. Figure 1 summarizes
the key factors driving agricultural technology.

There are reasonable efforts to emphasize the importance
of IoT in agriculture; most published work [6] focuses solely
on applications. However, in light of the most recent facts
and data, most current publications either give little insight
or place a limited emphasis on diverse IoT-based designs, pro-
totypes, advanced approaches, IoT for food quality, and other
future issues. The current state of IoT-based agriculture
research is examined in this paper. Farmers are either delaying
or refusing to change their traditional techniques, whichmight
further depress India’s GDP. Recently skilled migrants from
all across India who returned to their homelands during the
COVID-19 pandemic selected farming as a profession and
had no plans to return. These migrants may move closer to
smart agricultural systems since it takes less time to persuade
them to use them than traditional farmers.

(i) Remote monitoring of agricultural infrastructure
and conditions can save farmers time and labor by
reducing the frequency of on-site field inspections

(ii) Farmers benefit from data analysis

(iii) Gaining insights from real-time data throughout a
value chain allows farmers to respond faster to
market requests

(iv) The food manufacturing process should improve
efficiency to lower food waste, speed up the time
to market, and improve traceability. This will allow
us to demonstrate to our consumers that our food is
safe and sustainable

(v) Research, development, and adaptation to new
technologies ensure continued productivity and
innovation

The first objective of this study is to do a meta-analysis
of the collected corpus. The second objective is to forecast
the present research areas and trends as 2, 5, and 10 topics,
as highlighted in Table 1. The third objective is to examine
in-depth the current research trends to assist future
researchers in determining the correct research directions
in the field of smart agriculture.

2. Review of Literature

IoT is revolutionizing agriculture by bringing together vari-
ous approaches, such as accuracy and conservative farming,
to help farmers overcome obstacles in the field. Jayaraman
et al. [7] discussed using IoT, cloud computing, mobile
computing, and smart agriculture to develop a “phononet”
system, an open system of wireless sensors that share infor-
mation and communicate. For many years, devices presently
labeled as IoT have been deployed in agriculture. The Bosch
technology corporation provides IoT-based data manage-
ment strategies to monitor agricultural yield and diseases
[8]. A platform based on IoT developed by Intel helps agri-
cultural solutions operate more efficiently by improving the
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Figure 1: Technology’s key drivers in the agriculture industry.
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Table 1: Topic labels and high-loading research articles.

Topic ID Key terms Topic label
High loading

paper
Count of
studies

Contribution
(%)

2.1

Smart, application, network, agricultural, device, propose,
information, provide, communication, security, model,
energy, management, service, present, wireless, industry,

cloud, design, challenge

Security and privacy in
smart agriculture

[34]
[35]
[36]

2361
99.9
99.85
99.81

2.2

Water, crop, soil, farmer, irrigation, monitor, control,
plant, temperature, time, propose, smart, field,

monitoring, farm, farming, agricultural, moisture,
condition, production

Monitoring and control
system in agriculture

[37]
[38]
[39]

1948
99.82
99.82
99.81

5.1

Machine, model, image, disease, crop, propose, detection,
learn, learning, plant, result, time, prediction, deep,
accuracy, method, technique, network, classification,

neural

Intelligent disease
detection models

[40]
[41]
[42]

464
99.86
99.85
99.80

5.2

Smart, application, device, security, cloud, network,
service, provide, compute, propose, architecture,

communication, present, challenge, environment, user,
information, solution, platform, data

Data security challenges
in smart agriculture

[43]
[44]
[45]

919
99.88
99.84
99.82

5.3

Water, soil, irrigation, crop, farmer, control, monitor,
temperature, smart, moisture, field, plant, time,
monitoring, humidity, farm, propose, parameter,

condition, farming

Smart monitoring system
in agriculture

[46]
[47]
[48]

1373
99.89
99.88
99.84

5.4

Agricultural, food, production, smart, information,
farming, development, management, application,

product, supply, farm, industry, research, chain, model,
study, farmer, process, sector

Production and supply
chain management in

agriculture

[49]
[50]
[51]

978
99.87
99.86
99.82

5.5

Network, energy, wireless, node, low, power, application,
propose, communication, result, consumption, design,

cost, performance, device, monitoring, smart,
transmission, range, area

Cost-effective
communication system
in smart agriculture

[52]
[53]
[54]

575
99.77
99.73
99.73

10.1

Monitor, temperature, monitoring, time, control,
humidity, design, real, environmental, wireless, low,

device, application, parameter, greenhouse, cost, develop,
network, field, soil

Greenhouse monitoring
system

[55]
[56]
[57]

453
99.89
99.67
99.64

10.2

Application, smart, architecture, platform, model, cloud,
propose, service, network, information, provide, solution,
device, process, management, present, compute, support,

data, precision

Service-based industry
for smart agriculture

[58]
[59]
[60]

440
99.86
99.85
99.82

10.3

Smart, application, device, city, network, challenge,
provide, field, industry, make, communication, area,
cloud, machine, connect, home, research, compute,

present, human

Cloud-based smart
applications in
agriculture

[61]
[62]
[63]

442
99.86
99.86
99.85

10.4

Network, energy, wireless, node, power, low, propose,
communication, application, consumption, result, device,

performance, area, smart, transmission, range, cost,
cluster, show

Energy-efficient smart
transmission system

[64]
[65]
[66]

479
99.87
99.85
99.80

10.5

Agricultural, information, intelligent, production,
management, product, application, development,

improve, control, design, chain, supply, environment,
platform, monitoring, problem, greenhouse, layer,

modern

Smart solutions for
modern farming

[67]
[68]

260
99.83
99.80
99.77

10.6
Water, irrigation, soil, moisture, control, crop, smart,

plant, monitor, temperature, farmer, field, propose, level,
farming, farm, time, humidity, parameter, agricultural

Smart irrigation system
for agriculture

[47]
[69]
[70]

810
99.94
99.93
99.91

10.7

Security, device, blockchain, smart, attack, application,
propose, network, secure, privacy, compute, edge, cloud,
issue, provide, challenge, communication, authentication,

computing, scheme

Blockchain-based
security system for

agriculture

[71]
[72]
[73]

218
99.29
98.72
95.35
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interoperability of services [9]. As part of the MIT Media
Lab Open Agriculture Initiative, Google has shared its vision
for a more sustainable food system [10]. For efficient seed
planting, “sensors and vision-based technology” help deter-
mine the distance and depth. An autonomous robot named
Agribot is being developed to sow seeds using sensors and
a vision-based [11]. Technology and economic sustainability
go hand in hand. A study was conducted in Pakistan to
determine the commercial viability of a proposed crop
insurance plan and assess the demand for crop insurance
in various flood-prone rural districts of Khyber Pakh-
tunkhwa Province [12]. Additional research revealed that
farm households in the study area faced several barriers
to adapting to climate variability, including a lack of labor,
an insecure land tenure system, a lack of market access,
poverty, a lack of governmental support, a lack of access
to assets, a lack of water sources, a lack of credit sources,
and a lack of knowledge and information [13]. One study
found a link between poverty reduction and natural and
social capital for sustainable livelihood. The research
provides empirical and quantitative evidence on poverty
alleviation, and the conclusions will improve agricultural
households’ sustainability [14]. A study also uses natural
and agricultural resources in Northwestern Pakistan to
create a livelihood vulnerability index (LVI), LVI-IPCC,
and livelihood effect index [15].

Further, several noncontact sensing methods for deter-
mining the seed flow rate are proposed in [16], “where the
sensors were equipped with LEDs, infrared, visible light,
laser-LED, and a radiation reception element”. The output
voltage fluctuates depending on how the seeds move through
the sensor and band of light rays and how the shades fall on
the reception parts [17]. Therefore, the seed flow rate is cal-
culated based on the signal information about the passing
seeds. Researchers offer an expert system for evaluating the
viability of agricultural land in a 2019 study by combining
sensor networks with artificial intelligence systems such as
neural networks and multilayer perceptron [18]. The pro-
posed method is intended to assist farmers in categorizing
agricultural land for cultivation into the most suitable, suit-
able, somewhat suitable, and unsuitable categories. In a
recent study, researchers used citrus fruits data labeled by a
domain expert with four severity levels (high, medium,

low, and healthy) to train a deep neural network (DNN)
model to detect disease by severity [19]. The model has a
98% likelihood of predicting low severity and a 98% chance
of predicting high seriousness. In a subsequent study, the
author takes advantage of blockchain’s potential benefits,
combines it with SDN, and provides justification for worries
about energy consumption and security [20]. In the most
recent survey, authors applied the same blockchain technology
integration technology to different platforms. LDA was used
to anticipate blockchain research trends. The researchers have
predicted 17 scientific trends that deserve more attention.
According to the literature, LDA approaches anticipate smart
agriculture research trends [21]. The researcher created a
novel routing protocol for IoT networks with a cluster topol-
ogy using a blockchain-based architecture for the SDN con-
troller. The research concepts of the existing state of the art
and its differentiation from the current state are represented
in Table 2.

3. Topic Modeling

Data mining is an emerging field to extract data from
unstructured formats. Topic modeling is a powerful tech-
nique in text mining in natural language processing to
explore the relationship between the data and collected doc-
uments [22]. This technique is used by various researchers in
their native fields, like medical, semantic analysis [23], and
engineering [24], to conclude the relationship between the
documents and topics. Techniques like latent Dirichlet allo-
cation (LDA), nonnegative matrix factorization (NMF),
latent semantic analysis (LSA), parallel latent Dirichlet allo-
cation (PLDA), and Pachinko allocation model (PAM) were
used in the topic modeling; among all, LDA is intensively
used by researchers. The topic modeling technique is similar
to the dimensionality reduction technique used for numeri-
cal data. A bag of words (BOW) is created from the dictio-
nary of words, and topic modeling extracts the required
features from this BOW. The words contained in the corpus
are viewed as a significant feature in NLP.

NLP considers each word as a feature to train the model.
This technique helps us find the right content instead of ana-
lyzing the accurate data. LDA is used to attain a relationship
among the documents in the collected dataset, and results

Table 1: Continued.

Topic ID Key terms Topic label
High loading

paper
Count of
studies

Contribution
(%)

10.8
Crop, farmer, soil, farming, disease, plant, farm,

agricultural, yield, production, field, increase, smart,
propose, machine, pest, time, weather, make, growth

Production-based smart
system for agriculture

[74]
[75]
[76]

461
99.90
99.87
99.86

10.9

Food, agricultural, study, research, production, industry,
sector, development, supply, farmer, chain, smart,
develop, management, farming, farm, sustainable,

challenge, digital, business

Industry 4.0 in
agriculture

[77]
[50]
[78]

489
99.94
99.93
99.91

10.10

Model, machine, image, learn, propose, result, detection,
learning, method, deep, accuracy, prediction, time,
classification, neural, network, technique, feature,

algorithm, disease

Image-based
classification techniques
in intelligent agriculture

[79]
[80]
[41]

257
99.69
93.38
91.87
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are represented statistically and graphically. To develop
LDA, variational exception maximization (VEM) algorithm
[25] is used to estimate the similarities from the corpus.
Usually, the top few words are picked up from the BOW
as this approach lacks semantics in the sentence. LDA fol-
lows the concept of probabilistic distribution, so each docu-
ment in the corpus portrays the probabilistic distribution of
topics, and each extracted topic depicts the probabilistic dis-
tribution of words. It led to concluding a clear vision of the
topic connection. LDA is applied to retrieve critical informa-
tion or analysis from unstructured data. For example,
research on social media makes users understandable reac-
tions and conversations among the people connected in
social media to conclude the patterns [26].

4. Methodology

The stepwise procedure of whatever tasks have been com-
pleted is affectingly explained, which picture quality defines
our research methodology to predict the research trends of
IoT agriculture. The methods used to conduct this review
are depicted in Figure 2, in which three phases are involved.
The first phase of research is data collection; in the second
phase, collected data is preprocessed; finally, in the third
phase, data is analyzed, and results are depicted.

4.1. Corpus. The primary sources of data collection and for-
mation of the research corpus were the various online digital
libraries, journals, and conference proceedings available to
users through Google Scholar. The search keywords for dig-
ital libraries have been selected based on topic selection. The

research works of Sehra et al. [27] have influenced them to
experiment. The search phrases identified were “IoT agricul-
ture”. Scopus is considered the most extensive database for
published articles globally. The string is run on the Scopus
platform, and 4803 articles were extracted from the Scopus
database. The specific keywords in the publication’s title,
abstract, and keywords were collected by searching for them
in various databases.

Table 2: Existing and current research differentiation.

Existing research
Current research

Title of research study Research concept

“Knowledge domain and emerging trends of
climate-smart agriculture: a bibliometric
study”

A bibliometric study of the literature written
on the topic of climate-smart agriculture

between the years 2010 and 2021

In the current research, the LDA technique
has been applied to Scopus dataset from

2008 to 2022

“Privacy and security in smart and precision
farming: a bibliometric analysis”

All papers in the ISI Web of Science database
totaled around 150 between 2008 and 2018

are considered. Through the use of
bibliometric analysis, the number of
publications and citations is discussed

The difference lies in the dataset and the
technique used for the analysis

“Wireless sensor networks in agriculture:
insights from bibliometric analysis”

The current dataset comprising 2444
documents after refining the dataset and

subject area is based upon WSN

The final corpus comprises 4309
documents, whereas the subject area
defined by the researchers is smart

agriculture

“Deep learning for smart agriculture:
concepts, tools, applications, and
opportunities”

The researchers presented a systematic
literature review of all the deep learning

techniques used in agriculture

The researchers present a technical
perspective of smart agriculture with

current research trends

“Latent DIRICHLET allocation (LDA) based
information modeling on BLOCKCHAIN
technology: a review of trends and research
patterns used in the integration”

LDA technique has been applied to
blockchain dataset and predicted the current

research trends

The researchers have applied the same
technique but used a different dataset to

predict the current research trends

“Interpreting atomization of agricultural
spray image patterns using latent Dirichlet
allocation techniques”

The researchers have applied latent Dirichlet
allocation (LDA) to discover latent features of

spray videos

The researchers have collected and
examined 4309 research papers that were
published during 2008-2022 using the same

technique

Tokenization LemmatizationStemming

PHASE I : DATA COLLECTION

PHASE III : RESULT ANALYSIS

PHASE I : PRE-PROCESSING

Stop word
removal

Search
string

Digital
library
search

Inclusion/
exclusion
criterion

Final
cropus

Trends and
pattern

Topic
modellingLDA modelBag of

words

Figure 2: Proposed methodology.
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Further processing required inclusion and exclusion cri-
teria to finalize the corpus, so, for inclusion criteria, we con-
sidered the research papers published in English only. Then,
the studies concerning IoT agriculture were only considered.
Under the exclusion procedure, we excluded and removed
those studies published in different native languages. In
addition, studies having missing information like author,
abstract, title, and year were excluded from the corpus. After
applying the requirements, 4309 studies were considered for
the current research. Figure 3 represents the year-wise
growth in article publication in IoT agriculture. It is clear
from Figure 3 that after 2015 there has been tremendous
growth in publications. The leading publication is in 2021,
26.43% of the total corpus; in 2020, 21.95% of an article
was published. In 2022 as per data, there is 0.07% publica-
tion, which can be increased by the end of the year.

This area of research is published in various reputed
journals. Some top-rated journals or dominating journals
in IoT agriculture are shown in Figure 4. Dominating jour-
nal analysis shows maximum participation from the
Advances in Intelligent Systems and Computing, which has
134 articles having 0.031%, and this journal belongs to
Springer, having H-Index 48 and 0.66 as its impact factor.

4.2. Preprocessing. It is a preliminary step that processes the
dataset or the information collected. The objective of pre-
processing is to discard the extraneous information inside
the information. Preprocessing removes unwanted words
and characters from the accumulated or collected corpus
and improves the dataset’s quality. As a result, the profile
of further processing becomes more accurate and acceptable.
In the collected corpus, the author used four types of data for
LDA modeling: title of the paper, year of publication, journal
of published article, abstract, and keywords of the docu-
ments. Further, abstract and keywords are combined under
the same column. A sample of the loading corpus is shown
in Table 3.

The first step to performing on the uploaded corpus is to
token the words so that all the abstracts per title are toke-
nized into tokens. The generated tokens are then trans-
formed into lowercase letters for each document. In
tokenization, the focus is on removing the punctuation
marks, single characters, and other special characters like
“;”, “,”, “.”, “/”, “\”, “brackets”, “!”. Further, any equation or
formula used in the abstract was removed. Also, the numer-
ical values were eradicated to get a full-fledge textual token
[28]. Finally, after tokenization, the words which have no
meaning are removed. The stop words are the commonly
used words such as “the”, “if”, “but”, “a”, or “an”. These
words take up space in our corpus and consume valuable
processing time. Thus, it becomes crucial to remove these
stop removals, and here in our experimentation, we have
used Natural Language Toolkit (NLTK). This toolkit has
stop words stored in more than sixteen languages. Here,
the English-language stop words in the NLTK library and
other phrases used to build the corpus were removed from
the corpus [29].

Further, stemming is reducing a word to its word stem.
Stemming is essential in natural language understanding

and natural language processing, endeavoring to extract
the root or core word that is usually appended with the
English suffixes and prefixes. It erases all the extraneous
parts in the word and sources out the accurate, meaningful
word. For example, use is the core word that can be
extracted by stemming the word useless, useful, and uses.
To prepare an adequate corpus, words stem from their orig-
inal form using the Snowball stemmer algorithm [30], and
the resulting base keywords are stored in the cleansed cor-
pus. Finally, the words which were previously stemmed need
to be lemmatized. Lemmatization is when the context is con-
sidered, and stemmed words are converted into more mean-
ingful base words or lemmas. This phase targets removing
inflected words and outputs the dictionary form of a
word [31].

5. Latent Dirichlet Allocation

Latent Dirichlet allocation (LDA) is the most popular tech-
nique in NLP, so data is fed to the LDA model after prepro-
cessing. Before sending data, bigrams and trigrams are
removed from the corpus. Two words that occur together
are named bigrams, like human resources, and the three
words frequently occurring together in the document are
termed trigrams, like human resource management. The
LDA model is implemented in python language, where the
genism library has been used to remove such phrases. Gen-
ism’s phrases model can build and identify these bigrams,
trigrams, quadgrams, or even n-grams [32]; thus, we can
remove and improve the data cleansing process. It is also
part of preprocessing, so after completing this stage, data is
sent to the LDA model for further analysis [49, 67]. LDA
topic modeling is based on three input parameters, one of
which is a list of topics, and the other is hyperparameters.
Before the distribution of a document’s topic content is the
magnitude of the Dirichlet. This parameter is regarded as
several “pseudowords” equally distributed across the docu-
ment’s topics, regardless of how the document’s other words
are assigned to topics. β is per-word-weight of Dirichlet
prior over topic-word distributions. The α value for this
experiment is taken as 1/T , where T is the desired number
of topics [33], and the β has been fixed as 0.01 for all topic
solutions. For identifying two, five, and ten topic solutions,
as suggested by [26], the number of iterations considered is
1000. Thus, initializing these parameters becomes a concern
as the values can define the distribution of high-quality topic
results. The bag of words (BOW) extracted is initially proc-
essed in LDA topic modeling, where the most frequently and
least frequently occurring are removed so the corpus can
become absolute. This study removes a word frequency of
more than 5000 from BOW. The top 20 frequently occurring
words from the corpus with their frequency are shown in
Figure 5, as it is clear from the graph that the most occurring
keyword is the system, use, sensors, internet, agriculture, and
many more.

Hyperparameters are optimized using Python’s mallet
library, a JAVA-based NLP package. Then, the mallet pack-
age extracts the desired topics by training the model using
BOW. Unfortunately, no official or proven measure exists
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to find the optimal number of solutions [27]. Still, some
observational parameters are given by Cao and Arun, which
helps the researcher decide the optimal number of keys [55,
68]. Furthermore, the choice of the topic solution has been
influenced by the heuristics and findings of the studies [55,
61, 68, 69]. Finally, K-mean clustering algorithms are used
to find the optimal number of topics from the BOW.

6. Topic Labeling

Once the topics have been extracted with the help of the
LDA model, each topic is labeled manually based on the

key terms of each topic. As a result, there are 4309 articles
in the corpus, and out of all documents, the top five high-
loading papers and their contribution to the topic are men-
tioned in Table 1.

7. Result Analysis

7.1. Parameters of Topic Solutions. The loadings for two, five,
and ten topic solutions have been acquired by deploying the
LDA model and are presented in Table 1. The selection of
two, five, and ten topic solutions is based on a coherence
score and is influenced by the previous studies. The
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Journal of physics
ACM Conference
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Sensors 
IEEE Access

Communications in computer and...
Lecture notes on data engineering and...

Earth and environmental science

Journal wise analysis

Figure 4: Dominating journals analysis.

Table 3: Sample of loading dataset.

Index Title Year Journal Abstract

0 Title 1 2008 Journal 1
The SmartBay initiative (http://www.SmartBay.ca) is led by the School of Ocean Technology, part of the

Fisheries and Marine Institute of Memorial University of Newfoundland located in St. John’s,
Newfoundland.

1 Title 2 2008 Journal 2

The Internet of Things vision introduces the capability of connecting smart sensor/actuators to locally
available networks in order to allow the interaction with the real world. The two visions are, thus, perfectly
integrated and ideally suited to perform the task of collecting simple information from the surrounding

environment.

2 Title 3 2010 Journal 3
Given a set of k-dimensional objects, the SKYCUBE computation returns a skyline cube which consists of
skylines of all 2k − 1 nonempty subspaces. This paper focuses on efficiently balancing the computation

cost and update cost of dynamic sky-cube computation in the Internet of Things.

3 Title 4 2010 Journal 4
With the rapid development of new theories and technologies, especially AI, data mining and emerging
communication technologies, both data collection and smart data analysis have provided new approaches

for the development and improvement of ITS (intelligent transport systems).
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coherence score plays an essential role in finding the seman-
tic similarity between the key terms in the topic, and ideally,
a 0.3 to 0.6 coherence value is considered a good score [81].
In this study, coherence values achieved are good; for two
topic solutions, 0.62; for five topics, 0.58; and for ten topic
solutions, 0.52 coherence value is reached. Therefore, five
topic solutions are considered optimal based on coherence
value. The dominance of each topic solution is also sup-
ported by the corresponding count of articles it covers.
Table 4 summarizes the count of year-wise publications cor-
responding to each topic solution.

The initial choice of two topics will broadly depict the
core research areas that have been widely covered by the
researchers in the compiled research literature. Further, in
five topic solutions, the researchers have explored the
research areas. Therefore, we have depicted in detail the
research areas studied in five topic solutions. Further in the
hierarchy, the five topic solutions have widened into ten
topic solutions, with new areas emerging as the research
trends in GHRM.

7.2. Topic Labeling. The core research zones explored and
discovered based on the two topic solutions are depicted in
topics T-2.1 and T-2.2. Let us discuss how this labeling has
been performed. While implementing LDA on two topic
solutions, the keywords and their loading has been extracted.
The extraction results of LDA depict the high-loading arti-
cles per topic and the high-loading terms or keywords per
topic. The labeling process is based on the high-loading key-
words that have been collected. Thus, in the table, the label-
ing per topic solution corresponds to the terms extracted
under the heads T-2.1, T-2.2, and so on; it goes for five
and ten topic solutions.

7.2.1. Core Research Area. The two topic solutions present an
abstract view of the literature dataset and divides it into
“Security and Privacy in Smart Agriculture” (T-2.1) and
“Monitoring and Control System in Agriculture” (T-2.2).
These two significant labels depict the research areas the
researchers have extensively explored.

(1) T-2.1: Security and Privacy in Smart Agriculture. Agricul-
ture has shaped human civilizations since ancient times.
Rapid information and communication growth affects agri-
culture’s structure and operation (ICT) [82]. Despite
advances, hazards may be significant, so smart farming must

grasp security and privacy challenges before contemplating
cyber attacks. Smart farming uses devices, protocols, and
computer ideas to modernize agriculture. Digital farming
changes everything and creates effective, efficient, sustain-
able, and open systems [83]. Mobile devices, precision
agronomy, remote sensing, big data, cloud analytics, cyber
security, and intelligent systems simplify agricultural
technology integration. Incompatibility, heterogeneity,
equipment constraints, processing, and data security may
threaten smart farming, but recent years have increased
usage of ICTs in agriculture [84]. Physical risks and con-
cerns may impede agriculture’s deployment, but agriculture
4.0 will be the new agriculture standard [85]. Simultaneous
research is also going on in the area to secure smart agricul-
ture. Technology has added to environmental problems—list
agriculture’s physical threats by category. Population
increase, urbanization, aging, and technical developments
in food production all affect agriculture and farmers. Agri-
culture’s most significant physical hazard is weather [86].
External factors continually threaten agriculture. In recent
decades, technology has reduced its influence. Agriculture
apps need stable connections, IoT networks, and cloud
computing [87]. External factors continually threaten
agriculture. In recent decades, technology has reduced its
influence. Agriculture apps need stable connections, IoT net-
works, and cloud computing. The sensors can malfunction,
causing erroneous readings and instructions that could cause
a manufacturing failure. Temperature, humidity, obstruc-
tions, and human presence can impact Lora WAN, Zigbee,
and other agri-wireless networks, causing data loss. Sensors
and networking equipment are usually exposed [88].

(2) T-2.2 Monitoring and Control System in Agriculture. New
techniques, technology, and approaches have also helped in
agriculture. 35% of the world’s workforce works in this pro-
fession. Agriculture helps many economies to grow [89]. It
boosts industrialized nations’ economies. India is the second
largest country that deals in this profession. Every country
has practiced agriculture since ancient times. Businesses
and other areas must support agriculture’s tech transforma-
tion. The future population rise is frightening. Mid-20th cen-
tury population may have surpassed nine billion counts, so
agriculture needs to be strengthened to meet the flooding
needs. Agricultural engineering challenges include drainage,
irrigation, crop scheduling, and bio-system optimization.
The lack of agricultural technology to monitor and manage
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systems or machinery likely causes these problems. The
report says control approaches increased seedling
growth [90].

IoT helps in the process of modernizing the agriculture
segment by gathering farming data. IoT-based agricultural
monitoring system wirelessly communicates and dissemi-
nates the sensor data. Global agriculture uses 70% of avail-
able fresh water each year to irrigate 17% of the land [91].
Growing food requirements and global warming reduce irri-
gated land, a challenge in plague agriculture. FAO predicts
global food production must rise by 70% to meet population
and urbanization needs. Modern agriculture uses robotics,
automation, and computer systems to replace challenging
human jobs, so expanding agriculture needs new technolo-
gies to be included [92]. Future agricultural technology
includes robotics and machine vision. In addition, popula-
tion growth will increase the demand for resources and
products. “Sustainability” is blended into social, economic,
and technological problems to address environmental con-
servation and economic development, and information and
control systems will be crucial [93].

7.2.2. Five Topic Solutions: Research Areas

(1) T-5.1: Intelligent Disease Detection Models. India’s econ-
omy is mainly based on agriculture. Agriculture accounts for
16% of India’s GDP and exports. More than 75% of India’s
population depends on agriculture. Healthy, high-quality
agriculture is essential for economic prosperity [94]. Detec-
tion of plant disease is critical at an early stage. Plants can
become ill while growing. Early illness diagnosis is a chal-
lenge in agriculture. Researchers first demonstrated
cutting-edge machine learning methods for identifying plant
illnesses [95]. Training parameters are used in modern sys-

tems but require powerful computers or lengthy training
and prediction durations to work. Convolutional auto
encoder (CAE) network prediction features have been
reduced while preserving accuracy in this research. Thanks
to technological advancements, the world’s population of 7
billion people can be fed [96].

Changing climates, declining pollinators, and plant dis-
eases threaten the ability to produce enough food. Plant dis-
eases endanger the livelihoods of smallholder farmers who
depend on healthy crops [97]. Despite declining yields,
smallholder farmers in developing economies provide more
than 80% agricultural output. Methods for preventing dis-
ease already exist [98]. Pesticides have been replaced with
integrated pest management (IPM). Early diagnosis is essen-
tial for successful therapy. Agricultural extension organiza-
tions and local plant clinics have long supported disease
detection thanks to their computer power, high-resolution
displays, and broad accessory sets, such as HD cameras.
Smartphone diagnostics are a first-of-its-kind technology.
5-6 billion mobile phones will be in use by 2020. More than
two-thirds of the world’s people now have access to mobile
broadband, a 12-fold increase since 2007 [99].

(2) T-5.2: Data Security Challenges in Smart Agriculture.
Technology, equipment, protocols, and computer paradigms
are all used to enhance agricultural operations in smart agri-
culture. Big data, artificial intelligence, the cloud, and edge
computing all store and analyze the data in various forms
of storage and archiving. As a relatively new field, smart
agriculture lacks adequate data security measures [84].
Farming’s future relies heavily on the availability and quality
of data, which necessitates the need for security. To maintain
security in smart agriculture, managing data compatibility,
resource constraints, and massive data processing [100].

Table 4: Year-wise publication analysis for 2, 5, and 10 topic solutions.

T-ID Topic name <2015 2015 2016 2017 2018 2019 2020 2021 2022 Total

2.1 Security and privacy in smart agriculture 127 43 85 153 237 438 500 588 190 2361

2.2 Monitoring and control system in agriculture 29 17 43 102 239 381 446 551 140 1948

5.1 Intelligent disease detection models 3 6 14 18 42 72 115 146 48 464

5.2 Data security challenges in smart agriculture 33 14 30 74 98 191 181 226 72 919

5.3 Smart monitoring system in agriculture 17 10 31 80 181 291 312 363 88 1373

5.4 Production and supply chain management in agriculture 80 24 33 55 90 159 213 241 83 978

5.5 Cost-effective communication system in smart agriculture 23 6 20 28 65 106 125 163 39 575

10.1 Greenhouse monitoring system 17 11 17 34 53 88 98 111 24 453

10.2 Service-based industry for smart agriculture 23 9 22 42 52 97 85 83 27 440

10.3 Cloud-based smart applications in agriculture 8 7 15 38 52 84 79 111 48 442

10.4 Energy-efficient smart transmission system 11 3 13 17 56 89 118 137 35 479

10.5 Smart solutions for modern farming 77 14 17 14 20 29 29 49 11 260

10.6 Smart irrigation system for agriculture 4 3 15 43 107 174 194 208 62 810

10.7 Blockchain-based security system for agriculture 3 2 4 10 19 36 46 78 20 218

10.8 Production-based smart system for agriculture 3 2 11 19 55 105 101 132 33 461

10.9 Industry 4.0 in agriculture 9 7 10 31 41 79 132 141 39 489

10.10. Image-based classification techniques in intelligent agriculture 1 2 4 7 21 38 64 89 31 257
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Agricultural systems may not be well suited to traditional
IoT security solutions, resulting in unique demands and pos-
sibilities. New agricultural projects have been developed to
keep up with population increase and food production.
The success of agriculture depends on productivity, era-
specific restrictions, and the advancement of science and
technology. A lot may go wrong regarding smart agriculture,
which is still in its infancy. In the future, farmers will rely
heavily on the availability and quality of data to help them;
thus, developing secure and stable systems is critical [101].
The growth of the agriculture generation is depicted in
Figure 6, in which agriculture 1.0 started in 1784. In the
20th century, agriculture 2.0 came into existence. In 1992
agriculture 3.0 was started, and in 2018 agriculture 4.0
if followed.

Smart agriculture uses IT to increase information per-
ception, quantitative decision-making, intelligent control,
suitable investment, and personal service [102]. In addition,
current technology boosts agricultural yield and improves
security and privacy [103]. There are both advantages and
disadvantages to using automation in smart agriculture.
Computer-aided farming uses contemporary technology
and procedures, so in the future, “digital agriculture” will
be more productive, efficient, sustainable, inclusive, trans-
parent, and resilient agriculture. Many different types of
agricultural technology may be used in conjunction with
one another to increase efficiency and productivity [104].

(3) T-5.3: Smart Monitoring System in Agriculture. Rainfall
and temperature fluctuations are very unpredictable.
Climate-smart farming is becoming increasingly popular
among Indian farmers. IoT enables smart agriculture. It
saves water, fertilizer, and agricultural yields. IoT-enabled
automated systems and wireless networks are expanding
industries. Thus, research into integrated sensor technology
and the usage of IoT networks in agriculture is reaching
the level [105].

(4) T-5.4: Production and Supply Chain Management in
Agriculture. The growth of the supply chain and the move-
ment of information are driven by the gathering of materials,
the transformation of products, and the delivery to end-
users. Information-driven, “connected supply chains” enable
organizations to reduce inventory and expenditures; increase
product value; extend resources; expedite time to market;
and retain consumers, among other benefits [106]. Supply
chain performance determines how healthy activities are
linked to maximizing customer value and profitability at
each process stage—the end-user benefits from an efficient
supply chain. Several agricultural supply chains in India
are problematic owing to issues in the agriculture industry
[107]. Many factors affect the agri-food supply chain, includ-
ing small and marginal farmers, disjointed supply chains, a
lack of economies of scale, subpar processing, value addition,
and fewer marketing options. Supply chain management is
expanding into logistics by creating new divisions integrat-
ing manufacturing, procurement, transportation, and distri-
bution [108]. Information flow visibility has increased

because of advancements in telecommunications, electronic
data interfaces, and other technologies. Animals and plants
are used in agriculture to produce products that benefit
human health. For example, agribusiness produces textiles
and paper. Throughout the supply chain, the needs of cus-
tomers are met. Organizations in the agricultural supply
chain, such as cooperatives, distribute produce, fruits, grains,
pulses, and products derived from animals [109]—a network
of businesses that make goods and services for the end-user.
There are several benefits to establishing a supply chain net-
work, such as shifting risk and profit from one company to
another. Quality is ensured by openness and accountability
in the process. Quality is dependent on transparent pro-
cesses and responsibilities at each stage of the process. The
price and performance of transfer payments are crucial to
the success of process chains.

(5) T-5.5: Cost-Effective Communication System in Smart
Agriculture. Low-cost solutions like crop rotation, green
manuring, and mulching have cut cultivation expenses while
saving soil and water. Legumes, weed control, and increased
agricultural diversity are nonmonetary inputs [101]. Climate
change, global warming, saltwater intrusion, desertification,
and a lack of arable land have increased worldwide worries
about food safety and security. Connectivity-of-Things
applications require steady internet [110]. In the Mekong
Delta and HCMC, climate change threatens food security.
Drought and saltwater intrusion in the South and Central
Highlands in early 2016 demonstrate the vulnerability and
susceptibility of unsustainable agriculture. Agriculture may
be more efficient and safer thanks to a new Farming system.
Vietnam may become a smart and sustainable farm by mod-
ernizing, boosting productivity, and ensuring quality. Busi-
nesses in Vietnam have shared their know-how with
companies in other countries. Another important factor to
consider is the safety of the food being prepared. When
deciding which meals are good for you and the environment,
most people have no idea where to begin. Concerns about
food safety have given rise to new ideas like “city farms”
and “growing your veggies at home” [111]. However, the
economic sustainability of these models must be thoroughly
explored. Researchers are currently focusing on developing
an IoT-enabled agriculture system. Increased productivity,
quality, and safety may be achieved via this method [82].

7.2.3. Ten Topic Solutions: Research Trends

(1) T-10.1: Greenhouse Monitoring System. Most Indians
work in agriculture, contributing to the country’s econo-
my—agriculture benefits from technological advancements.
However, pesticides are used to grow most fruits and vegeta-
bles since contemporary farming methods cannot keep up
with demand. As a result, conventional farming practices
contend with weather and disease. Although crop yields
may be increased by altering agricultural practices [112]
because of urbanization and land scarcity, farming must be
done in greenhouses. Temperature, humidity, light, water
content, pH, and wetness are all shown via LEDs in the
greenhouse. The goal is to create an intelligent greenhouse.
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Greenhouse temperature and humidity may be adjusted
automatically using programmable modules and low-cost
and high-efficiency options [113].

Soil water content, light intensity, temperature, and
humidity may be adjusted. In greenhouse crop production,
the appropriate growth conditions must be changed to
achieve high yields, low costs, improved quality, and the
lowest environmental impact. To attain these goals, proper
heating and ventilation must be maintained. Using a green-
house is more dependable, but it is also more difficult [114].
Temperature and timing controls had previously improved
crop quality. Many control devices and systems lack auto-
mation and efficiency in today’s dynamic and competitive
environment. A variety of complicated models depict the
greenhouse effect. Costs increased, plans became more com-
plex, and more control was required. The usage of com-
puters in greenhouses has increased during the last decade.
These components are necessary for a control system.
Sophisticated microelectronic hybrid circuits boost sensor
manufacturing. Advances in product quality and depend-
ability enable commercial competitiveness. Each sensor’s
performance is determined by its calibration and sensing
processes. It will be impossible to automate some jobs even
in the far future. Several American businesses have yet to
automate fully, maybe due to cost concerns [115].

(2) T-10.2: Service-Based Industry for Smart Agriculture.
Technical advancement has been driven by the widespread
use of IT and its adaptability in satisfying various require-
ments. Service-based agriculture (SBA) is widely utilized in
multiple industries. Farming systems that make it easier for
farmers to do their work. A large-scale service smart agricul-
ture systems link buses to a hotel, hospital, logistics center,
restaurant, grocery store, or traditional market. With SBA,
material sales partners may easily share information about
their products with one other fast. As a result of SBA,
Indonesia will see an increase in its economy, as quoted in

one study. Over time, the importance of information tech-
nology has grown. The production of farms has increased
thanks to the adoption of contemporary technology [116].
Many people are familiar with the predicament of
Indonesian farmers. The significance of variables cannot be
overstated. Farmers have a fear of technology. Farmers in
Indonesia may be able to increase their abilities and produce
food for the country’s population by utilizing new technologies.

Brokers are often used to resell the produce of Indone-
sian farmers. Small-scale farmers in Indonesia were hurt by
brokers who gambled on the price of agricultural goods
[117]. Prices for components are rising. Broker fraud
inflated market values. Brokers save agricultural products,
giving the impression that the market is oversupplied and
driving up the price of food. When chili prices climb and
there is a shortage, many brokers refuse to buy from
growers. The growing cost of food in Indonesia might harm
the country’s economy. Farmers must be able to sell their
products directly to consumers. The direct distribution
offers farmers an easy way to market their products. Whole-
salers buy agricultural goods from farmers at inexpensive
rates [118]. To get their goods to market, farmers must rent
a vehicle. Commodities no longer impact farmers’ earnings
with a long processing time. Indonesians rely heavily on
their smartphones to get information. Technology can help
farmers become food wholesalers. Local markets and restau-
rants might be fed using this method by farmers. The
Internet of Things (IoT) and cloud computing support agri-
culture’s food supply and distribution systems [119]. Nowa-
days, nanotechnology is also used in agriculture to improve
yields and reduce waste.

(3) T-10.3: Cloud-Based Smart Applications in Agriculture.
Smart farming uses technology to increase production and
improve product quality. For example, the Internet of
Things-based smart agriculture automates crop inspections
and watering. Database traffic and data cannot be handled

Agriculrure 1.0

Agriculrure 2.0

Agriculrure 3.0

Agriculrure 4.0

Human and animal resources dominated
agriculture during the traditional

agricultural period, and inefficiency was a
fundamental issue.

During the industrialized agricultural period
of the 20th century, resource insfficiency

was a severe concern.

A lack of intelligence was a significant worry
throughout agriculture,s rapid, automated

growth.

The era of smart agriculture is defined by
applying current information technologies to

service and intelligently grow agriculture.

20th Century

1784-1875

1992-2017

2018-Present

Figure 6: Agriculture generation.
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by a cloud-based IoT-based system. As a result, there is less
lag, the battery lasts longer, and the money and information
are better managed [120].

In many cases, the edge for IoT may provide significant
advantages, such as removing the need for interval and geo-
metric communications efficiency. High interface automa-
tion in IoT activities may achieve reduced latency and
faster processing. This simulator replicates the sting, edge,
and fog of IoT. IoT-based edge computing is more immedi-
ate, cost-effective, and efficient than traditional computer
systems [121]. In cities, these strategies are ineffective. Rural
locations are where they are most commonly used. Robots
should be used in agriculture. The field is navigated using
the GPS on the tractor. Agribusiness in the 21st century is
anything but digital or computerized. Monitoring crops
and animals with sensors, GPS-enabled tractors, image pro-
cessing, and machine learning is possible. Edge computing
reduces the amount of noise in the raw data it analyses
which can be cleaned using data mining techniques [122].

On the other hand, Broadband networks are more cum-
bersome and difficult to standardize. After sensors are
installed, data is automatically collected. We can identify if
animals or birds are active, inactive, unwell, healthy, submis-
sive, or dominant. We may alter their treatment, living cir-
cumstances, medicine, and food to suit their needs [123].

(4) T-10.4: Energy-Efficient Smart Transmission System. An
intelligent electrical infrastructure that satisfies society’s sus-
tainability and energy efficiency demands is called “smart
infrastructure” Customers and utility providers will benefit
from the smart grid’s ability to monitor their energy use bet-
ter and link the power grid with micro-networks. As a result,
there is a danger to data security and privacy. Economic
growth depends on the availability of electricity, which
boosts productivity and sustains quality of life. Global eco-
nomic development and electricity usage are depleting the
world’s energy resources [124]. The smart grid’s core
assumption is to minimize resource depletion and promote
economic growth through energy efficiency and manage-
ment technologies. Demand management lowers transmis-
sion and distribution system stress and high-demand
overhead lines. Several countries have used industrial and
commercial demand response strategies to boost their econ-
omies. Direct load limiting often reduces peak demand
[125]. Direct load management may result in a decrease in
customer satisfaction—direct load management. Consumers
and utility companies benefit from reduced peak demand
when loads are shifted. However, the electrical system’s sta-
bility and dependability are compromised during periods of
high energy demand. The smart grid and load modeling
need to limit peak energy use.

Trouble ensues when demand exceeds supply. From
2019 to 2030, India’s population and development demands
are expected to grow by 50 percent [126]. A transmission
system that can endure interruptions and blackouts must
meet these criteria. Grid operators must regularly monitor
supply and demand to avoid power outages. To fix this prob-

lem, load shedding disconnects specific customers’ electric-
ity. Generators must be turned down to prevent blackouts
if supply and demand are out of sync. Smart grids can iden-
tify problems early on and immediately resolve them. Sen-
sors monitor the grid and manage the flow of current.
These are computerized to increase productivity [127].

(5) T-10.5: Smart Solutions for Modern Farming. Sustainable
food production is in high demand as the world’s population
expands and weather patterns shift. Agriculture and devel-
opment go forward as time goes by. Agricultural technology
is advancing rapidly. These new technologies are pretty
effective, but they must be constantly improved. Using infor-
mation and communications technology, planting, watering,
and harvesting are all enhanced. Many fields, including agri-
culture, benefit from technological advancements. The Inter-
net of Things (IoT) in agriculture is referred to as “smart
farming” [128]. Produce and livestock will be healthier
thanks to IoT-enabled smart farming. Real-time information
is provided through wearables and sensors in the field.

Shelter, clothing, and food have been top priorities for
humanity since the dawn of civilization. There is a lot of
modernity in the house and clothing. According to the UN
Food and Agriculture Organization (FAO), humanity’s food
requirements will rise by 70% by 2050, according to the UN
Food and Agriculture Organization (FAO) [129]. IoT can be
used to solve problems in business and technology. Tractors
are used to plant seeds and gather crops. You can use it for
business or yourself. Farming is done with the help of trac-
tors. Farmers can do other things when they use tractors that
drive themselves. A Polish company called Agribot makes
tractors that can work independently. When they pull weeds,
their tractors have sensors that reduce the number of chemi-
cals and pesticides exposed. Agro-IoT devices can meet the
needs of farming in the future. Traditional agriculture must
become more productive and less risky for the global econ-
omy to grow. IoT helps growth. Farmers can keep an eye
on their land with the help of the Internet of Things. IoT
applications include keeping an eye on climate change, man-
aging water, keeping an eye on land, improving productivity,
keeping an eye on farming, and keeping track of pesticides
and herbicides [130].

(6) T-10.6: Smart Irrigation System for Agriculture. The most
difficult chore in agriculture is watering fields. Water sys-
tems consist of drips, nozzles, tubes, and sprinklers, among
other things. As a whole, agriculture has a positive impact
on economic activity. Watering by hand is required. Gar-
dening and soil deterioration are both covered in rainfall.
Agriculture’s key objectives are the production of food and
livestock. IoT is a network of interconnected devices that
can exchange data [131]. When water supplies are limited,
automatic irrigation may be necessary.

According on the weather, irrigation might be done con-
tinuously or intermittently. As a result, there is less spillage.
Almost all of the water comes from drip irrigation or sprin-
klers. With a wireless gadget, soil moisture and humidity
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may be monitored. In agriculture, controllers manage every-
thing from power to intruder detection to pump switching
[69]. A pump is used to deliver water to the ground. Water is
conserved when drippers are used. Drip irrigation and flood
irrigation are both standard irrigation methods. Both all of
the sensors, pumps, and controls work as expected. Manual
watering may hurt or deplete crops and the environment.
Automated irrigation systems can be used to address the diffi-
culties. Farming may benefit from drip irrigation, which saves
on water. Automatic irrigation systems for crop management
have become widespread during rainstorms, landscaping, and
soil erosion. Wi-fi sensors are used to gauge the humidity and
moisture content of the soil. In agriculture, controllers keep
an eye on the electricity, keep an eye out for intruders, and
manage the pumps. Saturating the soil is accomplished with
the use of pumps. Using drippers saves water, therefore reduc-
ing the amount of water used. Floatation irrigation commonly
utilizes electricity, sensors, pumps, and controls [132].

(7) T-10.7: Blockchain-Based Security System for Agriculture.
There are nodes in a blockchain, and each node has its own
distributed ledger, allowing several nodes to read and amend
a single ledger while preserving shared control. Each block-
chain node contains a distributed ledger that is safe and acces-
sible to all participants. There are no middlemen to
authenticate, track, store or synchronize transactions using
blockchain technology. According to several research studies,
blockchain has altered technology from centralized to decen-
tralized and distributed networks, a shift that has been well
documented. The blockchain helps business networks [133].
Business networks are composed of companies or individuals
that trade assets. Products, materials, and equipment are
examples of physical assets. A distributed ledger may be used
to move assets across the network by anybody who is a mem-
ber. The most recent ledger is available to all members.
Consensus-based distributed ledgers and smart contracts fos-
ter network confidence. Assets and transactions are recorded
in the distributed ledger. Transactions are possible with a dis-
tributed ledger. You cannot remove a transaction after it has
been added. An encrypted ledger prevents tampering with
transactions. With blockchain, the distributed ledger is trans-
formed into a reliable data source for the network [134]. A dis-
tributed ledger of digital commerce is known as a blockchain.

Each node of the network modifies distributed ledgers
through cryptography. Components of a blockchain include
its block header, timestamp, nonce, and Merkle root hash.
Smart apps are being developed for rural agriculture. Agri-
cultural modernization relies on ICT to automate processes
and protect personal data. Data from many IoT devices
may be sent to a central hub to analyze and manage auton-
omous farm activities. However, centralized intermediates
are inherent in a single point of failure, data loss risk, and
man-in-the-middle attacks. Thanks to smart contracts on
the blockchain, decentralized and safe agricultural automa-
tions are now possible [135].

(8) T-10.8: Production-Based Smart System for Agriculture. It
is possible to increase productivity and quality by using IoT-

based agricultural convergence technologies. Predicting
demand, managing supply, and ensuring quality are benefits
of precision agriculture. The expansion of the economy is
mainly fueled by agriculture. The government is responsible
for protecting the land [136]. Nothing has changed despite
advances in science and technology. There is no shortage
of green technologies. Farmers need to reduce the time they
spend working and increase the precision they use their
resources. Complex statistical methodologies are used by
agriculturalists when analyzing historical data and making
economic predictions. Farm yields are improved via GPS,
sensors, and big data. Real-time data from ICT-based deci-
sion support systems can take the role of farmers’ knowledge
and intuition [137]. Improved decision-making reduces the
amount of waste and increases efficiency. Images, GPS,
science-based solutions, climate forecasts, technology, and
environmental controls play a role in agriculture. As with
the terms “smart meters” and “smart cities,” “smart farming”
refers to any M2M application. Technology advances to aid
in harvest forecasting. However, predictions based on statis-
tics are not always accurate. Harvest data and the agricul-
tural environment should be correlated. IoT will provide
agricultural data. Complex statistical methodologies are used
by agriculturalists when analyzing historical data and mak-
ing economic predictions. Predicting crop yields is aided
by the use of smart systems. In the end, statistical forecasts
are not perfect; they are only a starting point. Make a con-
nection between the agricultural environment and harvest
data. Crop pattern data will be provided through IoT-
based decision support. On IoT, agribusiness utilizes data
mining, statistical forecasting, and IoT services [138].

(9) T-10.9: Industry 4.0 in Agriculture. Global agriculture
must undergo a paradigm shift in light of evolving environ-
mental conditions, dietary preferences, and a scarcity of crit-
ical inputs. It is all about the latest advancements in
agriculture. As a result of the adoption of Industry 4.0, busi-
nesses may expect to see advances in output, efficiency, and
creativity. First, agriculture provides food for the world’s
population. Second, agriculture 4.0 decreases labor and envi-
ronmental effects to increase agricultural profitability by
reducing greenhouse gas emissions and water use. Third,
agriculture is the primary source of income for half of India’s
population, India’s veins and arteries [139]. The fourth stage
of industrial development is large-scale agriculture. Among
the essential ICTs is the IoT. Flexibility is improved in
“smart factories.” People, equipment, and software work
together to satisfy production demands, which are met
through cutting-edge technology such as CPS/IoT/iOS and
real-time interaction. The industry benefits from consolida-
tion. However, future manufacturing and commerce will be
harmed. This shift is made possible due to the Internet and
information technology [140]. Quality control encompasses
all aspects of engineering, management, manufacturing,
operations, and logistics. Costs, availability, use of resources,
and market demand may all be automated. ‘The implemen-
tation of Industry 4.0 will profoundly impact the agriculture
and industrial sectors. All technologies like Big Data, AI, and
IoT are part of Industry 4.0. IoT allows agricultural systems
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and equipment to connect with one another, making Indus-
try 4.0 a game changer in agriculture [141]. The fourth
industrial revolution created networked tractors, farms,
and manufacturing equipment [142]. “Industry Revolutions
4.0” refers to three factors:

(1) Digitalization and its integration into simple eco-
nomical and technical networks

(2) Digitalization of services and products

(3) Market models that have been updated

As economic, economic and business models develop,
humans become more distant from the center of production
and surveillance of crops. Industry 4.0 is being used by both
developed and developing countries. India has a lot of
untapped potential for agricultural growth. Robotics, IoT,
and e-business are the three pillars of this revolution, aiming
to deliver technology to every corner of the globe.

(10) T-10.10: Image-Based Classification Techniques in Intel-
ligent Agriculture. Agriculture originated thirteen thousand
years ago between the Tigris and Euphrates rivers north of
Iraq. Gathered vegetation included wild wheat and others.
Few people needed food. UN estimates that the world’s pop-
ulation will reach 10 billion by 2050, impacting farmers.
Desertification and urbanization wreak havoc on farmland.
COVID-19 is a threat to food security and the nation’s econ-
omy. To solve this problem, we need to use fewer people to
generate more food [143]. In certain parts of India, rainfall is
the only irrigation water supply. However, crop destruction
can occur in some places due to unpredictability in rainfall,
which is a problem. Management of watersheds is critical.
Many-variable hydrological modeling is required to predict
rainfall and runoff in different basins accurately. Estimates
of imperviousness necessitate a terrain categorization, which
ultimately categorizes land use and cover [144]. The image
classification curve number is used in modeling. Satellite pic-
tures are difficult to classify because of their high resolution
and wide range of applications.

Nevertheless, images are a common practice in agricul-
ture and water management. There are a plethora of tools
and methods for classifying images. ANN and SVM are used
for image classification [145]. Techniques used to organize
pictures traditionally are time-consuming and prone to
human error. With pattern recognition, alternate ways can
reduce time and enhance accuracy. Unlike Bayes’ discrimi-
nant criteria, SVM multiclassification outperforms.

8. Threats to Validity

This analysis is based on LDA topic modeling and has
bounded to the limitations of this topic modeling technique.
A sufficient article count has been achieved, yet the risk of
missing out is a concern. The bibliographic material has also
been inferred. The search string insufficiency has been erad-
icated appropriately due to the limitations of selected search

terms, synonyms, string formulation, and search engines’
variedness resulting in imperfect retrieval of literature cor-
pus. Labeling topics is a significant concern due to subjectiv-
ity and bias. According to the author, a deep discussion has
been conducted to determine the label best to overcome this
limitation. Then, based on critical terms, labels have been
formulated to draw the best topic labels for researchers
and practitioners.

9. Conclusion

Using IoT technology, farmers and producers may better
manage their resources, such as fertilizer consumption and
the number of trips made by farm vehicles, while minimiz-
ing waste and maximizing productivity, including water,
electricity, and other inputs. In IoT smart farming systems,
sensors monitor the agricultural field and automate the irri-
gation system. Farmers can monitor their fields from any-
where. This paper concluded the research direction in
smart agriculture and farming. Technology has shaped agri-
culture’s history. Historians have identified several agricul-
tural revolutions that changed practice and output.
Technological advances have fueled these revolutions. The
Industrial Revolution mechanized agriculture, improving
farm labor productivity.

Modern mechanized agriculture has replaced numerous
farm activities by hand or by oxen, horses, and mules.
Weather forecasting and barbed wire were 19thcentury
advances. Portable engines and threshing machines became
popular after improvements. In the 20thcentury, synthetic
fertilizers and insecticides, mass-produced tractors, and agri-
cultural aircraft for aerial pesticide application were devel-
oped. Precision farming, disease monitoring, agricultural
drones, satellite imagery, and sensors are just ways technol-
ogy makes farming easier for farmers. Intelligent software
analysis for pest and disease prediction and soil management
are only a few of the many analytical activities that IoT-
based sensor networks may do. New issues in smart farming
include the security of the farming data, technical failures,
and technical incompetence.

10. Future Work

The LDA model works like a recommender system. The cur-
rent research is based on extracting keywords from the doc-
uments and recommends current and trending research
areas based on the correlation of the keywords in the speci-
fied field. So, in the real-time scenario, any corpus of any size
can be passed to the model to get the relevant keywords, and
based on these keywords, suggestions for topics can be
depicted. The authors have used this model on smart agri-
culture in the current research. In contrast, this model can
also be implemented in other research fields like smart cities,
blockchain, and Wireless Sensor Networks. In this study, the
authors analyzed data retrieved from the Scopus database
instead of Web of Science, Education Resources Information
Center, ScienceDirect, or the Directory of Open Access Jour-
nals. However, the authors chose the Scopus database over
these other databases because Scopus has more excellent
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coverage of publications, demonstrating that it is a compre-
hensive and dependable data source and so justifying its eli-
gibility for this review.
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With the prosperity of the economy, China’s foreign exchanges are becoming more and more frequent, and English is becoming
more and more important as the common language of international communication. For decades, Chinese educators and scholars
have achieved great success in teaching English, but there are also some problems, including neglecting the teaching of
crosscultural knowledge in English classrooms. And in the crosscultural English teaching based on hierarchical correlation
analysis, its specific structure system is not complete, and its application scope is also less. Therefore, this paper analyzes
hierarchical correlation analysis, teaching mode, etc., which lays the foundation for subsequent research. In addition, combined
with the current research status, this paper analyzes the past crosscultural knowledge system and proposes a new structural
model. A large number of experiments have verified the application effect of the improved knowledge architecture model in
crosscultural English teaching under the hierarchical correlation analysis. The new model can improve students’ crosscultural
awareness and crosscultural communication competence and improve the previous teaching system structure. There is a
problem that both hierarchical teaching and overall planning cannot be taken into account. This paper studies the crosscultural
issues in English teaching and conducts research from the following four aspects: first, it discusses the cultivation of
crosscultural communicative competence of college students in English teaching and proposes some feasible solutions to the
problem of neglecting the integration of crosscultural knowledge in English teaching. Sexual suggestions cultivate students’
crosscultural awareness of English learning and improve the efficiency of English learning. The second is to point out that
college school students should pay attention to the differences in cultural communication between China and foreign countries
and develop the awareness and ability of crosscultural communication. The third is to explore ways to improve students’
crosscultural communicative competence and cultivate all-round English talents for the country and society. The fourth is how
to achieve crosscultural communication, so that people with different cultural backgrounds can communicate and learn
smoothly. Based on the above problems, this paper adopts the method of case analysis to discuss the problem of imperfect
cross-cultural knowledge system in English teaching in China, and the educational structure is incomplete.

1. Introduction

This paper proposes a detection-based three-level hierarchi-
cal association method, which is applied to the study of
thought reflection of people’s cognitive process, and is eval-
uated on two datasets, cognitive and expressive. Experimen-
tal results show that the performance is greatly improved
compared to previous methods [1]. We propose a hierarchi-
cal association method and train a key trajectory association

model with the stimulus algorithm. This method uses a soft
max function to relax the overtarget function of traditional
instance ranking methods, which provides a tighter upper
bound on the empirical error for distinguishing correct
and incorrect associations, thereby providing a more accu-
rate trajectory association model for trajectory association
problems [2]. This paper proposes a data-oriented data asso-
ciation algorithm that relies on the Hungarian algorithm for
the association step, which also treats detection responses
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below the detection threshold as evidence associated with
high ambiguity [3]. This paper introduces the problem of
data mining association rules. We use an iterative approach
to gradually increase the size of the itemset and describe the
hierarchical algorithm in detail. Finally, an improved algo-
rithm is proposed, which combines the last few iterations
and scans the database at a time [4]. In this paper, a
system-coupled hierarchical data association scheme is pro-
posed, and a novel teaching model based on depth-invariant
parts using RGB-D data is proposed. Our method is verified
from several aspects, such as system coupling feature selec-
tion scheme, hierarchical data association scheme, and
various RGB-D-based modeling schemes for teaching sys-
tems, proving its effectiveness and efficiency [5]. Bayesian
networks (BN) use probability distributions to build models
with the benefits of providing decision-making in complex
domains, smooth, consistent, and flexible applicability and
association rules based on antecedents and consequences
with conditional and decision properties, respectively. We
focus on association rules to develop automated data mining
techniques, using the association rule binary symmetric
matrix of the K2 (ARBSM-K2) technique to generate
hierarchical association rules that exhibit more determinism
in the hierarchy [6]. This paper shows how this problem can
be addressed through corpus-based research, conducted
through a study of the idioms most commonly used by stu-
dents in spoken American English, which includes a close
alignment of the idioms used in three contemporary corpora
of spoken American English. A search and analysis revealed
interesting patterns of English idiom usage [7]. This study
investigated mainland Chinese parents’ perceptions of their
children’s participation in English language learning pro-
grams outside the classroom. The hypothesis that Chinese
parents prefer Westerners to be their children’s English
teachers has also been tested. The analysis of student percep-
tions of ELT and the structure of educational institutions in
ELT under a cross-cultural system can provide many oppor-
tunities for future research in this field [8]. This paper stud-
ies college English teachers’ decision to adapt teaching
materials to adapt to learners’ differences. The main purpose
of this study is to conduct a descriptive and analytical study
of teachers’ decisions on the adaptation of English textbooks.
This paper begins by describing a review of the college cur-
riculum and English textbooks, analyzing the incremental
decision-making model of the curriculum decision-making
process and key elements of decision-making, and discuss-
ing the relationship between the different levels and ele-
ments of future teacher professional development [9].
Through a comprehensive literature review of knowledge
management and intercultural competency research, seven
thematic competencies of knowledge assimilation were iden-
tified. This paper provides a model to improve the crosscul-
tural knowledge architecture to make it more complete [10].
The purpose of this paper is to focus on crosscultural
impression management as part of acculturation, examining
knowledge gaps by identifying differences between host
country norms and domestic cultural norms. These findings
tell us about how acculturation begins and are an in-depth
qualitative study [11]. This article explores the role of leader-

ship in crosscultural knowledge management (CCKM) and
discusses the existing literature on leadership and crosscul-
tural leadership and the relationship between leadership
and knowledge management to illustrate the different
domains of leadership role in. In order to emphasize the
influence of leadership on CCKM, the influence of leader-
ship on different factors in the theoretical model of CCKM
was studied, and a multicultural management system was
established [12]. This article focuses on the need for intercul-
tural knowledge of people working and living in today’s
world, recognizing that cultural differences can lead to better
employment opportunities. This article describes the bene-
fits of working in multidisciplinary area groups to promote
foreign language teaching. The authors highlight the impor-
tance of university education in changing and developing
mindsets as a long-term way of ensuring stronger education
systems [13]. This article discusses end-to-end (ETE) data
analysis tools used by educational researchers such as data
mining, culminating in the hierarchical knowledge manage-
ment model (TKMM), which aims to provide a stable
structure for organizing a large number of established and
nascent technologies, revealing patterns and relationships
in data through a high-performance data modeling process,
and providing researchers with richer and more unified ana-
lytical tools [14]. Starting from the characteristics of English
subject, this paper establishes an English model of knowl-
edge structure, analyzes the English knowledge structure of
college students, explores the characteristics of students’
growth and the differences in the main influencing factors,
and finds out the thinking and cognitive development sys-
tem of college students’ English comprehension: an effective
way to explore English comprehension [15].

2. Association Function and Crosscultural
Knowledge System

2.1. Association Function. The correlation function is a
quantitative tool to describe the correlation degree of educa-
tional elements. When the educational element value is a
specific value and within the range of meeting the require-
ments, the correlation function represents the change pro-
cess of quantitative and qualitative change of education. In
general, the extended set ρ is expressed in algebraic form
to represent the correlation functions to quantitatively
express the incompatibility of the contradiction problem,
taking the value range as the real number domain −∞,
+∞. Association degree is used to describe the relevance
of each teaching feature to the proposed rating grade.
Teaching characteristics are quantitatively described by
the distance between υi and the limited interval of the cor-
responding feature vector, recorded as the correlation
function and expressed as formula (1):

ρ υi, υij
À Á

= 1
2 aij − bij
À Á

+ υi −
1
2 aij + bij
À Á

,
����

ρ υi, υimð Þ = 1
2 aim − bimð Þ + υi −

1
2 aim + bimð Þ:

����

8>>><
>>>:

ð1Þ
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2.2. Determine the Association Degree. Correlation is used
to describe the correlation of various educational aspects
of the education system with the proposed evaluation
grade and can be compared with the concept of member-
ship in obscure English. Scale reflects the level of educa-
tional system belonging to a specific classical field, but
expanding educational models and differentiated informa-
tion has richer significance than system concepts. Gener-
ally, based on the value of KjðυiÞ, when KjðυiÞ ≥ 1:0, the
specific value of the education system exceeds the upper
limit of the evaluation score; when 0:0 ≤ K jðυiÞ ≤ 1:0, the
specific value of the education system reaches the stan-
dard range, the closer the median value of KjðυiÞ; when
−0:1 ≤ KjðυiÞ ≤ 0:0, it shows that although the specific
value of the education system is not within the specifica-
tion, under certain conditions, the specific value can be
converted into the standard range, and when the value
of KjðυiÞ is larger, the conversion process is about con-
cise; when KjðυiÞ ≤ −0:1, the specific value of the educa-
tion system cannot be converted. The characteristics of
the instructional system, within the criteria for the level
of assessment, are represented by ci. The correlation of
grade j is shown in formula (2):

K j υið Þ =

ρ υi, υij
À Á

ρ υi, υimð Þ − ρ υi, υij
À Á , ρ υi, υimð Þ ≠ ρ υi, υij

À Á
,

−
ρ υi, υij
À Á
υij
�� �� , ρ υi, υimð Þ = ρ υi, υij

À Á
:

8>>>><
>>>>:

ð2Þ

In feature ðc1c2,⋯, cnÞ, the comprehensive correlation
of grade j rating is shown in formula (3):

〠
n

i=1
wiK j υið Þ, ð3Þ

where wi is the weight of the feature ci.

2.3. Crosscultural Definition. Crosscultural refers to a cul-
tural phenomenon that conflicts with national culture. From
the perspective of cultural theory, cultural identity refers to
the belonging and acceptance of a group or individual to a
specific culture and has a specific cultural value orientation.
The so-called “cross-culture” refers to the culture across dif-
ferent national boundaries, which is the interaction between
many groups of different cultural backgrounds. In short,
“interculture” is the interaction between all people who
experience cultural connections through crossing system
boundaries and is societies with increased social mobility
and racial mixing in globalization. Tradition and the existing
culture were combined to create a new culture.

2.4. Construction of Knowledge System. The knowledge sys-
tem is not a single item of knowledge but a closed loop that
a different knowledge content affects each other in a special
way and can be used at any time. After the establishment, it

is necessary to continuously expand and improve and grad-
ually cultivate from a few saplings into a large forest. The
establishment of the knowledge system is a lifelong teacher,
and learners must master the ability. However, China’s
English education overemphasizes the teaching of language
skills. Without a complete education system, it is impossible
to teach both language skills and compare cultural differ-
ences in English classes. In the process of learning English,
students can only master vocabulary, sentence forms, gram-
mar, and other language forms, and it is difficult to carry out
appropriate and effective crosscultural communication,
which undoubtedly deviates from the ultimate goal of
English learning. Therefore, English teachers should not
only teach English level but also pay attention to improving
students’ crosscultural awareness. To promote students’
crosscultural communication consciousness through college
English teaching, it is necessary to organically combine the
development of language function and ability with the
improvement of cultural literacy and establish a comprehen-
sive English education system with crossculture as the core.
It is more necessary to optimize the curriculum system, clar-
ify the teaching concept, and use the teaching methods for
the purpose of enhancing the awareness of cultural compar-
ison, so as to realize the tasks and goals of advanced English
teacher in the new era.

3. Hierarchical Association Analysis

3.1. Association Rules under Teaching. In educational
research, especially for teachers, statistics are very limited,
and gray values are very large. Except for human reasons,
the data often differ from the normal distribution rules.
Therefore, the sequence curve geometry using association
analysis is chosen to determine whether it is closely related.
The closer the curve is, the greater the correlation between
the corresponding sequences, and vice versa. For hierarchi-
cal association analysis, first, determine the corresponding
attribute sequence and factor sequence, let Xi be the system
factor, and the observation data on number k is xiðkÞ, k =
1, 2,⋯, n; then, Xi = fxið1Þ, xið2Þ,⋯, xiðnÞ,g is called the
behavioral sequence of factor Xi. Correlation analysis can
be performed for either time series data, index row data,
or horizontal row data. If the system factor is a dimensio-
nalized quantity, it must be treated correctly, and then the
negative correlation factor is converted into a positive cor-
relation factor through the action of the operator. One of
the three transformation methods is usually used to reduce
the behavioral sequence. The three transformation methods
are shown in formulas (4)–(6):

Initial value : xi kð Þd1 =
xi kð Þ
xi 1ð Þ , xi 1ð Þ ≠ 0, k = 1, 2,⋯, n, ð4Þ

equalization : xi kð Þd2 =
xi kð Þ
Xi

, Xi =
1
n
〠
n

k=1
xi kð Þ, k = 1, 2,⋯, n,

ð5Þ
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Interval value : xi kð Þd3 =
xi kð Þ −min xi kð Þ

max
k

xi kð Þ −min xi kð Þ
k

, k = 1, 2,⋯, n,

ð6Þ
where d1, d2, d3, all three operators, can make the dimen-
sionalization and quantitative normalization of the behav-
ior sequence of the system. In general, the three operators
cannot be mixed or overlapped. In the system factor analy-
sis, one of them can be selected according to the actual sit-
uation, and the transformed value is called the correlation
factors.

3.2. Basic Steps of the Association Analysis. The steps of the
comprehensive evaluation by using the association method
are as follows:

(a) Clarify the assessment purpose, define the index
scoring system, collect the index data, determine
the data order, and form the formula (7)

X0, X1,⋯,Xnð Þ =
x11 ⋯ x1n

⋮ ⋱ ⋮

xm1 ⋯ xmn

0
BB@

1
CCA, ð7Þ

where m is the number of indicators Xi = ðxið1Þ,
xið2Þ,⋯,xiðmÞÞ, i = 0, 1,⋯, n. If the k-th index in
the data is the reverse indicator and recorded as
xiðkÞ, the reverse indicator must be turned forward
as formula (8). Some are indicators that the larger
the index value is, the better the evaluation is and are
called positive indicators (also known as benefit-type
indicators or large-scale indicators, cost-type indica-
tors or small-scale indicators), and some indicators
whose value is closer to a certain value, the better,
are called moderate indicators. In the comprehensive
evaluation, the index must be the same trend first,
and generally, the reverse index is converted into a
positive index; so, it is also called the forwardization
of the reverse index.

Xi kð Þ =max xi kð Þf g − xi kð Þ, i = 1, 2,⋯, n: ð8Þ

(b) Determine the reference data column X0, that is, to
determine the ideal comparative model according to
the purpose of the evaluation (note to formula (9))

X0 = x0 1ð Þ, x0 2ð Þ,⋯,x0 mð Þð Þ: ð9Þ

(c) The index data sequence is preprocessed, such as
formula (10)

X0, X1,⋯,Xnð Þ =
x0 1ð Þ x1 1ð Þ xn 1ð Þ
x0 2ð Þ x1 2ð Þ xn 2ð Þ
x0 mð Þ x1 mð Þ xn mð Þ

0
BB@

1
CCA:

ð10Þ

(d) Calculate the absolute difference between the corre-
sponding elements of each index sequence and the
reference sequence, as shown in formula (11):

x0 kð Þ − xi kð Þj j ; k = 1,⋯,m ; i = 1,⋯, n: ð11Þ

(e) Determine between min
i=1

min
k=1

jx0ðkÞ − xiðkÞj and

max
i=1

max
k=1

jx0ðkÞ − xiðkÞj

(f) The correlation coefficient is calculated separately
for the corresponding element of each comparison
sequence and the reference sequence, as shown in
formula (12):

ζi kð Þ =
min
i=1

min
k=1

x0 kð Þ − xi kð Þj j + ρ ∗max
i=1

max
k=1

x0 kð Þ − xi kð Þj j
x0 kð Þ − xi kð Þj j + ρ ∗max

i=1
max
k=1

x0 kð Þ − xi kð Þj j ,

k = 1,⋯,m:

ð12Þ

ρ is the resolution coefficient, taking the value within
(0, 1), and the smaller ρ, the greater the difference
between the correlation coefficients, and the stronger
the distinguishing ability.

(g) According to the different importance of each index
in the total score, calculate the correlation degree,
assign appropriate weights to each index, and
calculate the weighted average of the correlation
coefficient:

r X0, Xið Þ = 1
m
〠
m

k=1
Wkζi kð Þ, k = 1,⋯,m, ð13Þ

where Wk is the weight of each indicator.

(h) According to the correlation degree of the
observed objects, a comprehensive evaluation result
is obtained

3.3. Establish a Hierarchical Structure Model. The construc-
tion of hierarchical models is mainly conducted by compar-
ing the influence of various factors at the same level on the
corresponding factors. It lets you compare n factors X1,
X2,⋯, Xn, the influence on the upper layer that is, which
determine its proportion in the previous layer. For any
two factors Xi and Xj, aij represents the ratio of Xi and
Xj on the previous level, and you can get pairwise com-
parison structure A = ðaijÞn×n; when aij > 0, the formula
(14) is as follows:

aij =
1
aij

, aij = 1, i, j = 1, 2,⋯, nð Þ: ð14Þ

If the elements of structure A are transitional, i.e., sat-
isfy aikakj = aij, then A is said to be a consistent structure.
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3.4. Conformance Inspection. Method 1: take the arithmetic
mean of the normalized column vector of the array list,
roughly calculated as the weight, as shown in formula (15):

wi =
1
n
〠
n

j=1

aij
∑n

k=1aij
i = 1, 2,⋯, nð Þ: ð15Þ

Method 2: the row (or column) vector A is geometrically
average normalized and can be approximated as a weight,
namely, the formula (16)

wi =
Qn

j=1aij
� �1/n

∑n
k=1

Qn
j=1aij

� �1/n , i = 1, 2,⋯, nð Þ: ð16Þ

When one array is exactly consistent, all the other eigen-
values are zero. In practice, absolute consistency is not
required, but it is usually required to be substantially consis-
tent. The consistency ratio is CR = CI/RI (CI is the consis-
tency index, and RI is the random consistency index);
when CR < 0:10, the consistency of the matrix can be con-
sidered acceptable. The corresponding attribute vectors can
then be used as the weight vector for sorting. At this time,
λmax satisfies the formula (17)

λmax ≈ 〠
n

i=1

AWð Þi
nwi

, ð17Þ

where ðAWÞi represents the i-th component of AW. It is
now assumed that the weight vector of the nk element on
layer k to the j element on layer k − 1 is

Xj = x kð Þ
1j , x

kð Þ
2j ,⋯, x kð Þ

nj

� �T
, j = 1, 2,⋯, nk−1: ð18Þ

The matrix satisfies the formula (19)

Xk = X Kð Þ
1 , X Kð Þ

2 ,⋯, X Kð Þ
nk−1

h i
: ð19Þ

The elements on the k layer have a total sorting weight
vector of the target layer WðkÞ, as shown in formula (20):

W kð Þ = w kð Þ
1 ,⋯,w kð Þ

nk

� �T
= X kð Þ ·W kð Þ

= X Kð Þ
1 , X Kð Þ

2 ,⋯, X Kð Þ
nk−1

h i
·W k−1ð Þ:

ð20Þ

3.5. The Application of the Hierarchical Association Analysis.
Hierarchical correlation analysis is an important application
of theory teaching, and the main idea is to assess the close-
ness of relationships through the similarity of the sequence
curve geometry. Let Xi = ðxið1Þ, xið2Þ,⋯, xiðnÞÞ and Xm =
ðxmð1Þ, xmð2Þ,⋯, xmðnÞÞ be the sequence of correlated fac-

tors. Given the real number ∑n
k−1rðx0ðkÞ, xiðkÞÞ, if the real

number satisfies the formula (21), then

r xm, xmð Þ = 1
n
〠
n

k−1
r x0 kð Þ, xi kð Þð Þ: ð21Þ

It is said to have standardization, integrity, and dual
symmetry, and the representative formula is shown in
(22)–(24):

0 < r X0, Xið Þ ≤ 1, r X0, Xið Þ = 1⇐ X0 = Xi, ð22Þ

Xj, Xi ∈ X Xs = s = 0, 1, 2,⋯,m,m ≥ 2f gr Xi, Xj

À Á
≠ r Xj, Xi

À Á
,

ð23Þ
r Xi, Xj

À Á
= r Xj, Xi

À Á
⇔ X = Xi, Xj

È É
Xj, Xi ∈ X: ð24Þ

In addition, the smaller jðx0ðkÞ − x0ðkÞj is and the
larger rðXi, XjÞ ≠ rðXj, XiÞ is in the proximity, then rðX0,
XiÞ is called the degree of correlation between Xi and X0.
rðx0ðkÞ, xiðkÞÞ is the correlation coefficient between H and
Xi at point X0. Completeness reflects the influence of the
system on the comparison of correlations, which vary from
system to system. Therefore, the principle of symmetry is
not necessarily satisfied. Pairwise symmetry means that
when there are only two sets in the set of correlation fac-
tors, the pairwise comparison satisfies the symmetry. Prox-
imity, on the other hand, is a constraint to quantify
relatedness. The general hierarchical structure diagram is
divided into three layers, of which the highest layer is the
goal or ideal result of the problem decision at the target
layer, and there is only one element. The middle layer is
the criterion layer, which includes all the factors involved
in the intermediate links in order to achieve the goal, and
each factor is a criterion. The lowest layer is the program
layer. The program layer is a variety of measures to choose
from to achieve the goal, that is, the decision-making pro-
gram. Generally speaking, some factors between different
levels are related, and some are not necessarily related.
The number of factors at each level may not necessarily
be the same. In practice, it is determined according to the
nature of the problem and the categories of relevant factors.

4. An Empirical Study on the Application of
Intercultural Knowledge in English Teaching

4.1. Data Acquisition. Under the guidance and assistance of
relevant experts, this study determines the following specific
observation aspects: the teaching and development of cross-
cultural knowledge, the cultivation of crosscultural commu-
nication attitude, etc. The nonparticipatory observation
method is adopted to understand the state of students’
multicultural knowledge in classroom teaching without
interfering with teachers’ teaching activities and students’
normal learning. This paper adopts a questionnaire survey,
which consists of three dimensions: crosscultural knowledge
teaching, cultivating crosscultural communication attitude,
and crosscultural communication development ability. In
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order to deeply understand the actual situation of crosscul-
tural knowledge training of College English teachers and stu-
dents, this study is conducted from three aspects: teaching
intercultural knowledge, cultivating crosscultural communi-
cation attitude, and cultivating intercultural communication
attitude. Explore and analyze in English teaching to find out
the problems existing in the cultivation. The sample ques-
tionnaire was selected from three colleges in J City, Hunan
Province. Each college issued 100 votes to students, issued
a total of 300 votes, and recovered 285 valid votes, with a
valid recovery rate of 95%. The detailed sample distribution
of the survey subjects is shown in Table 1.

4.2. Teaching Situation of Crosscultural Knowledge in English
Teaching. The formation of any skill should be based on
knowledge, so that students should have crosscultural com-
munication competence, and students should have enough
crosscultural knowledge. Students’ multicultural communi-
cation competence is closely related to crosscultural knowl-
edge, and English teaching is the most direct way to
acquire crosscultural knowledge. Learning more promotes
the development of students’ intercultural communicative

competence, but does nothing for the development of skills,
and even hinders their subsequent learning. Therefore, this
paper examines and analyzes the transfer of foreign cultural
knowledge, intercultural language knowledge, and commu-
nicative knowledge under the dimension of crosscultural
knowledge transfer, so as to show the crosscultural knowl-
edge reserve of college school English teachers. The crosscul-
tural teaching conducted by English teachers is shown in
Figure 1.

From the survey results in Figure 1, it is not difficult to
see that the overall situation of English teachers teaching
students the cultural knowledge from other countries is not
very close to the reality, and it is difficult to impress people.
However, it is worth confirming that the teachers’ under-
standing of students about foreign customs and Western
thoughts is good, and the frequency of lectures is relatively
high. The teaching of intercultural language knowledge by
college English teachers is shown in Figure 2.

From the survey results in Figure 2, it is not difficult to
see that teachers’ crosscultural language ability is relatively
enough to enable students to understand the culture behind
the language from multiple perspectives and clearly realize

Table 1: Sample distribution in the questionnaire survey.

Title Option Number of people Total proportion

Distribution of grades

Freshman 100 35.10%

Sophomore 92 32.30%

Senior 93 32.60%

Distribution of sex
Man 119 41.80%

Woman 166 58.20%

Distribution of English scores

More than 600 points 33 11.50%

500-600 points are scored 120 42.10%

425-500 points are scored 97 34%

Under 425 points 35 12.30%

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

Customs Geographic Historical Values

Often
Occasionally
Never

Figure 1: Crosscultural teaching of English teachers.
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the importance of language ability. However, the existing
problems are also more obvious: in language practice,
teachers fail to simulate the context and communicative
situation.

4.3. Cultivation of Crosscultural Communication Attitude in
English Teaching. The main obstacle to students’ crosscul-
tural communication is not only the language itself but also
the understanding of the sociocultural background and
personal attitudes of other countries. Students should be
prepared to actively understand foreign cultures, actively
explore the similarities and differences between different cul-
tures, respect cultural diversity, and lay the foundation for
successful crosscultural exchanges in the future. From the
current situation of higher education in China, classroom
teaching is not only the main channel for teachers to transfer
knowledge but also a platform for students’ cognition of the

outside world. The status of English teachers in cultivating
students’ crosscultural communication attitude is shown in
Figure 3.

As can be seen from the data in Figure 3, although
teachers are very good at cultivating students’ respect and
understanding of foreign culture, they still lack the cultiva-
tion of communicative attitude, and the importance of culti-
vating crosscultural communication ability has not been
recognized. In addition, many times, people cannot master
all the communication knowledge; so, using communication
strategies is particularly important. In the process of com-
munication, we will inevitably encounter various difficulties.
By choosing appropriate communication strategies, we can
effectively avoid silence and embarrassment. The main place
for college students to learn intercultural communication is
the English classroom. Therefore, whether teachers teach
English the necessary communication strategies in class will

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

80.00%

Meaning Vocabulary Language Situation

Often
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Never

Figure 2: Teachers impart crosscultural language knowledge to students.
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Figure 3: Teachers’ cultivation of attitudes towards students’ crosscultural communication.
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be the key to the improvement of students’ crosscultural com-
munication ability. The development of intercultural commu-
nication strategies by English teachers is shown in Figure 4.

The survey results in Figure 4 show that teachers’ culti-
vation of students’ intercultural communication strategies
is not enough. Although it is involved, they do not often
teach intercultural communication strategies to students.
The abscissa is a ratio, which represents a situation in which
English teachers maintain distance and communicate with
body language when they train students in crosscultural
communication, that is, never, occasionally, and often.

4.4. TTPC Strategy Cultivation in the Crosscultural
Communication competence of College Students. In order to
verify the effect of face-to-face teaching through classroom
experiments, we made the following research assumptions
before the study: after the implementation of TTPC teaching
strategy, the experimental classroom students’ crosscultural
communication competence was significantly improved. It
has improved after the learning test, which means that the
application of TTPC learning strategy can enhance students’
crosscultural communication skills. Before the start of the
experiment, we tested them using the crosscultural commu-
nicative competence rating scale and performed a descrip-
tive statistical analysis of the statistics, as shown in Table 2.

Table 2 shows that the scores for the six dimensions of
crosscultural communication competence show that the
average score of crosscultural attitudes was 19.69, the highest
among the five dimensions, indicating one attitude of students’

favorable feelings towards crosscultural teaching. The norm is
1.43 poor compared to those in other countries, indicating that
students’ long-standing desire for intercultural communication
is common. Secondly, due to frequent exchanges and techno-
logical progress, students can master some crosscultural basic
knowledge and dare to use it boldly in crosscultural communi-
cation. On this basis, we performed crosscultural communica-
tion ability tests, and a descriptive statistical analysis of the
statistics is presented in Table 3.

Table 3 shows that in the crosscultural situation test, the
average of students’ five dimensions of crosscultural com-
munication competence corresponds to the results of
Table 2, and then the average scores and standard deviations
of the two classes were compared as shown in Figure 5 (class
1 is the scale evaluation class, and class 2 is the situational
test class).

Figure 5 The comparison results show that most of the
students can show a positive attitude in the test, willing to
actively communicate with foreign teachers and express
their ideas and opinions. We should maintain this crosscul-
tural exchange activity.

4.5. t-Test Analysis. After the classroom experiment, the
author again used two research tools to evaluate the cross-
cultural communication competence of experimental class-
room students from six dimensions: individual changes
and overall classroom differences were analyzed by the SPSS
paired t-test sampling method, see also Figures 6 and 7. The
M value here refers to a measure of strategic ability,

0.00% 10.00% 20.00% 30.00% 40.00% 50.00%

Often

Occasionally

Never

Keep your distance
Body language communication

Figure 4: Teachers’ cultivation of students’ intercultural communication strategies.

Table 2: Scale evaluation score statistics of crosscultural communication competence.

Class The gift of tongues Pragmatic ability Strategy ability Crosscultural knowledge Crosscultural attitude

Number of people 43 43 43 43 43

Total points 30 30 30 30 30

Average 13.76 12.83 17.24 15.18 19.69

Scoring average 39.2 42 68.96 65.63 70.9

Standard error 3.24 2.15 2.61 2.37 1.43
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crosscultural attitude, language ability, crosscultural knowl-
edge, and pragmatic ability, and the size of the M value rep-
resents the strength of ability.

As can be seen from the comparison of data in Figure 6,
there were very significant differences between crosscultural
communication competence dimensions before and after the
experiment, while there was no significant difference in
crosscultural knowledge.

As can be seen from Figure 7, pragmatic abilities and
crosscultural attitudes differ significantly before and after the
experiment but not in language abilities and cross-cultural
knowledge. Compared with the conclusion of Figure 6, it can
be seen that the differences and changes in the various dimen-
sions of crosscultural communication competence in Figure 7
are consistent with them in principle. Data on intercultural
communication ability are now shown in Table 4.

0
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Language Pragmatic Strategic Knowledge Attitude

1 Class average 2 Class average
1 Class standard deviation 2 Class standard deviation

Figure 5: Comparison of mean scores and SD between the two classes.
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Figure 6: Comparison of the t-test results of the paired samples before and after the evaluation of the experimental class scale.

Table 3: Crosscultural communication competence and scores of all dimensions.

Class The gift of tongues Pragmatic ability Strategy ability Crosscultural knowledge Crosscultural attitude

Number of people 43 43 43 43 43

Total points 20 20 20 20 20

Average 10.07 10.04 12.02 11.44 14.64

Scoring average 50.85 55.2 45.6 55.65 49.2

Standard error 3.26 2.39 3.11 2.27 2.91
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The results in Table 4 clearly indicate that the intercul-
tural communication ability was measured using the teach-
ing scale, and the situational test was significantly different
from the pretest (P < 0:05). It can be concluded that through
the experimental teaching of TTPC learning strategies, stu-
dents’ crosscultural communication competence is signifi-
cantly improved. In this article, ∗ means P < 0:05; that is,
the crosscultural communication competence of the scale is
significantly different from the previous one, and the ability
has been greatly enhanced.

4.6. Application of Hierarchical Correlation Analysis in
Teacher Curriculum. The factors influencing teachers’ cur-
riculum design ability are divided into five dimensions:
school system atmosphere, teaching materials, teachers’ atti-
tude, teachers’ knowledge, and teachers’ ability to use teach-
ing materials. We conducted a separate study of the College

institutional atmosphere and obtained a total of 3 sets of
data, as shown in Table 5.

Table 5 shows that training methods are related to
course design skills > degree of lesson preparation to course
design skills > number of lectures to course design skills. In
addition, hierarchical correlation analysis can also be applied
to the correlation degree of the overall curriculum design
ability and curriculum resource status, the overall curricu-
lum design ability and teachers’ attitude, the overall curricu-
lum design, the overall course design ability and curriculum
resource utilization ability, and so on.

5. Conclusion

In today’s globalization, international exchanges are increas-
ingly common, and crosscultural exchanges will inevitably
encounter cultural differences and potential communication
barriers. Therefore, in foreign exchange trading and com-
munication, it is necessary to have certain crosscultural
communication skills to ensure smooth and effective com-
munication. Although intercultural communication and col-
lege English teaching belong to different fields, the common
goal is to cultivate people with both intercultural communi-
cation skills. Language teaching eliminates the language bar-
rier of crosscultural communication and lays the foundation
for crosscultural communication through the coordinated
evolution of language teaching. Crosscultural communica-
tion should make full use of foreign language teaching and
organically combine crosscultural communication education
with foreign language teaching to achieve a profitable situa-
tion. In the process of English teaching reform in higher
education, we can see the significant changes in the contin-
uous improvement of students’ English skills, but we must
also objectively solve the problems existing in the current
teaching mode. Change teaching methods, pay attention to
language knowledge and skills, ignore cultural teaching,
and ignore the input and output of local culture, teaching
culture imbalance, lack of interoperability, teaching cooper-
ation and communication, and indifferent communication
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Figure 7: Comparison of the t-test results of the paired samples before and after the experimental class scenario test.

Table 4: Test and comparison of crosscultural communication
competence between the two classes.

Group
Average score of

pretest
Posttest average

score

Scale assessment class 78.7 84.69∗

Situational test class 58.21 65.35∗

Table 5: The factors influencing teacher's curriculum design
ability.

Curriculum design ability-school system
atmosphere

Correlation (),
γoi

Lesson preparation 0.8542

The number of lectures 0.5610

Training method 0.8889
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Based on a literature review of influencing factors and forecasting methods for grain production, the empirical analysis of the
influencing factors of China’s grain output is performed using the full subset regression method, the ridge regression method,
and the LASSO regression method. The results show that (1) the increase in the sown area of grain crops is the main reason
for the increase in grain output, (2) the use of agricultural fertilizers and the increase in rural electricity consumption are the
driving factors for the increase in grain output, (3) the impact of total power of agricultural machinery is limited, and (4)
natural disasters have a certain negative impact on food production.

1. Introduction

Food is not only the basis for the people’s survival but also
the basis for the development of a country. At present,
China’s economic activities are stable, but the external envi-
ronment is complex and severe, the economy is facing
downward pressure, and risks and difficulties have increased
significantly. If there is a problem with the supply of food
and important agricultural products, it will not only lead to
rising prices, which will cause economic development to fall
into a passive situation of downward growth and rising
prices, but will also affect social stability. Therefore, it is
particularly important to deepen agricultural supply-side
reforms and increase grain production capacity. There are
some of the key strategies for lowering farm produce pro-
duction costs, and raising farmer income is to improve agri-
cultural productivity. The level of farmers’ income is
influenced by their motivation and the safety of the coun-
try’s food supply. The primary objective of the structural
reform of the agricultural supply side, as stated in 2017’s
No. 1 Central Document, is to raise farmers’ incomes and
assure an adequate supply. The topic of peasant revenue
and reducing the income disparity among urban and rural
inhabitants as a “14th Five-Year” period in 2019 and 2021
was discussed in the No. 1 Central Document once more

[1]. Generally, everyone understands that land is where
farmers get the majority of their revenue. When grain prices
are constant, increasing cost effectiveness and lowering pro-
duction expenses are practical and efficient strategies to
increase farmers’ revenue [1, 2].

Since the reform and opening up, especially since the
implementation of the household coproduction contract
responsibility system, due to the continuous optimization of
agricultural-related policies, the continuous improvement of
agricultural technology, the deepening of market-oriented
reforms, and the dividends released by China’s overall macro-
economic development, China’s food production has been
greatly improved [3]. Taking 2019 as an example, the coun-
try’s total grain output was 66.384 million tons, achieving
“sixteen consecutive harvests.” However, due to the influence
of uncertain factors such as changes in the industrial structure,
increasing restrictions on grain production factors, and fluctu-
ations in the international grain market, the space for further
increase in China’s grain output has gradually narrowed.
Therefore, in order to “ensure basic self-sufficiency of grain
and absolute security of rations,” it is necessary to clarify
important factors affecting grain production, determine effec-
tive ways to further increase grain production, continue to do
a good job of stabilizing agricultural production and ensuring
supply and increasing farmers’ income, promote high-quality
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agricultural development, andmaintain harmony and stability
in rural society [4, 5].

Based on the summary of previous research on influenc-
ing factors and prediction methods of grain production, this
paper uses the full subset regression method, the ridge
regression method, and the LASSO regression method to
conduct empirical analysis of the main influencing factors
of China’s grain output from 1991 to 2018.

2. Literature Review

The research on the influencing factors of grain output is
mainly carried out from six aspects. First, agricultural
resources such as arable land and water are hard constraints
on food security. Xiaoshi et al. analyzed the relationship
between changes in the quantity and quality of cultivated
land and food production and argued that with the eco-
nomic development and industrialization process, a large
amount of agricultural land was deagriculturalized, which
had negatively affected food security [1, 6, 7]. Ahmed and
Melesse and Han et al. believed that cultivated land
resources were the most basic material conditions for agri-
cultural production, and changes in their quantities directly
affect food production and food security [7, 8]. Second, pop-
ulation size and population structure will affect food secu-
rity. Wei et al. and Feng believed that with population
growth and consumption expansion, China’s future arable
land size and per capita arable land area would further
decline, and the per capita food consumption level and total
food demand would further increase [2, 9]. Yuqiu and Lei
believed that the adjustment of China’s future population
structure would further reduce the growth rate of total food
demand [4]. To some extent, changes in population struc-
ture have a positive impact on food security. Xiaoshi et al.
and Taotao et al. explored the impact of demographic
changes on China’s food security from the perspective of
supply and demand. The results showed that with the
advancement of population aging and population urbaniza-
tion, Xiaoshi et al. were of the opinion that China’s food
security had suffered a lasting negative impact [1, 10].

Compared with nonhealthy workers, healthy workers have
advantages in “rational” choice. On the one hand, as an input
factor, healthy human capital participates in labor and forms a
reasonable total allocation with other production factors [7].
On the other hand, due to the strong adaptability of labor
intensity, it can avoid the unconditional excessive. A study
by Xiaoshi et al. and Wei et al. pointed out that the impact
of human capital on agricultural production efficiency would
change with the scale of cultivated land. However, there are
also some literatures that the contribution of human capital
in agricultural production is not significant [1, 2]. Jingbo and
Yuan and Xiang and Zhong found that the human capital
had a positive role in promoting rural economic growth, but
the contribution rate was low [3, 11]. Even a few scholars like
Sanusi and Singh and Xuejiao and Haifeng have shown that
the effect of human capital on rural economic growth was
not significant and even sometimes played a negative role.
Third, the relationship between urbanization and food secu-
rity is studied [12, 13]. Wang conducted an empirical study

on the relationship between urbanization and food security
using panel data from 31 provinces and cities from 1997 to
2015. The results showed that the development of urbaniza-
tion had an adverse effect on food security [14]. Cai took
Henan Province as the research object and found that rapid
urbanization had imposed constraints on food production,
and a large number of rural laborers had moved to cities.
The expansion of cities and towns had caused large areas of
farmland to be converted to nonagricultural land, which had
led to increased food security pressure [15]. Fourth is how
agricultural technological progress affects food security.
Xiaoshi et al. and Du believed that agricultural technological
progress had a great impact on food security, and it was neces-
sary to increase investment in agricultural technological
progress and increased the use of advanced agricultural tech-
nologies to improve the level of food security [1, 16]. Fifth,
impact of climate change on food security has been consid-
ered. Chen and Xie and Chih-Ming believed that climate
disasters would severely affect the balance of food production
and food production systems and that an agricultural meteo-
rological disaster defense system needed to be built to improve
China’s food security level [17, 18]. Chih-Ming and Qiu et al.
believed that climate warming would threaten China’s food
security. It would also change the global food trade pattern
and increase factors of instability [18, 19]. In addition to the
above factors, the existing literature has also studied from
more micro perspectives such as how drought, the use of bio-
mass energy, and genetic modification affect food security.

From the perspective of the main influencing factors, the
research mainly focuses on regression and grey correlation
analysis. For example, Yin et al. used the data from 1991 to
2005 and 2006 to 2010 to conduct grey prediction and grey
correlation analysis. The results showed that the irrigated
area, agricultural production materials, agricultural product
prices, and grain sown were the main factors which affected
grain production [20]; Zai et al. used stepwise regression to
perform a regression analysis on 12 factors affecting grain
production in Henan Province and determined that the
main influencing factors were fertilizer application, pesticide
application, and agriculture were the three expenses for fer-
tilizer application, pesticide application and agriculture tech-
nology and the planting area [21]; Qiling and Zhang also
used gradual regression method to conduct an empirical
analysis of six factors that affect China’s grain production
in 2000-2015. Area was a significant factor affecting grain
output [22]. Considering the existence of multicollinearity,
many scholars have also used ridge regression to reduce
the impact of the collinearity problem on parameter estima-
tion, making the regression results more economically sig-
nificant. For example, Huang’s quantitative analysis of the
factors affecting China’s food production based on revised
CD production function and ridge regression and used the
data from 1990 to 2008. The results showed that the increase
in machinery input and improvement in irrigation condi-
tions could increase food production, while labor input
and chemical fertilizer input were not the driving factors
for the increase of food production, and natural disasters still
had a strong negative impact on food production, and food
production showed increasing returns to scale [23].
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From the perspective of food production forecasting, in
addition to the above theories and models, time series
models, support vector machines, and BP neural networks
are the main research hotspots. Zhang et al. used data from
1978 to 2009 and the moving average model ARIMA to ana-
lyze and forecast China’s total food production. The results
showed that the smooth ARIMA model has higher accuracy
than the ARIMA model [24]. The filter analysis method sep-
arates China’s grain production from 1949 to 2008 into a
time trend series and a fluctuation series. A polynomial
model for the time series was established for the trend series,
and a spectrum filtering method was used to estimate and
fitted the fluctuation period of the grain output. The above
two models were superimposed to predict China’s grain out-
put in the next 10 years [25]; Li used the grey correlation
analysis of the grain production system to determine the
main impact factors in view of the complexity and incom-
pleteness of the grain production system and combined sup-
port vector machines to build a prediction model [26]. In
addition, many scholars have combined the grey correlation
theory or stepwise regression method with BP neural net-
work, the former determines the indicators used, and the lat-
ter is used to predict food production [27, 28]. The idea of
the LASSO method is that the sum of absolute coefficients
cannot be too large. Under this premise, applying the ordi-
nary least squares method, the sum of squares of residuals
is the least [28]. In order to ensure the dietary balance of
Chinese residents, the influence factors of cereal consump-
tion are valuable to research. They first use the LASSO
method to select the main influence factors of cereal con-
sumption, and then, they constructed a partially linear semi-
parametric model for predicting the cereal consumption of
Chinese residents. The results show that the factors affecting
per capita consumption of rice, wheat, and maize are differ-
ent from one another and the three cereals have both com-
mon impact factors and differentiated ones; per capita
disposable income is the common factor with a linear posi-
tive relationship to the consumption of the three cereals;
the model constructed in this paper is well fitted and can
accurately forecast the consumption of cereals; the average
per capita consumption of rice, wheat, and maize is pre-
dicted to be 78.56 kg/year, 62.73 kg/year, and 6.64 kg/year,
respectively, by 2025, which is excessive and is caused by
irrational dietary structure, food wastage, and processing
losses [29].

Other models use the whole information generated by
spectral measurements, such as ridge regression, which was
introduced by Tikhonov and generalized by Hoerl and Ken-
nard [30, 31]. This type of multivariate linear regression
includes a contraction of the multivariate model regression
coefficients and reduces them to the same degree [25]. Her-
nandez et al.’s study evaluated the ability of canopy reflectance
spectroscopy at the range from 350 to 2500nm to predict
grain yield in a large panel (368 genotypes) of wheat (Triticum
aestivum L.) through multivariate ridge regression models.
Plants were treated under three water regimes in the Mediter-
ranean conditions of central Chile: severe water stress; mild
water stress; and full irrigation with mean grain yields of
1655, 4739, and 7967kg·ha−1, respectively. Models developed

from reflectance data during anthesis and grain filling under
all water regimes explained between 77% and 91% of the grain
yield variability, with the highest values in severe water stress
condition. When individual models were used to predict yield
in the rest of the trials assessed, models fitted during anthesis
under mild water stress performed best. Combined models
using data from different water regimes and each phenological
stage were used to predict grain yield, and the coefficients of
determination (R2) increased to 89.9% and 92.0% for anthesis
and grain filling, respectively. The model generated during
anthesis in mild water stress was the best at predicting yields
when it was applied to other conditions. Comparisons against
conventional reflectance indices were made, showing lower
predictive abilities. It was concluded that a ridge regression
model using a data set based on spectral reflectance at anthesis
or grain filling represents an effective method to predict grain
yield in genotypes under different water regimes [32].

Generally speaking, in the study of the main influencing
factors of food production, stepwise regression can only
reduce variables without really solving the parameter estima-
tion bias under multicollinearity. Ridge regression has a
certain subjectivity in variable selection, which is only suit-
able for reducing multicollinearity. In the study of food pro-
duction forecasting methods, the combined model method
and models related to machine learning are favored by
researchers, but under the premise of a small amount of
data, it is easy to produce small training errors and large
generalization errors, and its results of multiperiod predic-
tion are inferior to the multiple linear regression method.
Therefore, after considering various theories and methods,
this paper selects the relevant explanatory variables as fully
as possible and uses full subset regression, LASSO regres-
sion, and ridge regression analysis to further empirically
analyze the selected variables, so as to reduce the impact of
collinearity and identify the main influencing factors.

3. Variable Selection

From the perspective of input and output, the main factors
affecting China’s food production can be divided into four cat-
egories: (1) natural conditions, (2) labor input, (3) technology,
and (4) policies and other factors [12, 20, 21, 27, 33–35].

The constraints of natural conditions are mainly reflected
in three aspects: land, water, and climate. For food production,
land is the object of labor and the means of production of peo-
ple and is the “mother of wealth.” Its area and soil type will
directly determine the output of food. China has a vast terri-
tory and a large north-south span. The geographical and envi-
ronmental differences cause uneven spatial and temporal
distribution of water resources, and the differences in climatic
conditions are large. Water resources are relatively scarce in
many places, and droughts and floods are endless, which
greatly limits food production [21, 27, 34, 35].

The labor input and the technical level need to be consid-
ered together. On the one hand, labor input, that is, the actual
amount of labor input in the production process, with the
socioeconomic level and other factors unchanged, increasing
labor input can bring about an increase in food production.
On the one hand, the improvement of technology means the
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improvement of labor productivity, the improvement of land
utilization rate, or the improvement of resource economic effi-
ciency, so when other factors remain unchanged, greater out-
put is obtained with less labor input [22].

Based on the above analysis and the availability of data,
this paper selected 10 variables that affect food production,
which are the sown area, the affected area, and the affected
area when considering natural conditions. The number of
people employed in the primary industry when considering
labor input, and effective irrigation area, fertilizer applica-
tion, rural electricity use, agricultural plastic film use and
pesticide use when considering technology. See Tables 1
and 2 for details.

All the research data are from the official website of the
National Bureau of Statistics and Data Center, and the time
span is from 1991 to 2018. In addition, in order to eliminate
the impact of dimensionality and explain the final results,
this study also performed logarithmic processing on all
data. The descriptive statistics of the data are shown in
Table 2.

4. Correlation Analysis

Figure 1 is the scatter plot of the variables selected for the cur-
rent study. It can be seen from Figure 1 that there is a clear lin-
ear relationship between the grain output and the selected
variables. In addition to the sown area of grain crops, there
are also obvious linear relationships among other variables,
indicating that there may be multiple collinearity problems
when directly performing regression. It is worth noting that
with the increase in the number of employed people in the pri-
mary industry, the output of food has shown a downward
trend. This does not mean that the decrease in the number
of employed people in the primary industry has led to an
increase in food production. It means that the improvement
of the agricultural industry technology has largely made up
for the reduction of labor input, indicating that when analyz-
ing the issue of food production, it is possible to temporarily
ignore the explanatory variable of labor input [27]. Further,
it can be seen that it is impact of affected area and disaster area
which affects the production of the country and has different

Table 1: Variables.

Variables Variable meaning

y Grain output (10,000 tons)

x1 Employment in the primary industry (10,000 people)

x2 The sown area of food crops (thousand hectares)

x3 Total power of agricultural machinery (10,000 kilowatts)

x4 Effective irrigation area (thousand hectares)

x5 Pure fertilizer application amount (10,000 tons)

x6 Rural electricity consumption (billion kilowatt hours)

x7 Consumption of agricultural plastic film (ton)

x8 Amount of pesticide used (10,000 tons)

x9 Affected area (thousand hectares)

x10 Disaster area (thousand hectares)

Table 2: Descriptive statistics.

Variable Mean Maximum Minimum Std dev.

y 10.86270817 11.09984221 10.67057107 0.14594216

x1 10.32984707 10.57382659 9.91630506 0.20978288

x2 11.61474 11.68881 11.50701 0.04777608

x3 11.05192624 11.62382325 10.28836212 0.43968355

x4 10.93997146 11.13124973 10.77524253 0.11156401

x5 8.43068222 8.70327434 7.93919447 0.23065250

x6 8.2265766 9.1616143 6.8702611 0.7371465

x7 14.27251711 14.77239052 13.37256941 0.43000708

x8 4.92201629 5.19722550 4.33768282 0.25639565

x9 10.58050597 10.92363367 9.82433611 0.33470965

x10 9.91449979 10.44505574 9.12706745 0.38274362
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impact on the country’s selected variables. And it can also be
seen that except affected area and disaster areas, all other var-
iables are having direct relationship between each other. The
sown area of food crops shows seasonal relationship to all
the selected variables and has seasonal ups and downs.

Figure 2 is the correlation coefficient matrix of the vari-
ables. From Figure 2, we can see that (1) the absolute values
of the correlation coefficients between the selected indepen-
dent variable and the dependent variable are larger than 0.7,
indicating that the linear relationship is obvious. (2) In addi-
tion to the sown area of grain crops, there are also obvious
linear correlations between other independent variables,
indicating that there may be serious multicollinearity prob-
lems when directly performing regression [28].

Regarding the testing of collinearity problems, in addi-
tion to using correlation coefficients to assist judgment, there
are currently two main methods: (1) judging whether there
is a collinearity problem based on the condition number
and (2) judging whether a collinearity problem exists based
on the variance inflation factor [22].

The mathematical expression of the condition number is
as follows:

k = λmax XTX
À Á

λmin XTX
À Á , ð1Þ
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Figure 1: Scatterplot.
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where λ is the eigenvalue and X is the independent variable
matrix. Generally speaking, when k < 100, the degree of mul-
ticollinearity is considered small; when 100 ≤ k ≤ 1000, mul-
ticollinearity is considered to exist; when k > 1000, serious
multicollinearity is considered to exist. After removing the
independent variable x1, the condition number of the inde-
pendent variable matrix composed of the remaining inde-
pendent variables is 3984.441, which is much greater than
1,000 [7, 8, 34].

The formula for calculating the variance inflation factor
is as follows:

VIFi =
1

1 − R2
i

: ð2Þ

R2
i represents R

2 obtained by linear regression using vari-
able xi as the dependent variable and the other k − 1 variables
as independent variables. Generally, we think that there is a
multicollinearity problem when the variance inflation factor
is greater than 5 or 10. When the variance inflation factor is
greater than 100, there is a serious multicollinearity problem
[3, 7, 25].

After calculation, the variance inflation factor of various
variables is shown in Table 3. From this table, we can clearly
see that except for x2, the variance inflation factor of other
variables is all higher than 10, and most of them are higher
than 100, which indicates that there is a serious multicollin-
earity problem between independent variables, and linear
regression cannot be performed directly.

5. Empirical Analysis

5.1. Full Subset Regression Analysis. Stepwise regression
means that the model will add (or drop) a variable one by
one until it reaches a certain stopping criterion. However,
in practice, although stepwise regression analysis can find a
good model, it cannot guarantee that the model is the best
one. Therefore, this paper uses full subset regression analysis
to analyze the possible combination of variables [34, 35].
The results are shown in Figure 3.

From Figure 3, we can see that based on the adjusted R
-squared, the optimal subset contains five variables, which

are x2, x3, x5, x6, and x10. Based on this, a regression equa-
tion is established, and the results are shown in Table 4.

From the table above, we can see that the regression
coefficients of the five explanatory variables are all signifi-
cantly nonzero, but the regression coefficient of the total
power of the agricultural machinery represented by the x3
variable is negative [25, 28]. The main reason for this is
the existence of multicollinearity [13, 16].

5.2. LASSO Regression Analysis. LASSO regression is a biased
estimation regression method that can be used for collinear
data analysis. It differs from ordinary least squares regression
in that it adds a 1-norm penalty term in the estimation process
[14, 28, 29], which is expressed as a mathematical formula as
follows:

bθ = argθ min Xθ − yj jj j22 + C θj jj j1: ð3Þ

Using R 3.6.2 for LASSO regression, the Cp value calcula-
tion results are shown in the following table.

Table 5 shows the value of the Cp statistic at each step of
variable selection. Among them, it can be seen that the Cp
value of step 10 is the smallest, which is 4.6649. The corre-
sponding coefficients of each variable in Table 6 can be seen,
only x2, x5, x6, x9, and x10 are not zero, and the coefficients
are 1.420427, 0.196403, 0.043928, -0.03694, and -0.0474. It
shows that the sown area of food crop has a significant
impact on food production, and pure fertilizer application
amount, rural electricity consumption, and disaster area
can affect grain production as well.

5.3. Ridge Regression Analysis. Ridge regression is also a biased
estimation regression method that can be used for collinear
data analysis. The regression coefficient is more practical and
reliable at the cost of losing some information and reducing
accuracy, and it fits a large number of conditions (morbid
data) [31, 32]. Other models use the whole information gener-
ated by spectral measurements, such as ridge regression, which
was introduced by Li and Ren and generalized by Li et al. [27,
28]. This type of multivariate linear regression includes a

Table 3: Variance inflation factor.

Variable VIF

x2 6.943401

x3 111.902358

x4 119.948846

x5 495.576474

x6 146.985565

x7 195.505956

x8 204.511600

x9 25.625410

x10 17.143386
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Figure 3: Four best models with different subset sizes based on
adjusted R-squared.

6 Journal of Sensors



RE
TR
AC
TE
D

Table 4: Full subset regression results.

Variable Coefficients Std error T value P value

Constant -6.93797 0.84836 -8.178 4.09e-08∗∗∗

x2 1.44285 0.06502 22.190 <2e-16∗∗∗

x3 -0.11074 0.04638 -2.388 0.02597∗

x5 0.23684 0.07007 3.380 0.00270∗∗

x6 0.10630 0.02999 3.545 0.00182∗∗

x10 -0.06103 0.01279 -4.770 9.20e-05∗∗∗

R2 0.9948 Adjusted R2 0.9936

F value 839.1 P value <2.2e-16
DW 2.2278

Table 5: Changes in Cp values of the data in LASSO regression.

Step Df Rss Cp

0 1 0.57508 3662.8281

1 2 0.44547 2833.4618

2 3 0.27043 1712.7045

3 4 0.24992 1583.0999

4 5 0.09332 580.5712

5 4 0.04680 280.2289

6 5 0.01993 109.8113

7 6 0.00783 34.2075

8 7 0.00404 11.8952

9 6 0.00362 7.2435

10 7 0.00291 4.6649

11 8 0.00289 6.5284

12 9 0.00286 8.3747

13 10 0.00281 10.0000

Table 6: LASSO regression coefficients at each step.

Step x2 x3 x4 x5 x6 x7 x8 x9 x10
1 0 0 0 0 0 0 0 0 0

2 0 0 0.171949 0 0 0 0 0 0

3 0 0 0.316865 0 0 0 0 -0.0483 0

4 0 0 0.339717 0 0 0 0 -0.04577 -0.00753

5 0.45343 0 0.554411 0 0 0 0 0 -0.04692

6 0.672158 0 0.639493 0 0 0 0 0 -0.05293

7 0.938281 0 0.445622 0.112526 0 0 0 0 -0.0617

8 1.153794 0 0.248814 0.211913 0 0 0 -0.02147 -0.05627

9 1.367226 0 0 0.194545 0.043928 0 0 -0.03669 -0.04502

10 1.420427 0 0 0.196403 0.047311 0 0 -0.03094 -0.0474

11 1.422217 -0.08757 0 0.243953 0.086609 0 0 -0.02709 -0.04624

12 1.42105 -0.09139 0 0.262388 0.086814 0 -0.00946 -0.02559 -0.04645

13 1.42738 -0.0914 -0.01892 0.284621 0.087443 0 -0.02325 -0.02566 -0.04562

14 1.473969 -0.09244 -0.1296 0.371263 0.089772 0.018195 -0.09128 -0.02441 -0.04353
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contraction of the multivariate model regression coefficients
and reduces them to the same degree [25].

Compared with LASSO regression, the ridge regression
adds a 2-norm penalty term in the estimation process, which
is expressed as a mathematical formula as follows:

bθ = argθ min Xθ − yj jj j22 + C θj jj j22: ð4Þ

Using R 3.6.2 for direct ridge regression, the results are
shown in Table 7:

It can be seen from the above table that the variable x3’s
coefficient is positive [27], which is in line with economic laws,
but the coefficient is not significantly nonzero. Therefore, the
x3 variable is excluded and we perform ridge regression again.
The final ridge regression result is shown in Table 8.

The ridge parameter after removing the x3 variable is
0.03450807. It is relatively small, which indicates that although
the estimation is biased, the deviation from the least square
estimation result is not large. Comparing the standardized
regression coefficients, we can clearly see that the sown area
of food crops has a greater positive impact on food produc-
tion, followed closely by the application of pure agricultural
fertilizers and rural power consumption, and the negative
impact of disaster area on food production is relatively large,
which is basically consistent with LASSO regression results.

6. Conclusion

Considering the results of the previous regression analysis,
we can draw the following conclusions:

(1) The increase in the sown area of food crops is the
main reason for the increase in food production.
After comprehensively analyzing of the regression
results of the three regressions, we find that the elas-
ticity coefficient of the variable x2 is all above 1, indi-
cating that the increase in the sown area can
significantly increase the growth of grain output

(2) The use of agricultural fertilizers and the increase in
rural electricity consumption are the driving factors
for the increase in grain output. From the empirical
analysis, we can see that, in addition to the sown
area, the amount of fertilizer applied to agriculture
and rural electricity consumption are significantly
positive in the three models, and the regression coef-
ficient is relatively large than other variables, indicat-
ing that they have indeed effectively promoted the
increase in food production

(3) The total power of agricultural machinery has a lim-
ited impact on grain output. The effects of the total

Table 7: Ridge regression results.

Variable Regression coefficients Standardized regression coefficients Standard error T value P value

Intercept -6.022672

x2 1.285106 0.319030 0.017076 18.683 <2e-16∗∗∗

x3 0.005408 0.012356 0.021791 0.567 0.570710

x4 0.125080 0.072509 0.023788 3.048 0.002303∗∗

x5 0.083995 0.100669 0.013701 7.348 2.01e-13∗∗∗

x6 0.023191 0.088829 0.020001 4.441 8.94e-06∗∗∗

x7 0.022444 0.050148 0.017251 2.907 0.003650∗∗

x8 0.059953 0.079874 0.022066 3.620 0.000295∗∗∗

x9 -0.043730 -0.076056 0.025652 2.965 0.003028∗∗

x10 -0.052508 -0.104428 0.024886 4.196 2.71e-05∗∗∗

Table 8: Final ridge regression results.

Variable Regression coefficients Standardized regression coefficients Standard error T value P value

Intercept -6.26961

x2 1.31299 0.32595 0.01721 18.941 <2e-16∗∗∗

x4 0.11369 0.06591 0.02834 2.326 0.020025∗

x5 0.09098 0.10904 0.01537 7.093 1.31e-12∗∗∗

x6 0.02624 0.10050 0.02607 3.855 0.000116∗∗∗

x7 0.02254 0.05036 0.02100 2.397 0.016516∗

x8 0.05997 0.07989 0.02434 3.282 0.001030∗∗

x9 -0.04163 -0.07241 0.02957 2.448 0.014348∗

x10 -0.05252 -0.10445 0.02747 3.803 0.000143∗∗∗
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power of agricultural machinery on grain yield are not
the same in the three models. The elasticity coefficient
of the total power of agricultural machinery is negative
in the full subset regression, and the elastic coefficient
is positive in the ridge regression and LASSO regres-
sion but not significant. The main reason for this
result significance might be due to the suitable vari-
ables selecting procedure listed in Figure 3 where to
run the full subset regression only 5 variables are
selected to show their impact on the dependent vari-
able. Second, it might be the time span of the data is
too long, which causes the effect of mechanical inputs
on grain output to be not obvious

(4) Natural disasters have a certain negative impact on
food production. From the above three regression
models, we can see that for each 1% increase in the
disaster area, food production will decrease by about
0.05%, indicating that natural disasters still have a
certain negative impact on food production. It is still
necessary to consolidate the ability of agricultural
production to resist natural disasters
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In order to accurately and rapidly calculate the water requirement of naked oats under drip irrigation in the north foot of Yinshan
Mountain, the study adopted the Kc and calculation method for potential evapotranspiration recommended in document FAO56
and applied SCCA to calculate the water requirement of crops based on the deficient irrigation experiments. The results indicated
that the water requirements of naked oats without drought influence was 383.8mm, and the maximum daily average water
requirement intensity was heading flowering, which was the critical period of crop water requirement, and the mean value of E
T0 in the whole growth period was 3.89mm/d. After correction, KC of naked oats in the initial growth stage, crop
development growth stage, mid-season growth stage, and late season growth stage was 0.34, 0.94, 1.05, and 0.36. The average
KC of naked oats in the whole growth stage was 0.71. SCCA does not consider the influence of wetting depth in the initial
growth period of crops and the correction of local irrigation in the mid-season and late season stage of crops. Therefore, when
the irrigation quota of naked oats is 315mm, the crop water requirement calculated by SCCA is 363.84mm, which is about
10% different from the measured value. The results show that SCCA can be used to calculate the water requirement of naked
oats under drip irrigation at the northern foot of Yinshan Mountain in Inner Mongolia, and the calculation error is within the
allowable range. However, it is also necessary to consider the influence of different irrigation forms and plant height of crops
on calculation value.

1. Introduction

The calculation methods for crop water requirements gener-
ally consist of two categories, including the water require-
ment of crop growth period measured with water balance
method, and actual crop water requirement calculated
through the calculation of the water requirement of refer-
ence crop. Among them, FAO56 recommended crop coeffi-
cient approach has a relatively wide application for the water
requirements of crop in current agricultural production
activities [1]. The critical process for the application of

SCCA recommended by FAO56 in the calculation of the
crop water requirement is to calculate out the water require-
ment ET0 of reference crop and KC . KC reflects the specific
value between the crop water requirement Etc in one certain
growth stage and the potential evapotranspiration ET0 of the
reference crop, which is the comprehensive demonstration
of the biological characteristics, status of soil, water and fer-
tility, crop type, output, field management level, and other
factors of the crop itself toward the crop water requirement.
It is an important parameter for the differences between the
water requirements of different crops and the water
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requirement of the reference crop. On account of different
growth and development characteristics, crops in different
varieties have quite different characteristics in water require-
ments in different growth stages [2–8].

The document of FAO56 provides recommended values
for KC of different crops in different growth periods. Consid-
ering that the values of Kc in FAO56 are given on the basis of
certain climate and plant forms, it is necessary to verify and
modify the values according to the actual application envi-
ronment (variety, climate, water, and fertility conditions)
[9–13]. Zhang et al. conducted irrigation experiments for
silage corn and alfalfa in Uxin Banner and adopted the mea-
sured day-by-day Eta and PM formula of FAO56 to get the
day-by-day ET0 for analysis; KC of alfalfa on Maowusu
sandy land in the growth stage has been calculated [14].
Wang and Xie applied CERES-Wheat model to simulate
and calculate out the KC of north winter wheat in Fufeng
County and Chencang District inn Baoji at the initial grow-
ing stage, wintering stage, growth peak stage, and final
growth stage and compared them with the recommended
KC in FAO56 in terms of relevance and deviation [15].
Wang et al. applied leaf area index LAI and meteorological
factors to simulate the crop coefficient and evapotranspira-
tion of corn in the whole growth period. Based on the day-
by-day meteorological data of Hebei in nearly 60 years from
1955 to 2014 and the Hebei Soil Data in the China Soil Data-
base, Cao, Li and Zhu adopted SCCA recommended in FAQ
to modify the value of KC , got the spatial and temporal dis-
tribution law for the modification of KC of main crops in the
central south region of Hebei, and discussed the main mete-
orological factors associated with the changes in KC [16, 17].
Wang et al. perform observation and experiment studies for
crop coefficient and laws of rice in Yunnan. The result
showed that the spatial differences of KC did not have any
obvious laws [18]. The value in areas with humid and
semi-humid climate was relatively high, and the value in
areas with wet cool climate was relatively low. Although
KC demonstrated the decline trend along with the ascending
of the altitude, the correlation between them was relatively
low. Li applied ET0 and Eta to calculate out KC on meadow
and sand dune and constructed KC inversion model from
multiple vegetation indexes with concurrent consideration
of leaf area index and soil moisture content [19]. Zhang
et al. applied UAV remote sensing platform with multi-
spectral sensor to implement synchronous observation for
crop coefficients of corn in various growth stages under dif-
ferent moisture contents in Dalad Banner and modified the
KC recommended in FAO with dual-crop coefficient
approach based on the meteorological data, soil quality,
and other external conditions [20]. Based on the recom-
mended method of FAO, Liu made selection for the ET0 cal-
culation method in Altay Prefecture of Xinjiang and applied
actually measured water requirement to modify the KC value
recommended in FAO56 [21]. Ikram elaborated on the
global importance of oats and production improvement,
showing that oat is a crop that requires a lot of water to
increase production, and in order to reduce the water
requirement, a new concept is needed to improve productiv-
ity [22]. Ejaz indicated that groundwater resources in Paki-
stan are depleting and conducted groundwater simulations

of different interventions in irrigation and planting practices.
The results showed that it is suitable to plant wheat and oats
in early spring and cotton in the rainy season; it could max-
imize the conservation of groundwater resources [23].
Schoot estimated the current and possible future irrigation
water consumption of four important irrigated crops in the
Rhine River Basin, sugar beet, potato, maize, and oat, and
suggested to expand a dynamic crop plan extension model
to accurately estimate the water requirement of each sub-
basin [24]. Djaman selected 28 oat genotypes suitable for
planting in the western United States and conducted a
four-year yield evaluation under sprinkler irrigation at the
Agricultural Science Center, and the results showed that
the oat crop water use efficiency (CWUE) varied by geno-
type and year [25].

At present, a large number of studies have used SCCA
recommended in FAO56 to calculate the water demand of
naked oats, alfalfa, cotton, and other crops, but most of the
results do not consider the impact of irrigation forms on
crop water requirement. Naked oats are one of the main
nutritious grains in the alpine regions of northern China.
In recent years, due to the increasing shortage of water
resources in Northwest China, subsurface drip irrigation
and underground drip irrigation are widely used in the
naked oats planting area at the northern foot of Yinshan
Mountain. Because the underground drip irrigation is
located below the ground surface, it directly irrigates the
roots of naked oats, reducing the evaporation of water on
the soil surface, which is quite different from the traditional
cultivation of naked oats. At the same time, FAO56 was pub-
lished in 1998. Compared with now, there have been obvious
changes in crop varieties, especially in plant height. How to
quickly and accurately calculate the crop water demand of
naked oats in the northern foot of Yinshan Mountain under
the condition of carrying out field experiments as little as
possible has become one of the important issues of water
and soil resources management in the irrigation area.

This paper applied SCCA recommended in FAO to
investigate the water requirement of naked oats in the north
foot of Yinshan Mountain and verified with the measured
value at the fields to study the practical application of SCCA
in the calculation of crop water requirements of naked oats
under drip irrigation in the north foot of Yinshan Mountain
in the actual production and life. The research achievements
provide basis for the accurate calculation of the crop water
requirements of naked oats under drip irrigation in the
north foot of Yinshan Mountain, as well as the formulation
of scientific and reasonable irrigation system.

2. Materials and Methods

2.1. Regional Overview. The research area is located at Yin-
shanbeilu Grassland Eco-Hydrology National Observation
and Research Station in Xilamuren Town, Damaoqi, Baotou,
Inner Mongolia. With a distance of 80 km from Hohhot
City, the research station situates on Wulanchabu grassland
at the central position of Inner Mongolia and north foot of
Yinshan. The place belongs to continental monsoon climate
in warm temperate zone. The climate has the characteristics
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of droughty and windy springs and autumns, hot and short
summers, and dry and cold winters. The annual mean pre-
cipitation is 284mm, and the annual mean evaporation is
2305.0mm. The precipitation is mainly concentrated in July
and August. The annual mean temperature is 2.5°C, and the
frost-free period is 83 days. The predominant wind is west-
erly wind and northwesterly wind, and the annual mean
wind speed is 4.5m/s. The mountainous area of Yinshan
where the research station is located belongs to the transi-
tion belt of Inner Mongolian Plateau, which has the average
altitude of 1600m. The area has denudation landforms, as
well as alluvial and constructional landforms.

The soil belongs to young soil developed based on base
rocks, and the soil on high positions contains limited
amount of soil humus. The soil texture is coarse and the dis-
tribution area is relatively small. Low places are generally
distributed with relatively large area of chestnut soil, with
the texture of light loam or sandy loam. With relatively
abundant moisture and nutrients, the soil has certain pro-
duction potential. The thickness of the surface soil layer is
only 10 to 15 cm or thinner, and the thickness in low places
could reach from 30 to 50 cm. However, the salt content is
relatively high.

2.2. Experiment Materials. The varieties of naked oats
applied in the experiment are Bayou No. 1 and Yajin No.
7. The initial division of the growth period is shown in
Figure 1. The soil for test in the experiment pit is selected
from the soil in the research station. The soil is back filled
according to the actual volume-weight. The physical and
chemical properties of the soil are shown in Table 1.

2.3. Experiment Design. The irrigation form is shallow drip
irrigation. The experiment applied deficit irrigation
approach, and set four treatment levels, including Without
Drought (the moisture content of soil wetting layer is 90%
of the field moisture capacity), Slight Drought (the moisture
content of soil wetting layer is 80% of the field moisture
capacity), Medium Drought (the moisture content of soil
wetting layer is 70% of the field moisture capacity), and
Severe Drought (the moisture content of soil wetting layer
is 60% of the field moisture capacity). Each treatment level
repeated for three times, reaching a total of 12 small areas.
The experiment for two crops totally had 24 small areas, as
shown in Table 2. The irrigation times of various treatments
were 10 times, and the irrigation times are May 20, June 1,
June 13, June 28, July 10, July 20, August 1, August 13,
August 25, and September 5.

From May 5 to 6, the land was ploughed 25 cm deep and
then leveled (15 000 kg rotten organic fertilizer was applied
per ha as base fertilizer). Before sowing, seeds were mixed
with 40% seed dressing double wettable powder according
to 0.2% of seed weight to prevent smut. Sowing began on
May 14. The seed fertilizer is 175 kg diamine per ha (nitro-
gen content 18%, phosphorus content 48%). After sowing,
the soil must be covered in time to suppress and preserve
moisture. The additional fertilizer shall commence from
emergence and end in the heading stage. One additional fer-

tilizer shall be arranged, and 60 kg carbamide is applied for
each ha of the land.

2.4. Test Indicator and Method. The observation contents
mainly include meteorological data, soil data, and physiolog-
ical data of crops.

Meteorological data: apply the data from Hobo Meteoro-
logical Stations in the site.

Physical indicators of soil: moisture content, saltness,
temperature, and soil water potential. The current soil sen-
sor (EM50, Origin, USA) is used to measure the moisture
content, saltness, and temperature of the soil. The reading
intervals of the sensor may be one reading per hour. Use a
laptop to regularly collect the water, salt, and temperature
data stored in the sensor. The soil water characteristic curve
(SWCC) of the soil samples in the test area was measured by
a pressure plate extractor (1500F2, Soil Moisture Equipment
Corp., Santa Barbara, CA, USA), and then the van Genuch-
ten (VG) model was constructed by the SWCC. The mea-
sured soil moisture data is used to calculate the soil water
potential through VG model.

10, 8%

20, 17%

25, 21% 25, 21%

40, 33%

65, 54%

Sowing -emergence 15/5~25/5 15 cm
Emergence -tillering 26/5~15/6 30 cm
Tillering -jointing 16/6~10/7 30 cm
Heading -blooming 11/7~5/8 45 cm
Filling -milky maturity 6/8~15/9 45 cm

Figure 1: Division of the growth stages and soil wetting layer
thickness.

Table 1: Basic physical and chemical properties of experiment soil.

Experiment pit Naked oats

Bulk density (g/cm3) 1.44

Saturated water content (%) 23.7

Field

Water-holding capacity (%) 19.8

Total nitrogen (%) 0.017

Available nitrogen (mg/kg) 35

Rapid available phosphorus (mg/kg) 9.5

Rapidly available potassium (mg/kg) 195

Organic matter (%) 1.21

Soil texture Loamy sand

Saltness (%) 0.62

pH value 7.8
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Chemical indicators of the soil: organic matter, content
of nitrogen, phosphorus, and potassium in soil, pH value,
etc. Organic matter content was determined by low-
temperature external thermal potassium dichromate oxida-
tion colorimetry. The total nitrogen content was determined
by alkaline hydrolysis distillation method. The total phos-
phorus and total potassium contents were determined by
sodium hydroxide melting method.

Crop growing status: growth progress, main develop-
ment indicators, output, etc. Growth progress: commence
the daily measurement work from the seeding and record
the seeding time, emergence time, emergence rate, entry
time of various growth stages, and the final harvest time.
Main development indicators: crop height, stem diameter,
leaf area indicator; measure once in each ten days. Measure
at least 10 plants in each small area, and sample in the shape
of plum blossom; arrange at least 3 sampling points in each
small area for the leaf area. Output: after the maturity of the
naked oats, randomly select typical sampling points in the
land plot to measure the output. The area of each sampling
point is 1m2.

2.5. Data Analysis Method. The crop water requirement of
naked oats in the irrigation test is calculated according to
the water balance principle, as shown in Formula (1).
According to Formula (1), the crop water requirement in
the experiment can be calculated through the indicators such
as naked oats irrigation amount, irrigation times, rainfall
supply amount, and soil moisture.

ETc = P0 + K +M +Wt + ΔW, ð1Þ

where ETc is crop water requirement (mm); P0 is the effec-
tive rainfall during the growth period (mm); K is groundwa-
ter recharge (mm); M is irrigation water volume during
growth period (mm); Wt is the change of soil water content
caused by the increase or decrease of the soil wetting layer
thickness at the beginning and end of each growth period,
and the increase or decrease of soil water storage caused by
the increase or decrease of soil wetting layer thickness. Since
there is no increase or decrease of the soil wetting layer
thickness, this item can be ignored; ΔW is the increase or
decrease of soil available water supply caused by the change
of soil water content at the beginning and end of each
growth period, which is ignored in this study.

The study compared the measured value in experiments
with the data calculated out with SCCA and then used SCCA

to calculate out the water requirement (Formula (2)) [1].

ETc = ET0 · Kc, ð2Þ

where Kc is the crop coefficient in the whole growth period
or in different growth stages of the crop; ETc is the actual
water requirement of the crop in the whole growth period
or in different growth stages (the unit is mm); ET0 is the
potential evapotranspiration of the reference crop in the
whole growth period or in different growth stages (the unit
is mm).

Apply Penman-Monteith formula (Formula (3)) recom-
mended in FAO56 to calculate the potential evapotranspira-
tion ET0 of the reference crop. Potential evapotranspiration
ET0 of the reference crop (1990): it is the evapotranspiration
rate of the reference crop assuming that the crop height is
0.12m, the fixed surface resistance y =70 s/m, and the reflec-
tion rate is a=0.23. Penman-Monteith formula has relatively
thorough theoretical basis and high calculation precision. It
takes energy balance and water vapor diffusion theories as
the basis and considers the aerodynamic parameters and
physiological feature of crops.

ET0 =
0:408 Rn −Gð Þ + γ 900/ T + 273ð Þð Þu2 es − eað Þ

Δ + γ 1 + 0:34u2ð Þ , ð3Þ

where ET0 is the evapotranspiration of the reference crop
(mm/d); Rn represents the net radiation on canopy surface
[MJ/(m2∙d)]; G is the soil heat flux [MJ/(m2∙d)]; T repre-
sents average temperature (°C); Δ represents the slope of
the vapor pressure-temperature curve for saturated water
(k Pa/°C); u2 is the wind speed at the height of 2.0m (m/s);
es is the vapor pressure of saturated water (k Pa); ea is the
vapor pressure of the actual water (k Pa): γ is the constant
of the hygrometer (k Pa/°C).

SCCA incorporates the influences of crop evapotranspi-
ration and evaporation of soil into the KC . To coordinate
various characteristics of crops and average influence of soil
evaporation, SCCA divides the growth period of crop into
four growth stage and uses these four growth stages to
describe the crop development process and biological and
climate characteristics. These four stages are initial growing
stage, wintering stage, growth peak stage, and final growth
stage. The whole growth period just needs three Kc values
(Kcini, Kcmid, and Kcend) to describe and draw the Kc curve.

Table 2: Experiment design for naked oats.

Treatment No.
Irrigating water quota

(mm)
Times

Irrigation quota
(mm)

Severe drought HM1 15 10 150

Medium drought HM2 18 10 180

Slight drought HM3 21 10 210

Without drought (CK) HM4 24 10 240

4 Journal of Sensors



3. Results and Analysis

3.1. Measured Water Requirements of Naked Oats. Water
requirement characteristics of naked oats were expressed
by modulus coefficient and water requirement intensity.
The modulus coefficient represents the proportion of water
requirement in a certain growth stage to the whole growth
stage, and the water requirement intensity represents the
average daily water requirement in the growth stage. It could
be seen from Table 3 that the water requirements, modulus
coefficient, and water requirement intensity of naked oats
had the trend from low to high and then from high to low.
The plants were relatively small in the seedling stage, and
the land coverage was relatively low. Therefore, the surface
evaporation took a vital portion in the water consumption.
In addition to relatively low temperature and weak illumina-
tion, the water requirement model number and intensity in
this stage were relatively low. The modulus coefficient is
around 20%, and the water requirement intensity was from
2.56 to 3.91mm/d. After the stage of Tillering-Jointing, the
nutrient growing and evapotranspiration accelerated, lead-
ing to rapid expansion of the water requirement intensity.
Therefore, the stage modulus coefficient was relatively high,
which was around 28%. In the stage of Heading-Blooming,
the plant height and leaf area of naked oats reached the high-
est value. In addition, the stage is just the season with the
highest temperature in a year; the water requirement inten-
sity reaches the highest level, which is between 3.08 and
4.70mm/d. The water requirement modulus reaches the
highest value of about 31%. This stage is critical for the
growth of naked oats. As the gradual descending of the tem-
perature in the stage of Filling-Milky Maturity, the leaves
gradually become yellow, the evapotranspiration keeps
decreasing, and the water requirement intensity comes
across gradual decrease day after day.

3.2. Potential Evapotranspiration of Reference Crop. It could
be seen from Figure 2 that the mean value of the potential
evapotranspiration ET0 in the whole growth period was
3.89mm/d, which demonstrated the trend of high in the
middle and low in the both ends. Due to the decrease in tem-
perature at the stage of emergence, the value of ET0 was rel-
atively low, and the mean value was only 3.22mm/d. As the
gradual ascending in the temperature and increase in the
solar radiation capacity, ET0 maintained the gradual
increase trend after reaching the stage of bud bearing and
blossoming. ET0 reached the highest value of 6.86mm/d
on July 20, and saw the lowest value of 1.82mm/d on Sep-
tember 23.

3.3. Initial Selection of Kc under SCCA. In the whole growth
period, Kc will change along with changes in the growth and
development, ground coverage degree, crop height, and leaf
area. According to FAO56 and actual growth performance
of crops (Table 4), the growth and development period of
the crop could be re-classified into the following stages
according to the demands of SCCA.

The initial growth period is determined when about 10%
of the soil surface is covered by green.

Crop development growth stage shall refer to the period
when the surface coverage reaches about 10%, to the time
when the surface is completely covered by green. On account
of some physiological features of close crops like naked oats,
it is very difficult to determine the effective time of complete
shading in a visualized manner. Therefore, for the conve-
nience of observation, the experiment takes the time when
the average height of crops reaches about 0.5 meters as the
effective time of complete shading.

The mid-season growth stage commences from the time
of effective and full shading and ends on the maturity of the
crops. The mid-season growth period under the experiment
commenced from the time of effective and full shading to the
time before harvest.

As annual crops used for grains and oil-bearing mate-
rials, naked oats enter into the late season growth stage after
filling and would be harvested after become yellow and
matured.

In accordance with data provided in No. 24 Document
of FAO Irrigation and Drainage, under the conditions of
the average sunshine and minimum relatively humidity
(RHmin) of about 45%, the average wind speed of 2m/s,
the absence of water stress and relatively high management
level, the recommended values of naked oats under the three
growth stages are Kcini =0.3, Kcmid =1.15, and Kcend =0.25.

3.4. Modification for Kc under SCCA

3.4.1. Calculation and Modification of Kcini. Only one drip
irrigation is arranged on May 20 in the initial growth stage
of the crops, and the irrigation amount of naked oats is
27mm. According to the recommended calculation method
of FAO, Kcini could be estimated and calculated with for-
mula if the average infiltration depth is between 10mm
and 40mm (Formula (4)).

Kcini = Kcini−b +
I − 10ð Þ
40 − 10ð Þ Kcini−b − Kcini−a½ �, ð4Þ

where Kcini−a represents average Kcini as related to the level
of ET0 and the interval between irrigations and/or signifi-
cant rain during the initial growth stage for all soil types
when wetting events are light to medium (3-10mm per
event), and Kcini−b represents average Kcini as related to the
level of ET0 and the interval between irrigations greater than
or equal to 40mm per wetting event, during the initial
growth stage for coarse-textured soils and medium and
fine-textured soils [1], and I is the average infiltration depth
(mm). According to the relevant data and materials in the
figures and table, the value of Kcini under drip irrigation con-
dition ascertained from the table is 0.3.

In FAO56, the calculation of Kcini still needs the modifi-
cation for the energy restriction stage and soil moisture
restriction stage in the surface evaporation process of the
soil. According to the field moisture capacity and moisture
rate on wilting point of the soil and the sand content Sa
and clay content in the soil in the evaporation layer, Kcini
for naked oats under drip irrigation is 0.34 when the irriga-
tion quota is 270mm.
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3.4.2. Calculation and Modification of Kcmid . With dry cli-
mate and windy and dusty weather, the north foot of Yin-
shan Mountain inn Inner Mongolia does not belong to the
situations recommended in FAO-56. As for crop coefficient
under non-standard situations, FAQ-56 provides the for-
mula of modified Kcmid (Formula (5)):

Kcend = Kcend Tableð Þ + 0:04 u2 − 2ð Þ − 0:004 RHmin − 45ð½ � h
3

� �0:3
,

ð5Þ

where KcmidðTÞ represents the recommended value of FAO;
u2 represents the average daily wind speed at the positions
above 2m in the growth stage; RHmin represents the mean
value of the minimum daily relative humidity in the growth
stage; h represents the mean height of the crop in the stage.
Meteorological data were shown in Table 5. The value of
Kcmid of naked oats is 1.05.

3.4.3. Calculation and Modification of Kcend . Values of Kcend
of crops recommended in FAO-56 are typical expected
values of mean Kcend under the standard climate conditions.
The value of Kcend under drought and strong wind condi-
tions would be higher, while the value of Kcend in wet places
with relatively low wind speed would be lower. Under the
climate conditions that RHmin is not equal with 45% or u2
is higher or lower than 2.0m/s, it is necessary to make spe-
cific calibration for Kcend. Formula (6) could be used for

the calculation.

Kcend = Kcend Tableð Þ + 0:04 u2 − 2ð Þ − 0:004 RHmin − 45ð½ � h
3

� �0:3
,

ð6Þ

where Kcend ðtableÞ is the recommended value of 1.15 for Kcend
in FAO; u2 is the daily average wind speed (m/s) at the posi-
tion with the height of 2m, 1≤u2 ≤ 6m/s; RHmin is the mean
value (%) for the minimum daily relative humidity,
20%≤RHmin ≤80%; h is the mean value of the crop height
in the late season growth stage (m), 0.1≤h≤10m. The value
of Kcend of naked oats is 0.34.

3.5. Crop Water Requirement Calculated with SCCA. In For-
mula (3), ET0 and Kc after the modification were used to get
the crop water requirements of naked oats in different
growth stages, as shown in Figure 3. ET0 of naked oats at
the north foot of Yinshan Mountain in their full growth
period in 2021 was 516.01mm, the water requirements of
naked oats under drip irrigation was 363.84mm, and aver-
age Kc in the growth period was 0.71.

4. Discussion

The trend for the water consumption intensity of naked oats
was from low to high and to low. The main water consump-
tion of the soil in the seedling stage is mainly from soil evap-
oration between plants. Therefore, the water requirement is
relatively low. Along with the accelerated growth speed
and high temperature, the nutrient and reproduction of
crops maintain simultaneous growth in the stage of
Tillering-Jointing (Tillering-Squaring), and the crops growth
rapidly in root, stem, and leaves, leading to strong photosyn-
thesis. Together with high temperature and long sunshine
duration, the water consumption comes across accelerated
increase. The water requirement intensity of naked oats
reached the peak at the Heading-Blooming stage. As the
growth speed slows down, the water requirement amount
and intensity experience certain decrease.

The water requirements of naked oats in various growth
stages calculated out with SCCA were commonly lower than
the actual crop water requirements measured at the field,
especially that in the initial growth stage, which had certain
relationship with the irrigation method of subsurface drip
irrigation. In calculating the Kcini, the crop coefficient mainly
depends on the wetting frequency of the surface soil due to
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Figure 2: Evapotranspiration in growth period.

Table 4: Division of the actual growth stages of naked oats.

Growth stage Date

Initial growth stage May 5-June 15

Crop development growth stage June 16-July 10

Mid-season growth stage July 11-August 5

Late season growth stage August 6-September 15

Table 5: Days and meteorological factors of naked oats at different
growth stages.

Days/d u2/m·s-1 RHmin/% h/m

Initial growth stage 20 3.42 38.95 0.32

Crop development
growth stage

25 2.98 31.26 1.17

Mid-season growth stage 25 2.96 35.78 1.42

Late season growth stage 40 3.04 39.22 1.29
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the low height and low shading coverage of plants. Under
drip irrigation without any film protection, the crops would
come across the influence from the supply of underground
water due to excessive evaporation amount and relative high
level of the underground water. The application of SCCA
does not consider the influence of the wetting depth. As a
result, the crop water requirement calculated for the initial
growth stage of the crop is lower than the actual water
requirement measured at the field.

Kc refers to the ratio of crop evapotranspiration and ref-
erence evapotranspiration under the standard conditions
that crops without pests and diseases, soil fertility, and soil
moisture status were good, and the potential maximum pro-
duction could be obtained with certain climatic conditions.
However, the difference in soil fertility, water stress, and
management level will affect the value of Kc. Drip irrigation
delivers water directly to the roots, reducing the surface
water evaporation, but moistening the soil partially, which
is quite different from the traditional irrigation form. In ini-
tial growth stage of crop, soil surface water evaporates
quickly, but the evaporation of soil surface water slows down
in the mid-season and late season growth stages. When
applying SCCA to calculate KC , the influence of soil mois-
ture degree on KC is considered, which plays a positive role
in improving the accuracy of KC calculation. However,
because the influence of local irrigation on KC is ignored,
the deviation in the calculation of KC value in the middle
and later period appears.

5. Conclusions

The water requirement of naked oats without drought influ-
ence was 383.8mm, and the respective peaks of the daily
water requirement intensity appeared in the stage of Head-
ing-Blooming, with the specific value of 4.70mm/d. As a
critical stage for water requirements of the crops, the water
requirements in this stage took 30.60% of the total water
requirements in the whole growth period.

The mean value of the potential evapotranspiration ET0
in the whole growth period of naked oats was 3.89mm/d; the
value reached the peak of 6.86mm/d in the last third of July
and the bottom value of 1.82mm/d in the last third of
September.

After the modification, Kc of naked oats in the initial
growth stage, crop development growth stage, mid-season

growth stage, and late season growth stage was 0.34, 0.94,
1.05, and 0.36, respectively, and the mean value of Kc in
the whole growth period was 0.71;

Combined with meteorological data, the SCCA can be
used to accurately calculate the crop water demand of naked
oats under drip irrigation in the northern foot of Yinshan
Mountain in Inner Mongolia (the deviation is different
under different experimental treatments, generally about
10%). When the irrigation quota of naked oats was
315mm, the actual crop water requirement of naked oats
was 383.8mm, and the crop water demand calculated by
SCCA was 363.84mm.

Data Availability

After the paper is accepted, the experimental data of this
paper will be uploaded to Baidu cloud for other researchers
to download and use.
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To explore the effect of coal water slurry (CWS) gasification slag on the soil water physical characteristics of saline-alkali soil in the
Yellow River Basin of Inner Mongolia, CWS gasification coarse slag (GCS) and gasification fine slag (GFS) were used as
improvement materials and mixed with saline-alkali soil in different proportions. The influence mechanism of GCS and GFS
on saline-alkali soil water holding capacity was investigated by measuring particle size composition, water holding capacity,
and the change in the soil water characteristic curve after mixing. The results showed that adding gasification slag improved
the particle size composition of saline-alkali soil, with sand content increased by -3.79%~217.31% and clay and silt content
decreased by 5.77%~56.50% and -0.38%~41.53%, respectively. Soil bulk density decreased significantly (P < 0:05), with a
decrease range of 15.17%~45.1%. The soil texture changed from silty loam to sandy loam, and the water retention performance
improved, affecting the soil saturated water content, capillary water holding capacity, and field water holding capacity (P < 0:05
), with increases ranging from 20.75%~86.15%, 7.84%~27.81%, and -1.89%~34.56%, respectively. After adding GCS and GFS,
the VG model fit the soil water characteristic curve of saline-alkali soil well, indicating that the addition of gasification slag
enhanced soil water retention significantly. In conclusion, CWS gasification slag effectively improved the water physical
properties of saline-alkali soil and significantly enhanced the water retention and water holding capabilities.

1. Introduction

Soil salinization is a worldwide issue. China is one of the most
severely afflicted countries by salinization. Saline soil covers
approximately 36 million hectares, or 3.75% of the total land
area. The main distribution areas of saline soil in China are
the coast, northwest, northeast, and north. Saline-alkali has
damaged 9.2 million hectares of cultivated land, accounting
for 6.62% of all cultivated land in the country. In the Inner
Mongolia Autonomous Region, saline land is primarily dis-
tributed in Bayannaoer, Erdos, Hohhot, Baotou, Tongliao,
Chifeng, and other cities, covering 3.55 million hectares with
1.06 million hectares of saline-alkali farmed land and 2.49

million hectares of saline-alkali wasteland [1]. Improving
and exploiting saline-alkali land is a vital strategy for the
Inner Mongolia Autonomous Region and even the entire
country to increase reserve land resources, improve culti-
vated land quality and production, and ensure food security.
China’s proven coal reserves account for 12.84% of global
reserves, but coal use accounts for half of global consump-
tion. Because of China’s resource endowment of “rich coal,
less oil, and poor gas,” as well as the fact that the Chinese
economy is currently in a period of development and peak
energy demand, coal will continue to be China’s principal
energy source for a long time. Coal gasification technology,
as one of the main elements of clean coal technology, has
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developed rapidly in order to fulfill the aim of “reaching car-
bon peak by 2030 and carbon neutralization by 2060.”

CWS gasification slag is a kind of bulk solid waste pro-
duced by the coal chemical industry with huge annual out-
put. Every year, CWS gasification in China produces over
ten million tons of gasification slag. This figure is expected
to rise as the coal chemical sector develops [2, 3]. According
to preliminary experiments, the gasification slag contains a
large amount of 0.5~300μm granular or flaky microparticles
[4, 5], which are loose deposits under dry conditions. Long-
term stacking under the impact of the monsoon will pro-
duce a lot of dust [6, 7], which will substantially impair
the air quality. The gasification slag stacking takes up a lot
of land as well. Due to the huge amount of gasification slag
from CWS every year, the use of CWS gasification slag must
be explored and solved promptly. It has important practical
significance for the local ecological environment manage-
ment [8, 9]. Because the CWS gasification residue still
includes around 20-30% elemental carbon akin to activated
carbon and about 20% aluminum oxide, it has excellent
water retention properties. In addition, gasification slag is
rich in elements like silica, calcium, and magnesium. And
its structural components are comparable to those of soil.
As a result, it is recognized as a high-quality raw material
for soil improvement [10, 11]. When 20% gasification fine
slag is mixed into saline-alkali land where corn and wheat
are planted, the soil bulk density is reduced, water retention
performance is improved, and crop germination rate is sig-
nificantly improved [12]. The addition of gasification slag
into sandy soil is beneficial to sandy soil improvement and
alfalfa growth [13]. The growth of Arternisia ordosica is
aided by the modified gasification slag [14]. Gasification slag
is also a good humic acid storage and release medium [15].
It can be used as a composting addition to extend the high
temperature period and make composting more thoroughly
harmless [16].

The paper investigates the irrigation areas in Inner Mon-
golia on both sides of the Yellow River basin, where land
salinization is severe, with numerous types of salinization,
a vast area, wide distribution, and challenging improvement
and application, all of which have a negative impact on and
limit the long-term development of local production and
economy. Using gasification slag as a novel saline-alkali soil
improvement material not only allows for full utilization of
the beneficial components in gasification slag, but also
reduces the environmental impact of gasification slag stack-
ing. There are currently limited research results on the
improvement of saline-alkali soil in Inner Mongolia’s Yellow
River Basin, particularly in terms of soil water properties.
Based on the foregoing analysis, this research mixed saline-
alkali soil with CWS gasification slag (including coarse slag
and fine slag) in various amounts. Explored the water reten-
tion effect of gasification slag on saline-alkali soil through
changes in soil water physical properties such as soil particle
size composition, water retention performance, and soil
water characteristic curve. In order to provide technical sup-
port and theoretical basis for the improvement of saline-
alkali soil using gasification slag in the Yellow River Basin
of Inner Mongolia.

2. Materials and Methods

2.1. Overview of Research Areas. The research experimental
site is located at Sandaoqiao Town (106 54′ 35.18 ″E, 40
49′ 34.49″ N) in Hangjinhou Banner, Bayannaoer City,
Inner Mongolia. Hangjinhou Banner is located in the central
and western region of Bayannaoer City, Inner Mongolia
Autonomous Region. It is situated in Hetao Plain, with
Linhe District to the east, Wulanbu Desert and Dengkou
County to the west, the Yellow River and the Hangjin Ban-
ner in Erdos City to the south, and Yinshan Mountain to
the north.

Hangjinhou Banner formed an inland faulted basin dur-
ing the geological neotectonic movement. The lower part is
covered by a huge, thick lacustrine sedimentary layer. Due
to multiple Yellow River diversions, long-term alluviation
of Yellow River water, and a considerable amount of deposi-
tion of mountain torrents, the upper half is an alluvial and
proluvial plain with high topography and flat surface, at an
altitude of 1,032~1,046 meters (As shown in Figure 1(a)).

The annual average temperature in a typical continen-
tal climate of the semiarid plateau in the temperate zone is
6.8°C. The annual average precipitation is 245mm, and
60% of the precipitation falls between July and September
in summer. The annual average evaporation is 2720mm.
The relative humidity is 49%, and the dryness is 1.98.
The annual average wind speed is 3.0m/s. The average
frost-free period is 155 days, and multiyear soil freezing
depth is 1.5m.

2.2. Test Materials. The saline-alkali soil used in the test was
taken from Chengni Village, Sandaoqiao Town, and Hang-
jinhou Banner. We used a root drill with a diameter of
10 cm to drill 0-50 cm topsoil, then put it into a plastic bag
for sealing and mixing. The gasification slag came from Boda
Shidi Chemistry Co., Ltd., Wushen County, Erdos City,
Inner Mongolia. Table 1 shows the soil basic properties
and gasification slag in the soil of the experimental area.

2.3. Experiment Design. The experiment adopted a three-
factor orthogonal design with multiple levels and nine treat-
ments, with each treatment being repeated three times. The
main characteristics of saline-alkali soil are that the clay con-
tent and specific surface area of the soil are large and there
are many water-soluble salts or alkaline substances. Saline-
alkali soil is generally sticky when wet and hard when dry.
There are always white salt deposits on the soil surface,
and the ventilation and permeability are poor. Therefore,
the relative content of clay particles in saline-alkali soil can
be reduced by adding gasification slag with relatively coarse
particles, which is the basis of the test design. Increasing the
amount of gasification coarse slag in the soil may increase
pores between particles, weaken capillary action, loosen the
soil texture, improve soil permeability, speed up water trans-
port (which follows the water-salt movement rule of “salt is
provided with water and salt is removed with water”), and
reduce soil salinization. The weight of each sample was
1000 g. The specific treatment scheme is shown in Table 2.
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2.4. Experimental Indicators and Methods. The composition
of soil particle size is determined by a laser particle size ana-
lyzer (BT9300ST, as shown in Figure 2(a)). The soil and gas-
ification residue are dried in a cool area, fully rolled with a
wooden roller, and then screened with a 1mm sieve. Select
appropriate suspension and dispersant, mix the sample with
the suspension, and allow the sample particles to be fully dis-
persed in the suspension with the aid of dispersant. Then put
the sample into the ultrasonic cleaning machine, make the
liquid level in the cleaning tank reach about 1/2 of the total
height of the measuring cup, turn on the power supply and
let it vibrate for about 2min (for the sample that is easy to
sink, it should be vibrated while stirring with a glass rod).
Put the prepared samples into the laser particle size analyzer
for measurement, and use the particle size analysis software
Talwin to process the data to determine the particle size
composition and soil texture [17].

The cutting ring method is used to determine water
retention performance. First, weigh the cutting ring contain-
ing each treated soil sample. Place it on flat bottom tray and
add water to the upper edge of the cutting ring. Weigh it
after 24 hours of water absorption. Place the cutting ring
on the dry sand and weigh after 2 hours and 24 hours. The
cutting ring was then dried at 105°C and weighed once
again. Using the weighing data, the saturated water content,
capillary water capacity, field water capacity, capillary poros-
ity, and noncapillary porosity of each treatment were calcu-
lated [18].

The pressure film instrument (1500F2,as shown in
Figure 2(b)) was used to determine the modified soil water
characteristic curve. Set the cutting ring filled with each
treated soil sample in a flat bottom tray and add water.
When the cutting ring is completely saturated, weigh it.
Place the cutting ring in a pressure cooker to pressurize.
Remove the cutting ring after the water has stopped flowing
out and weigh it. Return it back to the pressure cooker, raise
the pressure, and pressurize the cutting ring continuously
until it reaches equilibrium, then weigh it again. Repeat the
process to acquire a series of soil water suction forces and
corresponding soil water contents for the soil water charac-
teristic curve.

2.5. Data Analysis Method. The data were statistically ana-
lyzed by Excel 2010 and SPSS 19.0 software. LSD method
was used for the significance test (P < 0:05). Single factor
analysis of variance (ANOVA) was used to compare the dif-
ference of water retention performance between different
treatments, and Duncan method was used to test the signif-
icance. The soil water characteristic curve was fitted using
RETC software. Principal component analysis was used to
assess the improvement effect of each treatment.

3. Results and Analysis

3.1. Effect of Addition of Gasification Slag on Particle Size
Composition. The particle size composition of each treatment
and CK is shown in Table 3. As the amount of gasification
slag increased, the content of soil sand and capillary porosity
increased significantly (P < 0:05), with increases ranging
from -3.79% to 217.31% and from 112.61% to 502.10%,
respectively. With reduction ranges of 15.17%~45.1%,
5.77%~56.50%, and -0.38%~41.53%, the soil bulk density,
clay, and silt contents all indicated significant decrease trend
(P < 0:05). Bulk density had significant negative correlation
with sand content (r < 0, P < 0:05) and significant positive
correlation (r > 0, P < 0:05) with silt and clay content.

Capillary porosity had significant positive correlation
with sand content (r > 0, P < 0:05) and significant negative
correlation with silt and clay content (r < 0, P < 0:05). This
indicated that as the addition volume of gasification coarse
slag and gasification fine slag increased, the bulk density of
saline-alkali soil gradually decreased, and the proportion of
clay and silt particles decreased continuously, increasing
the pores between particles, weakening the capillary effect,
improving the disadvantages of poor ventilation and perme-
ability of saline-alkali soil, loosening the soil texture, speed-
ing up water transport, and reducing soil salt content.
Moreover, according to the soil texture classification, the soil
texture of the reconstructed soil gradually changed from silty
loam to sandy loam as the proportion of GCS and GFS
increased, improving the soil texture of saline-alkali soil. In
the results data, the size grading and soil texture are all

(a) Aerial view of the study area (b) Test gasification slag

Figure 1: Aerial view of the study area and test gasification slag.
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approaching loam, which is in line with the assumption of
the saline-alkali soil improvement scheme.

3.2. Effect of Adding Gasification Slag on Water Retention
Performance. Saturated water content refers to the water
content when all pores of soil are filled with water under nat-
ural conditions, including capillary pores and noncapillary
pores. It represents the maximum water holding capacity
of soil, that is, the water content when all pores between soil
particles are filled with water. Table 4 showed that following
the addition of gasification coarse and fine slag, the water
retention performance of saline-alkali soil increased with
the continual increase in the addition volume. The saturated
water content increased significantly (P < 0:05). Treatment 6
had the highest saturated water content, followed by treat-
ment 7, treatment 3, treatment 4, treatment 5, treatment 1,
and treatment 2, all of which were higher than the CK.
Treatments 1–8 increased by 33.70%, 20.75%, 56.09%,
50.23%, 42.00%, 86.15%, 71.20%, and 71.60%, respectively,
as compared to the CK, indicating that the addition of gasi-
fication slag improved the water retention capacity of saline-
alkali soil.

Capillary water holding capacity refers to the maximum
amount of capillary rising water that can be held in the soil.
The capillary water holding capacity also showed an upward
trend, with treatment 6 being the highest, followed by treat-
ment 3, treatment 1, treatment 8, treatment 4, treatment 5,
treatment 7, and treatment 2, all of which were higher than
the CK. Treatments 1–8 were 20.36%, 7.84%, 26.05%,
18.57%, 12.03%, 27.81%, 10.69%, and 18.81% higher than
CK, respectively.

Field water capacity is the highest soil water content that
can be stably maintained by the soil, the maximum amount
of suspended water that can be maintained in the soil, and
the highest soil water content that is effective for crops.
The field water capacity also showed an upward trend, with
treatment 3 being the highest, followed by treatment 6, treat-
ment 1, treatment 4, treatment 5, treatment 8, and treatment
2, all of which were higher than the CK, with treatment 7
being the lowest. In comparison to the CK, treatments 1–8
increased 23.38%, 4.47%, 34.56%, 12.19%, 6.84%, 30.22%,
1.89%, and 8.03%, respectively.

Capillary pore refers to the pore with capillary function.
Its pore diameter is larger than that of inactive pore. It is the
place for water movement and storage. It is the key factor
affecting soil permeability and determining surface runoff
and runoff time. As Table 4 has shown, the capillary porosity
rises with the addition of gasification slag, indicating that it
improved the compact texture and few pores of saline-
alkali soil. It is a key factor affecting soil permeability and
surface runoff and runoff generation time. Compared with
CK, the capillary porosity of treatments 1–8 increased by
128.72%, 112.61%, 269.88%, 275.66%, 255.34%, 501.40%,
502.10%, and 447.64%%, respectively.

Noncapillary porosity is the percentage of noncapillary
porosity in soil volume. Noncapillary pores are also called
macropores. For soil pores with a pore diameter greater than
0.1mm, macropores are often filled with air and are filled
with water only when there is a large amount of gravity
water. Noncapillary pores have no water holding capacity,
but can make the soil aerated and permeable. As shown in
Table 4, the noncapillary porosity shows an upward trend,

(a) Laser particle size analyzer (BT9300ST) (b) Pressure film instrument (1500F2)

Figure 2: Instruments used in the test.

Table 2: Experimental design of improving saline-alkali soil with CWS gasification slag.

Treatment CK Treatment 1 Treatment 2 Treatment 3 Treatment 4 Treatment 5 Treatment 6 Treatment 7 Treatment 8

GCS (%) 0 10 20 10 20 30 20 30 40

GFS (%) 0 20 10 40 30 20 50 40 30

Saline-alkali soil (%) 100 70 70 50 50 50 30 30 30
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which is represented by CK< treatment, 2< treatment,
1< treatment, 5< treatment, 4< treatment, 3< treatment,
7< treatment, and 8< treatment 6. Treatment 1–8 was
33.73%, 20.77%, 56.11%, 50.25%, 42.03%, 86.15%, 71.23%,
and 71.62% higher than CK, respectively. It can be seen that
increasing the amount of gasification slag can improve the
water retention performance of saline-alkali soil.

3.3. Effect of Adding Gasification Slag on Soil Water
Characteristic Curve. The soil water characteristic curve is
a curve that depicts the changing relationship between soil
water suction and content. It can reflect soil water holding
capacity and soil water availability as well as the changing
relationship between soil water quantity and energy. The soil
water characteristic curve of saline-alkali soil under varying
proportions of gasified slag is shown in Figure 3. Adding
gasified slag to the soil water characteristic curve causes the
soil water characteristic curve to shift downward compared
to the control, indicating that the soil water content with
gasified slag added under the same PF value (soil water suc-
tion) is less than that without gasified slag. As the amount of
gasified slag addition increases, the soil water content under
the same PF value decreases.

The main reason is that adding gasification slag
improves the soil pore structure, making it more permeable
and accelerated the water transport. Therefore, the CK water
content under the same pressure is higher than other treat-
ments. The J-chart showed that in the suction range between
PF 0 and 50 kPa, the water content difference between treat-
ment and CK decreased as the PF value increased. In the
suction range between PF 50 to 1000 kPa, the soil water con-
tent of treatment 1 is higher than the soil water content of
CK. While treatments 2~8 are lower than that of the CK
under the same PF value. It is clear that the addition of gas-
ification slag had significant impact on the soil water charac-
teristic curve, assisting in the improvement of soil pore

structure, porosity, and permeability and accelerating the
soil water transport. The Van Genuchten model was used
to further analyze the effect of gasification slag content on
the soil water characteristic curve quantitatively.

In Table 5 when the determination coefficient R2 in the
Van Genuchten model ranged from 0.972 to 0.991, the devia-
tion between the VG function-simulated soil saturated water
content and the results measured by the experiment is from
-3.38% to 4.12%. This indicated that the VG model well simu-
lated the influence of gasification slag content on the soil water
characteristic curve. CK had a lower water retention content
(θr) than all the other treatments. Value a is the reciprocal
of the inflection point suction value when the water character-
istic curve is close to saturation. The higher value a is, the
poorer the soil water retention capacity. Treatment 1–8 had
lower value a than the CK due to the addition of gasification
slag (Figure 3). Therefore, adding gasification slag to saline-
alkali soil improved the soil water retention performance
and enhanced its water holding capacity.

3.4. Principal Component Analysis on Influence of
Gasification Slag on Soil Water Retention Performance.
Using the principal component analysis approach, it is pos-
sible to screen out many unrelated comprehensive indicators
in a complex index system for dimension reduction. These
comprehensive indicators can reflect most of the informa-
tion provided by all the original indicators. Five factors,
including saturated water content, capillary water holding
capacity, field water holding capacity, capillary porosity,
and noncapillary porosity of each treatment were selected.
The eigenvalues, eigenvectors, contribution rates, and cumu-
lative contribution rates of the matrix were further calcu-
lated using factor analysis in SPSS, as shown in Table 6.

Two principal components were derived using the eigen-
value λ ≥ 1 principle. The variance contribution rates of the
two principal components were 63.947% and 32.705%,
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Figure 3: Effect of gasification slag on soil water characteristic curve of saline-alkali soil.
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respectively. The cumulative variance contribution rate was
96.652%, which has reflected the basic information on soil
water retention performance. The five components’ original
data were normalized. And the comprehensive water reten-
tion performance score was calculated using principal com-
ponent score coefficient matrix (Table 6). The water
retention performance is reflected in the comprehensive
score IFI value. As shown in Table 7, treatment 6 had the
highest ranking scores, followed by treatment 3, treatment
8, treatment 7, treatment 4, treatment 1, treatment 5, treat-
ment 2, and CK. Therefore, treatment 6 had the highest
water retention capacity, whereas CK had the lowest.

4. Discussion

The gasification slag comprises of coarse slag and fine slag.
The gasification coarse slag is slag discharged from the bot-
tom of the gasification furnace through the processes of
melting, chilling, condensation, and the like while the gasifi-
cation furnace is operating at high temperatures and pres-
sures, with particle sizes ranging from 16 to 4 meshes. The

gasification coarse slag is characterized by higher sand parti-
cle composition ratio and larger sand particle size, which
improves the pore structure of the soil, increases internal
pores, reduces soil bulk density, and improves soil water
retention. Gasification fine slag is slag generated by the air-
flow from the top of the gasification furnace after being pre-
liminary washed, purified, and precipitated, with particle
sizes of fewer than 16 meshes. It is distinguished by high
clay-particle ratio, large clay-particle surface area, and strong
adsorption effect. When mixed with soil, it could fill the
macropores of soil, improving the soil texture and water
retention [18].

Due to the large proportion of fine particles such as silt
and clay in the saline-alkali soil, the soil is relatively dense,
the soil permeability is poor, and there are fewer capillary
pores in the total pores. This structure makes the soil water
transport difficult, the soil water conductivity is poor, and
the soil water and nutrients are difficult to release effectively.
The improvement of saline-alkali soil is mainly based on dif-
ferent proportions of gasification coarse slag and fine slag.
With the addition of gasification slag, the relatively large

Table 6: Calculated values of principal component analysis on soil water retention performance of saline-alkali soil.

Principal
component

Eigenvalue
Contribution

rate %
Cumulative

contribution rate %
Water retention

performance index
Factor load

Score
coefficient

1 2 1 2

1 3.197 63.947 63.947 Saturated water content 0.928 -0.364 0.450 0.446

2 1.635 32.705 96.652 Capillary water holding capacity 0.925 0.334 0.498 -0.211

3 0.131 2.623 99.275 Field water holding capacity 0.693 0.706 0.399 -0.567

4 0.026 0.528 99.803 Capillary porosity -0.323 0.930 0.498 -0.212

5 0.010 0.197 100.000 Noncapillary porosity 0.946 -0.170 0.378 0.625

Table 7: Comprehensive scores of principal component analysis on water retention performance of saline-alkali soil.

Treatment CK Treatment 1 Treatment 2 Treatment 3 Treatment 4 Treatment 5 Treatment 6 Treatment 7 Treatment 8

F1 -3.54 0.27 -1.94 1.91 0.32 -0.75 2.96 -0.16 0.93

F2 -0.45 -1.41 -0.28 -1.3 -0.06 0.27 0.11 2.05 1.06

IF value -2.78 -0.13 -1.54 1.14 0.23 -0.51 2.27 0.36 0.95

Ranking 9 6 8 2 5 7 1 4 3

Table 5: Parameters of Van Genuchten model for saline-alkali soil.

Treatment θr θs a n R2

CK 0.414 0.336 0.277 1.516 0.972

Treatment 1 0.194 0.437 0.064 2.208 0.981

Treatment 2 0.128 0.389 0.053 2.246 0.987

Treatment 3 0.143 0.489 0.056 2.384 0.991

Treatment 4 0.130 0.475 0.060 2.186 0.991

Treatment 5 0.136 0.447 0.058 2.300 0.982

Treatment 6 0.073 0.580 0.081 1.874 0.984

Treatment 7 0.074 0.545 0.056 2.483 0.989

Treatment 8 0.092 0.537 0.062 2.080 0.987
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gravel in the gasification slag particles expands the small
pores of saline-alkali soil, and the soil texture gradually
changes from silty loam to sandy loam, reducing the soil
bulk density, improving the soil pore structure, increasing
the soil porosity, improving the soil permeability, and mak-
ing the soil texture loose. The application of gasification slag
optimizes the pore structure of saline-alkali soil, thus effec-
tively increasing the proportion of capillary porosity and
improving the hydraulic conductivity. At the same time, it
follows the water salt movement law of “salt comes with
water, and salt goes with water”. Therefore, the application
of gasification slag also reduces the salt content of soil,
weakens the degree of soil salinization, and has obvious
improvement effect on saline-alkali soil.

Soil water is one of the most critical elements impacting
plant growth in saline-alkali regions. Soil saturated water
content, capillary water holding capacity, and field water
holding capacity are the most prevalent markers of soil water
retention. Previous studies have shown that application of
solid additives in the soil, such as fly ash and biochar [19,
20], enhanced the overall porosity of the soil, therefore rais-
ing the soil saturated volumetric water content and improv-
ing the soil water retention performance significantly. The
results of this study suggest that adding gasification slag to
saline-alkali soil increased saturated water content, capillary
water holding capacity, and field water holding capacity and
improved water retention performance, which is consistent
with the findings of earlier studies [13, 14]. By studying the
effect of different content of gasification slag on soil water
characteristic curve of saline-alkali soil, it was found that
the water holding capacity and water retention performance
of saline-alkali soil were significantly improved with the
addition of gasification slag. The reason was that the gasifi-
cation slag has large specific surface area and porous and
uniformed pores [21, 22] due to the high temperature
(800–1300°C) and chilling effect of the coal gasification pro-
cess, allowing it to absorb more water than its own weight;
thus improved the soil structure, increased aggregates and
other functions and improved soil water holding capacity
and water retention performance. Improvements in soil
water retention performance not only minimizes water and
soil loss and erosion but also promotes crop development.

5. Conclusions

The results demonstrated that adding gasification slag to
saline-alkali soil reduced the soil bulk density. With the
addition of gasification slag, the texture of saline-alkali soil
changed from silty loam to sandy loam. The decrease of soil
bulk density and the gasification slag’s filling action into
macropores lead to the increase of soil pores in saline-
alkali soil, which greatly increased the water availability,
improved the soil permeability, and solved the problem of
poor water holding capacity and water retention perfor-
mance of saline-alkali soil.

The water retention performance of saline-alkali soil
showed an upward trend with the increase of gasification
slag dosage. The improvement of water retention perfor-
mance was related to the addition amount of gasification

slag. With different addition proportions of gasification slag,
the saturated water content, capillary water holding capacity,
and field water holding capacity of soil were all significantly
affected (P < 0:05). However, there were no obvious correla-
tions between total porosity, noncapillary porosity of soil
and the addition amount of gasification slag.

The Van Genuchten model well fit the soil water charac-
teristic curve of saline-alkali soil after gasification slag addi-
tion. The model shows that the addition of gasification slag
significantly improved the soil water holding capacity and
water retention performance. In the principal component
analysis on soil water holding capacity of saline-alkali soil,
the higher the addition amount of gasification slag, espe-
cially gasification fine slag, the more obvious the improve-
ment of soil water holding capacity and water retention
performance.
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This paper gives a detailed introduction of implementing mixture of Gaussian process (MGP) model and develops its application
for Bayesian optimization (BayesOpt). The paper also develops techniques for MGP in finding its mixture components and
introduced an alternative gating network based on the Dirichlet distributions. BayesOpt using the resultant MGP model
significantly outperforms the one based on Gaussian process regression in terms of optimization efficiency in the test on
tuning the hyperparameters in common machine learning algorithms. This indicates the success of the methods, implying a
promising future of wider application for MGP model and the BayesOpt based on it.

1. Introduction

Bayesian optimization (BayesOpt) is a highly effective
method for optimizing expensive black-box objective func-
tions. These functions are expensive to evaluate and cannot
be accessed analytically due to their complicated structures.
They often come along with properties such as being noisy
and having multiple local optima. Simple approaches like
random search are inappropriate, and derivative-based algo-
rithms like gradient decent are unreliable as well as ineffi-
cient due to the noisy and expensive nature of the
objective functions. To address these issues, BayesOpt offers
a derivative-free approach by building a surrogate that
models the objective function and deciding where to evalu-
ate using Bayesian statistics [1–3]. The ability to optimize
expensive black-box derivative-free functions brought Baye-
sOpt a wide range of applications since the 1960s [4, 5]. It is
extensively used for designing engineering systems in robot-
ics, computer graphics, and sensor networks [6–8], and it
has recently become extremely popular for tuning hyper-
parameters in machine learning algorithms [9, 10].

BayesOpt is a member of the surrogate modelling
methods in nature. The central idea behind this more gen-
eral class of method is to use a well-behaved function that
estimates the objective function based on a limited number
of sampled data while being cheap to evaluate [11, 12].
The mostly used surrogate in BayesOpt is Gaussian process
regression (GPR) [13]. It uses a set of parameters in its
covariance function (kernel) to characterize the fluctuation
of the objective function and makes regression using Bayes’
theorem. When combined with other methods to help find-
ing the parameters in its kernel, GPR provides satisfying
result. But it can be further improved by generalizing to
the mixture of Gaussian process (MGP) model. The main
motivation of this generalization is that the objective func-
tion’s behaviour is most likely inconsistent throughout the
input space; hence, a single GPR with a fixed set of kernel
parameters is typically inadequate for modelling the entire
objective function. The MGP model overcomes this problem
by self-organizing several GPs with different kernel parame-
ters, allowing the kernel to be input-dependent [14].

Hindawi
Journal of Sensors
Volume 2022, Article ID 7646554, 10 pages
https://doi.org/10.1155/2022/7646554

https://orcid.org/0000-0003-2139-606X
https://orcid.org/0000-0002-7131-9313
https://orcid.org/0000-0002-3792-6697
https://orcid.org/0000-0001-7498-2009
https://orcid.org/0000-0003-3709-0831
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7646554


RE
TR
AC
TE
D

The MGP model is a variant of the well-known mixture
of expert (ME) model of Jacobs et al. [15] and was firstly
introduced in Tresp [14]. It is a mixture model consisting
of an input-dependent gating network and several GPs as
the mixture components. Each GP specializes in a certain
region of the input space due to their unique kernel param-
eters and stands for the local expert in the ME model. The
gating network learns the specialization of the experts from
the training data and estimates the participation of each
expert for a new input. With this mechanism, the MGP
model divides up the regression of the entire objective func-
tion into several regional subtasks to be executed by each
expert, respectively, achieving a better overall result than
any individual GPR [14]. By substituting GPR with MGP
as the surrogate model, BayesOpt can more accurately esti-
mate the objective function, speeding up its convergence
on finding the optimum.

This paper firstly gives a brief review of the BayesOpt
using GPR and then provides a detailed description of the
MGP model with an alternative gating network modified
from Rasmussen and Ghahramani [16] along with the
method to find the local experts. Based on the discussions
in the previous sections, a clustering-assisted approach to
implement the MGP in the BayesOpt is introduced. Finally,
the performance of the MGP model and the BayesOpt based
on it are tested and discussed.

2. Background Review

2.1. Gaussian Process Regression. Gaussian process regres-
sion (GPR) is the most commonly used surrogate regression
model in BayesOpt. It uses Gaussian process (GP) to build
up the statistical inference, assuming the values of the objec-
tive function forming a multivariable Gaussian distribution
with a particular mean vector and covariance matrix [17].

f y1, y2,⋯, yNð Þ =
exp − 1/2ð Þ y! − μ

!� �T
Σ−1 y! − μ

!� �� �
2πð ÞN/2∙

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det Σð Þp :

ð1Þ

The term μ
!

denotes the mean vector, which is com-
monly chosen to be a constant value, typically zero or the
average of the sampled values. Matrix Σ is the covariance
matrix, generated by a covariance function also known as
kernel. The kernel models the correlation between each pair
of points based on their positions. The mean vector together
with kernel completely defines the properties of the GP [18,
19].

Following the fact that points that are closer in the input
space typically have stronger correlations, the kernel value is
always positive and decreases asymptotically to zero as the
spatial distance increases. There are two major two types of
kernels. The first type is Gaussian kernel (also called power
exponential), where the correlation decreases in the form

of a Gaussian function.

k x, x′
� �

= α0e
− 1/2ð Þ x−x ′k k2

: ð2Þ

The term α0 is the variance of the function’s values in the
prior, and kx − x′k is the metric in the input space. Such
metric is not necessarily isotropic and Euclidean and typi-

cally takes in the form ∑d
i=1ðxi − xi′Þ

2/li, where the l1:d in
the denominators are called length scales. The second type
is called Matérn kernel which takes in the following form
[20]:

kv x, x′
� �

= α0
21−v
Γ vð Þ

ffiffiffiffiffi
2v

p
x − x′
 � �v

Kv

ffiffiffiffiffi
2v

p
x − x′
 � �

,

ð3Þ

where Γ is the gamma function and Kv is the modified Bessel
function of the second kind. The additional positive param-
eter v characterizes the smoothness of the regression model
as GPs based on Matérn kernel are dve − 1 times differentia-
ble in the mean-square sense [20, 21]. Additionally, in the
limit where v tends to infinity, the Matérn kernel converges
to Gaussian kernel, which corresponds to the fact that GPs
with Gaussian kernel are infinitely differentiable. In practice,
Gaussian kernel could overestimate the smoothness of the
objective function; hence, Matérn kernel is often used in
the cases where the differentiability of the objective function
is known or assumed to a certain degree.

In the cases where measurements are noisy, the kernels
above still hold for any pairs of points that are distinct
(namely, x ≠ x′) as noises do not contribute to correlation.
The variances however are increased by the variance of the
noise. Hence, the covariance matrix can be expressed in
the following form [20], where σ2

n is the variance of the
noise.

Σ = K x1:N , x1:Nð Þ + σ2nI: ð4Þ

To make regression, GPR firstly combines the sampled
points along with the point to evaluate into a GP as the prior
distribution. Then, the evaluation is done by finding the pos-
terior distribution of the value to evaluate given the sampled
data points according to Bayes’ theorem. The resultant pos-
terior distribution can be derived from (1) and is presented
below [20, 22]:

y xð Þ xi, yif gNi=1 ~N μ∗ xð Þ, σ2∗ xð ÞÀ Á�� , ð5Þ

μ∗ xð Þ = μ xð Þ + Σ x, x1:Nð ÞΣ−1 x1:N , x1:Nð Þ y!1:N − μ
! x1:Nð Þ

� �
,

ð6Þ
σ2∗ xð Þ = Σ x, xð Þ − Σ x, x1:Nð ÞΣ−1 x1:N , x1:Nð ÞΣ x1:N , xð Þ:

ð7Þ
2.2. Choosing Kernel Parameters. The parameters in the ker-
nel of GPR, especially the length scales, greatly affect the
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performance of regression. The length scales characterize the
inverse speed that the function changes along each axis. A
small length scale indicates the function changes rapidly
along this axis, while a large length scale assumes the func-
tion is flatter and smoother. Based on different assumptions
hence different length scales, the regression gives out distinct
results as illustrated in Figure 1. If one assumes the actual
function is well represented by the sampled points, the
length scales can be chosen using maximum likelihood esti-
mation (MLE). In this approach, the length scales are the
configuration that maximizes the likelihood of the observa-
tions under the prior [23], namely,

l1:d = argmax
l1:d>0

p xi, yif gNi=1 l1:djÀ ÁÂ Ã
: ð8Þ

The length scales found are anisotropic in general. One
can also assume the length scales to be isotropic, meaning
that the same length scale is shared for all axes and MLE
degenerates to maximizing pðfxi, yigNi=1jlÞ. Such assumption
is obviously less comprehensive but more appropriate when
there are relatively few sampled points. It is especially the
case when the number of sampled points is not significantly
larger than the dimension of the input space, since the
assumption for the function being well-represented breaks
down and MLE could fall into overfitting. Typically, the
objective function is randomly sampled a few times before
using BayesOpt to meet the minimum requirement for
applying GPR. It is also suggested to use isotropic GPR
before having enough points to apply the anisotropic GPR.

2.3. Acquisition Function. After finding the posterior distri-
bution of the objective function, BayesOpt uses an acquisi-
tion function to evaluate how desirable it is to sample at
this position. Two types of most commonly used acquisition
functions are the probability of improvement (PI) [24] and
the expected improvement (EI) [25]. PI calculates the prob-
ability of finding a value better than the current optimum
based on the posterior distribution found by GPR. EI mod-

ifies PI by taking into account the scale of the potential
improvement but could favour explorative sampling as it
does not account for the risk. According to the experiment
carried out by Wu et al. [26], EI overall outperforms PI in
finding global optimum; hence, it is the acquisition function
chosen for this paper. The EI is defined as follows [25]:

EI =
ð∞
y∗

y − y∗½ �∙f yð Þdy, ð9Þ

where y∗ denotes the current optimal value and f ðyÞ is the
probability density of the posterior distribution given by
the surrogate regression model. One may combine this with
(5) to evaluate EI in closed form as described in Clark [27]:

EI xð Þ = σ∗ xð Þ φ zð Þ + z∙ϕ zð Þ½ �, ð10Þ

where z = ðμ∗ðxÞ − y∗Þ/ðσ∗ðxÞÞ (or ðy∗ − μ∗ðxÞÞ/ðσ∗ðxÞÞ if
to minimize). The point to sample next is the one that max-
imizes the acquisition function. After sampling, the GPR and
the acquisition function are updated by taking into the new
data point. This process is repeated for a certain number of
iterations, and the final optimum is the best point among
the sampled dataset.

2.4. Mixture of Gaussian Processes. GPR uses a certain con-
figuration of kernel parameters typically optimized via
MLE, assuming a global behaviour of the function in each
dimension. In most cases, this is inadequate to model the
entire objective function, as the function typically has differ-
ent behaviours in different regions. For example, the objec-
tive function could have one local peak that changes
quickly on x-axis but slowly on y-axis and another one else-
where that behaves in reverse, or the objective function
could be a single hump surrounded by a vast flat region.
The main motivation for replacing GPR by the mixture of
Gaussian process (MGP) model is to address these scenarios
by permitting input-dependent participation of kernel
parameters. The MGP model is a variation of mixture of
expert (ME) model and a generalization of GPR. It consists
of a set of GPs with different kernel parameters as the
experts and a gating network to determine which expert to
use for a given input [15]. The gating network and the mix-
ture components are iteratively trained using the expectation
maximization (EM) algorithm to maximize the likelihood of
the observed data. Compared with the original method
introduced in Tresp [14], the MGP model introduced in this
paper is slightly modified for better performance.

2.5. Finding the Local Experts. The method for finding the
experts is not specified in Tresp [14]. To account for the fact
that the function’s behaviour is regional, it is desirable to
find the local experts that are optimized for certain regions.
Here, the modified maximum likelihood estimation
approach is introduced to find the experts. For each region
D to optimize, the whole dataset is divided into two groups,
the points that are within the region fxi, yigi∈D and the ones
that are not fxi, yigi∉D. The kernel parameters for the local
GPR are the set that maximizes the probability of finding

0.4
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–0.4

2 4 6 8

Length scale = 0.25
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Length scale = 0.75

Length scale = 1.0
Sampled points

Figure 1: The regressions made on the same function using
different length scales. The regression value is taken to be the
mean of the posterior distribution.
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the data points within this region conditioned on the rest
data points, namely,

l1:d = argmax
l1:d>0

p xi, yif gi∈D l1:d , xi, yif gi∉D
��À ÁÂ Ã

, ð11Þ

which is to maximize the likelihood of the regional observa-
tions under the posterior. This is a reasonable method as the
experts in the MGP model make regressions based on the
whole dataset, and the GPR optimized from (11) corre-
sponds to the expert that most accurately predicts the local
data. When the region covers the entire dataset, (11) degen-
erates to (8) and the method becomes MLE.

The regions to generate the local experts are not neces-
sarily mutually exclusive as the gating network will assign
the tasks automatically. However, they are expected to be
exhaustive since otherwise the regressions in the uncovered
area could result badly. A simple approach to fulfill this
requirement is to use the GPR optimized via MLE (such
GPR will be referred to as global GPR for the rest of this
paper) along with the ones optimized for certain regions.
Finally, to avoid overfitting, one has to make sure the regions
to optimize are well-shaped and contain enough points.

2.6. Iterative Learning Using EM. After finding the GP
experts, the model is trained via an iterative learning using
the EM algorithm. The EM consists of two steps, the E step
for estimation and the M step for maximization. In the E
step, based on the current form of the GPs, the latent vari-
ables for each data point are estimated using Bayes’ theorem:

p z = i xk, ykjð Þ = p z = i xkjð Þ∙G yk ; μi xkð Þ, σ2i xkð ÞÀ Á
∑M

j=1p z = j xkjð Þ∙G yk ; μj xkð Þ, σ2j xkð Þ
� � ,

ð12Þ

where the discrete variable z denotes the membership of the
GPs and notation Gða ; b, c2Þ stands for the probability den-
sity of a Gaussian distribution with mean b and variance c2

evaluated at a. A difference from the method in Tresp [14]
is that the original paper used another set of GPs to model
the variances of the posterior distributions, while (12) uses
the variances calculated from (5). The original method has
some merit, but (12) is computationally cheaper and theo-
retically more legitimate. Unlike the EM for the Gaussian
mixture model, the prior probability of the latent variable
is estimated by the gating network instead of the mixture
weights. The term pðz = ijxkÞ is the estimated probability of
the regression task being assigned to the ith expert evaluated
by the gating network at xk. In the M step, the gating net-
work and the GPs are updated based on the results calcu-
lated in the E step to maximize the likelihood. While the
procedure to update the gating network will be introduced
later, the update of the GPs is done by amplifying the noise
variances on the diagonal of the covariance matrix according
to the latent variables.

Σ = K x1:N , x1:Nð Þ +Ψi, ð13Þ

where Ψi is a diagonal matrix with entries [14]:

Ψi
kk =

σ2i xkð Þ
p z = i xk, ykjð Þ : ð14Þ

The M step and the E step are conducted alternately
until convergence.

However, there are some problems found during the
implementation of the EM. The first one is mentioned in
Tresp [14] that calculating the probability density on known
data points could lead to serious overtraining. This problem
is solved by using all the training data except ðxk, ykÞ when
calculating (12). However, this leads to the second problem
of numerical instability as the predicted value could be tens
of standard deviations away from the true value for some
GPRs and the probability densities become indistinguishable
from zero for the computer. This problem can be solved by
using approximations such as the Taylor expansion to pro-
vide accurate results for good regressions while keeping it
computable for bad regressions. Another problem is that
the EM does not guarantee to converge. This is understand-
able as EM is a maximum likelihood estimation for the mix-
ture model in nature, and it could be oscillating between two
points having similar likelihood [28]. To address this prob-
lem, one could calculate the logarithm of the posterior den-
sity for each EM iteration:

〠
N

i=1
log 〠

M

j=1
p z = j xijð Þ∙G yi ; μj xið Þ, σ2j xið Þ

� � !
: ð15Þ

If the EM still does not converge after a certain number
of iterations, simply choose the iteration step that corre-
sponds to the highest posterior density.

3. Methodology

3.1. Learning the Alternative Gating Network. The gating
function in ME model evaluates the expert-membership of
a new input by means of regression. In the original paper,
this is done using Gaussian process classification [29]
(GPC) with a softmax function. This method is found to
be not ideal enough. One reason is that GPC requires to label
the expert-memberships for each data point, while some
points have rather equivalent probabilities for several GPRs,
making it inappropriate to label them with any model.
Another problem originates from the fact that some data
points, inside a region covered by a local GPR through,
could fit very well to another GPR optimized for some other
region. As a result, the situation that one data point that
seemingly belongs to a GPR being surrounded by many data
points that favour another GPR is likely a sign of this type of
problem. Hence, it may be desirable to take into account the
status of the surrounding data. The successful implementa-
tion of the original method was on functions that are rather
steep, such as the step function in Tresp [14] and the spike-
shaped function in Stachniss et al. [30], where the sudden
change of label makes sense. However, for most functions,
the original method could lead to wrong classification and
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hence is not very ideal. Also, a M-class GPC uses M GPRs to
make regressions and is computationally rather expensive.

To address these problems, an alternative gating network
modified from Rasmussen and Ghahramani [16] is used. For
each data point, the assignment probabilities are assumed to

follow a symmetric Dirichlet distribution in the prior:

p π1,⋯, πM αjð Þ ~ Γ αð Þ
Γ α/Mð ÞM

YM
j=1

πα/M−1
j , ð16Þ

Input: Sampled data, the regions to optimize, the term ϕ in the smoother.
1 Sample from the posterior of α using (21) and ARS.
2 Find the global GPR and the local experts using (11).
3 Initialize the gating network (equal probability for all experts is fine).
4 repeat
5 Calculate the probability densities for the data points under each GP.
6 Estimate the latent variables using (12).
7 Update the GPs using (13).
8 Update the gating network using (18).
9 /∗ The gating network is averaged over the sampled posterior of α∗/
10 Δ = the root-mean-square deviation of the updated gating network.
11 until Δ < tolerance;
Output: the trained GPs with the gating network.

Algorithm 1: Training the MGP model.
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Figure 2: (a) The 3D plot of the toy function. The MGP consists of the global GPR and two local experts. (b) The positions of the data points
to generate each local expert. (c) The regression results made along the line connecting the two local peaks. (d) The model assignment given
by the gating network.
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where the α/M is the concentration parameter and the prob-
abilities πj must be positive and sum to one. The prior prob-
ability to find the data points in a certain configuration of
assignment can be calculated using the standard Dirichlet
integral [31].

p c1,⋯, cN αjð Þ = Γ αð Þ
Γ α +Nð Þ

YM
j=1

Γ α/M +Nj

À Á
Γ α/Mð Þ , ð17Þ

where ci is the expert assignment, also called indicator vari-
able, for the ith data. The term Nj is the occupation number
for the jth expert, which is the number of data points
assigned to this expert. Using (17), one can calculate the pos-
terior probability distribution for a single indicator variable
given the rest.

p ci = j c−i, αjð Þ = N−i,j + α/M
N − 1 + α

, ð18Þ

where the subscript −i denotes all indexes except for i. Note
that the posterior does not take in any positional informa-
tion; hence, a local estimation for the occupation number
is used to construct the gating network. This is done by
using a kernel smoother as in Rasmussen and Ghahramani

[16] to give a higher weight to the neighbouring points.

N−i,j = N − 1ð Þ∑i′≠ip ci = j xi, yijð Þ∙Kϕ xi, xi′ð Þ
∑i′≠iKϕ xi, xi′ð Þ , ð19Þ

Kϕ xi, xi′ð Þ = e
−1/2〠

d

xi,d−xi ′ ,dð Þ2/ϕ2d
:

ð20Þ

A modification from Foster et al. [31] is that (19) uses
the posterior distribution calculated from (12). This is to
integrate the update of the gating network into the EM
learning algorithm. This method successfully solves the
problems found in the original gating network as it takes
in the probabilities of the indicator variable as well as the
surrounding data. The length scales ϕ in the kernel smoother
characterizes the smoothness of the gating network. Opti-
mizing the ϕ can be difficult as this could fall into overfitting.
It is advised to preset an isotropic ϕ and to use the smoother
on the data normalized in each dimension.

The α in the concentration parameter controls the prior
distribution and hence influences the gating network. To
account for the variation of α, one can use a Bayesian
approach to find the posterior of α the and sample from this
distribution. As the method introduced in Rasmussen [32],
the prior of α is assumed to be an inverse gamma and its
posterior takes in the following form:

P α N ,Mjð Þ∝ αM−3/2e−1/2αB α,Nð Þ, ð21Þ

where Bðα,NÞ denotes the beta function. The sampling of
the posterior can be made using the adaptive rejection sam-
pling (ARS) method [33]. Allowing the α to vary makes the
gating network more robust. However, the function (21) is
not strictly log-concave at the tail end where the probability
density is almost zero. One may need to make some approx-
imations to deal with this.

3.2. Complete Algorithm of MGP. To sum up, one can suc-
cessfully implement the MGP following the steps presented
in Algorithm 1.

Input: pre-sampled data, the objective function, the term ϕ in the smoother,
the number of iterations N , minimum size of the clusters.
1 for iteration =1 to N : do
2 Standardize the data in the input space.
3 Filter out the data with values below the average.
4 Perform a density-based clustering for the rest data points.
5 Apply k-nearest neighbour classification on unselect data points.
6 Reject the clusters smaller than the minimum size.
7 Use Algorithm 1 to train the MGP.
8 /∗ The regions to optimize are the clusters found ∗/
9 Sample at the position that maximizes the acquisition function (22).
10 Add the sampled point to the data.
11 end for
Output: the value and the coordinates of the best sampled point.

Algorithm 2: MGP-based Bayesian optimization.

Table 1: The settings for each tested model.

Model
Tuning

dimension
Total

presampling
Dataset

XGBoost 3 20 Housing [34]

Elastic
net

2 10 Diabetes [35]

SVM 2 10
Wine type

[36]

MLP 4 30 Artificial
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For any input to evaluate, use (18) to calculate the
assignment probabilities and then use (5) to make regres-
sions for each GPR, respectively.

In practice, one may conduct EM until convergence
without (13), which is to keep the GPs fixed, before applying
the EM with (13). This is because recalculating the probabil-
ity densities after updating the GPs is the most time-
consuming step. Hence, a better gating network to begin
with can significantly speed up the training. But above all,
one needs to make sure there are enough data points to per-
form the MGP; otherwise, this can lead to overfitting.

3.3. Clustering-Assisted Method for BayesOpt. A major draw-
back of the MGP introduced above is that the local expert
can only be designated if the regions to optimize are known.
If the behaviour of the function is vaguely known in advance
or if there are many sampled data points, one can select the
regions manually. But for a general optimization task, this
can be hard to do as little is known for the objective function
and number of samplings is limited.

By studying general BayesOpt optimizations, one can
find that the local experts that the optimizer is mostly inter-
ested in are the ones for the local peaks where the sampling
density is high. Utilizing this feature, local experts to con-
struct MGP for BayesOpt can be determined using a
clustering-assisted approach. One firstly filters out the data
with values below the average (or above the average if to
minimize) and then applies density-based clustering to the
rest points. The clustering step is advised to be conducted
on data normalized in each input dimension. Each cluster
found corresponds to a group of samplings around a local
peak and the local experts can be found using (11). As the
later samplings tend to lie around the higher peaks, the aver-
age of sampled values increases after each iteration. Thus,
the lower peaks are of lesser value and will gradually be fil-
tered out (once the cluster size is too small), leaving only
the highest peak standing.

If there is no cluster found, meaning that the BayesOpt
has not found any peak or there are not enough points
near a peak to fit a local expert, the MGP uses only the
global GPR which does not pose any adverse consequences
either. The worst case that the clustering approach could
lead to is finding a cluster in the filtered data points which
turns out to be high value points mixed up with low value
ones in the whole dataset. In this case, the GPR calculated
via (11) does not reflect any regional behaviour of the
function but is simply overlearning this subset of data.
This is a rare scenario but is still worthy of attention. A
solution addressing this issue is to make a k-nearest neigh-
bour classification of the unselected data for each cluster.
This grows each cluster by the data that are potentially fil-
tered out.

3.4. Complete Algorithm of MGP-Based BayesOpt. The Baye-
sOpt using MGP model combines several GPRs to make
regression following the probabilities of participation given
by the gating network. Hence, the acquisition function EI
for MGP-based BayesOpt becomes the linear combination

of the EI given by each GPR:

EI xð Þ = 〠
M

j=1
EI j xð Þ∙p z = j xjð Þ: ð22Þ

This is equivalent to the marginalized acquisition func-
tion and (22) is not limited to EI. If there is no extra local
expert found in the clustering step, (22) degenerates to the
EI for a single global GPR. The algorithm for MGP-based
BayesOpt is summarized and illustrated below.

4. Experiment

4.1. MGP Regression Test. The first experiment is to test the
regression performance of MGP compared with global GPR
on a 2D toy function. The toy function consists of two bell-
shaped local peaks, where one peak is sensitive on x-axis and
the other one is on y-axis. The function is randomly sampled
100 times and the local experts are found by manually select-
ing the regions of each peak and then applying (11).
Although the evaluation of the toy function is accurate, a
small noise is assumed for the measurements to perform
the update of the GPs. The kernel type used for the MGP
is the Matérn kernel with v = 1:5, hence at least once differ-
entiable. The regression result of MGP is taken to be the
expected value of the posterior [14]:

E y xjð Þ = 〠
M

j=1
p z = j xjð Þ∙μj xð Þ: ð23Þ

It can be seen from Figure 2 that the MGP model trained
using Algorithm 1 greatly outperforms the global GPR as the
regression curve almost overlaps with the actual curve.
Thanks to the gating function that assigns each model to
the region where they excel, each peak is assigned to the cor-
responding local expert, leading to the outstanding regres-
sion performance. This recreates the results in Tresp [14]
and indicates the success of the method for find local experts
and the alternative gating network.

4.2. Test on Hyperparameter Tuning. The hyperparameter
tuning problem in machine learning algorithms is a prime
example of optimizing expensive black-box derivative-free
functions. The hyperparameters of the machine learning
models are specified prior to training and greatly affect the
model performance. The training process can be very com-
putationally expensive, and the performance of the trained
model is usually noisy as randomness is typically involved
during model training and testing.

Based on the successful implementation of the MGP
model, Algorithm 2 for applying MGP in BayesOpt is tested
on the hyperparameter tuning of four common machine
learning algorithms. These algorithms are chosen for being
highly tunable with large cross-validated average improve-
ment after optimization [11]. The XGBoost is a boosting tree
model, and its regularization is mainly controlled by the
shrinkage factor and two penalty terms. The elastic net is a
linear model that uses L1 and L2 penalties to reduce
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overfitting. The support vector machine (SVM) is a classifier
using kernel trick, where its performance is determined by
the regularization parameter and the kernel coefficient. The
multilayer perceptron (MLP) is an artificial neural network,
where the regularization term, the learning rate, and the
hidden-layer sizes together contribute to its performance.
The experiment is to test the efficiencies of the MGP-based
BayesOpt in optimizing practical back-box derivative-free
functions compared with the BayesOpt using GPR. The four
algorithms above are trained on different datasets, and the
configurations of their hyperparameters are optimized by
the two types of Bayesian optimizers, respectively. The
values of the current optima found by each optimizer are
recorded in each iteration to compare the efficiency of opti-
mization. Considering the MGP needs enough data to find
the local experts, both optimizers start from a presampled
dataset consisting of 5 random samplings followed by a
few iterations of BayesOpt using GPR. The information for
each tested model is given in Table 1.

The comparison of tuning efficiency is presented in
Figure 3. It can be seen that MGP model outperforms GPR
in BayesOpt thanks to the more accurate modelling of the
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Figure 3: The comparison of tuning efficiency between BayesOpt based on global GPR and that on MGP. The test is conducted on four
most common machine learning models. (a) XGBoost, (b) elastic net, (c) SVM, and (d) MLP (with two hidden layers). The model
performance is measured by root-mean-square error (RMSE) for regression and area under the ROC curve (AUC) for classification.
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Figure 4: In the test conducted on tuning XGBoost, it is found that
MGP-based BayesOpt without any presampling may not always
outperform GPR. Compared with Figure 3, MGP with only 5
random samplings is still in the 0.477 local optimum after 50
iterations, while that with additional 15 presampling using GPR
has reached the global optimum of 0.463 after 35 iterations.
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objective function. It is most significant in the test on
XGBoost and MLP where the tuning dimension is relatively
higher. This is reasonable as the higher dimension gives
more space for tuning, while the other model converges
too quickly to their optima even without the use of MGP.
Such result marks the success of the clustering assisted
method for finding the experts of the peaks. Interestingly,
it is observed in the test on XGBoost and MLP that the num-
ber of GPs used in each optimizing iteration experienced an
increase followed by a decrease. This corresponds to the
design that lower peaks will be filtered out for lesser evalua-
tion value.

The presampling before applying MGP is important. It is
observed that if the MGP-based BayesOpt is applied without
a certain number of presamplings, its performance is not
guaranteed to outperform the BayesOpt using GPR (see
Figure 4). By examining the optimization processes, it is
found that in situations where MGP fails to outperform
the GPR, MGP stays in a local optimum (typically the first
peak it finds) for longer iterations before moving to the
global optimum, which is likely a cause of overfitting to
the existing data. The use of MGP is based on the assump-
tion that the behaviour of the objective function is well-
represented by the sampled data. This assumption clearly
breaks down when MGP is applied to optimize an objective
function that is poorly explored. BayesOpt is a trade-off of
exploitation and exploration, and MGP favours the former
by increasing the complexity of the surrogate model, leading
to a higher risk of overfitting and falling into local optima.
MGP-based BayesOpt is definitely a good supplement to
the GPR-based BayesOpt and may provide more accurate
estimations in most cases. But the higher risk of overfitting
implies it cannot be a complete replacement for GPR-
based BayesOpt, especially when the input space is poorly
sampled.

In practical optimization problems, it is advised to take
enough samples using GPR before applying MGP to lower
the risk of overfitting. One may also combine MGP and
GPR together by switching back to GPR as the surrogate
model every a few iterations of using MGP-based BayesOpt.
This periodically decrease of model complexity makes a
more robust optimization approach, having more accurate
modelling while reducing the risk of overfitting. In our test
where GPR is used every third iteration in the MGP-based
BayesOpt, the phenomenon of being trapped in local optima
is no longer observed and the combined method always out-
performs the GPR-based BayesOpt.

5. Conclusion

This paper explained the motivations for replacing GPR by
MGP in BayesOpt and provided a detailed introduction for
implementing it. The method for finding the local experts,
the alternative gating network, and the clustering-assisted
method are proven to be successful by results in the experi-
ment section. The MGP is a powerful candidate for achiev-
ing better regression performance than GPR. The
BayesOpt based on it significantly outperforms the one using
GPR especially for objective functions with larger input

dimension. The only drawback of potential overfitting when
optimizing with relatively few data can be addressed by more
presampling or periodically switching back to GPR, making
it an excellent supplement to the GPR-based BayesOpt.
Despite the fact that MGP is computationally more expen-
sive than a single GPR, it is still much faster to train than
most machine learning algorithms and may significantly
boost the efficiency of BayesOpt. Also, many steps in the
EM can be trained in parallel, including the evaluation of
the probability density for each data point. A fully optimized
algorithm of MGP can undoubtedly speed up its implemen-
tation, providing a higher application value.

The methods are all explained with details, and the
results are clearly illustrated and analysed to be satisfying.
Hopefully, future works may be developed on improving
the MGP or on finding more applications for it.
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In the twenty-first century, in the era of rapid development of big data, people can make some basic problem analysis of the
application of tax collection and administration and legal problems through big data. Between taxpayers and the tax collection
and management system, the law is used to protect the legitimate rights and interests of taxpayers. Through the improvement
and management of the supervision system, it can ensure that taxpayers can clearly know how much tax they should pay when
paying taxes. At present, the urgent problem is to adjust the concept of tax, reconstruct the scope of tax, scientifically design
the tax rate, and simplify the tax collection and administration procedures. This paper puts forward a more efficient tax
process by comparing the tax data, the econometric study of tax, and the secret tax avoidance while the burden of the more
poor rural tax class. Through the experiment proved, this paper studies the best tax collection and management mode, so that
taxpayers can pay taxes more convenient and fast. The tax collection and administration system have been improved to make
taxpayers’ information more comprehensive, which is very important for us to improve the efficiency in the twenty-first
century, which is also a great breakthrough in the application of tax collection and administration. Due to the limitations of
incomplete information, or that the information cannot keep up with the times, the tax collection and management system
cannot completely correspond to the complete information of the correct taxpayers. Therefore, for the study of the taxation
supervision system, it is necessary to use more algorithms in a more comprehensive way, so as to reduce the number of tax
evaders and the number of active taxpayers.

1. Introduction

With the emergence of emerging services such as cloud com-
puting, the Internet of Things, and social networks, the types
and quantities of human social data have grown at an alarm-
ing rate, and the era of big data has arrived. Data has gone
from being a simple transactional object to a fundamental
resource. How people better manage and use big data has
received a lot of attention [1]. The evolution or revolution
of big data database research is a problem. Big data brings
new opportunities to modern society and challenges for data
scientists. The massive sample size and high dimensionality
of big data pose unique computational and statistical chal-
lenges, including scalability and storage bottlenecks, noise
accumulation, spurious correlations, chance endogeneity,
and measurement error. These challenges are prominent
and require new computational and statistical paradigms

[2]. In this paper, I use a dynamic general equilibrium
framework to assess the quantitative impact of incomplete
tax enforcement on aggregate output and productivity.
Then, I investigated the effects of improved enforcement. I
found that with perfect enforcement, labor productivity
and output are 19% higher under perfect competition and
34% higher under monopolistic competition. The source of
this benefit is the elimination of distortions caused by
incomplete tax enforcement [3]. This article draws infer-
ences about a range of factors that may lead to stubborn tax-
ation by comparing tax data and conducting an extensive
econometric study of the main determinants of taxation.
We found that the gap between potential and actual targets
can be as high as 6% of GDP [4]. In any economic system,
the collection of taxes obviously requires the use of
resources. How to use reasonable resources is very impor-
tant. This paper optimizes the method of resource allocation
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and proposes a new resource allocation scheme [5]. In this
paper, we examine the impact of improving tax administra-
tion efficiency on the welfare of the taxpaying public and
make plans to optimize the central and even local tax poli-
cies [6]. Using any other standard collection scheme used
by the government, we identify an optimal tax collection
policy that outperforms the taxes paid by calibrated agents.
I have found that the design of an optimal audit program
depends on three components: income distribution, identifi-
cation of behavioral patterns, and the number of times an
individual is audited [7]. This paper puts forward corre-
sponding countermeasures on the basis of systematically
analyzing the current situation and existing problems of
tax collection and management in the field of e-commerce
in my country. We found that there are problems in my
country’s e-commerce tax collection and management, such
as imperfect legal system, difficulty in tax base measurement,
and uncertainty of tax objects [8]. The impact of increased
income pressure is derived by a comparative approach. As
income pressures increase, the “political value” of jobs
granted decreases, and thus the efficiency of paying taxes
[9]. Strengthen the training of tax personnel, strengthen
the review of taxpayer transactions of affiliated enterprises,
strictly monitor the taxpayer’s property loss declaration,
improve tax reporting, and improve the quality and ability
of tax auditing [10]. By comparing the “information flow”
and “capital flow” of the two taxation and management
models, this paper concludes that my country should trans-
form the taxation model into an e-commerce taxation and
management model under the control of “information flow.”
Capital flow has its rationality and security technology guar-
antee [11]. An e-tax system is a computerized tax administra-
tion system designed to handle general tax administration
from registration, assessment, filing, and processing of claims
and tax refunds. Therefore, this paper aims to investigate the
impact of the electronic tax system on the efficiency of tax
collection by the Internal Revenue Service of the Tax Bureau
[12]. Regulating the tax collection and management of devel-
oping industries is of great significance for improving the tax
collection and management system and promoting the estab-
lishment of a fair and orderly market competition pattern
[13]. In the context of urban-rural integration, reforming
the concept of tax collection; reorganizing tax collection
areas; designing scientific tax rates; and simplifying tax col-
lection and management procedures are of great significance
and have a regulating effect on the unified market of urban
and rural construction land in my country [14]. This paper
studies the optimization of the tax payment process in terms
of taxation, aiming to minimize the taxpayer’s tax payment
cumbersome process [15].

2. Analysis of Tax Collection and Management
and Legal Issues

2.1. Basic Information of Tax Collection and Administration.
Under the impact of the interaction and change of modern
information technology, big data has entered more and
more into the field of tax collection and administration,
and digital tax management and data management have

gradually become the development trend of tax collection
and administration. Big data and information technology
are indispensable forces to improve the ability of tax collec-
tion and administration. With the development of big data,
there have been many virtual electronic payment and tax
forms on the network, and the process is shown in
Figures 1 and 2.

The implementation of a fair tax system may lead to the
imbalance of different tax burden levels. In the era of big
data, when the tax system is more traditional, there will be
some tax evasion or even tax avoidance by individual enter-
prises and individuals. At this time, the protection of the law
is needed to carry out normal taxation.

2.2. The Existing Legal Issues in Tax Collection and
Administration. There are many legal problems in China’s
tax revenue. In recent years, many stars have reported their
tax problems, which also reflect the poor supervision of tax-
payers in China, the difficulties in the identification of tax-
able objects under the background of digital economy, and
the prominent tax jurisdiction problems and other prob-
lems. In the tax law, the meaning and scope of taxpayers
are different, which should be made clear in the relevant laws
and regulations, and will help to determine the scope of tax-
ation. All citizens in our country must pay taxes according to
law. This is the relevant provisions of the Constitution and
can be regarded as a constitutional basis, but such provisions
are very general and have no more detailed content. The dig-
ital economy era has brought more development opportuni-
ties, but it also highlights the shortcomings and defects of
the current tax law system. Relevant legal systems, whether
tax registration or tax management, need to be revised and
improved to adapt to the growing market transaction pat-
tern. In fact, under the influence of the rapid development
of Internet technology, improving the legal system has
become a very urgent and important task.

2.3. Tax Collection and Management System in the Era of Big
Data. The “big data + tax” model has become the main
theme of tax research in the Internet era. A relatively perfect
set of tax collection and administration and tax service sys-
tem can better realize the modernization of tax management,
improve the efficiency of tax management, and quickly
adapt to the development trend of informatics. In the era
of big data, we can establish a unified taxpayer identification
number and input it into the tax collection and management
system according to a special taxpayer identification num-
ber, so as to facilitate the subsequent query when needed.
As far as possible, the tax supervision system allows all tax-
payers’ personal information to be input into the system,
so that the system becomes more flexible and can timely tell
taxpayers, the amount of tax to be paid, and tax time. In the
interface of the tax collection and management system, the
tax payment information is introduced in detail to analyze
and process the information involved in the tax payment,
which will more easily facilitate the operation of the subse-
quent taxpayers. In the era of big data, the relevant informa-
tion of tax needles is abstracted as a traditional transmission
and use process to ensure that their information can be
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Figure 1: Tax payment process.
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3Journal of Sensors



RE
TR
AC
TE
D

RE
TR
AC
TE
D

conveyed normally and the efficiency of tax collection and
management is improved. The tax loss can be reduced
through the optimal revenue tax model. The optimal reve-
nue tax model is shown in:

max
δx⟶0

E
ð∞
0
u σ1h, y1 hð Þ − s1 y1 hð Þð Þ − k1 hð Þ, gtð Þu dtð Þ: ð1Þ

With some basic information of tax collection and
administration and the basic operation methods applicable
to taxpayers, the legitimate rights and interests of taxpayers
can be protected through law later, and the correct imple-
mentation of tax collection and administration can also be
guaranteed through law. Under the condition of market equi-
librium, the impact of tax policy on economic growth, two
main conclusions are drawn: First, when the government
implements a stable tax policy, there is a unique optimal cap-
ital stock path for consumers, along which the economy can
sustained steady and optimal growth; when the tax path
given by the government is unstable but can converge to a
constant tax rate, there is also a capital stock path that can
make the entire economy grow asymptotically and steadily,
and eventually converge to the optimal state. Second, the
optimal taxation path has the nature of a great road; that is,
all optimal taxation paths will converge to the golden rule
tax rate (the tax rate that keeps the economy in a stable and
optimal growth state), and the government can adjust appro-
priately according to the golden rule tax rate tax policy, when
the value of the tax plan formulated by the government in a
certain period is much lower (or much higher) than the tax
rate of the golden rule; an appropriate increase (or decrease)
of tax at this time is beneficial to economic growth. This arti-
cle identifies the income tax model most suitable for tax
administration for contemporary problems.

2.4. Efficiency of the Tax Collection and Administration
System. With the development of information technology,
the tax collection and management mode can improve the
mode of tax service. However, this cannot fully meet the
new needs of new business under the background of big
data, especially the deepening of e-commerce market, and
the current tax collection and management mode cannot
fully meet the needs in management. The advantages and
disadvantages will accelerate the speed of tax collection and
administration in China, but taxpayers will also show vari-
ous tax avoidance behaviors through technical means, which
makes the work of the tax administration department more
difficult. At this stage, information technology can not
achieve complex statistical and query operations; taxpayers
can not pay taxes directly through the network; tax authori-
ties need to go to the bank to audit data, pay taxes, and
deduct taxes; taxpayers can apply for tax payment; and tax
authorities themselves do not automatically exchange, which
increases the tax process of taxpayers and the workload of
tax officials. Tax efficiency can be studied by the variable
model. Variable model is shown in

DDTBDijt = ∂0 + ∂1TGTPit+〠control+〠company+〠Year + εijt:

ð2Þ

In China, it aims to obtain the maximum tax revenue at
the lowest cost, maximize the economic growth, or apply tax
rules to reduce the tax barriers to economic growth. It
includes two aspects: tax administrative efficiency and tax
economic efficiency. By utilizing the following formula:

BTDit = β0 + β1TACCit + θi + εit: ð3Þ

The possibility of subjective tax avoidance can be calcu-
lated by using the difference between pre-tax accounting
profit and taxable profit to control tax revenue to the maxi-
mum extent. The market economy should be made to work
efficiently in the most convenient and simple way possible.
All the processes have become more streamlined, and some
additional costs have been reduced. This is more conducive
to the tax between the user and the country, more conve-
nient and easier to operate.

2.5. Legal Principles of Tax Collection and Administration
and Network Security Management. As an important part
of national e-government, tax informatics has had a pro-
found impact on the reform and renewal of tax management
mode, and plays an important role in expanding the field of
tax development and implementing tax administration
according to law. On March 22, 2004, the state council
issued the Communique on Printing and Distributing Com-
prehensive Incentive Measures for Law-based Administra-
tion, requiring local public administrative departments and
departments at all levels to establish the party and imple-
ment a high level of administrative management. Governing
for the people ensures the process of management according
to law, reasonable management, reasonable procedures, effi-
cient and convenient, honest and reliable, and consistent
powers and responsibilities. It has established the goals and
working guidelines for the tax authorities to administer
according to law and to provide quality services.

3. Positive Model of Tax Avoidance

3.1. Golden Tax Phase III and Tax Avoidance Construction.
Based on realistic theoretical analysis and variable analysis,
the model is described as follows

DDTBDijt = ∂0 + ∂1TGTPit+〠control+〠company+〠Year + εijt,

ð4Þ

where i represents the i province, j represents the j enter-
prise, t represents the t year, DDTBDijt represents the degree
of enterprise tax evasion, TGTPit represents the virtual vari-
able of the golden tax phase three project (if i province in the
t year, the “Golden Tax phase three” project tested on TGTP
is designated as 1, if not, set to 0). In this model formula, we
mainly focus on the coefficient DDTBDijt and the signifi-
cance level. If the coefficient is significantly negative, it
shows that tax collection and administration inhibit the tax
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avoidance activities of enterprises. Tax collection is a com-
pulsory free and relatively fixed distribution of social prod-
ucts by the state in order to meet the public needs of the
society. For taxpayers, it is neither repaid directly nor at
any cost, which prompts taxpayers to reduce their own taxes.
In order to make this wish come true, taxpayers will show
different choices. Some people will evade taxes, owe taxes,
refuse to pay taxes, avoid taxes and save taxes. Tax avoidance
and tax saving are relatively safe or safe methods. Tax eva-
sion is illegal, so everyone will avoid taxes subjectively.

3.2. Tax Avoidance and Nonefficiency Investment Model.
Nonefficiency investment (INEI), excessive investment
(OVEREI), and insufficient investment (LESSEI) are taken
as the explanatory variables, and the degree of corporate
tax avoidance (DDTBD) is taken as the main explanatory
variable. Build a mathematical model, as shown in formula
M:

INEIijt = ∂0 + DDTBDijt+〠control+〠company+〠Year + εijt,

ð5Þ

OVEREIijt = ∂0 +DDTBDijt+〠control+〠company+〠Year + εijt,

ð6Þ

LESSEIijt = ∂0 + DDTBDijt+〠control+〠company+〠Year + εijt,

ð7Þ
where j represents the j th enterprise and t indicates the year
t. Considering the impact of major events at the individual
level and year on tax avoidance behavior, this paper controls
for the individual effects and time-fixed effects “company”
and “year.” This paper mainly focuses on the coefficient
and significance of the tax avoidance degree DDTBDijt. If
the coefficient is significantly positive, the tax avoidance
activity leads to inefficient investment behavior. Tax avoid-
ance can adjust the relationship between nonefficient invest-
ments. The promotion of the third phase of the golden tax
has improved the taxation authority’s collection and man-
agement capabilities, strengthened the external control
mechanism for enterprises, and indirectly played a role in
corporate governance, helping to reduce taxes. Avoid the
agency costs brought about by the fund tax avoidance, or
the over-investment or under-investment caused by conser-
vative tax avoidance, thereby reducing inefficient investment.

3.3. Difference Model of Tax Avoidance. This paper therefore
adopts the “tax difference” (BTD) to directly reflect the tax
burden. It is generally believed that the greater the difference
between pre-tax accounting profit and taxable profit, the
greater the possibility of subjective tax avoidance. The tax
meeting difference (BTD) can be calculated using the follow-
ing formulas:

BTDit = β0 + β1TACCit + θi + εit, ð8Þ

DDBTDit = θi + εit: ð9Þ

Through formulas (8) and (9), it is known that the over-
all accrued income can be used to measure surplus manage-
ment, and DDBTD is used to measure the true tax avoidance
degree of enterprises. The dummy variables and tax avoid-
ance variables of the Golden Tax Phase III Project can be
used as dependent variables to construct a regulatory effect
model, such as formulas (10), (11), (12):

INEIijt = ∂0 + ∂1TGTPjt + ∂2DDTBDijt + ∂3TGTPjt

∗DDTBDijt+〠controlijt+〠company+〠year + εijt,

ð10Þ

OVEREIijt = ∂0 + ∂1TGTPjt + ∂2DDTBDijt + ∂3TGTPjt

∗DDTBDijt+〠controlijt+〠company+〠year + εijt,

ð11Þ

LESSEIijt = ∂0 + ∂1TGTPjt + ∂2DDTBDijt + ∂3TGTPjt

∗DDTBDijt+〠controlijt+〠company+〠year + εijt:

ð12Þ
3.4. Tax Classification Model. In order to improve the cor-
rect rate of tax, the classification results are used to establish
a correct rate model, and the following formula is used to
calculate the correct rate.

Precision =
TP + TN

TP + FP + FN + TN
, ð13Þ

Accuracy =
TP

TP + FP
, ð14Þ

Recall =
TP

TP + FN
, ð15Þ

F −Measure =
2 ∗ Precision ∗ Recall
Precision + Recall

: ð16Þ

3.5. Tax Equilibrium Problem Model. If the government
assumes that it taxes consumer income and invests some
of it in consumer goods, consumers will always benefit from
the government’s public spending. Considering the behavior
of these three business representatives, the equilibrium eco-
nomic problem model is calculated as:

ki hð Þ = yi hð Þ − si yi hð Þð Þ − ci hð Þ − ki hð Þ: ð17Þ

Through the optimal revenue tax model,

max
δx⟶0

E
ð∞
0
u σ1h, y1 hð Þ − s1 y1 hð Þð Þ − k1 hð Þ, gtð Þu dtð Þ: ð18Þ

We can discuss its more general form with the following
formula

y1 hð Þ − s1 y1 hð Þð Þ − k1 hð Þ, gtð Þ ∈ L ∗M ∗N ∗G: ð19Þ
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This expression is a feasibility constraint.

∀h, h1 ∈H
ð∞
0
u σ1h, y1 hð Þ − s1 y1 hð Þð Þ − k1 hð Þ, gtð Þu dtð Þ

≥
ð∞
0
u σ1h, y1 hð Þ − s1 y1 hð Þð Þ − k1 hð Þ, gtð Þu dtð Þ:

ð20Þ

The formula suggests to maximize the desired utility of a
lifetime.

For each variable h, the conditions satisfied are shown in
formula (21)

E s1 y1 hð Þð Þ½ � ≥ gi: ð21Þ

This is a government budgetary constraint; this means
that for a robust tax collection process, the expected tax
value for each period will be sufficient to cover the govern-
ment’s spending on supplying goods to the public. When a
spatial equilibrium model exists, the equilibrium model can
be redefined using the integral form of the probability distri-
bution, as shown in the following formulas:

y1 hð Þ − s1 y1 hð Þð Þ − k1 hð Þ, gtð Þ ∈ L ∗M ∗N ∗ G, ð22Þ

∀h, h1 ∈H,Φ h, y1 hð Þ − s1 y1 hð Þð Þ − k1 hð Þ, gtð
≥Φ h, y1 hð Þ − s1 y1 hð Þð Þ − k1 hð Þ, gtð ,

ð23Þ

ð
s y hð Þð Þdθ hð Þ ≥ g: ð24Þ

For ðC,D, gÞ, due to measurable options that meet
financial constraints, the best choice problem of the govern-
ment public sector mechanism can be defined as:

max
δx⟶0

ð
∂
Ψ h, C,D, gð Þd∂ hð Þ: ð25Þ

The model is designed through the economic equilib-
rium mechanism, and the formula is defined as follows:

max
δx⟶0

ð
∂
Ψ h, k1 hð Þ, y1 hð Þ, s1 y1 hð Þð Þ, gð Þd∂ hð Þ: ð26Þ

For the consumer, the objective is to maximize lifetime
expected utility under government budget constraints,
defined by the formula

max
δx⟶0

E
ð
∂
Ψ h, k1 hð Þ, y1 hð Þ, gð Þdt: ð27Þ

Assuming that the government does not know about the
consumer and only evaluates the taxes he must pay based on
his income, his budget constraint or equation of state is

k1 hð Þ = y1 hð Þ − si yi hð Þð Þ − ci hð Þ − ki hð Þ: ð28Þ

4. Research on Tax Collection and
Administration Mode

4.1. Tax Collection and Management Mode in the Era of Big
Data. Since 1950, China’s tax collection and management
mode have undergone two changes, including three develop-
ment modes. Two transformations refer to the first transfor-
mation: In 1985, China abolished the tax collection and
management system, and widely implemented the “adminis-
trative system” of separation of management and examina-
tion. Tax registration system, tax declaration, and tax
inspection are the components of tax collection and manage-
ment system; in the era of big data, our tax and management
system is slowly moving from “management” to “numerical
control.” The above three kinds of collection management,
conventional collection management form is mainly “family
budget management system” and “case management sys-
tem”, and data collection management system is “number
management system”; compared with “management sys-
tem,”, the “number management system” focuses on using
a lot of data to solve the problem of the data inconsistency,
it standardizes the flow of information as the main line, data
analysis is the key, and it is the combination of manual pro-
cessing and computer processing. The comparison of tax col-
lection and administration modes in different periods is
shown in Table 1:

4.2. Tax Collection and Administration Mode under the
Condition of American Informatization. The tax manage-
ment model in the USA can be summarized as follows:
The content of tax service includes taxpayer’s self-state-
ment, in-process monitoring, tax-related protection, post-
inspection, and tax management. We should scientifically
and comprehensively meet the needs of taxpayers; deter-
mine development strategies, business rules, and organiza-
tional structure; and strengthen performance appraisal.

According to Figure 3, the revenue department e-file
usage rate is increasing year by year, indicating the increas-
ingly mature tax collection and administration model in
the USA. Part of the reason is that in 1998, the federal taxa-
tion bureau reorganized the national tax collection and
administration information agencies, relying on the com-
puter network across the country, relying on computer
information technology, covering from tax sources, tax
authorities, tax authorities, tax returns, tax, tax returns, tax
inspection to the whole process of tax inspection, personnel
administration.

4.3. Macro Performance of Tax Payment Data under the Tax
Collection and Administration Mode. Data analysis is carried
out on the taxpayer's tax category statistical table through
Figure 4. The table shows the statistical results, the taxpayer's
withhold of information tax, or tax evasion. On the premise
of a comprehensive and detailed grasp of all tax laws and
regulations, we understand the taxpayer's industry and spe-
cific transactions. After the general audit procedure, it is
impossible to make an accurate judgment on whether the
taxpayer has failed to pay the tax. In order to analyze the
tax situation of taxpayers, Figure 4 counts the number of
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tax types and the number of people who pay taxes. There is
no connection between the two. Taxpayers want to pay taxes
and their jobs are related, so it is normal for different people
to pay different taxes and different amounts of taxes. The
type of taxpayer’s tax payment is related to whether the tax-
payer has concealed tax returns or tax evasion. The type of
tax that the taxpayer needs to pay and the amount of tax
to be paid by the taxpayer is related to his work. Therefore,
there is no difference between the number of tax types and
the number of taxpayers. What is the relationship, so the
height of the two is different.

In the audit of tax collection and management, in order
to obtain the necessary external data in time (such as indus-
trial and commercial registration data, real estate registra-
tion data, engineering construction information data, etc.),
auditors need to analyze the reported data itself through
the tax collection and management system, and have doubts
about the problem, even if a table is self-relevant, they also

need to draw audit conclusions. If we need to get the error
problem of storage level, we often need to analyze the data
and make some manual judgments. In the face of the deed
tax collection audit, it is also facing such a problem. There-
fore, from the survey data in the first quarter (Table 2), sec-
ond quarter (Table 3), and third quarter (Table 4), it can be
seen that the taxes paid are basically consistent, and the tax
rates and corresponding taxes involved in the deed tax
returns are also seen and analyzed.

Compared with the first quarter, deed tax and personal
income tax decreased relatively, while vehicle and ship tax
increased relatively. Thus, different quarters of the tax paid
will have a relatively large change.

In the third quarter, the deed tax had a trend of signifi-
cant increase, and the vehicle and vessel tax were signifi-
cantly reduced under the high risk in the second quarter.
In different quarters, the tax situation will change due to
the personal travel situation.

Table 1: Comparison of tax collection and administration modes in different periods.

Stage division Stage I Stage II Phase III Phase IV

Life period
The planning economy

period, 1985
1985-1997 1997-2009 2009-the future

Characteristics of the
times

Agricultural era Industrial age The internet era Information age

Collection and
management mode

Management
household system

Steward system Steward system Tube number system

Collection and
management
procedures

Capital process Operation flow Operation flow Information flow

Collection and
management means

Hand operation Hand operation Computer + database Big data technology

Collection and
management mode

Tax administrators
manage households

Collection, management,
inspection and phase

separation

“Thirty-four words”
Policy

“Thirty-four character” policy +
“strengthen management”

0%

10%

20%

30%

40%

50%

60%

70%

New year, 2001-2005 New year, 2006-2010New year, 1991-1995 New year, 1996-2000

Historic adoption rates for IRS e-file (Percentage of e-filers)

Figure 3: IRS e-file usage ratio history graph.
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Without knowing the relevant rules, the association rule
algorithm is the most classic example of shopping cart anal-
ysis to find the relationship between item sets in a large
number of data, so the VAT, deed tax, consumption tax,
enterprise income tax, and personal income tax of the cur-

rent quarter are selected as the key taxes to see the taxpayer's
declaration and payment. This is shown in Figure 5.

In the tax collection and management system, because
many external data need to be analyzed by auditors through
the tax collection and management system to find out the
problem in time, so people need to make manual judgments
while reanalyzing the data. The data in the machine can only
represent the information part of the big data, and when
those people actually arrive at the scene, there may be some
accidents, which need to be solved manually.

4.4. Analysis of Nonefficient Investment by Tax Avoidance.
Secondly, the degree of marketization of state-owned enter-
prises is relatively low. Since the ultimate controller of state-
owned enterprises is the state, the internal proxy problem
and the internal and external information asymmetry prob-
lem are relatively more serious. Tax collection and adminis-
tration can not only play the role of corporate governance to
restrain nonefficient investment, but also lead to the capital
outflow of enterprises to some extent to cause insufficient
investment. Therefore, these two opposite effects offset each
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Figure 4: Tax payment data sheet.

Table 2: Tax statistics for the first quarter.

Tax item table Total tax payment

Contract tax 236, 521

Income tax for individuals 123, 362

Added value tax 213, 233

City planning tax 123, 548

Education fee 34, 265

Stamp duty 52, 451

Building taxes 33, 372

Vehicle and vessel tax 22, 668

Business income taxes 3, 880

Increment tax on land value 162, 662

Table 3: Tax statistics for the second quarter.

Tax item table Total tax payment

Contract tax 152, 463

Building taxes 54, 231

Business income taxes 24, 621

Income tax for individuals 54, 361

Added value tax 12, 364

Increment tax on land value 23, 233

Town land use tax 12, 433

Stamp duty 456, 123

Vehicle and vessel tax 456, 133

Additional local education 154, 362

Table 4: Tax statistics for the third quarter.

Tax item table Total tax payment

Contract tax 213, 046

Added value tax 63, 251

Building taxes 56, 223

Vehicle and vessel tax 14, 523

Stamp duty 12, 546

Increment tax on land value 15, 426

Additional local education 21, 532

Town land use tax 56, 956

City planning tax 21, 364

Income tax for individuals 15, 426
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other, so there is no obvious impact on nonefficient invest-
ment. Because of the influence of tax avoidance on unpro-
ductive investment, under different financing constraints,
there are both “increasing agency cost effect" and "reducing
financing pressure effect”; the promotion of tax collection
and management strength plays a “corporate governance
effect”; for tax avoidance, the “agency cost increase effect”
plays a role of mitigation and regulation, and ultimately
reduces the level of over-investment and inefficient invest-
ment behavior. Therefore, there is reasonable to believe that
the impact of tax avoidance on nonefficiency investment will
different, as shown in Table 5.

4.5. Tax Circumvention and Legal Risks. Legal risk has a neg-
ative inhibitory effect on the tax avoidance activities of
enterprises. Enterprises that have litigation violations will
be strictly supervised by the administrative regulatory
departments, which increases the cost of tax avoidance and
increases the tax risks. Legal risk will bring to the enterprise

including reputation loss and financing pressure, standard-
ize the internal tax management, can make the enterprise
in the short term to market social responsibility, and play a
high marginal benefit; the enterprise risk management cul-
ture will promote company management to adopt robust
tax policy to deal with the adverse impact of legal risk and
reputation risk.

In the regression results of the variables in Table 6, cor-
porate profitability (ROA) and all three tax avoidance indi-
cators are significantly positively correlated at the 1%
confidence level; this indicates that the stronger the corpo-
rate profitability, the greater the motivation to reduce the
tax burden, the higher the tax avoidance. Enterprise solvency
(LEV), enterprise size (SIZE), chairman and CEO portfolio
(dual), and enterprise value (Tobin Q) and tax avoidance
index regression coefficient at 1% confidence level are nega-
tive, and this shows that under the legal risk, the stronger the
solvency, the larger the asset scale; the executive board inde-
pendence and enterprise market value development
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Figure 5: Comparison of tax values in the third quarter.

Table 5: Differences in enterprise nonefficiency investment.

Project Private enterprises State-owned enterprise
Variable name INEI OVEREI LESSEI INEI OVEREI LESSEI

DDBTD 2.671 1.771 -1.785 2.632 3.451 -2.614

Controlled variable Yes Yes Yes Yes Yes Yes

Observations 2.250 1.936 1.842 3.077 1.256 1.888

r-squared 0.113 0.278 0.425 0.232 0.036 0.182

Company PE Yes Yes Yes Yes Yes Yes

Year PE Yes Yes Yes Yes Yes Yes
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prospects will significantly reduce enterprise tax avoidance.
In addition, manipulative accrued profit (DA), investment
opportunities (BM) and fixed asset density (PPE) will also
affect tax aversion to some extent.

5. Conclusion

The massive sample size and high dimensionality of big data
bring unique computing and statistical challenges. Now,
there are more data stored through the Internet every second
than that stored on the whole Internet 20 years ago. People
can conduct some basic problem analysis of the application
of tax collection and administration and legal issues through
big data. An important determinant of irregularity in a
country is its tax enforcement capacity, and in this paper, I
assess the quantitative impact of incomplete tax enforcement
on the total output and productivity. The empirical results
show that there is a certain degree of interregional tax com-
petition, and tax centralization increases the effective tax rate
and offset the impact of tax. Standardizing tax collection and
administration is of great significance to improve the tax col-
lection and administration system and promote the forma-
tion of a fair and orderly market competition order. Under
the background of urban-rural integration, it is urgent to
adjust the tax concept, reconstruct the scope of tax, scientif-
ically design the tax rate, and simplify the tax collection and
administration procedures to have a regulating effect on the
unified market of urban and rural construction land in
China. Over the past decade, some problems have been
exposed in the implementation of the tax collection and
administration law, which have affected the collection of
tax to a certain extent. It is necessary to revise the tax collec-
tion and administration law. At the same time, the imple-
mentation of the administrative law enforcement law has
posed new challenges to tax law enforcement, and it also
needs to revise the tax collection and administration law.

This paper discusses some important legal issues of revising
the tax collection and administration law and puts forward
the corresponding ideas. We study whether tax aggressive-
ness will reduce the motivation and opportunities for active
tax management in the era of big data. Specifically, different
institutional settings in China are used to study whether tax
aggression in China is affected by the limitations of big data.
This paper proves the tax collection and management mode
studied in this paper, so that taxpayers can pay taxes more
conveniently and quickly, and puts forward the method of
improving the tax collection and management system.
Although the taxation supervision system can be perfected,
it may not be perfect enough to give people the most intui-
tive answers, so we should consider more humane issues
when improving the comprehensiveness of these systems.
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Table 6: The regression table of legal risks and tax avoidance.

DDBTD BTD Rate
Variables Coefficient T price Coefficient T price Coefficient T price
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Contemporary college students are the main force of future national construction. Their ideological political dynamics are related
to the development of the party and the country. Some students have some problems with study concepts and study habits. For a
long time, the ideological political education of university students has not been paid attention to, resulting in the inability to
accurately analyze the ideological political dynamics of university students. Grasping the ideological political dynamics of
university students in the new era is the top priority of current educational work and an important guarantee for the
development of ideological political education in universities. With the development of the times, communication channels are
also constantly updated. The focus of this article is to analyze the ideological political dynamics and communication channels
of university students. To some extent, traditional analysis methods cannot satisfy current research. This paper constructs an
analysis model of university students’ ideological political dynamics and communication paths based on reinforcement
learning. The Markov decision process and Monte Carlo method are used to analyze the ideological political dynamics and
communication paths of college students. The results show the following: (1) the highest accuracy of reinforcement learning is
99.7%, and the lowest is 96.2%; the highest accuracy is 99.7%, and the lowest is 97.4%; the highest recall is 99.6%, and the
lowest is 97.6%. (2) The average accuracy rate of reinforcement learning is 98.16%, the average accuracy rate is 98.75%, and
the average recall rate is 98.65%. (3) In the ideological political dynamics of college students, the score of value orientation is
6.975, the score of learning status is 8.025, the score of consumption concept is 7.7, and the score of employment is 7.45. (4)
In the communication path analysis, there are 12 people in interpersonal communication, 15 people in organizational
communication, 21 people in mass communication, 28 people in network communication, and 24 people in Internet
communication.

1. Introduction

As an important part of the youth group, the ideological
political dynamics of college students cannot be ignored.
Comprehensively analyze the ideological political dynamics
and communication channels of university students to
improve the effectiveness of ideological and political educa-
tion for university students. This paper constructs an analy-
sis model of university students’ ideological political
dynamics and communication paths based on reinforcement
learning and analyzes the ideological and political dynamics
of university students. This paper provides a lot of support
on the basis of previous results. Reinforcement learning is

a popular model for analyzing problems [1]. Analyze behav-
ior through trial-and-error interactions with dynamic envi-
ronments. Reinforcement learning describes an algorithm
similar to Q-learning for finding optimal policies [2]. Popu-
lar Q-learning algorithms overestimate action values under
certain conditions [3]. A common model for reinforcement
learning is the standard Markov decision process [4]. Rein-
forcement learning is developed from theories such as ani-
mal learning and parameter perturbation adaptive control
[5]. The goal of reinforcement learning is to dynamically
adjust parameters [6]. For maximum signal enhancement,
the trend is known as an important content of the ideologi-
cal political education of university students [7]. It is also an
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effective way to carry out ideological political education for
university students. Understand the ideological dynamics
of college students and apply the Internet to ideological
political education [8]. Ideological political education must
conform to the changes and trends of the form and keep
innovating [9]. At present, ideological political education
in universities should be combined with art education [10].
The continuous progress of information technology has
broadened the dissemination path of university students’
ideological political dynamics [11]. Ideological politics
teachers are one of the important ways to optimize the dis-
semination of ideological political education [12]. Reinforce-
ment learning acquires learning information and updates
parameters by receiving action rewards from the environ-
ment [13]. Reinforcement learning is mainly manifested in
reinforcement signals [14]. Reinforcement learning focuses
on online learning [15].

2. Theoretical Bases

2.1. Reinforcement Learning

2.1.1. Overview. Reinforcement learning (RL) [16] is a type
of goal-oriented learning. The reinforcement learning pro-
cess is the continuous interaction between the agent and
the environment. In this process, the agent continuously
observes the characteristics of the environment state and
takes actions on the current environment according to cer-
tain policy rules. The environment gives feedback on actions
taken in the form of rewards. The agent updates the policy
based on the reward value to get a better reward for the next
action it takes.

The basic framework of reinforcement learning is shown
in Figure 1.

2.1.2. Markov Decision Process. The Markov decision process
(MDP) [17] is a mathematical description that can be pro-
vided for reinforcement learning, and most reinforcement
learning problems can be modeled as an MDP. MDP adds
action elements to the transition probability from one state
to another state, enriching the Markov feature, and can be
expressed as

p si+1jsi, ai,⋯,s0, a0ð Þ = p si+1jsi, aið Þ: ð1Þ

For the answer, MDP consists of 5 basic elements,
namely, ðS, A, R, P, γÞ. Among them, S is the state space,
which can reflect all the state sets of the complete informa-
tion of the system; s is the current state, s ∈ S; A is the limited
action space, which is composed of all possible actions; a is
the currently taken action, a ∈ A; Rðs, aÞ is the reward func-
tion, which represents the expectation of the reward value
that the agent can get from the current state s to the next
state s′; Pðs′jsÞ represents the probability of transitioning
from state s to state s′; and λ represents the discount factor,
which is a random float in the range of 0 to 1. Points can be
used to determine whether the total reward is discounted or
not.

To find the optimal strategy, that is, to find the optimal
state, the action value is

Q ∗ s, að Þ = R s, að Þ + λ〠
s′∈S

P s′
��s� �

max
a∈A

Q s′, a′
� �

, ð2Þ

where Rðs, aÞ is the average of instant reward rðs, aÞ.

2.1.3. Exploration and Utilization. The purpose of reinforce-
ment learning is to obtain the optimal result; that is, the
agent gets the maximum reward. Therefore, during the
training process, it is necessary for the agent to perform
actions according to the behavior that can obtain the maxi-
mum reward value. At the same time, considering that the
“trial-and-error” experience experienced by the agent is not
necessarily rich, only the local optimal solution can be
obtained, so the agent cannot blindly use the existing experi-
ence to make actions, but it is necessary to improve the
agent’s exploration to find new and latest ability to solve.
With limited time, we need to rely on strategies to find a bal-
ance between exploration and exploitation.

2.1.4. Strategy. Policy refers to the operation policy of the
agent in MDP, which is a function that can calculate the out-
put. In reinforcement learning, policies can be defined as
deterministic policies and stochastic policies. Deterministic
strategy means that in the same state, the action output by
the agent is deterministic and unique; on the contrary, in
the same state under the stochastic strategy, the output
behavior of the agent is not unique but follows a specific
probability distribution, but the sum of all possible output
behavior probabilities in the same state should be equal to 1.

2.1.5. Value Function. During the interaction between the
agent and the environment, actions need to be evaluated to
ensure that the final action set can obtain the maximum
reward. There are two evaluation mechanisms here, namely,
the value function and the Q function. The value function
refers to the value function of the state, which measures
the pros and cons of the agent’s state under the policy. A

Environment

Agent

AwardCondition Action

Figure 1: The basic framework of reinforcement learning.
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value function can be defined as follows:

Vπ sð Þ = Eπ Rtjst = s½ �: ð3Þ

The above formula expresses the expected reward that
can be obtained by following policy π in state s. Among
them, Rt represents the reward obtained by the agent from
the environment at time t, which can be expressed as fol-
lows:

Rt = rt+1 + rt+2+⋯+rT : ð4Þ

And if it is in a continuous situation, there may be no
final state, namely,

Rt = rt+1 + rt+2+⋯: ð5Þ

A discount factor is required to reward the discount,
which can be expressed as

Rt = rt+1 + γrt+2 + γ2rt+3⋯,

Rt = 〠
∞

k=0
γkrt+k+1:

ð6Þ

Among them, if γ is 0, the reward is an immediate
reward, and if γ is 1, the reward is mainly reflected in the
future reward. Therefore, the value function can be
expressed as

Vπ sð Þ = Eπ 〠
∞

k=0
γrt+k+1 st = sj

" #
: ð7Þ

The Q function, also known as the state action value
function, is used to measure the pros and cons of the agent
following the policy and performing the actions in the state.
The Q function can be defined as follows:

Qπ s, að Þ = Eπ Rt st = s, at = aj½ �: ð8Þ

The above formula represents the expected reward that
can be obtained by following policy π and taking action a
in state s. This formula can be expressed as

Qπ s, að Þ = Eπ γkrt+k+1 st = s, at = aj
h i

: ð9Þ

The value function is used to evaluate the state, and the
Q function is used to evaluate the action [18]. Further deri-
vation of the value function can be obtained:

Vπ sð Þ = Eπ rt+1 + γrt+2 + γ2rt+3+⋯ st = sjÀ Á
,

Vπ sð Þ = Eπ rt+1 + γ rt+2 + γrt+3+⋯ð Þ st = sjð Þ,
Vπ sð Þ = Eπ rt+1 + γVπ st+1ð Þ st = sjð Þ:

ð10Þ

Similarly, the Q function can also be derived as

Qπ s, að Þ = Eπ rt+1 + γQπ st+1, at+1ð Þ st = s, at = ajð Þ: ð11Þ

According to the derivation of the above value function
and Q function [19]. This can be further extended to the
Bellman equations of both:

Vπ sð Þ =〠
a

π ajsð Þ〠
s′
p s′

��s, a� �
R s′

��s, a� �
+ γVπ s′

� �h i
,

Qπ s, að Þ =〠
s′
p s′

��s, a� �
R s′

��s, a� �
+ γ〠

a′
Qπ s′, a′

� �" #
:

ð12Þ

The value function that produces the maximum value
should satisfy

V∗ sð Þ =maxπVπ sð Þ: ð13Þ

Likewise, the optimal strategy should be better than or
equal to any other strategy. The optimal policy can produce
the optimal value function [20]. That is, the maximum value
of the Q function is the optimal cost function:

V∗ sð Þ =maxaQ∗ s, að Þ: ð14Þ

Combining the above formula, the optimal cost equation
can be obtained:

V∗ sð Þ =maxa〠
s′
p s′

��s, a� �
R s′

��s, a� �
+ γ〠

a′
Qπ s′, a′

� �" #
:

ð15Þ

2.2. Commonly Used Reinforcement Learning Algorithms

2.2.1. Monte Carlo Method. For the Monte Carlo method
[21], a very important advantage is that it does not need to
know the environment, only needs to get the experience rep-
resented by the Markov quadruple interacting with the envi-
ronment, and then solves the reinforcement learning
problem by averaging the returns of the samples. The state
value function at this time can be written as

Qπ st , atð Þ = 1
m
〠
m

i=1
R τið Þ: ð16Þ

Among them, τi indicates that in state st , action at has
always used the trajectory data generated by strategy π,
and RðτiÞ indicates the sum of all rewards on this trajectory.
When updating the action value function, an incremental
method can be used to implement the Monte Carlo method.

2.2.2. Timing Differential Method. Sutton proposed the tem-
poral difference algorithm, which combines Monte Carlo
and dynamic programming methods [22]. It is an important
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learning algorithm in reinforcement learning. This method
can learn in some continuous state.

The standard temporal difference method is a model-
free algorithm that learns directly from experience and esti-
mates the current state value after one or more steps of
action. The most basic one-step update is the TD(0) algo-
rithm [23]. When using a table of values, the iterative for-
mula for the TD(0) algorithm is

V stð Þ⟵V stð Þ + α rt+1 + γV st+1ð Þ − V stð Þð Þ, ð17Þ

where VðstÞ is the value function of state st at time t.
The TD method is also called the TD(0) method, because

this method updates the value function with the correspond-
ing subsequent state after one step. We can define the gen-
eral form of step return as

Gn
t = Rt+1 + λRt+2 + λ2Rt+3+⋯+λn−1Rt+n: ð18Þ

At this time, the update of the value function becomes

V Stð Þ⟵V Stð Þ + α Gn
T −V Stð Þð Þ: ð19Þ

2.2.3. Sarsa Learning. The name of the Sarsa algorithm
comes from the 5 variables used when the value function is
updated, which are the current state s, the action a in the
current state, the reward r of the current action, the next
state s′ reached, and the assumed next state. The action con-
sists of a′.

In the current state s and action a, after the state transi-
tions to another state s′, the current action cost function Q
ðs, aÞ must be updated. Then, after reaching the next state,
update the next action cost function until the end. This cost
is updated as follows:

Q s, að Þ⟵Q s, að Þ + α r + γQ s′, s′
� �

−Q s, að Þ
� �

, ð20Þ

where α the learning is the rate and γ is the decay factor.

2.2.4. Q-Learning. Q-learning is a temporal difference algo-
rithm under the off-track strategy. The off-track strategy
means that the strategy for determining the current behavior
is different from the strategy for updating the value function.
The agent chooses the action in the current state through a
strategy and interacts with the environment, but then, when
the value function is updated, it uses another strategy. The
action-value function update formula for Q-learning is as
follows:

Q st , atð Þ⟵Q st , atð Þ + α rt+1 + γ maxaQ st+1, að Þ −Q st , atð Þ½ �:
ð21Þ

3. Analysis of University Students’ Ideological
Political Dynamics and
Communication Paths

3.1. Dynamic Analysis of University Students’ Ideological
Politics. Facing the complex and changing social environ-
ment, to carry out the ideological political education work
in universities and grasp the ideological dynamics of univer-
sity students, it is necessary to analyze the current ideologi-
cal political dynamics of university students. It analyzes
four aspects: value orientation, learning status, consumption
concept, and employment, as shown in Table 1.

3.2. Propagation Path Analysis

3.2.1. Original Propagation Path. The original communica-
tion paths of college students’ ideological and political
dynamics are divided into three categories: interpersonal
communication, organizational communication, and mass
communication, as shown in Table 2.

3.2.2. New Propagation Paths. Although the original com-
munication path of college students’ ideological and political
dynamics has its own advantages, its influence on interper-
sonal communication is not extensive, and it is limited by
time and place. At the same time, it is also restricted to a
large extent by the quality of the communicator. The scope
of organizational communication is still limited to local
areas, and it is difficult to solve the problem of timely and
effective communication. Mass communication is only
one-way communication, not interactive communication
[24]. Therefore, in the process of ideological and political
dynamic dissemination, while adopting and improving the
original dissemination path, a new ideological and political
dynamic dissemination path should also be opened up.

(1) Network communication is based on the computer
communication network to transmit, exchange, and
utilize information, so as to achieve the purpose of
social and cultural exchange. On the Internet, people
can freely browse almost all the information on the
Internet [25]

(2) Opening up the Internet is a new way for college stu-
dents to exchange ideological and political dynamics.
It is not simply to publish some information on the
Internet for ideological and political dynamic
exchanges. The key is to use the various advantages
of the Internet and computers to realize the dynamic
exchange of ideological and political dynamics from
postevent to preevent through the ideological and
political dynamic database and scientifically use this
series of databases in practice, from qualitative com-
munication to quantitative communication and edge
propagation to multidirectional propagation

3.3. Model Construction. This paper builds an analysis model
of college students’ ideological political dynamics and prop-
agation path based on reinforcement learning. The model
first collects college students’ ideological political dynamics
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and then summarizes the ideological political dynamics and
propagation paths through call requests. If there is no call
request, the call request will continue, until there is a call
request. Ideological and political dynamics and propagation
paths can only be analyzed after the signal is felt until the
end. Similarly, if no signal is sensed, the propagation path
analysis will be repeated until a signal is sensed, as shown
in Figure 2.

4. Experimental Analysis

4.1. Model Testing. Based on reinforcement learning, this
paper constructs an analysis model of university students’
ideological political dynamics and communication paths.
The model needs to be tested first. 100 college students were

randomly selected as experimental subjects, and 10 groups
were divided into 10 groups. Reinforcement learning is com-
pared to deep learning, machine learning, structural equa-
tion modeling, and traditional methods. In the model test
comparison, this paper uses the most common accuracy
rate, precision rate, and recall rate as the comparison indica-
tors. The experimental result data are shown in Tables 3–5.

It can be seen from the data results that reinforcement
learning is higher than other models in the comparison of
accuracy, precision, and recall, with obvious advantages,
indicating that reinforcement learning is more suitable for
this study.

The precision of reinforcement learning is 99.7% and
96.2%, which is 37.6% higher than other methods. The high-
est accuracy was 99.7%, and the lowest was 97.4%.

Table 1: Dynamic analysis of university students’ ideological politics.

Ideological political
trends

Detailed analysis

Value orientation

Modern university students strongly support the leadership of the CPC Central Committee with Comrade Xi
Jinping as the core, highly identify with the “Chinese dream of the great rejuvenation of the Chinese nation” and
“the goal of building a modern socialist country,” and are able to understand and grasp the ideas of socialism with
Chinese characteristics in the new era. The fundamental core pays close attention to the party’s latest strategies and

measures.

Learning status

The learning status of contemporary university students presents a positive and good development trend, and their
learning initiative is also significantly enhanced. Most of the students have a correct and serious learning attitude,
have clear learning goals and plans, and actively expand their knowledge reserves through online courses, lectures,
and other methods. When many students encounter difficulties in learning, they will take the initiative to consult

relevant materials to solve the problem.

Consumer attitudes

With the rapid development of my country’s economy, people’s living standards have gradually improved, and the
living consumption level of modern college students has also gradually improved. Modern college students already
have strong independence and show a strong sense of self in daily consumption. Most of the students do not have
the habit of keeping consumption records, and their daily consumption is mainly for meals, shopping for clothes,

and class reunions.

Employment
One of the focuses of university students in the new era is employment. Most students have a clear sense of

employment and are optimistic about the future. Most of the students showed a positive attitude towards future
employment.

Table 2: Original propagation path.

Propagation
path

Content Advantages and scope of application

Human-to-
human
communication

Interpersonal communication, that is, the communicator
communicates the ideological and political morality

requirements of a certain society to the educational object
face to face.

The face-to-face communication between the
communicator and the educational object can more
accurately understand the current situation of the

educational object’s ideological and political morality and
its formation and development law, so as to effectively carry

out the ideological political education dissemination
activities.

Organizational
communication

Organizational communication means that a certain
organization spreads the ideological and political moral
requirements of a certain society to members of the
organization by holding various meetings with the

members of the organization.

The spread of influence is wider than human-to-human
transmission and easier to control.

Mass media

Mass communication is the ideological and political
education and dissemination carried out by a

communication organization to the whole society by means
of mass media, such as newspapers, radio, and television.

Spread the widest and timely and effective. For example,
television communication also has the advantages of image

and intuition.
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Compared with other methods, it is 37.8% higher than the
lowest accuracy. The highest recall rate is 99.6%, and the
lowest is 97.6%. Compared with other methods, it is 39.3%
higher than the lowest recall. In order to see the advantages
of this model more intuitively, it is shown in Figures 3–5.

Through the comprehensive comparison of the accuracy,
precision, and recall of the five methods, the average value of
each index of the five methods indicates that the reinforce-
ment learning method has more obvious advantages, as
shown in Figure 6.

From Figure 6, we know that reinforcement learning has
the highest average accuracy, precision, and recall, with an
average precision of 98.16%, an average precision of
98.75%, and an average recall of 98.65%. Therefore, this
model is most suitable for the research analysis of this
article.

4.2. Dynamic Analysis of College Students’ Ideology and
Politics. After passing the test, the model will be applied to
the research of this paper. First, analyze the ideological and
political dynamics of college students. Randomly selected
100 college students were divided into four groups: fresh-
men, sophomores, juniors, and seniors. It analyzes four
aspects: value orientation, learning status, consumption con-
cept, and employment. Through the questionnaire survey,
students scored four aspects according to their own situa-
tion, with a total score of 10 points. The result is shown in
Figure 7.

According to Figure 6, the value orientation score in the
ideological political dynamics of university students is 6.975,
the learning status is 8.025, the consumption concept is 7.7,
and the employment aspect is 7.45. Among them, freshman
students are more concerned about the state of study, while
senior students are most concerned about employment
issues and have the highest score among all the scoring
results, reaching 10 points.

4.3. Propagation Path Analysis. This article lists five commu-
nication paths, interpersonal communication, organizational
communication, mass communication, network communi-
cation, and the Internet. In order to more accurately analyze
the ideological political dynamic communication paths of
university students, this experiment made statistics on the
ideological political dynamic propagation paths of 100 uni-
versity students. The results are shown in Figure 8.

The experimental results showed that 12 people commu-
nicated through people, 15 people communicated through
organizations, 21 people communicated through mass com-
munication, 28 people communicated through the Internet,
and 24 people communicated through the Internet. It shows
that the communication path of college students’ ideological
dynamics is mainly based on network communication, and
the number of first-year students through interpersonal
communication and senior students through organizational
communication is only 2.

5. Conclusion

The ideological political trend of university students is
related to the future and destiny of the country and the
nation, and the communication path is also very important.
Based on reinforcement learning, this paper constructs an
analysis model of university students’ ideological political
dynamics and communication paths and improves the accu-
racy, precision, and recall rate on the basis of traditional
methods, which is helpful to analyze the ideological and
political dynamics and communication paths of college
students.

The findings of this article show that

Start

College students' ideological and
political dynamic collection

Have a request call?

Summary of ideological and political
trends and communication paths

Propagation path analysis

Feel the signal?

End

Yes

Yes

No

No

Figure 2: Model construction.
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Table 3: Precision comparison.

Model 1 2 3 4 5 6 7 8 9 10

Reinforcement learning 98.7% 99.4% 97.6% 96.5% 98.3% 99.1% 96.2% 99.7% 97.8% 98.3%

Deep learning 94.1% 89.6% 90.4% 92.4% 90.6% 88.7% 86.4% 89.2% 85.3% 92.6%

Machine learning 85.4% 86.2% 89.3% 90.1% 83.6% 80.5% 79.3% 83.4% 78.4% 80.4%

Structural equation 79.5% 76.1% 80.3% 77.2% 81.3% 70.4% 72.6% 73.4% 76.1% 74.9%

Traditional method 69.4% 65.2% 70.4% 67.8% 69.2% 62.1% 63.8% 65.9% 64.3% 69.1%

Table 4: Accuracy comparison.

Model 1 2 3 4 5 6 7 8 9 10

Reinforcement learning 99.7% 98.9% 97.4% 98.7% 98.3% 99.5% 98.5% 98.6% 98.3% 99.6%

Deep learning 92.4% 87.4% 90.4% 90.8% 91.4% 89.8% 87.3% 87.3% 88.2% 90.5%

Machine learning 86.4% 83.7% 87.6% 87.6% 81.8% 80.3% 78.7% 81.8% 79.1% 83.9%

Structural equation 76.5% 74.8% 81.3% 71.4% 77.4% 71.8% 70.8% 73.7% 75.4% 75.1%

Traditional method 68.4% 66.4% 68.9% 67.3% 68.3% 61.9% 68.9% 63.9% 63.8% 68.9%

Table 5: Comparison of recall rates.

Model 1 2 3 4 5 6 7 8 9 10

Reinforcement learning 97.6% 99.4% 98.6% 99.5% 97.9% 98.4% 99.6% 97.8% 98.8% 98.9%

Deep learning 90.2% 89.2% 91.2% 93.9% 87.6% 87.2% 88.3% 90.7% 86.2% 91.3%

Machine learning 85.8% 80.7% 83.2% 83.8% 80.1% 81.8% 79.8% 87.3% 76.8% 81.5%

Structural equation 79.1% 76.3% 80.8% 74.6% 78.6% 79.1% 73.7% 76.1% 73.2% 78.4%

Traditional method 66.7% 68.7% 69.5% 69.3% 64.3% 60.3% 66.3% 67.4% 61.4% 65.9%
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Figure 3: Precision comparison.
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(1) by comparing reinforcement learning with deep learn-
ing, machine learning, structural equations, and tradi-
tional methods, the accuracy of reinforcement
learning is 99.7% and 96.2%, respectively, which is
37.6% higher than other methods. The highest accu-

racy was 99.7%, and the lowest was 97.4%. Compared
with other methods, it is 37.8% higher than the lowest
accuracy. The highest recall rate is 99.6%, and the low-
est is 97.6%. Compared with other methods, it is
39.3% higher than the lowest recall
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Figure 4: Accuracy comparison.
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Figure 5: Comparison of recall rates.
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(2) reinforcement learning has the highest average accu-
racy, precision, and recall, with an average accuracy
of 98.16%, an average precision of 98.75%, and an
average recall of 98.65%

(3) freshman students pay more attention to the state of
study, while senior students are most concerned
about employment issues, and they have the highest
score among all scoring results, reaching 10 points
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Figure 6: Comprehensive comparison.
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Figure 7: Dynamic analysis of college students’ ideology and politics.
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(4) the communication path of college students’ ideolog-
ical dynamics is mainly based on network communi-
cation. The number of first-year students through
interpersonal communication and the number of
senior students through organizational communica-
tion is the least, only 2 people, respectively

Based on the analysis of the experimental results, it is
concluded that in order to guide the positive development
of the ideological political dynamics of university students,
(1) increase ideological and political education, (2) improve
curriculum and mental health monitoring mechanism, (3)
improve school employment guidance, (4) strengthen the
management of online public opinion, and (5) strengthen
home-school cooperation. Although the model constructed
in this article has obvious advantages in terms of accuracy,
precision, and recall, it still has certain limitations. This
model is limited to the research on the ideological political
dynamics of university students. Further research on the
generality of the model is needed in the future to increase
the generality of the model and enable the model to be
applied to a wider range of studies.
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This article states the fuzzy judgment method of the established index system around the history resources and red cultural
resources. Firstly, in the second part, it summarizes the system of red culture in ideology and politics and the concepts of
various resources of red culture. Then, in the third part, through the construction of the judgment index system, three
judgment methods of the index system are put forward, which are the rank sum ratio judgment method, comprehensive index
judgment method, and analytic hierarchy process (AHP) judgment method, and the weight judgment calculation of the index
system is put forward. Finally, the fourth part puts forward the red cultural resource judgment method of the index system
weight, but universities should enhance the cultural heritage of resource system. Besides this theory, the article also analyzes
the necessity and effectiveness of the integration of red culture in the new era. This will help to investigate and test the current
situation of red culture integrating into the local university foundation. Red culture is the culture formed under the red
background, that is, the revolutionary war era. The special background of the times endows red culture with unique vitality,
which makes it a unique component of China’s advanced culture. Red culture has been finally condensed into a representative
culture with Chinese characteristics, which contains endless spiritual wealth.

1. Introduction

An improved method for the tissues was developed. Opera-
tional errors, disturbances, and the recovery of the MDA
standard and TBARS from tissue samples were studied using
the procedure. The recommended judgment method has
been satisfactorily applied to evaluate various indexes [1].
The author thinks that in recent years, it is expected to intro-
duce alternative energy sources such as solar energy. However,
a sunlight estimation method is needed. Then, the application
technology is proposed to use reported data for training. By
comparing the prediction ability of computer simulation, the
effectiveness of the judgment method is verified [2]. In the
paper, the pretreatment and determination of cyanobacteria
neurotoxin-methylamino alanine are included. The author
proposes a new method to determine BMAA [3]. Religious
beliefs and ethnic identity on parental behavior of 40 low-

income African-American parents in Ohio and southeastern
Michigan are studied. According to the authors of formal
structured interviews and questionnaires collected as part of
the 1989-1991 Family Study, these data confirm the impor-
tance of religion as a sociocultural resource for families of Afri-
can descent [4]. This study summarizes previous studies on
the possibility of tourism utilizing the resources of the Lublin
region which are introduced in the field [5]. In this paper,
the author studies the effects of sociocultural adversity and
cultural resources on the direct influence of this. This study
supports the promotion model of cultural resources, in which
it is found that there is a negative correlation. Understanding
the links between sociocultural adversity and resources and
psychological distress can provide information for formula-
tion, which can effectively alleviate the health problems of
insufficient research and vulnerable groups [6]. In this paper,
the author puts forward a rich view of African-American
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young people in cultural resources and explores the concepts
of agency and cultural resource elements brought by ethnic
minorities and marginalized students in the classroom [7]. In
the paper, the special improvement goal and backward enroll-
ment order of vocational colleges determine the political educa-
tion situation. It advocates students to be taught according to
their educational ability. It mainly includes improving students’
cognitive ability, eliminating students’ antagonistic emotions,
enhancing students’ self-regulation ability, and improving stu-
dents’ ideology [8]. The paper explains that educators in the
context of education are formed on how to treat the individual
tendency of the various educated values. Reflecting on the
adverse effect education caused by the wrong belittling values
held by university educators, and Habermas’ communicative
action theory, we put forward that educators should establish
correct differential values and communication principles [9],
mainly that red culture is the only culture for knowledge dis-
semination and personnel training of education, and the topic
is explored and discussed on how to make intrusions into the
formation of environmental culture in ideological and political
education [10]. It puts forward that in this era, universities
should be closely combined with reality, the educational content
should be rich, and it should be improved. China’s education is
developing. As successors, we are the main target group of
Chinese dream education. Therefore, higher education should
embody the Chinese dream inmany aspects [11]. After an over-
view of the latest benchmarkingmethodologies for tourism, this
paper discusses a critical assessment which was made of the
neglect of relevant elements of this approach relating to the pro-
duction and provision of tourism services. It is then extended
conceptually by linking existing benchmarking methodologies
[12]: national sustainability assessment, national sustainability
assessment and sustainability, technical capability, communica-
tion problems, and the relationship between the inherent
knowledge gap in the indicator developer community and its
theoretical limitations. Drawing on the literature on public
policy, this paper outlines a framework for investigating the
behavior of the indicator system in the policy process according
to utilization [13]. The purpose of this paper is to quantitatively
evaluate the land use intensity of different industrial enterprises,
so as to put forward relevant suggestions on the adjustment of
industrial structure and the improvement of land use intensity
to the evaluation of Kunshan. Statistical analysis and the Delphi
method are adopted. The conclusion is that the industrial struc-
ture should be readjusted according to the comprehensive index
system of land use intensity and resource consumption level of
different industrial enterprises [14]. The author constructs the
evaluation index system of AHP. The system reflects various
aspects and can be used in practice. Through this system, inter-
active development in China in 2000 is evaluated by using the
correlation degree of the comprehensive evaluation index. The
evaluation results reveal the real situation of the transfer of this
factor between urban and rural systems and show the develop-
ment level of their interaction. The correlation degree is a
quantitative study of urban-rural interaction [15]. In the intro-
duction of the paper, the application scenarios of fuzzy decision
models are described in detail. However, the above research
applies to teaching, personnel training, policy guidance, and
resource allocation. It is of great significance to analyze and

apply the architecture of red cultural resources. This application
scenario has a certain degree of innovation, and only under the
condition of characteristics can it be of great value to the study
of this scenario.

2. Overview of Red Cultural Resources

2.1. Definition of the Concept of Red Cultural Resources. First
of all, red culture is an important part and a main source of
Chinese good culture. From this point of view, red culture is
driven by Marxism, attracting and integrating advancements,
and integrating ancient and modern China. Secondly, from a
practical point of view, the new-democratic revolution played
an important role in the emergence of red culture and laid a
foundation for its birth and development. Thirdly, from the
perspective of the role of red culture as a part of progressive
culture, it has played a role in developing traditional red cul-
ture from each stage of the Chinese socialist revolution, creat-
ing solutions and determining culture. To sum up, we can
regard red culture as under the guidance of Marxism and the
policy of the Communist Party of China to lead culture, learn
from the success of foreign advancements, and guide socialist
culture with Chinese characteristics which is an advanced cul-
ture of social culture with Chinese characteristics.

2.2. Functions of Red Cultural Resources

2.2.1. Incentive Function. The Premier proposed that China is
a country full of heroes on the occasion of the 70th anniversary
of the Chinese people. We should support heroes, learn from
heroes, and gather outstanding strength. “The revolutionary
tradition is a mixture of Chinese Marxism and traditional tra-
dition, and it is a different culture developed in the process of
creating and transforming the ruling culture.” This unique
culture not only highlights Chinese characteristics but also
encourages all Chinese sons and daughters to go forward
and act bravely. The red spirit is the core of the red culture,
which was gradually established in the fight against imperial-
ism and other conflicts in order to gain independence, liberate
the people, realize national rejuvenation and prosperity, and
carry out the revolutionary struggle and practice. These
together constitute the center of the red cultural spirit. The
red cultural spirit of each era is the great conscience of the Chi-
nese people in different periods. It is the process of changing
the times and inspiring the next generation. Starting from
the national era, we must inherit the past, seek truth from
facts, not be afraid of trouble and danger, and be brave in
redemption. These spirits can not only help people establish
their ideals and beliefs but also deepen their understanding
of the Party and the country and improve their understanding
of the existing culture and ideology in Chinese society.

2.2.2. Directional Function. As an important part of Chinese
cultural elite, red culture plays an important key value and
educational role in China’s scientific and cultural practice
movement. Therefore, it is applied to the education of ideo-
logical and political classes to strengthen Marxist belief and
communism. In addition to political-oriented work, there
are also ideological functions of red cultural resources. The
resources of red culture are the products of a certain era,
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which contain rich precious significance and rich spiritual trea-
sures, and can penetrate into the education adapted to values.
Leaders of different cultures discuss ideological development,
political parties, individuals, and cultures in schools; seek truth
and must be pragmatic in schools; and cultivate their values
and cultivate trust, which is not ideal patriotism. It provides a
good revolutionary spirit for the communist sacrifice spirit
and a good foundation for the socialist cause to replace the
sacrificial communist spirit.

2.2.3. Demonstration Functionality. Cultural quality of the
student, especially that of advanced culture, influences the
student’s quality. Red culture criticism inherits Chinese tradi-
tional culture, is an advanced and mainstream culture that is
gradually formed, and improves national quality. The national
spirit and revolutionary spirit carried by the red culture are in
line with the fundamental task of the Lideshu people. Ideolog-
ical and political classes can make red cultural resources to
educate students on national self-esteem, cultural awareness,
cultural self-confidence, social responsibility, and sense of
hardship. By introducing red cultural resources, students can
understand the pioneering spirit of revolutionary martyrs
who save the motherland from insult and aggression, are not
afraid of sacrifice, and are brave in innovation for the prosper-
ity of the motherland. We make full use of the model method,
take red stories as teaching materials, take red historical sites
as practical teaching bases, and take heroic deeds of revolu-
tionary ancestors as models to stimulate students to learn
red culture, feel the red spirit, spread red thoughts, and inherit
and carry forward the red quality. In the process of under-
standing and mastering the red culture, we let students show
the responsibilities of teenagers in the new period and try their
best to serve, contribute, and give back to the society.

2.3. Embodiment of Red Cultural Resources in Ideological
and Political Work

2.3.1. Advantages of Red Culture to Ideological and Political
Education. The culture has finally condensed into a representa-
tive culture with Chinese characteristics; the rich spiritual and
cultural connotation hidden in the red culture can add vitality
to education. Integrating the red culture into teaching in China
is conducive to the expansion of classroom cultural content of
ideological and political education and the continuation of red
culture in China. It sets up students’ aspirations, strengthens
their cultural confidence, and guides them to go forward
bravely for the modernization of our country. As a precious
and indispensable educational material, the current red cultural
material has been widely used in ideological and political
education. First, the red culture creates a strong red cultural
atmosphere for the ideological and political classroom. Sec-
ondly, there are revolutionary cases in the red culture. Intro-
ducing these cases into the classroom enables students to
analyze the red spirit and understand the spirit of reform
through these red culture education cases, further forming spir-
itual and cultural resonance, enhancing their mastery of the
history of red culture in China, and realizing the inheritance
of red culture. Third, he red culture shows rich spiritual ideas.
Introducing it realizes the inheritance of advanced culture in

different time and space, helps to inspire contemporary stu-
dents’ ideological and political practice, and improves their
ideological cognition with the spirit of red culture.

2.3.2. Historical Remains. The red cultural resources of histori-
cal relics include the old revolutionary base areas. In the explo-
ration of the revolutionary road, Comrade Mao Zedong
gradually established the important thought of armed division
of workers and peasants, established revolutionary villages near
villages and cities, and seized political power by force, which
also determined that some rural areas and remote mountain-
ous areas in China became “rich producing areas” of revolu-
tionary base areas in red cultural resources, as shown in
Figures 1 and 2. The site refers to the remains of human
activities, which belongs to the concept of archaeology and is
characterized by incomplete remnants. Being the result of the
revolutionary struggle of Chinese people led by the Communist
Party of China, therefore, the relics and sites in the red cultural
resources are mainly the places where the revolutionary wars,
revolutionary events, and activities of great significance took
place during the Agrarian Revolution, and the Liberation
War after the May Fourth Movement; the door of the new-
democratic revolution opened and the Chinese proletariat
stepped onto the political stage.

2.3.3. Places of Remembrance.Memorial places in red material
cultural resources include cemeteries, memorial halls, and
other memorial places. The memorial hall contains precious
cultural relics such as articles used by revolutionary ancestors
before their death, manuscripts written, and remains from
activities to display major revolutionary historical events.
Through sound, light, electricity, pictures, physical sculptures,
exhibition boards, and scenes, historical figures and events are
vividly reproduced, so that visitors can deeply understand and
know the life stories of revolutionary ancestors and revolu-
tionary events of great significance and far-reaching influence.
In the red cultural resources, in order to commemorate major
historical events and cherish the memory of heroic revolution-
ary ancestors, besides cemeteries and memorial halls, there are
also squares, parks, reliefs, memorial towers, and museums.
These memorial places can be transformed into effective
sources red culture, as shown in Figures 3 and 4.

3. Construction of Fuzzy Judgment
Index System

3.1. Corresponding Relationship between Index System and
Judgment Result. The generalized theory and index system
S = ðU ,A, V , f Þ are used, so as to reflect the corresponding
relationship between the index value of the judging object
and the judging result. If by A − ai for the same number of
exponents, the minimum extraction value of the decision
function can be calculated, S = ðU , A, V , f Þ is an information
system, R = C ∪D is a collection of attributes, a subset C =
faiji = 1, 2,⋯,mg and D = fdg are conditional attribute sets,
and their elements are as follows: element m is a set of all
attributes that can distinguish objects i and j, but if i and j
belong to the same decision class, the values of elements in
the matrix are empty sets. The discernibility matrix is an n
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-order square matrix which is symmetrical according to the
main diagonal. When the discernibility matrix is operated,
only the upper triangle (or lower triangle) of the discernibil-
ity matrix needs to be considered.

mij =
ak ∈ C, ak xj

À Á
∧D xið Þ ≠D xj

À Á
,

φ,D xið Þ =D xj
À Á

,

(
i, j = 1, 2,:⋯ n:

ð1Þ

3.2. Screening Method for Judging the Positive Index System.
Firstly, the index system is forward, and the forward expres-
sion of the inverse index is

xij =
1
xij

, i, j = 1, 2,⋯n: ð2Þ

The positive formula of moderate index system is

xij =
1

xij − k
�� �� : ð3Þ

Then, the index system is standardized. The value greater
than the variogram is represented by 1, and the value less than
the variogram is represented by 0. The specific expression is as
follows:

y =
xij −min xij

max xij −min xij
, i, j = 1, 2,⋯, n: ð4Þ

The coefficient of variation formula is

vj =
sj
yj
, j = 1, 2,⋯, n, ð5Þ

where

sj =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n − 1〠
n

i−1
yij − yj

� �2
s

, ð6Þ

Period of
land 

reform

Jinggangshan 
revolutionary base

area

Central revolutionary
base area

The revolutionary base 
area

Eyu-anhui
revolutionary base

area

Min zhejiang gan 
revolutionary base 

area

Xiang'e-gansu 
revolutionary base

area

Qiongya revolution
basis

Xianggan 
revolutionary base

area

Jinggangshan revolution museum, Jinggangshan
City, Jiangxi Province

Memorial hall of the central revolutionary pattern
in Ruijin City, Jiangxi Province

Memorial hall of revolutionary martyrs of Xiang'e
Xisu District, Honghu City, Hubei Province

Eyuwan revolution memorial hall, Xunhe Distric,
Xinyang City, Henan Province

The former site of the cpc min-Zhejiang-Gansu
provincial party committee office in Hengfeng 

County, Shangrao City, Jiangxi Province

In Yangxin County, Huangshi City, Hubei Province,
Xiang'eganbian went to the monument of the

revolution in Southeast Hubei Province

Memorial hall of the former site of haifeng red 
palace, Haifeng County, Shanwei City, Guangdong

Province

Memorial hall of the red 14th army in Rugao City,
Jiangsu Province

Figure 1: The ruins of the revolutionary base area opened during the revolutionary period.
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�y = 1
n
〠
n

i−1
yij: ð7Þ

3.3. Classification of Decision Methods

3.3.1. Rank Sum Ratio Determination Method. The rank sum
ratio judgment method is a statistic combining multiple
indexes. The RSR judgment value of RSR evaluates the qual-
ity of the object directly or in grading order, so as to make a
comprehensive evaluation of the object. The importance of
each evaluation index in the value is the same. In this paper,
because of the different weights of each index, the weighted
rank sum ratio is calculated for classification and sorting.
First of all, rank should be compiled: it is a combination of
multiple indicators and has continuous variables. First, tak-
ing M, the determined object of ranking index, as the origi-
nal data, record N rows of judgments on each index, in
which the positive index is the downward index from small
to large, and data is equivalent to the average ranking.
Because of the different weights of each index, this paper

uses weight and ratio to calculate. The specific formula is

WRSRi =
1
n
〠
m

j=1
WjRij, i = 1, 2,⋯n: ð8Þ

M is the specific evaluation indexes in the formula, and
N is the specific evaluation indexes in the formula. W repre-
sents the weight, which is the ranking on the index. Then,
the average rank can be obtained through the calculation
of the above formula, and the corresponding estimated value
can be calculated by transforming it into a linear regression
equation, and finally, the ranking is carried out.

3.3.2. Method for Determining the Composite Index. The com-
prehensive index judgment method is to estimate the index
growth scale, the long-term change trend, and the influence
degree of various factors to determine the combined index.
Calculate the total qualitative index and the single index of
each subscript, and the specific formula is

During the
war of 

resistance
against 
Japan

Jin-Cha-Ji anti-
Japanese base area

Jinsui anti-Japanese
base area

Jinji-Hebei Yu anti-
Japanese base area

Central China anti-
Japanese base area

Shaanxi-Gansu-Ningxia
base area

Jiluyu anti-Japanese
base area

Shandong anti-
Japanese base area

South China anti-
Japanese base area

The revolution memorial hall of Jin-Cha-Ji Border
District, Fuping County, Baoding City, Hebei

Province

Revolution memorial hall of Caijiaya Jinsui Border
District, Xing County , Lüliang City, Shanxi Province

Revolution memorial hall of Jiluyu Border District
on the banks of the Zhaowang River in Heze City,

Shandong Province

Henan Province Zhumadian City Biyang County
Eyubian revolution memorial hall

Nanliang revolution memorial hall, Shaanxi-Gansu-
Bianzhaojin revolutionary base area memorial hall

The revolution memorial hall of the Jinji-Hebei 
Luyu Border District in Yetao Town, Wu'an City,

Handan City, Hebei Province 

Memorial hall of Shandong anti-Japanese base in
Junan County, Shandong Province 

Guangdong Dongjiang column memorial hall,
Dalingshan Town, Dongguan City, Guangdong

Province

Figure 2: The ruins of the revolutionary base area opened during the War of Resistance Against Japan.
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K = 〠
t

i=1
W�i: ð9Þ

The horizontal classification index formula is

K j
∑

t j
i=1W�i

∑
t j
i=1Wi

, ð10Þ

where T is the indicators,W is each indicator, i is the eval-
uation value of each indicator, and T is the number of indica-
tors contained in the J-th subsystem. Finally, the total index K
is calculated as the total index of high-quality development
level, and the classification index K reflects the completion
of each subsystem of high-quality development level.

Through the above formula, we calculate the functional
relationship between the total index and the classification
index. The specific formula is

K = 〠
t

i=1
Wi = 〠

v

t j=1
〠
t j

i=1
Wi = 〠

v

t j=1
〠
t j

i=1
Wi

∑
t j
i=1Wi

∑
t j
i=1Wi

= 〠
n

j=1
γ jK j:

ð11Þ

Then, we can get the change relationship between the
total index and the classification index. The formula is

ΔK =〠
n

γjΔKj: ð12Þ

Finally, the contribution rate of the classification index
to total index can be obtained by dividing the above two for-
mulas. The specific expression formula is

Φj =
γjΔKj

ΔK
: ð13Þ

3.3.3. Analytic Hierarchy Process. The evaluation index sys-
tem needs to analyze the importance of each level, and the

Period of land 
reform

Nanchang uprising

Eighty-Seven meeting

Autumn harvest uprising

Jinggangshan will be a
teacher

Memorial hall of the "87th conference" in wuhan, Hubei
Province

Jiujiang City, Jiangxi Province, Autumn harvest uprising 
Xiushui memorial hall

Jinggangshan Huishi memorial hall, Jinggangshan City,
Jiangxi Province

Guangzhou uprising memorial hall, Guangzhou,
Guangdong Province

Memorial hall of the sixth congress of the communist
party of China in Moscow

Gutian conference memorial hall, Longyan City, Fujian
Province

Memorial hall of the 9/18 incident in Shenyang,
Liaoning Province

Guangzhou uprising

The sixth national 
congress of the party

Gutian conference

9/18 Incident

Nanchang uprising memorial hall of Nanchang City,
Jiangxi Province

Figure 3: Representative cemeteries and memorial halls during the land reform period.
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During the
war of 
resistance 

The July 7 incident

Battle of Songhu

Battle of Taiyuan

Battle of Xuzhou

Battle of Wuhan

Battle of Changsha

Battle of Nanchang

Battle of the hundred 
regiments

On the banks of the Lugou Bridge in Fengtai District,
China War Resisters' Memorial Hall in Beijing

Songhu anti-Japanese war memorial hall in Baoshan
District, Shanghai

Memorial hall of the battle of Pingxingguan in Lingqiu
County, Shanxi Province

Xuzhou battle memorial hall in Xuzhou City, Suzhou
Province

Historical memorial hall of the battle of Wuhan,
Jigongshan, Xinyang City, Henan Province

Cemetery of the fallen soldiers of the seventy-third army

Hunan Province, Nanyue Hengshan Incense Burner Peak 
Nanyue Martyrs Shrine 

Yangquan City, Shanxi Province, Shinaoshan hundred 
regiments war memorial hall

Figure 4: Representative cemeteries and memorial halls during the Anti-Japanese War.

Table 1: Standardized data of the indicator system.

Year E 1ð Þ E 2ð Þ E 3ð Þ E 4ð Þ E 5ð Þ E 6ð Þ E 7ð Þ E 8ð Þ E 9ð Þ E 10ð Þ
2000 0.58 0.94 0.75 0.52 0.76 0.34 0.46 0.68 0.65 0.36

2001 0.62 0.93 0.74 0.43 0.73 0.26 0.45 0.72 0.62 0.48

2002 0.78 0.94 0.74 0.47 0.72 0.49 0.55 0.74 0.63 0.41

2003 0.92 1.02 0.73 0.38 0.69 0.42 0.54 0.78 0.68 1.41

2004 0.94 0.94 0.73 0.34 0.67 0.43 0.56 0.82 0.73 2.41

2005 0.96 0.91 0.73 0.35 0.65 0.45 0.59 0.92 0.77 3.41

2006 0.97 0.81 0.62 0.31 0.62 0.45 0.34 0.92 0.83 4.41

2007 0.98 0.78 0.66 0.31 0.59 0.44 0.59 0.97 0.89 5.41

2008 0.99 0.78 0.66 0.28 0.57 0.45 0.59 0.96 0.95 6.41

2009 0.99 0.78 0.71 0.29 0.55 0.46 0.62 0.96 0.97 0.98

2010 0.97 0.73 0.71 0.23 0.68 0.48 0.64 0.97 0.97 0.91
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specific allocation steps are as follows: The most important
thing in the hierarchical model is to determine the hierarchy
first. Hierarchy includes goal hierarchy, reference hierarchy,
and measurement hierarchy. It can be seen from the above
that according to the judgment of each evaluation index,
which is specifically expressed as follows:

D =
D11 D12 D13

D21 D22 D23

Dn1 Dn2 Dn3

0
BB@

1
CCA: ð14Þ

Among them Dij > 0, Dij = 1, Dij = 1/Dij.
Step 1: it is to calculate the weight of each index of the

criterion layer by using the above formula, and the calcula-
tion formula is as follows:

Ei =
Yn
i=1

Dij: ð15Þ

Step 2: the index vectors are uniformly processed to
obtain the weight vectors of each index system, and the cal-
culation formula is as follows:

Fi =
ffiffiffiffi
Ei

n
p

: ð16Þ

Step 3: the column vectors are normalized to obtain
weight vectors Gi, and the formula is

Gi =
Fj

∑n
j=1Fj

: ð17Þ

Step 4: the consistency test is obtained by using the judg-
ment method, in which the maximum root can be expressed,
and the specific formula is

λmax =
1
n
〠
n

i−1

DGð Þi
Gi

: ð18Þ

3.4. Calculation of Weight of Index System. The objective
weighting method is mainly the entropy method. The entropy
method represents the dispersion of index system data, and
coefficient of variation rules mainly use the standard disper-
sion of index data to determine the importance of the index
system. Therefore, the entropy method and method weighting
complement each other’s advantages and disadvantages to
obtain the same weight as the index system. The specific
ormula is

wj =
δj + ej
À Á

∑n
i=1 1 − rij
À Á

∑m
j=1 δj + ej
À Á

∑n
i=1 1 − rij
À Á : ð19Þ

This is the first step of the index system, then derive each
inverse index, and then forward the index to calculate the pro-
portion of the index system. The formula is

Pij =
Xij

∑n
i−1Xij

: ð20Þ

Finally, the entropy value of the index of the first item is
obtained, and the calculation formula is as follows:

ej = −k〠
m

Pij ln pijð Þ: ð21Þ

Table 2: Data model of the indicator system.

Year ES(1) ES(2) ES(3) ES(4) ES(5) ES(6) ES(7) ES(8) ES(9)

2000 0.36 0.61 0.69 0.48 0.52 0.97 0.59 0.76 0.98

2001 0.49 0.63 0.71 0.52 0.54 0.88 0.52 0.66 0.96

2002 0.44 0.65 0.71 0.54 0.57 0.84 0.56 0.44 0.94

2003 0.49 0.79 0.72 0.57 0.65 0.84 0.65 0.52 0.96

2004 0.55 0.77 0.79 0.65 0.75 0.85 0.75 0.55 0.96

2005 0.59 0.89 0.81 0.75 0.76 0.88 0.77 0.66 0.96

2006 0.67 0.83 0.85 0.76 0.75 0.88 0.81 0.71 0.95

2007 0.77 0.88 0.81 0.89 0.84 0.92 0.84 0.71 0.95

2008 0.89 0.91 0.93 0.84 0.93 0.94 0.88 0.73 0.95

2009 0.89 0.97 0.81 0.93 0.92 0.75 0.92 0.76 0.96

2010 0.97 0.89 0.98 0.98 0.98 0.98 1.02 0.88 0.81

Table 3: Correlation coefficients for each indicator.

Year E 1ð Þ E 2ð Þ E 3ð Þ E 4ð Þ E 5ð Þ E 6ð Þ E 7ð Þ
E 1ð Þ 1 0.37 0.24 0.21 0.44 0.55 0.14

E 2ð Þ 0.29 1 0.66 0.15 0.04 0.41 0.17

E 3ð Þ -0.17 0.21 1 0.66 0.14 0.29 0.34

E 4ð Þ 0.11 0.12 -0.32 1 0.25 0.17 0.29

E 5ð Þ 0.04 -0.26 0.22 -0.03 1 0.51 0.44

E 6ð Þ 0.15 0.03 -0.37 0.06 0.28 1 0.28

E 7ð Þ -0.75 -0.15 -0.09 -0.43 -0.44 0.21 1

8 Journal of Sensors



RE
TR
AC
TE
D

Among them,

cov Xi, Xj

À Á
= E Xi − E Xið Þð Þð Þ Xj − E Xj

À ÁÀ ÁÀ Á
: ð22Þ

The third step is to calculate the standard deviation of the
index system δj, and the calculation formula is

δj =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
〠
n

i=1
xij − xj
À Á2

s
, ð23Þ

where the weight formula is

W = 〠
i

j−1
xjWij: ð24Þ

4. Construction of Ideological and Political
Index System of Red Culture

4.1. Construction of Index System

4.1.1. Standardization of the Determination of the Indicator
System. In different fields of ideological and political index sys-
tem construction, such as red culture, international organiza-
tions and institutions have developed framework system
models with their own characteristics. Among them, some
people put forward the correlation coefficient framework of
the index system, divided the middle state module into many
sections, and expounded a dynamic and feedback control
decision-making approach. On this basis, the ideological and
political red cultural indicators are divided into many systems.
The data can be substituted into the data standardization for-
mula. In this paper, the subjective and objective weighting
methods of actual data are used to determine the coefficient.
Although the subjective empowermentmethod has the advan-
tages of intuition and simplicity, in the process of empower-
ment, it mainly relies on its own judgment and is divorced
from the actual data, which easily leads to subjective prefer-
ences; on the contrary, it does not consider the profession.
However, it ignores that the actual measurement. Subjective
weighting adopts the analytic hierarchy process, and objective
weighting adopts the entropy method and method fusion to
determine correlation coefficient. and the data standardization
results are shown in Tables 1 and 2.

Whether the construction of the evaluation index system is
reasonable or not will directly affect the correctness and scien-
tificity of comprehensive evaluation results. Therefore, in order
to construct a comprehensive and systematic reflection index
system, we must follow the principles of systematicness, scien-
tificity, data availability, quantification, and dynamics in the
process of construction. Therefore, we need to design the judg-
ment index system on different bases to make the research
conform to the law.

4.1.2. Calculating the Correlation Coefficient of the Indicator
System. After the data of correlation system is standardized,
the correlation coefficient of the index system is calculated in
the unit of the criterion layer. Taking the criterion layer as
an example, the correlation coefficient between each index
system can be seen from the correlation analysis principle:
the absolute value of the correlation coefficient reflects the

Table 4: Determination of the weights of each indicator.

Level 1 indicators
Secondary
indicators

Secondary indicator synthesis
weights

Symbolic
representation

Three-level
indicators

Three-level indicator
synthesis weight

Microscopic level

Quality change
0.09 X1 0.75 0.074

0.09 X2 0.25 0.027

Efficiency change

0.06 X3 0.36 0.025

0.06 X4 0.21 0.012

0.06 X5 0.15 0.006

0.06 X6 0.19 0.009

0.06 X7 0.15 0.015

Very necessary

It is necessary

So so

Not necessarily

Not necessarily at all

56%

31%

9%

3%
1%

Figure 5: Whether red culture is necessary to integrate into
ideological education (students).
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independence or dependence of the two indexes as shown in
Table 3.

4.1.3. Determination of Indicators.According to the number of
index samples and the significance level, if the correlation
coefficient is greater, the coefficient with the larger correlation
coefficient will be removed. On the contrary, it is reserved.
Among them, it can be seen from Table 4 that the correlation
coefficient between indicators in the criterion layer is higher
than that of indicators, which is a high-frequency indicator
and can better reflect the situation. Therefore, keep Eð1Þ and
delete Eð7Þ. The deletion and retention of other criterion layer
indicators follow this principle. After correlation analysis,
delete the indicators with strong correlation. The importance
of each index is different, and it will have different weights,
which can accurately reflect the correlation coefficient of indi-
cators in the whole index system. Weight is an important con-
tent of judging the index system. Each index will be different in
the overall index system; then, we need to use the weight to
determine the index system; in the construction of the index
system is the need for accurate weight to establish a reasonable
index weight, as shown in Table 4.

4.2. The Initiative Consciousness of Integrating Red Culture into
Ideological and Political Education Has Been Significantly
Enhanced. The important position of ideological and political
education in colleges and universities plays an important role
in educating people. By insisting on bringing red culture into
the survey data of ideological and political education, college
students’ knowledge and understanding of red culture have
been greatly improved. Among the 969 valid questionnaires
conducted by people, 77.41% think that red culture has devel-
opment value. On “Is it necessary for red culture to integrate
into ideological education?”, college teachers and administra-
tors replied that the proportion is 31.07%, more than 55.89%,

generally 8.95%, and unnecessary 2.69%. It does not need to
account for 1.41% at all; 25.28% thought it necessary, and
50.98% thought it necessary. Generally, it is 17.75%, unneces-
sary 3.41%, and completely redundant 2.56%. It can be seen
that due to the promotion of the policies of the state, college
teachers and students have greatly improved their understand-
ing and grasp of the integration, as shown in Figures 5 and 6.

4.3. Red Culture Is Gradually Integrated into Ideological and
Political Education. Ideological and political work develops
with the development of the times and the changes of realistic
needs. The material value and spiritual value contained in the
rich red culture, whether in the revolutionary period, or in
the period of socialism with Chinese characteristics, and even
in the future, provide fresh materials for archival education in
colleges and universities. Materials are important resources
for strengthening ideological and political education. It pro-
vides powerful historical materials and bright red stories for
the ideals and beliefs of universities and the important contents
of hard work. Colleges and universities learn and educate the
Party’s historical red culture through various ways, improve
theoretical literacy, and build teachers’ and students’ feelings.
The results of “Investigation on the Significance of Ideological
and Political Education in Colleges and Universities by Using
Red Culture” show that college students generally believe that
red culture education is conducive to carrying forward patriot-
ism, remembering history, strengthening faith, carrying for-
ward fine traditions, and enhancing personality. Red culture
is generally conducive to the education of patriotic ideals and
beliefs, hard work spirit, and core values. It shows that in the
process of integrating into red culture, colleges and universities
should not only tap the rich connotation and value of red cul-
ture itself but also keep pace with the times, adapt to the situa-
tion, and find red genes based on current practice. At the same
time, red culture should be added to ideological and political
education to enhance students’ patriotic feelings, as shown in
Figures 7 and 8.

4.4. Red Culture Is Integrated into Ideological and Political
Education. The concept of ideological and political work
develops gradually from formation and development to perfec-
tion. With the tracking of the times and the deepening of
research, themethods of education have also changed from tra-
ditional theories to diversification, which makes the red culture
more and more diversified and rich into the ways, and pro-
motes the educational reform from the aspects of traditional
classroom teaching, practical teaching, student management,
and cultural construction. Red cultural resources are the goal
of how to implement ideological and political education in
the process of integration. The investigation shows that red
culture formed multiple channels. Diversified trend, online
forum education, and red practice education are becoming
more and more popular. Through the questionnaire survey of
students, the methods of classroom teaching, special lectures,
practical education, party and group activities, network propa-
ganda, extracurricular cultural propaganda, autonomous learn-
ing, etc. adopted by universities and desertification schools are
made clear, and the specific teaching, practical education, and
ideological and cultural integration are made clear. In an

Very necessary

It is necessary

So so

Not necessarily

Not necessarily at all

25%

51%

18%

3%3%

Figure 6: Whether red culture is necessary to integrate into
ideological education (teachers).
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interview with the school, a group of university teachers said,
“At present, the school continues to spread the value and spirit
of red culture through ideological and political classes or special
lectures, organizes teachers and students to carry out red edu-
cation bases from time to time, attaches great importance to
red culture education, explores organizing campus cultural
activities as much as possible, and promotes and actively pro-
motes red positive energy and spirit,” as shown in Figure 9.

4.5. The Integration of Red Culture into Ideological and
Political Education Is Basically Established. In the ideological
and political education in colleges and universities, there are
many ideological and political behaviors of working teams,
ideological and political educators, counselors, psychological
teachers, teachers, students, societies, and college students.
Red culture is a high-quality resource of ideological and
political education in colleges and universities. Many col-

leges and universities can consciously strengthen the impor-
tance of red culture in moral education, set up educational
activities in a timely manner, and enrich ideological and polit-
ical education in colleges and universities. According to the
survey data of “whether there is a perfect red culture education
model,” 25.32% have been established and the effect is good,
and 21.48% have been established and the effect is not good.
The initial construction was 34.91%, the number of people
who did not complete the plan was 15.73%, and the proportion
of people who did not plan was 2.56%. The integration of red
culture into the system has led to the research on the effect of
cultural education. The research on the effect of culture teach-
ing shows that there is more and more network teaching in
colleges and universities, forming a recessive teaching mode,
which is carried out in terms of educational culture courses,
educational goals and ways, etc. In addition, with the rise of
the Internet, information network and cyberspace have become
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Figure 7: The significance of red culture to ideological and political education in colleges and universities (students).
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Figure 8: The application of red culture in ideological and political education (faculty).
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important tools for information collection, and the mode of
communication has been developed and continuously
expanded in ideological and political education. It is convenient
to use, and the new network culture is open to red. The survey
results are shown in Figure 10.

5. Concluding Remarks

This paper analyzes the evaluation index system and judgment
methods, based on the ideological and political education of red
cultural resources, according to its culture as the basis of the
index system design principles, research, and use of relevant
judgment methods and index system. Through the study of
judgment methods and the index system, it is proposed that

red culture is the driving force of cultural development in
China. As an important part of construction, its emergence
and development are based on social and economic policies.
Therefore, we must always keep ideological progress and create
red culture while obtainingmaterial satisfaction. At present, the
prominent role of cultural soft power makes us put national
culture as an important part of construction, and strengthening
cultural self-confidence has become inevitable. As a young
team of national construction and development, students play
a key role in the future. In addition, the progress of society
has greatly improved the requirements for the comprehensive
quality of college students. It is necessary to strengthen their
ideological and political education and improve their compre-
hensive quality to meet various risks. Starting with the basic
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Figure 9: Ways for colleges and universities to carry out red culture education.
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Wireless sensor networks (WSNs) have become ubiquitous, permeating every aspect of human life. In environmental monitoring
applications (EMAs), WSNs are essential and provide a holistic view of the deployed environment. Physical sensor devices and
actuators are connected across a network in environmental monitoring applications to sense vital environmental factors. EMAs
bring together the intelligence and autonomy of autonomous systems to make intelligent decisions and communicate them
using communication technologies. This paper discusses the various architectures developed for WSNs in environmental
monitoring applications and the support for specific design goals, including machine learning in WSNs and its potential in
environmental monitoring applications.

1. Introduction

Wireless sensor networks (WSNs) comprise spatially dis-
tributed sensor nodes that monitor and record physical
environmental conditions [1]. As illustrated in Figure 1,
WSNs have practical applications in various domains,
including agriculture, water, animal tracking, oceanogra-
phy, air quality, earthquake/landslide, forest fire, and flood
detection. WSNs are self-configuring, infrastructure-free
networks that monitor physical or environmental condi-
tions [2]. WSNs can monitor various environmental
conditions, including temperature, sound, vibration, accel-
eration, pressure, motion, humidity, and chemical or pol-
lutant concentrations from the different application
domains presented in Figure 1. When deployed in these
conditions, WSNs cooperate to transmit data across the
network to a central location or sink, from where it can
be viewed and analyzed [3]. Wireless sensor nodes can
withstand harsh environmental conditions and operate in
their deployable environment without human intervention.
Wireless sensor nodes can be deployed to cover large geo-

graphical areas, either fixed in place (static deployment) or
mobile (dynamic deployment) [4].

EMAs have unique challenges that, if not considered in
their deployments, may affect the service quality. For
instance, deploying nodes in highly dynamic environments
may affect the data collected even for environments with
low spatiotemporal variations. Such changes may arise from
sudden changes in the weather or close human activities [2,
5]. As such, real-time monitoring of the environment is nec-
essary but without the cost and time needed to achieve even
better results when compared to traditional monitoring sys-
tems. Conventional monitoring systems use sedimentation,
electrostatic sampling, absorption, filtration, and condensa-
tion to scan and monitor the soil, air, and water.

Humans, animals, and nonliving things all require a
habitat. Human and animal activities harm the environment,
lowering people’s quality of life. During the last decade,
researchers have used wireless sensor devices to automate
the monitoring of the environment, ensuring that accurate
data is obtained for analysis [4, 6]. For example, sensor nodes
monitor air quality to detect and estimate environmental

Hindawi
Journal of Sensors
Volume 2022, Article ID 7823481, 18 pages
https://doi.org/10.1155/2022/7823481

https://orcid.org/0000-0003-0677-6523
https://orcid.org/0000-0002-4871-9458
https://orcid.org/0000-0002-5812-1097
https://orcid.org/0000-0002-2596-5760
https://orcid.org/0000-0003-2798-4524
https://orcid.org/0000-0003-2764-0879
https://orcid.org/0000-0002-8240-6244
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7823481


pollution levels. When soil is observed, it is examined for
threats such as biodiversity loss, acidity levels, erosion, and
other forms of contamination [7].

Additionally, sensor nodes determine water quality by
monitoring physical, chemical, and biological factors
[8–10]. Due to WSNs, these monitoring techniques have
become practical, simple, and exceptionally reliable. WSNs
for EMAs aim to integrate autonomous systems’ intelligence
and autonomy to make intelligent decisions and communi-
cate them via communication technologies. Hence, some
challenges in their implementation include network and
communication coverage, energy management and conser-
vation, and data security [11]. Environmental automation
allows substantial amounts of data to be collected and trans-
mitted to a central repository via sensor nodes and commu-
nication technologies. Water quality monitoring ensures
clean and safe water is available for domestic use [11] and
clean water bodies for environmental sanitation, disposal,
and storage of water [10]. The concept of smart cities pow-
ered by green technologies was one of the driving forces
behind developing WSN-based EMAs. As a result, it is crit-
ical to examine the sensing, network communication, and
analysis processes (SNcA). The SNcA operations rely on
the underlying WSN architecture’s ability to provide the
necessary functions, services, and protocols to accomplish
the design objectives of the relevant application (R. [12]).

The properties of EMAs that rely on WSNs are depicted
in Figure 2. Figure 2 illustrates the communication, deploy-
ment, data collection, and energy consumption properties of
EMAs. During the operational life of the sensor nodes, the
communication group can be classified as broadcast or uni-
cast. WSNs for EMA deployment can occur in either a
mobile or static environment. These environments have var-
ious characteristics that affect the nodes’ lifetime. The envi-
ronmental data can be collected with high accuracy or with
some redundancy. Data collection can also be based on the
type of event or traffic generated by the environment. The

energy consumed by sensor node components for sensing,
processing, and transmission is significant. WSNs for EMAs
have gained popularity in recent years as demand for auto-
mation has increased. This growing popularity is because
WSNs enable real-time communication, are self-sufficient,
and provide intelligent and accurate information. The
WSN architecture for EMAs is intended to facilitate the col-
lection, processing, transfer, storage, retrieval, and, in some
cases, data management. They provide real-time access to
monitoring data, long-term monitoring, and scalability
[13]. The type of application that requires WSN affects sen-
sor networks’ architecture, scope, and complexity. WSNs
used in EMAs are primarily dynamic sensor deployment
systems that rely on multi-hop techniques to function cor-
rectly. When an environmental application necessitates the
deployment of static sensors, point-to-point or single-hop
infrastructure is suitable [14].

Additionally, WSNs for EMAs have data collection pro-
cedures and energy consumption characteristics. Because
data in WSNs is generated from multiple sources, it may
be collected accurately or with a certain degree of redun-
dancy. Collecting real-time sensor data enables the accurate
representation of current environmental conditions and
forecasting of future environmental conditions and threats.
Precision agriculture, for example, allows farmers to alter
their farming strategies at any time by utilizing real-time
data from field-installed sensors. Precision agriculture data
will enable farmers to strategize and adjust land manage-
ment activities accordingly, rather than relying on hypothet-
ical average farmland conditions that may not exist
anywhere in real time. In EMAs, data collection depends
on either traffic generation or event detection, likely affecting
the amount of energy consumed by each sensor node. For
example, sensor nodes near a sink rapidly deplete their
energy compared to other sensor nodes. Energy is consumed
by sensing, processing, and data transmission in WSNs.

When WSN architectures are adopted for deployment in
EMAs, they present new opportunities and challenges. For
example, introducing machine learning and Internet of
Things techniques in WSN for EMAs has associated design
challenges requiring new dimensions into algorithm design
that impact the network protocol stack. Hence, the
researchers must be interested in the sensor node and net-
work architectures, algorithms, and protocol design that
support WSNs for EMAs. It is imperative to reconsider the
underlying architectures influencing how nodes may be
deployed (placement, coverage, and connectivity). Finding
novel approaches to maximize the network throughput and
lifetime are essential in WSNs for EMAs. It is, therefore,
worth considering the various WSN architectures and the
environmental characteristics of EMAs in the different
application areas.

Given the above, it is essential to specify the architectural
requirements for WSNs for EMAs to achieve the design goals
and enable continuous environmental monitoring. Hence, this
paper presents the state-of-art on wireless sensor networks for
environmental monitoring applications. Starting with a
description of EMAs, we provide an overview ofWSN designs,
including hardware and software architectures for EMAs. We

Forest fire

Air quality

Precision
agriculture

Smart river
/ocean

WSNA for
EMAs

Animal
tracking

Food
detection

Earthquake
/landside

Figure 1: Wireless sensor network application domains.
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then describe the sensor node architecture and present the
maximum coverage and connectivity characteristics suitable
for the different WSN application environment. In addition,
we discuss critical aspects of WSNs for EMAs, including sen-
sor type, sensor node placement, sensor node power con-
sumption, node communication, and remote sensor node
control. Finally, the paper discusses current advancements
that benefit EMAs, such as machine learning (ML) and the
Internet of Things (IoT) and the associated challenges. We
present novel approaches for dealing with WSNs for EMAs
when monitoring various environmental parameters, consid-
ering the different application characteristics. Our work differs
from previous review attempts presented in the literature in
that it focuses on specific application domains and their
underlying algorithms [15–18].

The rest of the paper is organized as follows: Section 2
discusses related works to EMAs. Section 3 presents the
wireless sensor node architecture, emphasizing layered and
clustered architectures. We describe the suitability of these
architectures in EMAs. Section 5 examines sensor node
deployment approaches that guarantee EMAs’ maximum
area coverage and connectivity. Section 5 introduces WSN
Applications, concentrating on environmental characteris-
tics and data gathering strategies used in diverse environ-
ments. Section 6 discusses current advances in WSNs
concerning machine learning and the Internet of Things, rel-
evant simulators, and the underlying operating systems that
enable EMA (environmental monitoring applications) archi-
tectures. Section 7 concludes the paper by suggesting future
research directions.

2. Related Works

EMAs provide a continuous real-time approach to monitor-
ing environmental phenomena using WSNs and IoT (Inter-
net of Things). Traditionally, monitoring the environment
involves testing equipment that needs to be checked regu-
larly and reported to a receiving station. However, the mon-
itoring mode is not very efficient due to rapid changes in the
weather and other environmental changes that cannot be
entirely predicted.

In [10], the authors reviewed the latest works on some
implementations of IoT in monitoring water quality param-

eters efficiently and cost-effectively. In their work, an IoT
system was developed to test water quality parameters such
as pH, conductivity, turbidity, and temperature. The sensor
nodes were placed in water, and the ADC and core control-
ler monitored data values read from the cloud. Similar works
were done by [19] to measure the pH, conductivity, turbid-
ity, oxidation-reduction, oxygen, and temperature of a mov-
ing river in the Greater Accra region of Ghana. The setup
included the sensor probes dipped in water connected to a
base station placed at a safe place above the water. The base
station is connected via a GSM module to cloud storage,
from where a web portal visualizes the stream of data pro-
duced. In [11], they surveyed current state-of-the-art IoT-
enabled WSNs to monitor the water quality parameters for
domestic use as safe drinking water. In their paper, they
included recommendations for the design of efficient IoT
water quality monitoring systems (IoT-WQMS) and a
review of contemporary IoT-WQMS.

The authors review current IoT-based water manage-
ment systems [20]. Their study examined measurement
parameters such as pH, turbidity, salinity, and water levels.
An architectural design of IoT-based intelligent water man-
agement systems with machine learning was proposed but
not implemented. Machine learning (ML) tools such as deci-
sion trees and support vector machines were implemented as
classification algorithms on real data sets obtained from a
Tunisian water treatment station [21]. The performance
evaluation performed by the authors suggested linear SVM
to better classify and detect anomalies in the water distribu-
tion network in Tunisia. Other ML classification tools used
in water quality applications include the K-nearest neighbor
(KNN), single layer, and deep neural networks. Software
architectures that combine event processing with remote
sensing applications for air quality monitoring using satellite
sensors were proposed by [22].

The architecture of the smart water management system
considers the controllers and some sensors, and an applica-
tion is proposed by [20]. Some radios suggested as best for
water management systems include LoRa, NB-IoT, Zigbee,
and 6lowpan. Hardware and software platforms supporting
IoT for EMAs include Arduino, ESP8266, Raspberry Pi, Bea-
gle Bone, Bluetooth, Wi-Fi, RFID, and microcontrollers [9].
Large-scale applications such as unmanned aerial vehicles
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Figure 2: Properties of environmental monitoring applications.
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(UAVs) and crowdsensing monitoring technologies also use
radio and WSN protocols to achieve comprehensive area
monitoring [2].

Smart cities have peculiar environmental monitoring
concerns such as authentication, data security, device vul-
nerability, and sustainability. The architecture of smart cities
that may support their purposes was considered in these
four layers: sensing, transmission, data management, and
application [23]. This is similar to our work which considers
the WSN architecture of Smart Cities. However, our paper
emphasizes the layered and clustered layers in different
applications, including smart cities, while [23] view the attri-
butes and possible functions of the layers as mentioned ear-
lier. The layered and clustered architectures highlighted in
our paper point to possible EMAs that could be developed
under each layer. The work also highlights the general proto-
cols and energy consumption factors these layers and EMAs
face. Finally, we discuss the different types of machine learn-
ing tools and protocols that can be supported and used in
EMAs. To reduce energy consumption in EMAs, our
research focuses on potential machine learning tools used
in IoTs and the factors influencing their implementation.

3. Wireless Sensor Network
Architectures (WSNA)

WSNs enable continuous monitoring of environmental con-
ditions. Sensor nodes comprise WSNs. The sensor node
detects and processes the parameters locally or across the
network or transfers them to a base station (sink) for pro-
cessing. For EMAs, the scalability of WSNs is critical. SNA
(sensor network architecture) enables the provision of envi-
ronmental monitoring services. Architecture abstracts phys-
ical devices and services from physical manifestations [15].
EMA architectures must be hardware and software agnostic
and based on diverse architectures. An animal tracking sys-
tem may require hardware and software architectures that
differ from earthquake monitoring. As a result, the architec-
tures of wireless sensor networks (WSNs) are application-
specific (that is, it considers the requirements for the various
application domains). When sensor nodes on animals come
into contact, pairwise connections allow them to communi-
cate. Static sensor nodes can be installed indoors or outdoors
to monitor air quality. The sensor, node, and sensor network
architectures are described here. Additionally, the section
will discuss OSI-based architectures that are traditional/lay-
ered, clustered, and hybrid. Each case is discussed in detail in
terms of its EMA suitability.

3.1. Sensor Node Architecture. A wireless sensor network
comprises sensor nodes that work together to complete a
particular task. Sensor nodes are equipped with components
that detect parameters of interest in their immediate envi-
ronment. Sensing data from a single node can be analyzed
and transmitted to another sensor node in the sensor net-
work or a sink. As a result, the sensor node oversees data col-
lection, aggregation, and fusion in a WSN. A wireless sensor
node comprises several components: a sensor unit, interface
circuitry, a processor, a transceiver system, and a power sup-

ply unit, as depicted in Figure 3. The sensing unit is directly
responsible for data collection and environmental interac-
tion, and the computing unit handles data computation,
processing, analysis, and storage. The communication unit
is in charge of communication between connected sensor
nodes and data transmission from sensor nodes to a base
station.

The node can communicate with neighboring domains
via communication interfaces and wireless links. Addition-
ally, the sensor node’s location and positioning information
may be provided by a global positioning system (GPS).
While it is frequently assumed that all sensor nodes have
similar functionality, sensor functionality can be heteroge-
neous in some cases. The sensor unit is the sensor node
architecture component responsible for capturing physical
events in the real world. A computing unit handles data pro-
cessing and aggregation. It comprises an analog to digital
converter (which converts analog data to digital), a central
processing unit (or microprocessor), memory, protocols,
and storage memory.

Additionally, a communication unit comprises a trans-
ceiver for data transmission and reception. The transceiver
handles the transmission and reception of signals. Finally,
a power unit provides power to every component of the sen-
sor node.

3.2. Sensor Network Architecture (SNA). Sensor network
architecture (SNA) is used in WSNs. Temperature, humid-
ity, pressure, location, vibration, and sound are all moni-
tored by the wireless SNA nodes. These nodes can perform
intelligent detection, neighbor node detection, data process-
ing and storage, data collection, target tracking, monitoring
and control, synchronization, node localization, and efficient
routing between the base station and nodes in various real-
time applications [24]. SNA is developed using the open sys-
tem interconnection (OSI) model and consists of five layers
(physical, data link, network, transport, and application
layers). Numerous protocols are being developed to operate
at each layer of the SNA. For example, protocols control the
transceiver’s operation at the physical layer of SNA, and
medium access control (MAC) protocols manage channel
sharing, timing, and locality at the data link layer. The rout-
ing protocols manage networking tasks such as topological
and adaptive topology management at the network layer.
Transport layer protocols facilitate data dissemination and
caching [25]. The sections that follow provide an overview
of the layered and clustered architectures. When designing
WSNs for EMAs, several design issues must be considered
when using the SNA (sensor network architecture). Several
of these issues include but are not limited to energy con-
sumption, quality of service (QoS), security, processing,
localization, and network design cost. Consumption of
energy is critical, as the sensor nodes are battery-powered.
Additionally, it is challenging to replace batteries in EMAs.

As a result, the sensor node’s sensing, transmission, and
computation components must be managed, while the node
is operational. Protocols designed efficiently at multiple
layers (physical, data link, network, and transport) can sig-
nificantly reduce the energy consumed by sensor nodes.
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With the quality of service, data is expected to be distributed
in real time to enable stakeholders to use it. To effectively
detect and report environmental phenomena in EMAs, the
nodes should be placed so that they cover a large area within
the deployed environment, as illustrated in Figure 4. Sensor
nodes in WSNs have a sensing range within which they can
detect an event. The sensor node cannot detect events out-
side of its sensing range. The random placement of nodes
may affect coverage and limit sensing of the targeted area.
The coverage problem is solved in full sensing coverage
because the sensor nodes cover the entire deployable area.
This deployment’s sensor nodes cover the whole region of
interest (see Figure 4(a)). Figure 4(b) shows a similar num-
ber of nodes deployed with a sensing limited sensing range
that cannot cover most of the deployment area due to the
sensor node’s shorter sensing range.

Algorithms for coverage have been developed to provide
efficient solutions for coverage in WSNs. Three procedures
can be modified in SNA to process data sensed by nodes. In-
node processing, in-network processing, and data processing
at the sink are the data processing techniques. Energy may be
consumed in each case. As a result, efficient computational or
data processing approaches are required for effective resource
utilization. In WSNs, the position of each node is unknown
to the others, posing the problem of localization. In most cases,
nodes equipped with GPS capabilities can resolve this issue, but
the primary challenge associated with GPS implementation is
the sensor node’s limited energy supply.

3.3. Layered Architectures. As illustrated in Figure 5, the lay-
ered architecture consists of five layers with three cross
layers. The LSNA include physical, data link, network, trans-
port, application, power management, mobility, and task
management. In a deployable environment, sensor nodes
connected to this type of architecture may number in the
hundreds [26]. The sensor nodes are connected to a base sta-
tion, from which the collected data can be sent to the cloud
or a central server via a communication architecture. Each
sensor node transmits data to neighboring nodes within its
sensing range in the layered architecture. As a result, nodes
typically consume little power during packet transmission.
Table 1 summarizes a detailed description of the layers and
cross-plane layers.

3.4. Clustered Architectures. Thousands of sensor nodes are
organized into clusters in a clustered architecture. Each group
is assigned a cluster head, which automatically creates clusters
and schedules communication according to a predefined
schedule, as illustrated in Figure 6. The cluster architecture is
based on low energy adaptive clustering hierarchy (LEACH)
technique. The clustered architecture is designed so that each
node in the cluster can communicate with other nodes via
the cluster head. Due to energy consumption constraints, the
cluster headmay sometimes be rotated. Cluster heads transmit
data to the base station or sink node after receiving it from all
sensor nodes within their cluster. Clustered architectures are
well suited for EMA data fusion in WNS. Self-organizing
groups are capable of rotating cluster heads and ensuring net-
work availability.

3.5. Wireless Sensor Network Architectures (WSNA)
Challenges. In this section, we present different challenges
that affect the smooth operation of WSNAs (wireless sensor
network architectures) for EMAs. These challenges include
energy consumption, quality of service (QoS), security, pro-
cessing and computation, localization, and network design
cost. The challenges enumerated in this section indicate sig-
nificant constraints that must be addressed and resolved
before WSN can be used as a supporting technology for
EMAs. In what follows, we discuss these challenges about
WSNA for EMAs.

3.5.1. Energy Consumption. Environmental monitoring
applications require low-power sensor nodes capable of
long-term operation, autonomy, and real-time functionality
in a deployable environment (W. [27]). WSN sensor nodes
must be energy-efficient for WSNs to perform optimally in
their environment and give reliable data. Without energy
optimization, the sensor node’s battery will only last a few
days, negating the long-term design needs of WSNs for
EMAs. Alternative ways to extend the battery life of sensor
nodes include energy harvesting from various energy
sources, particularly solar power, using large capacity batte-
ries, load balancing, and energy neutral operation (ENO)
[28]. In some applications, minimizing energy use through
energy-efficient protocols has been used to prolong the sen-
sor node and network lifetime [29]. Minimizing energy
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consumption is ideal for the long-term operation of the sen-
sor nodes in challenging application environments such as
forests with dense vegetation, oceanography, and animal
surveillance.

3.5.2. Quality of Service. Quality of service (QoS), essential in
WSNs, has recently received much attention. Achieving a
specific performance by measuring various environmental

characteristics is necessary for designing, developing, and
deploying sensor nodes in WSN for EMAs [30]. It is chal-
lenging to improve all QoS parameters at once in WSNs.
For instance, reducing latency might result in more energy
used by the sensor network. Throughput, packet delivery
ratio, end-to-end delay, jitter, and dependability are key per-
formance indicators that may be used in environmental
monitoring applications [31]. As a result, maintaining
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Figure 4: Node sensing range providing (a) full coverage and (b) partial coverage in a deployed environment.
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trade-offs between the performance criteria chosen during
the design phases of the specific application domain is nec-
essary. Recently, strategies have been used to enhance service
quality while considering the dynamic network and the cru-
cial parameter needed in the application environment to
achieve the desired QoS.

3.5.3. Security. WSN advancements enable data collection
from various areas of the environment. The data sensed
and collected by sensor nodes necessitates extreme care in
terms of security. Wireless sensor network security issues
are evident in hardware, infrastructure, and software. Identi-
fying all security issues and challenges associated with WSNs
and implementing appropriate mitigation measures is criti-
cal [32]. Some threats are node replication, selective for-
warding, eavesdropping, Sybil, wormhole, signal or radio
jamming, and sinkhole [18]. Data integrity and safety, as
well as confidentiality and privacy, must be maintained dur-
ing data transmission. The sensor node should also be safe-
guarded against theft and vandalism [33]. Physical security
measures should be provided when sensor nodes are
installed in the field. Other techniques, such as data encryp-
tion, should be incorporated in WSNs aimed at EMAs before
the sensor nodes are deployed in the environment to
improve node efficiency.

3.5.4. Localization. Node localization is critical in WSNs,
mainly when WSNs are used in EMAs. Determining the
position or location of nodes in WSNs is crucial because it
influences the accuracy of the information acquired by sen-
sor nodes [34]. Nonetheless, in WSN for EMAs, it is difficult
for nodes to know about other nodes in the deployable envi-
ronment, making localization an arduous task [35]. Local-
ization presents several challenges, including energy
consumption, node dimensionality, node mobility, sensor
node security, and global positioning system (GPS) access.
Researchers have proposed new methodologies and algo-
rithms to address the inaccuracy in distance and position
estimations of unknown sensor node locations. Other

approaches are designed to solve the localization problem
by optimizing the selection of reference nodes.

3.5.5. Processing and Computation. WSNs for EMAs are
designed to measure various environmental factors to
improve our living standards in our immediate surround-
ings. Several architectures manage data processing and com-
puting when the sensor nodes initiate a sensing operation. In
some protocols or architectures, the sensor nodes process
and compute data locally or across the network after sensing
phenomena before sending the data to a central repository
for analysis [31]. In other architectures, the node transmits
it to a base station after sensing data, which requires a lot
of energy for processing and computation. It then forwards
it to a central repository for analysis. Cloud-based architec-
tures have recently been used to analyze and compute data
collected from the environment. These cloud-based architec-
tures may visualize processed data through web portals,
allowing users to access processed data through their
smartphones.

3.5.6. Cost of Network Design. WSNs for EMAs are designed
to be alive to meet the application requirements. Some envi-
ronmental monitoring applications require specialized net-
work design. Animal tracking applications, for example, must
be operational at all times to allow users to track the animals’
location at any given time. As a result, the type of network
architecture improves coverage, connection, robustness, and
network lifetime. To meet the goals while staying within bud-
get, sensor network design must be meticulous. Because of the
dynamic nature of EMAs, a sensor node deployment plan
capable of enhancing coverage and preserving connectivity,
while staying under budget is highly recommended for WSNs
for EMAs.

4. Sensor Node Deployment Strategies

To ensure maximum area coverage and connectivity, the
deployment type must be considered to avoid nodes rapidly
depleting their energies in WSNs. The sensor node architec-
ture should be such that nodes within the monitoring area
are protected by at least one neighboring node. The coverage
of sensor nodes affects how remote network monitoring is
administered and the network’s lifetime [36]. Nodes may
be placed to cover the monitored zone entirely or partially,
considering the wireless sensor node’s sensing range. Nodes
are manually deployed in human-accessible locations where
their placement is dangerous.

On the other hand, random deployments occur in haz-
ardous and inaccessible domains that require complete cov-
erage. For instance, battlefield surveillance and open zones
for natural life are examples. The primary objectives of
researchers studying deployment strategies are to find ways
to improve connectivity, maximize coverage, maximize
energy efficiency, and maximize network lifetime. Figure 7
illustrates the distinct types of sensor node deployments
suitable for EMAs. Details of each deployment strategy are
described in the following sections.

Application layer
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Physical layer

Power management plane
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Figure 5: Layered sensor network architecture (LSNA).
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Table 1: Description of layered sensor network architecture.

Layer/data
type

Functions Related challenges Recent protocols

Layers of the SNA

Physical bits

The physical layer is responsible for
transmitting bitstreams, frequency

selection, carrier frequency generation,
modulation, data encryption, and signal
detection. The physical layer includes the
specification of the transmission medium
and the topology of the network (performs

encoding and decoding of signals)

Channel-related concerns, radio
frequency bands, bandwidth,

propagation mode effects, power
efficiency, and channel impairments

PL-SKG (physical layer secure key
generation) (physical layer secure

key generation)
IEEE 802.15.4

EAP (energy-aware routing
protocol)

AKA (authentication and key
agreement) (authentication and key

agreement)
Decode-and-forward protocol

Data link
frames

The data link layer is responsible for
multiplexing data streams, frame

detection, medium access control (MAC),
and error control. It is also responsible for
ensuring the reliability of point-to-point or

multi-point channel access policies,
scheduling, and buffer management

Co-channel interference at the MAC
layer, multipath fading, and shadowing

at the physical layer

MACAW (multiple access with
collision avoidance for wireless)
(multiple access with collision

avoidance for wireless)
IEEE 802.11

PAMAS (power-aware multiaccess
with signalling)

S-MAC (sensor medium access
control) (sensor medium access

control)
T-MAC (timeout MAC)

TRAMA (traffic adaptive medium
access protocol)

DMAC (dynamic MAC)
IEEE 802.15.4
IEEE 802.15.4e

CSMA/CA (carrier-sense multiple
access with collision avoidance)
CDMA (code division multiple

access)
ALOHA (ALOHA system)

OFDMA (orthogonal frequency-
division multiple access)

Network
datagrams/
packets

The network layer provides the
functionality required to support network
configuration, device discovery, security,
and topology management. It is also
responsible for routing. Routing is
responsible for power conservation,
buffering, and the ability to be self-

organized. The performance of routing
protocols depends on the application

domain

Limited memory and buffers, power
saving, no global ID, and limited

communication range

DEEC (distributed energy-efficient
clustering)

DDEEC (developed distributed
energy-efficient clustering)

EDEEC (enhanced distributed
energy efficient clustering)

EDDEEC (enhanced developed
distributed energy efficient

clustering)
BEENISH (balanced energy efficient

network integrated super
heterogeneous) protocol

DSR (dynamic source routing)
Open shortest path first

Intermediate system to intermediate
system protocol

AODV (ad hoc on-demand distance
vector)

RPL (routing protocol for low)
(routing protocol for low power and

loss network)
IP (internet protocol)

ICMP (internet control message
protocol)

8 Journal of Sensors



4.1. Square and Random Deployments. For instance, nodes
in the deployment area may be arranged in a square pattern
to detect events within that region. Due to the environment
in which pollution spreads over time, a square deployment
model may not be appropriate for river network monitoring.
Another method for sensor node deployment is through
randomization. It could be uniform or dispersed. Square
and random deployments are suitable for stationary fresh-
water sources with little movement, such as lakes [37].
EMA requires an optimal sensor node deployment strategy

that ensures complete coverage of the region of interest
within the sensing range to detect events occurring any-
where within the area of interest. Full coverage provides net-
work connectivity, ensuring that sensed data is transmitted
to other network nodes and the sink node.

4.2. Grid Deployment. Grid-based deployments are typically
used in static, deterministic applications where the sensor
nodes’ positions are fixed following a regular grid pattern.
Triangular, square, or hexagonal patterns may be used, with

Table 1: Continued.

Layer/data
type

Functions Related challenges Recent protocols

Transport
datagrams/
segments

The transport layer is responsible for
providing reliability and congestion
control or avoidance. Transport layer
protocols designed to provide these
functionalities use upstream or

downstream techniques. Transport layer
protocols are grouped into packet-driven
and event-driven. The layers rely on the
collaborative capabilities of sensor nodes

Limited memory, overhead in avoiding
congestion, power constraints, and high

traffic events

Sensor transmission control
protocol (STCP)

Price-oriented reliable transport
protocol (PORT)

Pump slow fetch quick (PSFQ)
OpenFlow

Transmission control protocol
(TCP)

Stream control transmission
protocol (SCTP)

User datagram protocol (UDP)
Cyclic UDP (CUDP)
Reliable UDP (RUDP)

AppleTalk transaction protocol
(ATP)

Multipath TCP (MTCP)
Transaction control protocol (TCP)
Sequenced packet exchange (SPX)

Application
user data

The application layer performs
management functionalities, including
network management, query processing,
communication, time synchronization,

and localization. The application layer also
manages traffic and provides software for
various apps that transform data into

intelligible formats or send queries to seek
specific information

The application-specific nature of EMAs
creates many challenges

SMP (simple management protocol)
Constrained application protocol

HTTP (hypertext transfer protocol)
SMTP (simple mail transfer

protocol)
FTP (file transfer protocol)

Cross layers

Power
management

The power management plane controls the
network and ensures the sensor nodes’
functionality. The goal is to improve
network efficiency. The power plane is
responsible for monitoring the power
among the sensor node during sensing,
data computation, transmission, and

reception of data

Network and MAC layer challenges

Energy-efficient distributed
schedule-based (EEDS)

Fuzzy and ant colony optimization
(ACO) based MAC/routing cross-

layer protocol (FAMACRO)
Distributed energy efficient

hierarchical clustering
Energy efficient unequal clustering

Cross-layer adaptive routing
(CLAR) protocol

Improved fuzzy unequal clustering
protocol

Cross-layer energy-efficient protocol
(CLEEP)

Fuzzy-cross-LEACH protocols

Mobility
management

The mobility plane monitors the
movement among sensor nodes to

improve network efficiency

Quality of services-related challenges,
performance metric issues, MAC layer

issues, and reliability issues

Task
management

The task plane monitors the task
distribution among sensor nodes to

improve the network performance. The
task plane coordinates with the mobility
and power plane to regulate and lower the
energy consumption of sensor nodes to

prolong the network lifetime

Link quality issues
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the monitoring area divided into smaller grids. As a result,
sensor nodes are placed in the grid’s center or vertices to
maximize connectivity with a small number of nodes. Grid
configurations can be triangular, hexagonal, square, or ran-
dom. Grid deployments are typically two-dimensional or
three-dimensional, with some applications in monitoring
air pollution [38] and target detection and tracking [39].
According to these deployment applications, the grid is most
advantageous for deployments with a limited number of
available nodes.

4.3. Mesh Deployment. Nodes are placed in a mesh deploy-
ment so that each node serves as a relay to other nodes. In
the event of a failure, mesh nodes are fault-tolerant. Recent
mesh deployments have rendered the earlier mesh network
hubs’ single half-duplex radio obsolete. These advancements
pave the way for deploying a switched mesh network [40].
Interoperability, energy efficiency, scalability, mobility, and
robustness are critical requirements for applications that use
mesh in WSNs. Environmental monitoring, home construc-
tion, industrial automation and control, and precision agricul-
ture benefit from mesh applications [41]. Earlier mesh
topologies such as Zigbee (IEEE.15.4), IEEE 802.15.4e, and
Wireless Hart were possible. Newer platforms, such as IEEE
802.15.15, are gradually introduced and integrated into WSN.

4.4. Distributed Deployment. Distributed deployments are
critical for establishing an optimal coverage area for WSN
systems. In distributed systems, deployment schemes are
determined by the sensor node’s coordinate information
and name (A. [42]). Typically, nodes are homogeneous in
terms of their roles and algorithm implementation. Algo-
rithms are based on the base station to allow scattered nodes
to be positioned optimally for coverage. Examples of these
implementations can be found in the deployment of mobile
sensors [43].

4.5. Centralized Deployment. Centralized deployments are
used in mobile sensor nodes to improve barrier coverage.
Most barrier enhancement strategies involve relocating
the sensor nodes. However, their primary challenge is
optimizing relocating these sensor nodes’ communication
and moving costs. Due to the deployment of these central-
ized nodes, their primary disadvantages are the massive
message overheads associated with relocations and their
inability to scale. Several examples of centralized imple-
mentations are presented in [33, 44].

4.6. Sparse and Dense Deployment. This deployment classifi-
cation is typically determined by the number of sensor nodes
used. While dense deployments involve the placement of
many sensor nodes in each area, sparse deployments involve
a small number of nodes. When the cost of deploying a sub-
stantial number many nodes is prohibitively high, sparse
implementations are considered. As a result, sensor nodes
are assumed to be static during deployment but reposition
themselves to maintain connectivity and coverage. Nodes
must remain within their neighbors’ communication radius
to achieve optimal coverage. Dense deployments are required
for applications that require detection of every event, andmul-
tiple sensors may act as redundant nodes within a given area
[45]. Environmental monitoring applications enable sparse
sensor networks across large areas, and robot-based data scav-
engers collect data from sparse sensor fields.

4.7. Dynamic Deployment. Dynamic deployment entails ran-
domly deploying mobile sensor nodes, moving to optimal
locations for coverage and connectivity. The virtual force,
force-oriented particles, simulated annealing, and particle
swarm optimization algorithms are suitable for such deploy-
ments. The critical challenges associated with dynamic
deployment are energy efficiency, load balancing, increased
throughput, data reliability, and cost reduction. Because
the position of the sensor node is unknown in advance,
dynamic deployment is applicable in situations where sensor
node placement is impractical. Applications such as disaster
and battlefield monitoring are examples.

5. WSN Applications

Sensor nodes and base station nodes are used in WSN appli-
cations for EMAs. The sensor nodes monitor the parameters
(as described in the following sections, depending on the
application environment). The parameters sensed or
obtained from the environment through a communication
infrastructure are transferred from the base station to the
central repository, typically a local server or the cloud
(GSM, ZigBee, GPRS, Ethernet, RF, and WIFI). When data
is stored on a server or in the cloud, it is organized, proc-
essed, analyzed, and reported to stakeholders via web por-
tals, SMS gateways, and mobile applications.

The data is presented to stakeholders using data visuali-
zation techniques. EMA architectures should be cost-effec-
tive, lightweight, reliable, scalable, and self-organizing [46].
There is a guarantee of the environment in WSN applica-
tions, which may be static or dynamic/mobile, affecting the
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Figure 6: WSN for EMAs—clustered architecture.
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stability of connections between communicating devices
(nodes, sinks, or base stations). Table 2 summarizes the
types of applications, the appropriate environment, and the
data collection methods.

5.1. Agriculture. Wireless sensor networks can significantly
improve a variety of agricultural activities. In agriculture,
sensor networks can optimize resource utilization while also
increasing the quality and productivity of agricultural prod-
ucts [47]. WSNs enable efficient data collection, transmis-
sion, and processing from sensors deployed underground
and aboveground in agriculture [48]. WSN has many advan-
tages for farming and agricultural environments. These
advantages include monitoring various elements such as
microclimates and Phytophthora. This fungal disease
spreads rapidly among plants, which is why monitoring
water levels and scheduling irrigation based on the tempera-
ture of the plant’s canopy is critical [49]. WSNs can also be
used to monitor and detect microorganisms, antibodies,
and other substances in the field, such as soil moisture, tem-
perature, and humidity [50]. Finally, sensor networks can be
used for intelligent irrigation, fertilization, pest control, and
disease detection in their initial stages [51].

5.2. Animal Tracking. Tracking wild and endangered ani-
mals is critical for monitoring them in their natural habitats.
There are two ways to track animals with wireless sensor
nodes: (1) by attaching devices to the animals or (2) using
unmanned aerial vehicles (UAVs) without device attach-
ments. GPS devices may be attached to the animals to ascer-
tain their precise location and movement patterns. Animal
health can also be tracked using sensor nodes and sensor

network architectures. WSN application design for animal
tracking aims to create architectures that effectively monitor
animals in their ecosystem without disturbing or negatively
affecting their habitat. Additionally, WSNs will assist rangers
in conserving animal sanctuaries and natural areas by
recording various sites, rare and protected species migra-
tions, and trend monitoring to ensure that the reserves are
well-managed. Collars are worn around animals’ necks to
collect and transmit location data to sink nodes. Sensor net-
works have been developed to track zebras (ZebraNet), tur-
tles (TurtleNet), elephants (JumboNet), and red deer
(Cervus elaphus) [28]. Using WSNs to track these and other
wild animals lays the groundwork for researchers to develop
models for adequate wildlife resource protection, sustainable
use, and scientific management. imote2, infrared motion
detectors, Panasonic AMN41121 sensor, RFID tags, RFID
readers, radio signal detectors, actuators, and mobile robots
are the hardware architectures used for animal tracking appli-
cations. Additionally, animal tracking applications may use
communication technologies such as 802.15.4 (ZigBee),
GSM, GPS, and clustering architectures.

5.3. Water Monitoring. Water monitoring considers fresh-
water sources (water quality monitoring) and ocean envi-
ronment monitoring. The critical difference is that water
quality monitoring ensures safe and clean water among
freshwater sources. In contrast, marine/ocean monitoring
focuses on detecting climate changes or pollution of the
marine environment, which affects human and animal hab-
itats. WSNs have proven to be the best alternative to tradi-
tional methods when adapted for monitoring freshwater
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Figure 7: Sensor node deployment strategies in environmental monitoring applications.

Table 2: Characteristics of WSN applications.

Application Type of environment Data gathering approaches

Water monitoring (freshwater/ocean) Dynamic Event tasks/periodic

Animal tracking Dynamic Tracking event messages

Agriculture Static Periodic tasks

Oceanography Dynamic Tracking

Earthquake/landslide monitoring Static Approximation based

Air quality Dynamic/static Event-based/periodic

Forest fire Static Event
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bodies and marine environments. Research in water envi-
ronment monitoring classifies the monitoring process into
water quality monitoring and ocean/marine environment
monitoring [8]. Sensor nodes collect parameters such as
water temperature, pH, dissolved oxygen, and others in
freshwater sources and measure parameters such as the sea
level and marine environment pollution. Sensors may detect
climatic changes in the marine environment [19]. The data
is transmitted to a base station through a communication
architecture. The hardware architectures for water quality
monitoring applications are pH, turbidity, temperature,
and ammonia concentration.

The marine environment is monitored for different con-
ditions, and uncontrollable human activities affect the health
of living organisms. Traditional monitoring approaches are
expensive and time-consuming. Hence, the activities require
extensive and robust monitoring approaches such as wireless
sensor networks to measure the following parameters: pres-
sure, wind direction, water temperature, chlorophyll, wind
speed, salinity levels, turbidity, and oxygen density. The data
obtained from oceanography or marine monitoring applica-
tions are sent from the sensor nodes to base stations using
wireless communication infrastructure. An efficient applica-
tion may be built by employing the following hardware: sen-
sors to measure physical parameters, sink nodes, mobile
robots, buoy devices, robot-based sensors, seismic sensors,
underwater sensors and transducers, autonomous underwa-
ter vehicles, and floating buoys. Some of the communication
architectures include ZigBee, WIFI, and WiMAX.

5.4. Air Quality. Air quality monitoring is critical for human
health. Industrialization, urban development, fertilizers, and
pesticides are human activities that pollute the atmosphere.
Furthermore, the increased use of vehicles has exacerbated
air pollution in recent years. Monitoring air pollution is nec-
essary to provide data to authorities to improve livelihood.
Traditional methods of collecting data on air pollution are
expensive, complex, and time-consuming, necessitating
WSNs [52]. Air pollution is monitored using wireless sensor
nodes. Carbon monoxide (CO), carbon dioxide (CO2), and
total volatile organic compounds (TVOC) concentrations,
as well as ambient temperature, relative humidity, air pres-
sure, moisture content, and luminosity, are all measured
[53]. Air quality measurements are reported in real time
via a web server that can be accessed via the internet.
CCS811 Sensor, MQ Sensor, BME280 Sensor, humidity,
temperature, pressure sensors, MQ series sensors, CO Sensor,
MQ7 Sensor, MQ135 Sensor, MQ136 Sensor, SO2 Sensor, and
NH3 Sensors are among the sensor devices used to measure
air pollution levels. These applications ensure that air quality
parameters are monitored effectively and efficiently. They cre-
ated a practical, low-cost air quality monitoring system using
sensor nodes and robust communication infrastructure.

5.5. Earthquake and Landslide Monitoring. Earthquakes are
a hazardous type of natural disaster. Earthquakes are the
most violent natural disturbances in the earth’s crust, signif-
icantly affecting the surrounding environment. Earthquakes
occur when plate movements exert pressure on the rocks,

which causes them to fracture and shift. The sensing element
for earthquake detection is a wireless acceleration sensor
device [54]. Dissemination of information about the likeli-
hood of an earthquake must occur at the appropriate time
[55]. A large mass of rock, rubble, or earth slides down a
slope, which is referred to as a landslide. Although gravity
is the primary cause of a landslide, numerous other natural
(weak materials, weathering, river erosion, rapid snowmelt,
and heavy rain) and human-caused factors can affect slope
stability (excavations, deforestation, mining, and artificial
vibration). Sensors are deployed to monitor various param-
eters, and an early warning system can be built based on
the measured values to minimize losses. Sliding is responsi-
ble for the movement of the earth’s crust, which can occur
anywhere globally. Each incident spreads several kilometers
across the continent in a matter of minutes, wreaking havoc
on vulnerable structures, dams, and bridges and occasionally
resulting in death. Wireless sensor networks are the most
efficient method of sensing and detecting the earth’s crustal
movement.

Additionally, they have been demonstrated to increase
earthquake and landslide detection [56]. The deployment
of various wireless sensor nodes in the earth’s crust enables
the detection of earth crust movement more quickly, which
can then be transmitted immediately to sinks for pre-
emptive action via communication architectures. WSNs
have the potential to significantly enhance the accuracy
and efficiency of earthquake and landslide detection [56].
WSNs can collect data from multiple sensors and transmit
it to a web server via a GSM cellular network or other com-
munication architecture [57]. In earthquake and landslide
monitoring applications, hardware devices such as displace-
ment, angle, and rainfall sensors, geophysical sensors, pore
pressure transducers, FBG sensors, microsensors, geo-
phones, soil moisture sensors, strain gauges, optical fiber
sensors, temperature, humidity, land movement sensors,
slope sensors, tiltmeters, raindrop sensors, microwave radar
sensor for motion detection, extender, and rainfall gauges
are primarily used. Software applications such as three-
dimensional WebGIS, WiSuN, Raman optical time-domain
reflectometry, and SLOPEIW are available to operate earth-
quake and landslide applications. ZigBee protocol, GSM
communication between 900MHz and 1800MHz, WIFI
and satellite terminals, optical remote sensing, RFID tech-
nology, LoRa technology, and Bluetooth technology are all
examples of communication architectures that support
earthquake and landslide applications [54, 56, 58].

5.6. Forest Fire. Forest fires have become more prevalent in
recent years, wreaking havoc on the environment, natural
resources, and lives of humans and animals alike. Climate
change in most of the world’s landmasses may result in for-
est fires. In countries with scorching and dry weather, fires
may rise. Forest fires wreak havoc on the habitats of wild
animals and have a detrimental effect on agricultural yields.
As a result, it is necessary to develop systems that provide
authorities with timely and high-quality information to
combat forest fires in the shortest possible time [59]. WSNs
can bring a meaningful change in the fight against forest
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fires. WSNs can detect forest fires and transmit data to a
remote-control center via a communication architecture.

Parameters such as temperature, smoke, oxygen levels,
and humidity can be collected to help mitigate forest fires.
WSNs are advantageous for the early detection of fires
through sensor nodes. WSN architectures are designed to
detect forest fires faster than traditional methods and fore-
cast the direction of the fire’s flow [60].

Sensor nodes can be used to determine the exact location
of the fire and its path of spread. By utilizing WSNs, forest
guards can intervene more quickly and ensure that the iden-
tification and location of an incident are communicated to
relevant stakeholders for immediate action. In detecting for-
est fires, fire, smoke, and temperature sensors may be dis-
tributed randomly throughout the forest or used to
regulate a forest region prone to fire [61]. Typically, sensors
are configured so that when temperature values exceed a
predefined threshold, the nodes activate their radios for data
transmission. The sensor nodes continuously monitor the
forest environment to ensure temperatures remain within
specified ranges [59]. In these application domains, collected
data is processed centrally and distributed to appropriate
stakeholders via alerts or notifications via a communication
architecture. Sensor nodes deployed for forest fire detection
made efficient energy use, extending the sensor nodes’ life-
time. The power can be distributed evenly among the nodes,
and in some areas, energy can be harvested to extend the life
of the nodes. Forecasting the direction and speed of forest
fire spread is critical for firefighting (Y. H. [62]).

Forest fire detection systems employ a variety of hard-
ware architectures, including temperature sensors, humidity
sensors, gas sensors, infrared sensors, pressure sensors, solar
radiation sensors, and smoke recognition sensors. Other
researchers have detected forest fires using unmanned aerial
vehicles, carbon dioxide sensors, GPS devices, and raspberry
pi sink nodes. TinyOS, routing (flooding routing, AODV),
time synchronization protocols, MAC layer (IEEE 802.15.4,
LEACH) protocols, and ad hoc clustering techniques or
architectures have all been adopted. To address the applica-
tion requirements for forest fire detection, clustered hierar-
chical network architectures and intra- or intercluster
architectures may be used.

6. Advances in WSNs

This section presents the advances in WSN architectures
with the introduction of machine learning and the Internet
of Things.

6.1. WSNs and Machine Learning Architectures. The primary
goal of WSN deployments is energy conservation, which
results in a more extended network lifetime. Machine learn-
ing is used to significantly reduce data communications in
typical WSN deployments’ distributive environments.
Recent research has explored machine learning techniques
(supervised, unsupervised, and reinforcement learning) in
all layers of the communication stack. Most approaches
occur at the routing and medium access layers. These proto-
cols’ purpose is to provide current information about the

reliability of connections to neighboring nodes. Its proper-
ties for reliable networks include its ability to adapt rapidly
to changes, energy efficiency, and resistance to short-term
aberrations [63].

Q-learning, a reinforcement learning technique, has
been applied to WSNs to optimize routing performance
and extend network lifetime [64]. Decision trees employ
learning trees to forecast output labels based on repeating
data. Decision trees have been used in wireless sensor net-
works to identify link reliability characteristics such as loss
rate, restore time, and failure time. Support vector machines
(SVM), neural networks, and Bayesian networks are used in
environmental monitoring [65]. Additionally, machine
learning has been used to design MAC protocols that aid
WSNs in adapting to changing environmental monitoring
conditions. Q-learning and reinforcement learning tech-
niques have optimized MAC protocols, including Q-
learning in Slotted Aloha and RL-MAC.

Smart environmental monitoring applications have
benefited from artificial intelligence (AI) and machine learn-
ing (ML) by providing precise and optimum control of
undesirable effects on the environment. Classifications, clus-
tering, and anomaly detections are some of the many uses of
AI and ML in smart monitoring. However, concerns are
raised in their implementations due to the pervasion of
applications in agriculture, transport, buildings, air quality,
water quality, and human and animal tracking and monitor-
ing. Interoperability of the sensors, data structures, stan-
dards, and protocols in implementing and controlling
smart environmental systems is a significant concern.

Classification and anomaly detection are some tools
deployed to mitigate the cost of energy consumption and
data deduplication on systems [66, 67]. For a brief survey
on anomaly detection systems, the reader may refer to the
work by [67]. The authors discuss advances and implemen-
tations of ML and AI in smart buildings with strategies in
smart vision, architectural design and visualization, progress
monitoring and safety, and data storage [66]. ML tools used
and implemented in these applications include, but are not
limited to, support vector machines (SVM), neural networks
(NNs), regression models, deep convolutional neural net-
works (Deep CNN), Markov chains, and particle swarm
optimization (PSO) [66].

Using AI and ML brings innovations in personalized
designs, enhances communications and control, and reduces
human factor failures.

6.2. WSNs and IoT Architectures. The Internet of Things
(IoT) is the network of everyday physical objects embedded
with tiny sensors and connected through software and other
enabling technologies. IoT networks collect environmental
data and transmit it to other connected devices and systems
via the internet. By 2025, researchers estimate that there will
be over 25 billion connected devices worldwide. Through
various standard protocols, domains, and applications, the
IoTs connect machines in ways that go beyond machine-
to-machine (M2M) communications. Microcontrollers, for
example, are frequently used in sensor nodes due to their
low cost, ease of connection to other devices, programming
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ease, and energy efficiency. The Raspberry Pi, Arduino
boards, the Giant board, the XBee module, and the
ATMEGA32 series are all examples. In IoTs, communica-
tion standards such as Bluetooth, Zigbee, Wi-Fi, and RFIDs
are used to implement short-range communication net-
works that enable IoTs. Radio frequency (RF), optical com-
munication (laser), and infrared are all possible wireless
transmission media. The most pertinent mode of communi-
cation is radio frequency-based, as it applies to most WSN
applications. WSNs communicate at the following license-
free frequencies: 173, 433, 868, 915MHz, and 2.4GHz.

6.3. Simulators. Most WSN applications are implemented
using simulations to evaluate new applications at a lower cost.
Simulations enable researchers to experiment with and isolate
different network factors by easily tweaking and tuning
parameters without regard for cost. As a result, the develop-
ment of WSN simulators is expanding rapidly. However, sim-
ulations are not trivial to implement. Several factors affect the
simulation results, including the simulator’s suitability and the
tools’ suitability for implementing the simulation solutions.
Network Simulator 2 (NS2), Network Simulator 3 (NS3),
TOSSIM (TinyOS Simulator), Castalia OMNeT++, J-SIM,
OPNET, and Avrora are all examples of simulators.

NS2 is an IEEE 802.11, IEEE 802.16, and IEEE 802.15.4
discrete event simulator. It is written in two major program-
ming languages, that is, C++ and object-oriented yool com-
mand (OTcL), and supports network routing and MAC
protocols but only a limited set of energy modelling algo-
rithms. It does not support modelling for nodes greater than
100, which complicates scalability in NS2. Network Simulator
3 was created to address these issues. It is not a replacement for
NS2 but an entirely new simulator written in C++ with
optional Python bindings, and NS3 provides enhanced energy
devices and source support. NS3 has a more advanced WIFI
Radio implementation, comparable to IEEE 802.11, the pri-
mary networking channel in most WSNs. Castalia is an
open-source simulator written in the OMNeT++ program-
ming language. The simulator validates distributed algorithms
and protocols by simulating radio models and wireless chan-
nels in the real world. It uses real-world node characteristics
to simulate the radio’s behavior. It includes parameters for
sensor bias, clock drift, node energy consumption, memory
consumption, CPU energy consumption, CPU time, and the
implementation of the MAC and routing protocols.

TOSSIM is not a simulator but a TinyOS emulator. It is a
Python-based bit-level discrete event emulator. TOSSIM can
be run on Linux or Windows via Cygwin. It can be used to
simulate network and radio models and code executions.
Power TOSSIM is another TinyOS variant of TOSSIM that
simulates each node’s energy consumption. TOSSIM-
enabled nodes run NesC on TinyOS. TOSSIM’s design is lim-
ited to the emulation of mote-like nodes. OMNeT++ is also a
C++-based discrete event simulator. It provides programmers
with a graphical user interface and a framework for sensor
node mobility. OMNeT++ includes channel controls, MAC
addresses, and a limited number of routing protocols. It only
supports a limited amount of information about the energy
consumption of individual sensor nodes [28].

6.4. Operating Systems. In WSNs, operating systems must
support fundamental power management, portability,
scheduling, simulation support, and execution models.
Operating systems manage the sensor devices’ limited
resources and function differently depending on their appli-
cation domains. Operating systems, on the other hand, are
highly communicative. As a result, energy is the primary
resource it cannot obtain. Some OS used include TinyOS
and Contiki, Mantis [68], Pixie [69], SOS [70], and LiteOS
[71]. Contiki and Pixie use a software approach to track
the power state in all the system components.

TinyOS is an event-driven, open-source operating sys-
tem for wireless sensor nodes. It is not an operating system
per se but a framework for developing embedded systems
tightly coupled with the network embedded system C pro-
gramming language (NesC). A typical WSN application is
approximately 15 kilobytes, with about 400bytes represent-
ing the application and approximately 64 kilobytes illustrat-
ing the database query system (for example, PostgreSQL).
TinyOS primarily comprises a TinyOS simulator (TOSSIM)
and a visualiser (the TinyViz).

Pixie is a data-intensive platform for programming sensor
networks. It is used in high-data-flow applications requiring
extensive in-network processing, such as acoustic and seismic
monitoring, acceleration, and water quality monitoring. Pixie’s
implementation in NesC is backwards compatible with
TinyOS. In Pixie, the user must forecast the application’s
energy requirements and delegate resource management to
the operating system. The operating system is aware of and
manages the system’s resource constraints, which include
energy, storage, and bandwidth. It is divided into three primary
components: a dataflow programming model, resource tickets,
and resource brokers. The data flow model enables the operat-
ing system to exert visible control over the application’s limited
resources. The resource tickets are the abstractions used to
manage and discretely allocate available resources. Finally, it
includes resource brokers, which implement code modules
that have Pixie resource management policies.

The multimodal system for networks of in situ wireless
sensors (Mantis) is a multimodal embedded system operating
system. Its primary goal is to provide an easy-to-use system
that addresses the resource-constrained challenges of develop-
ing sensor network applications. Multithreading, time slicing,
and pre-emptive scheduling are all features of the Mantis OS
architecture, and its core is written in standard C. It includes
an implementation of the RC5 security algorithm. Mantis’s
development enables it to cross-platform andmultimodal pro-
totyping of environmental monitoring applications.

7. Future Research Directions and Conclusions

In this section, we present novel research directions from
WSNs for EMAs that will require further investigation and
provide a conclusion to the paper.

7.1. Future Research Directions

7.1.1. Cloud Computing in WSN for EMAs. The use of cloud
computing in WSN for EMAs aims to improve sensor
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networks’ energy efficiency, processing capability, and node
communication. Integration of cloud computing with WSNs
for EMAs may be investigated further to leverage the advan-
tages of cloud computing to meet complex application needs
and novel architectures for EMAs. In developing virtual sen-
sors in EMAs, using sensor-based cloud computing func-
tions applying virtualization on cloud computing platforms
should be investigated. More research on reconfigurable
physical, network and MAC layers in the protocol stack
should be conducted to improve the protocol design for
WSNs for EMAs. Researchers should thoroughly investigate
novel ways to employ virtualization in EMAs to satisfy the
data gathering approaches (event-based, periodic, and
approximation-based) while considering peculiarities of the
various application environments (dynamic or static) to
meet the needed service requirements.

7.1.2. Integration of Artificial Intelligence and Data Fusion.
In recent years, AI has advanced rapidly in wireless net-
works. AI-based technologies (e.g., machine learning, rein-
forcement learning, and deep learning) have been used in
wireless sensor networks for EMAs. When powerful compu-
tational capabilities are introduced for use in WSNs for
EMAs, sensor nodes produce more accurate data for use
by stakeholders in effective decision-making. As a result, it
is time to apply AI-based technologies to EMAs, which
opens up new avenues for researchers to obtain more intel-
ligent approaches to enhance data computation going into
the future. WSN for EMAs is targeted for the generation of
huge tons of data. Exploiting lightweight data fusion
approaches to correlate the data gathered from sensor nodes
in EMAs is worth researching.

7.1.3. Dynamic Network-Wide Protocol Design. In WSNs for
EMAs, it is essential to use the right deployment strategy to
optimize the energy utilized in the overall network. By
exploiting advanced networking protocols, the sensor nodes
will form the required communication paths and establish
connectivity for nodes to observe their environment and
transmit the phenomena to the base station. Robust
network-wide protocols that support dynamic network
topology for applications such as animal tracking, freshwater
monitoring, oceanography, and air quality monitoring pres-
ent new challenges to the WSN for the EMAs research com-
munity. Considerations for network-wide protocol design
for WSNs for EMAs should center on energy-and data-
based due to the architectures used in these environments.

7.1.4. Advanced Data Visualization Technologies. One of the
essential considerations for EMAs is the measurement, col-
lection, and transmission of enormous amounts of data from
nodes to a central repository for processing, analysis, and
reporting. Online IoT visualization tools like ThingsBoard
have recently been developed to provide real-time data visu-
alization in WSNs to monitor environmental conditions
[72]. These technologies could be enhanced further to per-
form an intelligent assessment of various environmental
characteristics obtained from the sensor network. Intelligent
monitoring software for EMAs can be designed with a range

of real-time visualization techniques to meet the specific
requirements of the numerous domains in EMAs.

7.1.5. Novel Approaches for Access Control and
Authentication. WSNs for EMAs are susceptible to hacking
attacks, particularly with the rise of the Internet of Things
technologies used to monitor various environmental condi-
tions. Despite recent research focusing on the Internet of
Things security, there are still security problems with IoT
implementation in EMAs. As a result, efficient and secure
mutual authentication procedures that consider the specific
environmental characteristics of EMAs and the architecture
developed for use would improve dynamic resource man-
agement and performance for modern WSNs for EMAs.

7.2. Conclusions. The sensor network architecture suitable
for environmental monitoring applications has been dis-
cussed in this paper. The sensor node architecture can be
used for a variety of applications. The various components
of the sensor node all contribute to the amount of energy
expended during the node’s operation in each environment.
The different strategies presented in this paper must be care-
fully implemented to coordinate the sensing, data communi-
cation, and computation components that consume most of
the sensor nodes’ energy to implement WSNs for EMAs effi-
ciently. As a result, when designing WSNs for EMAs, the
number of sensors, the type of parameters, and the sensor
network architecture should all be considered to maintain
the wireless sensor network’s quality of service and lifetime.
Due to the hardware design, addressable communication
between sensor nodes in EMAs may be possible. Data col-
lected from sensor nodes deployed in WSNs for EMAs can
be transferred to a web server or the cloud and displayed
on a web portal for real-time monitoring by stakeholders.
The web portal typically includes a dashboard for displaying
sensor readings derived from parameters. EMAs benefit
from wireless sensor node architectures in energy conserva-
tion, hardware reuse, resource management, and real-time
performance. This paper also discussed advances in WSNs
made possible by machine learning and the Internet of
Things (IoT).
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With the development of domestic economy and the improvement of people’s living standard, tourism has become more and
more popular as a leisure lifestyle. The explosive growth of the mobile Internet has caused the problem of “information
overload”. The travel recommendation system can help tourists obtain the travel information that users are interested in from
the massive data. Ecological health tourism is a special tourism product with ecological environment as the background and
leisure health activities as the theme. With the development of China’s urbanization and the intensification of population
aging, the Chinese people’s demand for health tourism products and ecological health tourism market is becoming stronger
and stronger, and the development prospect is extremely broad, but there is not much research in this field in the academic
circles at present. This paper applies the Collaborative Filtering (CF) to travel recommendation to provide users with accurate
travel recommendation services. However, because the traditional CF only relies on a single user’s rating data, and has its own
defects, it cannot meet the complex needs of users in the tourism industry. This paper improves the traditional CF and designs
and implements a tourism recommendation system on this basis. Combine Spark cloud computing platform technology and
TC-Personal Rank algorithm to achieve a breakthrough in the algorithm. Through experiments, it can be found that the
accuracy of product recommendation can be improved by 75.3% for the algorithm designed in this paper. Overall, the recall
rate can reach 65.7%. And it can also achieve good results in recommendation satisfaction and recommendation coverage.

1. Introduction

Ecotourism is one of the hotspots and trends in global tour-
ism development. Ecotourism resources are composed of
ecotourism landscape and ecotourism environment. Scien-
tific establishment of ecotravel resources evaluation index
system and objective evaluation of ecotravel resources is an
important foundation for rational development and utilization
of ecotravel resources, tapping its potential, and promoting the
healthy development of ecotravel [1, 2]. Therefore, people are
enthusiastic about getting rid of diseases, keeping fit, and
prolonging life, and there is a more urgent need for health
knowledge [3]. With the return of traditional culture in recent
years, people gradually understand the main guidance of
humanism and tradition for spiritual attribution, and gradu-
ally rise the trend of reconstruction of spiritual home. Simi-
larly, in terms of health preservation culture, people find that
the essence of traditional culture is the true meaning of health

preservation. Traditional culture is not only people’s spiritual
home but also directly leads people to a scientific way of health
preservation [4].

The development of new tourism products effectively
combines our consumers and producers with the power of
the Internet, which promotes not only the development of
tourism but also the development of the service industry
and the tertiary industry, making our new products the
structure forms diversified development [5]. Under the con-
ditions of the national macropolicy inclination and the
increasing demand for national leisure and vacation, the
development of ecotravel has obvious advantages, but it
faces multiple obstacles. The arrival of the “Internet plus”
era points out a new direction for the development of tour-
ism industry. The high integration of information and tour-
ism can provide new ideas for ecotourism, improve the
quality of ecotourism, and promote the development of eco-
tourism [6, 7]. From the perspective of “Internet+”
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ecotourism research and with the social progress, the tour-
ism industry is becoming more and more information-
based and gradually developed into the “Internet+ tourism”
mode. The following problems are information overload [8].
The so-called information resource overload means that
with the development of society, economy, and technology,
more and more information is produced, and finally, the
total amount of information greatly exceeds people’s needs,
thus causing difficulties for people to choose and use. In
the aspect of theoretical research, it is helpful to enrich the
theoretical research system of “Internet plus tourism” and
provide new modes and new ideas for the innovative devel-
opment of ecotravel industry.

At this stage, domestic scholars lack of research on the
new development model when studying the innovative
development of ecotourism industry [9, 10]. This paper is
based on the development model of “Internet+” and “+tour-
ism”, and on the basis of in-depth research on the construc-
tion of ecotravel network platform, combined with the
characteristics of new media such as mobile app, to give full
play to the marketing and publicity role of the Internet in the
tourism industry, to a certain extent. It is helpful to enrich
the theoretical research system of “Internet+tourism” [11].
As the online travel industry is emerging soon, the competi-
tion among major travel websites is becoming increasingly
fierce, which makes major enterprises finance and integrate
one after another, and it is a common problem that travel
websites generally lose money by subsidizing and burning
money [12, 13]. As a service-oriented tourism website, its
core competitiveness is the high quality of its service,
increasing the attraction to users and maintaining high loy-
alty. However, at present, some well-known domestic tour-
ism websites have not provided personalized services to
users, and some websites will cooperate with scenic spots
and give priority to recommending cooperative scenic spots
for users. Such recommendation results do not meet the per-
sonal characteristics of users. When building an ecotourism
recommendation system, the research and selection of rec-
ommendation algorithms are crucial. Today, a single recom-
mendation algorithm technology can no longer meet the
needs of tourists for tourism information services, and the
combined application of multiple recommendation algo-
rithms has become a new direction of ecotourism recom-
mendation system research [14]. However, the above
research has not solved the problem of ecotravel scenic spot
recommendation based on the Internet, so this paper puts
forward the following innovations on this basis:

(1) Research on the storage, calculation, and analysis of
tourism data information. Some existing recommen-
dation algorithms do not consider the problems of
tourism data storage and computing analysis. In
view of this situation, this paper combines the Spark
cloud computing platform technology, which is an
excellent technology in the Internet field. The dis-
tributed storage platform of Hadoop is used to store
tourist information data in a distributed manner,
and the Spark distributed computing platform based
on memory is used to run the algorithm model of

scenic spots recommendation, so as to improve the
timeliness of algorithm recommendation

(2) A TC-Personal Rank optimization algorithm with
dynamic time weight is proposed [15]. After analyz-
ing the traditional tourism recommendation algo-
rithms, it is found that they often ignore the impact
of user travel time on the recommendation results.
Therefore, a TC-Personal Rank algorithm based on
user consumption model and dynamic time weight
is proposed

2. Related Work

Li et al. think that the rapid development of information and
communication technology has changed people’s traditional
way of life, such as communication and consumption. The
establishment and development of virtual space not only
provide us with more convenient life services but also open
a broader vision [16]. Zhu et al. proposed health tourism
as an emerging tourism method. Due to its late appearance,
theoretical research is still lagging behind other tourism
products and systems with more mature markets. There
are many aspects of it. A systematic study on it, accurately
defining the definition, nature, characteristics, classification
of health tourism resources, and development of health tour-
ism products will help clarify its theoretical framework and
improve its theory [17]. The research of Liao et al. shows
that with the change of the environment and development
degree of tourism resources, the quality of tourism resources
also show a dynamic change process. However, the original
tourism resource evaluation index system focuses more on
the evaluation of the current value of resources and less on
the development of potential of resources, resulting in the
value evaluation of ecotourism resources not being objective
and comprehensive, it is difficult to give full play to the
potential of ecotourism resources [18]. Cao believes that
the rational transformation of tourism resources into eco-
nomic benefits, how to effectively improve the situation of
traditional rural areas, promote rural modernization and
improve tourism information services, solve the brain drain
in rural areas, lack of motivation for rural construction, etc.,
are all in the development of rural tourism. It is a common
and urgent problem that needs to be solved [19]. Shen
believes that the “+” in “Internet plus” determines the inte-
gration of the two formats, breaks the isolated relationship
between traditional industries, integrates the wisdom of
many fields with a more open attitude, advocates “group
wisdom”, and incorporates the traditional product research
and development, production, marketing, publicity, and
sales into the new development model [20]. The research
of Shang et al. shows that due to their own defects and the
complexity of scenic spots and tourism users, the CF cannot
fully meet the needs of the users. In view of such character-
istics, based on previous studies, it is found that the CF pays
attention to user scoring and ignores the self attributes of
scenic spots, another important participant of the recom-
mendation system [21]. Chaudhary et al. pointed out that
as a service-oriented travel website, its core competitiveness
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is the high quality of its services, increasing its attractiveness
to users and keeping them highly loyal. However, at present,
some well-known tourism websites in China have not pro-
vided personalized services to users, and some websites will
cooperate with scenic spots, giving priority to recommend-
ing cooperative scenic spots for users. Such recommendation
results do not conform to users’ personal characteristics.
After logging in to the website, users need to look up a lot
of travel information by themselves, which makes users
who have no clear destination feel confused and tired [22].
Alaei et al. use Bayesian network to build a tourism recom-
mendation system. By obtaining the relevant information
of scenic spots from tourism websites, and using Bayesian
network to analyze the location, time, and user evaluation
of scenic spots, we can provide personalized tourism sugges-
tions for users in unfamiliar scenic spots. The system also
provides an interface to display recommendation results
and user feedback [23]. Magasic and Gretzel proposed a
combined tourism recommendation scheme based on the
HSS model and the newly designed MM-VBPR algorithm,
which alleviates the sparsity problem of tourism data by uti-
lizing scenic spot images, and can well utilize multiple
semantic correlations between image features, and finally,
implement combinatorial recommendations based on lists
generated from a multimodal and statistical perspective
[24]. Son et al. put forward a tourist guidance system
W2Go, which uses the attributes of tourist attractions
obtained from tourist websites and the automatic landmark
ranking algorithm evaluated by users. The system can auto-
matically identify and sort the coordinates of tourist attrac-
tions and recommend the results to users [25]. Jiang
believes that the model is verified by using dataset acquisi-
tion. By searching relevant data, it is summarized that the
scenic spots are divided into nine categories: geographical
scenic spot, water scenic spot, biological scenic spot, histor-
ical relics scenic spot, museum scenic spot, theme park sce-
nic spot, resort, building scenic spot, and national folk
custom scenic spot. According to the introduction of scenic
spots, key words are extracted to classify all scenic spots in
Hebei Province [26]. Qadar et al. believe the gradual promo-
tion of “Internet+” to a strategic level at the national level,
especially that government departments actively play the
role of advocates and leaders of the “Internet+” model and

deeply explore the potential of the market. With the corre-
sponding and implementation of the slogan of “mass inno-
vation, national innovation”, “Internet+” will play a
significant social effect and economic value in a certain
period of time in the future [27].

On the basis of the above-mentioned research work, this
paper determines the positive role of the research field of
ecohealth tourism product development under the back-
ground of “Internet plus”, and constructs a recommendation
algorithm model that combines various algorithms, and
makes a deep analysis and research on the acquired and col-
lected data by using big data algorithm, so as to make more
effective use of the data and mine the valuable hidden
behind the data.

3. Methodology

3.1. Research and Analysis of Related Theories

3.1.1. Tourism under the Internet+ Background. Since the
reform and opening up, China’s tourism industry has devel-
oped rapidly with the support of the government and the
stimulation of the market, and the number of tourists has
been rising. Therefore, tourism is said to be a “sunrise indus-
try”. With the emergence of new generation information
technologies such as big data, cloud computing, and Internet
of Things, the integration of the Internet industry and tour-
ism can bring new vitality to generate. The “Internet+” tour-
ism era is an era of mass entrepreneurship and innovation.
“Internet+” not only provides a path for traditional tourism
enterprises to transform and upgrade but also attracts more
creative entrepreneurs to enter the tourism industry. “Inter-
net+” breaks the limitation of time and region, integrates
tourism product production, tourism service, tourism con-
sumption, and tourism management into an organic system,
reduces the participation of middlemen, and establishes a
borderless and barrier-free communication channel.

From the application of Internet technology in tourism
to the transformation of tourism in the “Internet plus” era,
the influence of the Internet on tourism has been around
for a long time. Ecological health tourism is different from
other special tourism. It requires special health activities
and strict requirements for the environment. At present,
the more popular health preservation tourism projects
include forest bath health preservation method, fog bath
health preservation method, and ecological warm soup bath
method. The emergence of the “Internet+tourism” develop-
ment model has provided new development ideas for the
tourism industry to solve problems such as excess invest-
ment and innovative development. In particular, the trans-
formation of infrastructure investment in traditional scenic
spots to investment in virtual service fields will help promote
the tourism industry. This can optimize the allocation of
resources and realize the modern management and develop-
ment. Figure 1 is a comparison chart of the growth rate of
online tourism at home and abroad in recent years.

3.1.2. Development and Trend of Ecological Health Tourism.
Health-preserving tourism, as a new way of tourism, not
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Figure 1: Comparison of growth rate of online tourism at home
and abroad in recent years.
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only has the basic characteristics of tourism, such as con-
sumption, leisure, sociality, aesthetics, and other characteris-
tics, but also has its own characteristics because it highlights
the purpose of health-preserving. Health tourism is a
healthy, ecological, and green way of tourism. No matter
what kind of health tourism product, its consumption pro-
cess is carried out on the premise of healthy ecological envi-
ronment. Its goal is also implemented on the premise of
maintaining the original ecology and low impact of the envi-
ronment. Pursuing the sustainability of environment and
health is to pursue a kind of original ecological demand.
Ecology is the core pursuit of tourism development. It is also
one of the core competitiveness of health tourism. With the
diversified development trend of tourism demand, tourism
content is also enriched. Because health tourism is highly
sensitive to the environment, health tourism mostly exists
in areas with good ecological environments such as moun-
tains, forests, medical care, and leisure. The health functions
are different, and the product content is also different. Eco-
travel, as a special form of tourism, emphasizes the nature
as the foundation, attaches importance to ecological envi-
ronmental protection, environmental education, and com-
munity participation, and is a sustainable tourism form. Its
basic core idea is to maintain the harmony and unity
between man and land.

The differences in the understanding of ecotourism
resources in tourism academic circles mainly focus on the
definition of object attribute category. Strictly speaking, eco-
tourism resources only refer to pure natural scenery, that is,
natural tourism resources with better environment. But at
present, more understanding of ecotourism resources is to
extend or expand on the basis of strict connotation of eco-
tourism resources; that is, the generalization of the concept
of ecotourism resources is brought about under the back-
ground of the phenomenon of “generalization” of ecotour-
ism, believing that ecotourism resources not only refer to
nature with “natural beauty” but also include social and cul-
tural landscapes that are in harmony with nature, full of eco-
logical beauty, natural ecology, and human ecology, that is,
natural humanistic or natural ten social tourism resources.
It is the vitality of characteristic tourism products, and the
brand is the business card and pass of tourism products,
which often has a good and high image recognition. Charac-

teristic and brand development has become the current
trend of tourism product development. Tourists’ attention
and choice of product features, themes, and product brands
have become an important influencing factor of mass tour-
ism consumption.

3.2. Research on Ecotourism Products Based on CF. In an
increasingly information-rich world, recommendation sys-
tems have become an integral part of people’s daily lives,
helping individuals quickly and accurately find information
about items or services of interest to them in the overwhelm-
ing amount of information around them. Especially in the
tourism industry, tourism recommendation system plays a
vital role in promoting the development of tourism econ-
omy. It is a bridge connecting people and things, an
advanced business intelligence platform for processing,
developing, and applying massive tourism big data, and can
provide personalized tourism information services for system
users. Generally speaking, recommendation algorithms are
divided into three parts: content-based recommendation,
knowledge-based recommendation, and association rule-
based recommendation. Figure 2 shows the basic recommen-
dation process of CF.

The content-based recommendation is to find the cor-
relation between products, and then analyze the user’s his-
torical records to find the products that the user is
interested in and recommend them to the user. Its core
is to analyze the correlation between commodities and cal-
culate the similarity of different commodities according to
their different attributes. Knowledge-based recommenda-
tion is suitable for users in the absence of user history
and is usually used in infrequent interaction scenarios.
Association rules were first proposed in the field of data
mining, which refers to the statistics of the relationship
between different rules in historical data, that is, the prob-
ability that event A and event B will also occur. Support is
the probability that a certain set fA, Bg appears in the
total set I. The formula is as follows:

Support A⟶ Bð Þ = P A, Bð Þ
P Ið Þ = P A ∪ Bð Þ

P Ið Þ : ð1Þ

Input data Establish user project matrix Data filling Similarity
calculation

Recommendation
results generated Generate forecast set Determine nearest

neighbor set

Figure 2: Basic recommendation process of CF.
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Confidence refers to the probability of inferring B
according to the association rule under the condition that
event A occurs. The formula is

Confidence A⟶ Bð Þ = P B Ajð Þ = P A, Bð Þ
P Að Þ = P A ∪ Bð Þ

P Að Þ : ð2Þ

At this time, the promotion degree indicates the ratio
of the probability of containing B under the condition of
containing A to the probability of containing B under
the condition of not containing A. If the final calculation
result is greater than 1, it indicates that there is a strong
correlation between the two. When buying A, recommend-
ing B is better than directly recommending B; 1 indicates
that it is irrelevant, and the purchase of A and B is an
independent event. If it is less than 1, it means that the
effect of recommending B when purchasing A is worse
than that of directly recommending B. The formula looks
like this:

Lift A⟶ Bð Þ = P B Ajð Þ
P Bð Þ : ð3Þ

Evaluation index is an essential element to analyze the
tourism competitiveness, which can show the characteris-
tics of scenic spots in detail, and has a gain effect on the
similarity calculation results of scenic spots. As a unified
index evaluation system has not been formed at present,
based on the study of a large number of documents, this
paper analyzes and selects those with good quality and
high reliability as the theoretical basis for the construction
of the evaluation index system of tourist attractions in this
paper. The evaluation index system is shown in Table 1.

The method used in this paper to determine the weight
of data is AHP, which is a systematic and hierarchical anal-
ysis method combining qualitative and quantitative analysis.
The determination process is as follows: firstly, the judgment
matrix needs to be constructed, and the construction
method is as follows: calculate the average value of each
analysis item, and then divide by the average value to obtain
the judgment matrix. The larger the average value, the
higher the importance and the higher the weight. After the
result is obtained, calculate the CR value. According to the
results, the weights obtained are consistent, and the results
are generally shown in Table 2.

Since Hadoop was born, after more than ten years of
development, Hadoop has developed into a super ecosystem
application system with more than 60 related components.
Figure 3 shows the Hadoop big data application ecosystem.
Among them, distributed file system HDFS is used as the
storage layer of Hadoop, which can be used to store over-
loaded data information in a distributed way. YARN, as a
resource management system of Hadoop, is used for unified
management and scheduling of Hadoop cluster resources.
MapReduce is a distributed computing system for parallel
computing of data. Zookeeper is a distributed collaborative
service component, which can solve the problems of data
management in distributed environment. Spark is a

memory-based distributed computing framework for
improving the real-time performance of massive big data
processing. Ambari is a web tool for creating, managing,
and monitoring the operation of Hadoop clusters. Figure 3
shows the ecological model diagram of Hadoop big data
application.

Compared with Hadoop MapReduce, Spark has a real-
time and efficient data processing performance, which over-
comes many defects in MapReduce. The advantages of Spark
are as follows: strong data processing and analysis ability and
Spark will be 100 orders of magnitude faster than Hadoop in
data computing level, but actually, it is about 40 orders of
magnitude higher. In addition, in terms of ease of use, Spark
can use a variety of programming languages, and its shell
can be used for interactive programming. For the versatility
of application scenarios, Spark technology system includes
Spark MLlib for machine learning, Spark Streaming for
streaming computing, Spark Graphx for distributed graph
computing, and Spark SQL for interactive query operations
and batch processing; therefore, Spark can well cope with
complex task computing scenarios.

3.3. About the Optimization Scheme in CF. By studying and
analyzing the problems of traditional travel recommenda-
tion algorithms, this chapter proposes a TC-Personal Rank
algorithm based on user consumption model and dynamic
time weight. TC-Personal Rank algorithm selects tourism
services that meet the user’s consumption level and con-
sumption habits for users according to the built user con-
sumption model. At the same time, considering the user’s
current travel time, give priority to recommending tourism
services that meet the user’s travel time.

The prediction accuracy is an offline evaluation index,
which can measure and predict user behavior. The steps
are as follows: first, divide the data into experimental sets
and test sets, which are established offline, and then, use
the experimental set to analyze the user’s behavior and the
model of interest to conduct experiments. After the results
of the experiment are obtained, the test set data is applied
to the model for testing, and the accuracy of the model pre-
diction is calculated according to the results of the experi-
mental set and the test set. There are two main methods of

Table 1: Evaluation index system.

Primary index Secondary index Tertiary indicators

Evaluation index of
tourist attractions

Competitiveness
B1

Scenic area A1

Charging standard A2

Competitiveness
B2

Scenic spot heat C1

Service configuration C2

Table 2: Consistency test results.

Synthesis of consistency test results
Maximum
characteristic root

CI
value

RI
value

CR
value

Consistency test
results

12.000 0.000 1.450 0.000 Adopt
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scoring, one is root mean square error, the other is average
absolute error. Defined formula expressions are as follows:

RMSE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑u,i∈T rui − r̂uið Þ2
Tj j

s

, ð4Þ

MAE = ∑u,i∈T rui − r̂uij j
Tj j , ð5Þ

where T is the data set used to test the model. The number of
element data in T is jTj, u is the user, i is the article, is the
real score of u on i obtained from the training set, and r̂ui
is the predicted score of u on i obtained from the prediction
set.

TOP-N recommendation is as follows: since the recom-
mendation results of many recommendation systems are
similar, the user’s interest will be lost in the long run. The
TOP-N recommendation algorithm can provide users with
personalized recommendation list services, and the results
of the recommendation list can be judged by the recall rate
and accuracy rate (recommended accuracy). The definition
formulas are as follows:

Recall = ∑u∈U R uð Þ ∩ T uð Þj j
∑u∈U T uð Þj j , ð6Þ

Precision = ∑u∈U R uð Þ ∩ T uð Þj j
∑u∈U T uð Þj j : ð7Þ

PageRank algorithm can mark different web pages in
grades, and it is an index to measure the importance of
web pages. In the web pages in the network, the number of
all links pointing to the current web page is called the num-
ber of links in the web page. In the search engine, if you want
to improve the level of a web page A in the search engine,
you often do a lot of pages to point to the web page A. In this
way, although the level of the web page is improved, the
quality of the web page has not been improved. According
to the direct connection relationship of the nodes, start from

the node of PR ≠ 0, and set the probability to continue along
the connected edge, and the probability of 1 − α choose not
to continue along the edge but stop at the node. Therefore,
the formula for calculating PR is as follows:

PR ið Þ = 1 − αð Þr + α 〠
j∈in ið Þ

PR jð Þ
out jð Þj j , ð8Þ

in which ri is i = u when ri = 1 and i ≠ u when ri = 0.
In the traditional tourism recommendation system, the

recommendation algorithm only cares about the relation-
ship between users and scenic spots. However, the travel
time of users has an important impact on the results of tour-
ism recommendation. The travel time of the recommended
tourist attractions in the recommendation system needs to
conform to the travel arrangement of the user. If the travel
time of the recommended travel route far exceeds the travel
time plan of the user, the user will ignore the recommended
data, which will ultimately affect the accuracy of the recom-
mendation result. Therefore, it needs to be solved by
weighted time weighting function, and its general calculation
formula is as follows:

F uið Þ = log0:5
Tui

5 + 1
� �

, ð9Þ

where Tui
refers to the travel time length of the user in the

current time series. Taking 5 days as a travel unit, when
the length of user travel time cannot be judged, FðuiÞ = 0
indicates that the impact of user travel time on PR calcula-
tion is ignored. Then, the PR calculation formula for adding
dynamic time weight is as follows:

PR ið Þ = 1 − αð Þri + α 〠
j∈in ið Þ

PR jð Þ
out jð Þj j + log0:5

Tui

5 + 1
� �

: ð10Þ

In calculating the user’s interest in tourist attractions, the
recommendation algorithm obtains the user’s travel

Installation, organization, equipment configuration and management platform

Distributed 
coordination 

service

Database Wireless 
computing

Memory
managementDAG

Computing module management

Storage distributed file management system

Work module

Figure 3: Ecological model diagram of Hadoop big data application.
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schedule according to the current time series of the user.
Therefore, when the user’s travel schedule time is shorter,
the recommendation system will give priority to recom-
mending tourist attractions that are closer; the longer the
user’s travel time is, the more distant tourist attractions
can be recommended, and the user can accept the longer
traffic time.

4. Result Analysis and Discussion

Based on the above research and analysis, in order to verify
the effectiveness of the improved TC-Personal Rank CF, we
choose to test the improved algorithm in the tourism recom-
mendation system. In the experimental test, the improved
algorithm is evaluated from the two aspects of accuracy
and satisfaction. Among them, the accuracy is tested by root
mean square error. Figures 4 and 5 are data analysis dia-
grams of CFs before and after improvement.

Compared with the traditional CF, the accuracy of the
improved CF is greatly improved. With the increase of users’
usage time, the recommendation results are more accurate.
However, the traditional CF still has the problem of reducing
the accuracy when the time increases. Although both are
better reflected in the stability, there is a large gap in the
accuracy of recommendation. Therefore, the improved algo-
rithm is more powerful in the development of ecological
health tourism products. It can be seen from the observation

that the improved algorithm after point 2 basically exhibits
stable fluctuation. This is due to the normal fluctuation in
the presence of a certain interference term. Since the inter-
ference influence needs to be balanced, there will be regular
fluctuations to eliminate the influence of the interference
term. This improves accuracy. In general, the accuracy of
product recommendation is improved by 75.3%. It can be
seen from the figure that the satisfaction of TC-Personal
Rank algorithm is not very high at the beginning. This is
because the training set did not fully understand the charac-
teristics of users’ preferences at the beginning, and with the
passage of time, the accuracy of the recommendation algo-
rithm increases, which can recommend data more in line
with the characteristics of users’ travel preferences for users.
Finally, it is gradually stable because the user’s preference
characteristics are relatively stable over a period of time, so
the final satisfaction with users will be in a stable stage.

On the basis of the above experimental conclusions, this
paper continues to carry out scientific experiments, and then
analyzes the coverage rate and recall rate, as shown in
Figures 6 and 7.

Coverage is a measure of the integrity and effectiveness
of the test. It is verified by calculating the proportion of users
who received recommendations in the total number of users.
From the figure, it can be seen that the algorithm designed in
this paper is better than the traditional algorithm structure
as a whole, and it shows better results in actual calculation.
Generally speaking, the recall rate is the ratio of the scenic
spot recommendation results actually generated for users
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Figure 4: Analysis of the accuracy of the algorithm before and after
the improvement.
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Figure 5: Analysis of algorithm recommendation satisfaction
before and after improvement.
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Figure 6: Coverage analysis diagram.
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7Journal of Sensors



RE
TR
AC
TE
D

to the total scenic spots to be recommended. According to
the recommendation list generated for users according to
the test data, the results show that compared with the tradi-
tional CF, this algorithm model has higher recall rate and
more accurate recommendation results. Taken together,
the recall rate can reach 65.7%.

5. Conclusions

With the rapid development of information in today’s soci-
ety, with the improvement of people’s material living stan-
dards and the increasing demand for spiritual civilization,
the tourism industry is booming. The vigorous promotion
of the state also stimulates the development of local tourism
economy. In the face of such a huge potential tourist popu-
lation, tourism service will also be a factor that cannot be
ignored in the fierce competition of tourist attractions and
tourism websites. This paper makes an in-depth understand-
ing and exploration of related technologies and methods of
tourism big data and related recommendation algorithms.
In view of some problems faced by today’s tourist attractions
recommendation, an optimization scheme of tourist attrac-
tions recommendation algorithm based on Spark cloud
computing platform technology is proposed, aiming to use
big data. Related technologies and related recommendation
algorithms are used to provide users with good tourist
attractions recommendation information services. At pres-
ent, the traditional travel recommendation algorithm is
studied. Through the research, it is found that the traditional
travel recommendation system pays more attention to the
relationship between users and tourist attractions but
ignores that the consumption level and travel time of users
will also have an important impact on the recommendation
results. Based on the traditional CF, a TC-Personal Rank
algorithm based on user consumption model and dynamic
time weight is proposed. Through experiments, it can be
found that the accuracy of product recommendation can
be improved by 75.3%. Overall, the recall rate can reach
65.7%. And it can also achieve good results in recommenda-
tion satisfaction and recommendation coverage.
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To explore the effect of forest-based health and wellness experiences on sleep quality for middle-aged people, we observed 12
healthy volunteers, aged 35–39 years, for three days and two nights during “forest bathing.” Huawei honor-4 bracelets were
used to continuously monitor their exercise and sleep patterns. After the forest-based health and wellness experience, the
average sleep score of the volunteers increased by 6 points, and the length of night sleep increased by 1.6 hours. The
proportion of deep sleep increased by 3%, the proportion of rapid eye movement increased by 1%, and the proportion of
shallow sleep decreased by 4%. Overall, sleep quality was improved; however, this was not sustained. The effects of forest-based
health and wellness experience on the sleep indicators showed both individual and gender differences; sleep quality generally
improved better for females than males.

1. Introduction

The term “forest-based health and wellness” was first coined
in China but has not yet been universally adopted or defined.
Similar concepts are found in the United States (with the
same term), “forest medical treatment” in Germany, and
“forest bathing” in Japan. What they have in common is to
harness natural resources and environment of the forest to
promote the maintenance of physical and mental well-
being. In China, it is believed that forest-based health and
wellness primarily nourish the body, mind, temperament,
wisdom, and morality [1]. With the rapid economic and
societal development and the continuous changes in human
civilization, the benefit of forest resources and environment
on the human health has attracted increasing attention.

The National Bureau of Statistics of China has deter-
mined that the standard age range for middle-aged people
is 35–60 years. As the dominant workforce age, the quality
of sleep of the middle-aged has been shown to be lower than
that of other age groups due to social and familial responsi-
bilities [2]. One-third of a person’s life is spent sleeping;

therefore, quality of sleep can have a direct impact on
human health. Good sleep can regulate physiological func-
tions and maintain nervous system balance [3]. Studies have
shown that forest-based health and wellness are effective as
human health care and adequate sleep is an important factor
in maintaining immune function [4].

Forest experiences can affect sleep. Compared with the
pre-trip period, sleeping time during the forest bathing trip
has been shown to increase significantly [4]. The effect of for-
est bathing on improving sleep quality in military pilots was
significant and superior to conventional convalescence [5].
After adding forest bathing measures to the traditional recu-
peration program, the sleep quality index and the satisfaction
rate of nursing caregivers were significantly improved [6].

The diet and accommodation for this study were arranged
in Yueman forest-based health and wellness base in Wench-
eng County, which is a demonstration base in Wenzhou City.
Through continuous monitoring of exercise, heart rate, and
sleep data of the volunteers, the effect of forest-based health
and wellness experience activities on sleep changes among
middle-aged volunteers was measured. The purpose of this
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study was to provide a scientific basis for the enhancing the
development and rational utilization of forest-based health
and wellness resources in Wencheng County and promoting
the development of this wellness industry.

2. Research Methods

2.1. Introduction of Volunteers. Five healthy middle-aged men
and seven women were selected as volunteers, aged between
35 and 39 years (average 37 years), height range: 151.0–
184.5 cm (average 168.5 cm), weight range 45.3–87.0kg (aver-
age 65.0kg), and BMI range 19.1–25.6 (average 22.8) (Table 1).

2.2. Experimental Design. In Wencheng County, Wenzhou,
Zhejiang Province, a 3-day/2-night forest-based health and
wellness experience study was conducted. Wencheng
County is located in the mountainous area of southern Zhe-
jiang Province of China. Its geographic coordinates are
119°46′–120°15′E, 27°34′–57°59′N. Wencheng County
boundary has subtropical marine monsoon climate, forest
coverage rate is 71.5%, annual average temperature is 14–
18.5°C, and perennial frost-free period is 285 days.

The volunteers used Huawei Glory-4 bracelets to moni-
tor their sleep patterns and daily exercise. A forest walk
was arranged on the afternoon of the first day; a forest walk,
a lotus watch, a visit to Liu Bowen’s hometown, and a forest
hot spring bath were arranged on the second day; a forest
walk was arranged on the morning of the third day. Com-
mitment and informed consent of family members were
obtained from all volunteers. During the experiment period,
the volunteers were confirmed healthy without any discom-
fort and did not take any drugs. To set up the controls and
study, the sustainability of forest-based health and wellness
experience, all measurements were made one week prior to
(30 June–5 July 2019) and after (9–15 July 2019) the experi-
ence. The first day of the experiment (6 July 2019) serves as
the buffer adaptation stage, and the data were collected from
the second day (7 July 2019). This study was approved by the
ethics committee of Dian Diagnostic.

2.3. Statistical Analysis. WPS Office 2022 was used for data
calculation and mapping. Differences in sleep score, sleep
continuity, and sleep ratio at different stages were tested by
paired t-test with SPSS Statistics version 17.

3. Results

3.1. Sports Situation

3.1.1. The Influence on the Number of Exercise Steps. During
the forest-based health and wellness experience, the number

of exercise steps of 12 volunteers increased. There was an
average increase of 5444 steps compared with the previous
week—a significant difference between before and after the
experience (P < 0:01). In the week after the experience, the
number of exercise steps of the volunteers decreased by an
average of 6944, as compared with that of the healthy
experiencing activities.

3.1.2. Influence on the Distance. During the forest-based
health and wellness experience period, the distance walked
by 12 experimenters increased by 4.23 km on average com-
pared with the previous week. The distance walked during
forest-based health and wellness experience was significantly
different from before to after the experience (P < 0:01). One
week after the experience, the distance covered by the volun-
teer decreased by an average of 5.31 km compared with the
period of forest-based health and wellness experience.

3.1.3. The Influence of Exercise Calories. During the forest-
based health and wellness experience period, the exercise
calories of the volunteers increased, and the average exercise
calories of volunteers increased by 220 kilocalories com-
pared with the week before recuperation. The exercise calo-
ries during forest-based health and wellness experience were
significantly different from before to after the experience
(P < 0:01). One week after the experience, the volunteer’s
exercise calories were recorded as 264 kilocalories less than
that during the recreational experience (Table 2).

3.2. The Effect on the Heart Rate of the Volunteers

3.2.1. The Effect on the Minimum Heart Rate. During the
forest-based health and wellness experience period, the min-
imum heart rate of the volunteers increased by an average of
6.5 beats per minute, compared with the previous week, and
83.33% of their volunteers’ minimum heart rate was
increased. In the week after the experience, the minimum
heart rate of the volunteers’ decreased by an average of 6.7
beats per minute. The minimum heart rate during the expe-
rience period was significantly different from that before
(P < 0:05) to after (P < 0:01).

3.2.2. The Effect on the Maximum Heart Rate. During the
experience period, the maximum heart rate of the volunteers
decreased by an average of 8.6 beats per minute compared
with the previous week, and 66.67% of the volunteers had
a decrease in their maximum heart rate. The maximum
heart rate of the volunteers increased by average 6.8 beats
per minute in the week after the experience, compared with
the period during the experience. There was no significant

Table 1: Basic statistics of the volunteers.

Sex Number
Age (year) Height (cm) Weight (kg) BMI index

Range Average Range Average Range Average Range Average

Male 5 37–39 38 169.5–184.5 178.5 61.6–87.0 74.8 19.1–25.6 23.5

Female 7 35–39 37 151.0–172.5 161.4 45.3–72.9 58.0 19.4–24.5 22.3

Average 12 35–39 37 151.0–184.5 168.5 45.3–87.0 65.0 19.1–25.6 22.8
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difference in the maximum heart rate between stages
(P > 0:05).

3.2.3. The Effect on Resting Heart Rate. Compared with the
previous week, the resting heart rate during forest-based
health and wellness experience period increased by 50%
and decreased by 50%. There were differences in the effects
of forest-based health and wellness on the resting heart rate
between different volunteers; however, there was no signifi-
cant difference in resting heart rate among the three stages
(P > 0:05) (Table 3).

3.3. Effect on Sleep Patterns of the Volunteers

3.3.1. The Effect on Sleep Score. During the forest-based
health and wellness experience period, 83.33% of the volun-
teers had higher sleep scores than the previous week, while
two had lower sleep scores. According to the survey
(Figure 1), two volunteers had difficulties during the recrea-
tional experience activities, and the decreased mood may
have affected their sleep quality of that night. The average
sleep score of the volunteers was increased by 6 points, 3
points in males, and 7 points in females. One week after
the experience, the sleep score of male and female volunteers
was 5 points lower than that during the experience, and
83.33% of the volunteers had lower sleep scores. The sleep
scores of the volunteers during the experience were very sig-
nificantly different from those before and after the experi-
ence (P < 0:01). There was no significant difference in the
sleep scores of the volunteers before and after the experience
(P > 0:05). The high sleep quality during the experience did
not last after the experience, and the improvement of sleep
quality was not sustainable.

3.3.2. The Effect on Night Sleep Length. During the forest-
based health and wellness experience period, the night sleep
length of males increased by 1.4 hours and that of female by
1.8 hours, with an a (Figure 2); the night sleep length
increased rate was higher in females than that in males.
One week after the experience, the length of sleep at night
of all the volunteers was lower than that of the experience
period, with a decrease of 1.5 hours in males and 0.9 hours
in females. Overall, an average decrease of 1.1 hours was
noted for all the volunteers, and the decrease rate of females

was less than that of the males. The night sleep length of the
volunteers in the forest-based health and wellness experience
was significantly different from those before and after the
experience (P < 0:01), but there was no significant difference
in the length of night sleep among volunteers before and
after the experience (P > 0:05). The effect of forest-based
health and wellness experience on night sleep length did
not persist, and it decreased to the same level as before the
experience. However, the effect of forest-based health and

Table 3: Heart rate profile of volunteers.

Sex Stage
Minimum
heart rate

Maximum
heart rate

Resting heart
rate

Total

Before 45:0 ± 7:7 145:1 ± 21:3 66:0 ± 4:5
During 51:5 ± 6:1 136:5 ± 14:4 65:7 ± 5:3
After 44:8 ± 4:7 143:3 ± 16:8 65:8 ± 4:6

Male

Before 45:0 ± 3:4 137:8 ± 20:1 66:3 ± 4:0
During 47:2 ± 6:9 142:6 ± 19:5 62:6 ± 4:3
After 43:4 ± 5:9 154:4 ± 20:8 65:4 ± 4:8

Female

Before 45:0 ± 9:6 149:3 ± 22:3 65:9 ± 5:0
During 54:6 ± 3:3 132:1 ± 8:5 67:9 ± 5:2
After 45:9 ± 3:8 135:4 ± 7:5 66:0 ± 4:7
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Figure 1: Comparison of sleep scores among experimental stages
by gender.

Table 2: Survey of volunteers’ sports.

Sex Stage Steps Distance (km) Heat (kcal)

Total

Before 9017:5 ± 2520:2 6:6 ± 2:0 281:8 ± 134:3
During 14462:0 ± 4759:7 10:9 ± 4:2 502:2 ± 342:3
After 7518:4 ± 2411:7 5:5 ± 1:9 238:4 ± 151:1

Male

Before 11084:8 ± 918:0 8:4 ± 1:3 410:0 ± 81:5
During 18773:8 ± 5102:4 14:6 ± 5:1 815:5 ± 359:7
After 9500:6 ± 1650:5 7:2 ± 1:5 367:4 ± 149:4

Female

Before 7540:9 ± 2231:0 5:3 ± 1:3 190:1 ± 71:7
During 12220:7 ± 2553:8 9:0 ± 1:8 354:9 ± 201:5
After 6102:6 ± 1798:5 4:3 ± 1:2 146:3 ± 56:4
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Figure 2: Comparison of night sleep length among experimental
stages by gender.
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wellness experience on night sleep length of female was bet-
ter than that of males.

3.3.3. The Effect on Sleep Continuity. During the forest recre-
ation experience period, the sleep continuity average score in
males was 2 points lower than that of the previous week,
while that in females was 5 points higher. Among them,
50% of the volunteers’ sleep continuity scores increased,
while that of other 50% decreased, showing significant dif-
ferences between the individuals. One week after the experi-
ence, the sleep continuity score of males increased by
average of 2 points, while that of females decreased by 6
points on average. Among them, 66.67% of the volunteers
had lower sleep continuity scores while 33.33% of the volun-
teers had higher sleep continuity scores (Figure 3); forest-
based health and wellness experiences have opposite effects
on sleep continuity on male and female volunteers. The
improvement effect of female sleep continuity was better
than among males. Although the scores of sleep continuity
in forest-based health and wellness experience were different
from those before and after the experience, this difference
was not statistically significant (P > 0:05).

3.3.4. The Effect on Sleep Ratio. The deep sleep stage is that of
fully resting and has a powerful effect to eliminate fatigue
(Table 4). Generally speaking, the higher the proportion of
deep sleep, the better the quality of sleep. Shallow sleep is
also a normal physiological need, but if the proportion of
shallow sleep is too high, sleep quality deteriorates. Main-
taining normal rapid eye movement (REM) is especially
important for mental health, which helps to increase creativ-
ity and relieve stress.

In the forest-based health and wellness experience, the
proportion of deep sleep of the experiencer increased by an
average of 3% in two male and four female volunteers. The
proportion of volunteers’ REM increased by an average of
1% in four males and five females. The proportion of shallow
sleep in the volunteers decreased by an average of 4% in
three males and four females.

After the experience, the proportion of deep sleep of the
volunteers decreased by an average of 4% in two males and
four females. The proportion of volunteers’ REM decreased
by an average of 2% in three males decreased by two with
unchanged patterns, and five females decreased by one with
unchanged patterns. The proportion of shallow sleep in the
volunteers increased by an average of 6% in three males
and six females (Figure 4).

The proportion of deep sleep and REM of the volunteers
in the forest-based health and wellness experience showed
no significant difference from before to after the experience
(P > 0:05). During the experience, the proportion of shallow
sleep was significantly different from those before and after
the experience (P < 0:05). However, there was no significant
difference in the proportion of shallow sleep before and after
experiencing forest bathing (P > 0:05). Compared with pre-
experience and postexperience, the proportion of deep sleep
and REM in forest-based health and wellness experience
increased, while the proportion of shallow sleep decreased.
Of the three phases (before, during, and after the experi-

ence), sleep proportion was best during the experience and
played a positive role in improving overall sleep quality.
The proportion of shallow sleep in the experience did not
last after the experience, and the effect of reducing the pro-
portion of shallow sleep was not sustained.

4. Discussion

Sleep disturbance is a quite common within the general pop-
ulation, particularly as society modernizes. It is important to
improve sleep quality among those who complain of sleep
difficulties. Concrete and practical methods to improve sleep
that are applicable in daily life are increasingly necessary.
Forest walking and experiences are thought to contribute
to improving sleep quality among such people. Exercise
and emotional improvement initiated by walking in forested
areas may bring both increased sleeping hours and improved
sleep quality [7].

During this forest-based health and wellness experi-
ence, the number of exercise steps and energy expenditure
increased, which appeared to help improve sleep time. In
our study, the length of night sleep time increased by 1.6
hours, which is longer than an earlier study showing an
increase by 30min after forest experience [8]. Sleep time
has a weak relationship with exercise [4]. An earlier study
showed that a decrease in arm immobilization slows wave
activity in subsequent sleep; slow wave activity is thought
to reflect sleep needs [9]. Exercise may elevate core body
temperature. A steep decline of core body temperature
before nocturnal sleep has been reported to induce
sleep [10].

A green environment has been reported to have benefi-
cial effects on human health. Forest walking and presence
in a natural environment may improve sleep quality because
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Figure 3: Comparison of sleep continuity at different experimental
stages by gender.

Table 4: Normal reference value of the sleep ratio.

Category Ratio (%)

Deep sleep 20–60

Shallow sleep <55
REM 10–30
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of its benefits on stress reduction and involvement of the
physical exercise [7]. Healthy stimulation of the five senses
in the forest, forest oils such as phytoncide, circadian-
rhythm recovery through a regular sleep–wake cycle, timed
exercise, and healthy diet and meals provided during forest
therapy could be considered as relevant contributing factors
[8]. The negative oxygen ion in air has a regulating effect on
autonomic nervous system and high-level central nervous
system, thus effectively improving the function of cerebral
cortex, eliminating fatigue, and improving the work effi-
ciency. It has a further, positive effect on improving sleep
and neurasthenia [11]. There are variable conclusions on
the effects of natural killer cells on sleep time [12–16].

During the forest-based health and wellness experience, a
hot spring bath can eliminate fatigue and play a role in
improving the sleep quality. Two volunteers who had a quarrel
had lower sleep quality scores, so sleep improvement may
depend on not only exercise but also on psychological factors.

Our study designed in this preliminary investigation had
some limitations that could be overcome in future studies.
These include a small number of participants, the absence
of a control group, and its short duration (three days and
two nights). The improvement of sleep quality was the result
of multiple, combined factors, and our design prevented us
from distinguishing them.

5. Conclusion

By means of the experience, the positive effects of forest-based
health and wellness on sleep quality of middle-aged people were
further confirmed. The outcomes could be summarized as
increasing the length of night sleep, increasing the proportion
of deep sleep and REM, improving the sleep score and quality,
and reducing the proportion of shallow sleep. The effect of
improving the quality of sleep was greater in females thanmales,
so forest bathing showed a beneficial effect on sleep. In order to
better understand the internal mechanism, the environmental
background such as ambient air quality and plant essence
should be taken into account in future research.
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Land resources are an important foundation for human survival and development. In recent years, land resources have
experienced rapid industrialization and urbanization. With the expansion of urban construction land and the sharp decline of
natural and agricultural landscapes, ecological and social problems have gradually surfaced. Based on the intuitive
interpretation of LandsatTM/ETM +/OLI image data from 2016 to 2020, this work created an annual land use reference
database. The use of resources and the recovery of nutrients from vegetable waste are necessary measures to achieve
sustainable and environmentally friendly agriculture. Collecting and analyzing data from the literature are to determine the
risk of vegetable waste pollution and the possibility of resource utilization. The amount of vegetable waste produced and the
total amount of nitrogen, total phosphorus, and total potassium pollution in the study area are estimated, and ArcGIS is used
to characterize TN (total nitrogen) and TP (total phosphorus). The spatial distribution of TK (total potassium) pollution
intensity and pollution risk comprehensive index determines the key areas of vegetable waste nonpoint source pollution
control in the region and compares the resource utilization potential of vegetable waste based on the demand for fertilizer.
This paper combines the research of the subject; takes cultivated land as the research object; clarifies the main pollutants,
contaminated area, content, and distribution of cultivated land; uses factor analysis method to conduct a preliminary study on
the causes of heavy metal contaminated soil in the study area; and adopts a source-sink balance model, analyze the cumulative
characteristics of soil pollution. Based on geographical information system (GIS) and remote sensing technology, this paper
investigates the risk assessment of vegetable waste pollution and discusses the analysis of resource potential.

1. Introduction

The surface system is the material basis for human survival,
and land use is one of the most direct landscape symbols. As
the most direct manifestation of the interaction between
human activities and the natural environment, land use land
cover (LULC) has become one of the most important way to
understand the regional environmental change [1]. At the
same time, it has become the main content of the interna-
tional geosphere biosphere program and the international
human program of global environmental change and is the
research hotspot in the current academic circles [2]. With
the help of dynamic change model, transfer model, and
overlay buffer analysis, this paper analyzes the spatial model

and regional differences of LUCC in the study area and
selects the indicators of ecological security construction
based on P.S.R (pressure-state-response) model and obtains
the environmental security assessment results through sys-
tem assessment and GIS remote sensing analysis [3]. Heavy
metal pollution is the research focus of agricultural land pol-
lution; and its harm to soil environmental quality, produc-
tion, and crop quality has aroused widespread concern [4].
Heavy metal pollution of agricultural land in China is
mainly concentrated in the current situation of agricultural
land pollution and remediation, and the pollution character-
istics are not specified [5]. At present, there are few risk
assessment methods and indicators for agricultural soil pol-
lution in China, and the assessment results of soil and plant
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pollution are inconsistent [6]. At the same time, China’s veg-
etable planting area and total output continue to grow. In
2020, China’s vegetable planting area will reach 1998.1 mil-
lion cubic meters, an increase of 23.3% over the 16.201 bil-
lion cubic meters in 2013, accounting for 32.6% of the total
domestic planting area. With the continuous increase of veg-
etable production and the continuous improvement of resi-
dents’ requirements for the quality of vegetables, residents
will carry out a large number of screening when selecting
vegetables. Finally, the screened vegetables are at risk of
being discarded [7]. Therefore, the production of vegetable
waste increases sharply, which not only causes waste but also
causes a kind of pollution and even challenge to the environ-
ment. Based on the existing risk assessment methods of soil
heavy metal pollution in agricultural areas, this paper puts
forward a set of advanced resource potential analysis and
assessment methods, which fully consider the soil and plant
pollution and its accumulation trend [8]. The safe treatment
and resource utilization of plant waste are the problems to be
solved in China. The study area takes the alluvial plains and
hilly peninsulas of the Yellow River, Huaihe River, Haihe
River, and their tributaries as the research objects. It is one
of the important vegetable planting areas in China, with
177 facility vegetable base counties and 68 export vegetable
base counties [9]. The vegetable planting intensity is high,
and there are vegetable wastes. The risk of nonpoint source
pollution caused by the regional vegetable production pro-
cess is high. In this paper, the source of plant waste, inven-
tory, the advantages and disadvantages of the main
treatment methods, and microbial degradation were com-
prehensively analyzed [10]. It was concluded that compost-
ing was the most effective way to realize the rapid
utilization of resources [11].

2. Materials and Methods

2.1. Overview of the Study Area. The Yellow River, Huaihe
River, Haihe River, and their tributaries alluvial plain, as well
as hills and peninsulas are the places to be studied, a total of
58 cities, drainage area: 795000 square kilometers. The soil is
mainly brown soil and cinnamon soil with high yield. The

soil is rich and deep, and vegetables are planted intensively.
From 2016 to 2020, the average annual horticultural output
of the study area exceeded 247 million tons, accounting for
31.4% of the total national output.

According to the food and Agriculture Organization of
the United Nations, the changing trend of vegetable planting
area, annual output, and annual output of vegetable waste in
China from 1987 to 2020 is as shown in Figure 1.

2.2. Research Methods

2.2.1. GIS and Remote Sensing. When selecting images, the
main considerations are spatial, spectral resolution, image
acquisition time, image quality, image cost and availability,
and the scope of the research area [12–18]. In order to meet
the needs of this study, the remote sensing images used are
collected and selected.

Compared with Landsat TM/ETM+, Landsat OLI data
has added 2 new bands and readjusted the bands, effectively
avoiding atmospheric absorption characteristics [19].

2.2.2. Risk Assessment of Vegetable Waste Pollution

(1) Estimation of Vegetable Waste Production. The horticul-
tural output of each city in the Huanghuaihai region is from
the 2010, 2015, and 2020 statistical yearbooks; the area of
arable land and fertilizer consumption is taken from the
2020 provincial statistical yearbooks. In previous studies,
the production waste coefficients of different types of vegeta-
bles are different. This study is based on the calculation
method of agricultural nonpoint source pollution and calcu-
lates the average vegetable production waste coefficients
according to the production weight of different types of veg-
etables. According to the national vegetable production
weight and the waste generation coefficient, total nitrogen,
total phosphorus, and total potassium content found in the
literature, the calculation equation (1) is as follows:

S = 〠
a=7

i=1
Pi × Si, ð1Þ
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Figure 1: The changing trend of vegetable planting area, annual output, and annual output of vegetable waste in China from 1987 to 2020.
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where S is the average coefficient of vegetable production
waste, n represents the plant species classified by the
National Bureau of Statistics of China; Pi represents the pro-
portion of i-type vegetables, and Si represents the i-type fac-
tory production waste coefficient. Similarly, it calculates the
average moisture content, TN (total nitrogen), TP (total
phosphorus), and TK (total potassium) content of vegeta-
bles, as shown in Table 1.

(2) Pollution Risk Assessment. The straw-to-wheat ratio
refers to the ratio of the stalk of the crop to the yield of the
crop. It is currently a generally accepted method of calculat-
ing the number of stalks in China. This study uses the plant
waste generation coefficient and yearbook data to calculate
the plant waste in the Huanghuaihai area Yield and its TN,
TP, and TK content. The pollution intensity of agricultural
nonpoint source pollution reflects the degree of agricultural
intensification in certain regions and the impact of agricul-
tural activities per unit area on water bodies. The study uses
the agricultural non-point source pollution intensity method
to estimate the nonpoint source pollution intensity of plant
waste and uses ArcGIS to discard plants. The normalization
of TN, TP, and TK pollution intensities directly reflects the
spatial distribution of nonpoint source pollution of plant
waste in 58 prefectures and cities in the study area (see equa-
tions (2)–(5)) [20].

LV = Y × S, ð2Þ

LN/P/K = Y × S × CN/P/K , ð3Þ

SV = LV
a × 1 −mð Þ × 10000, ð4Þ

SN/P/K = CN/P/K
a

× 1000, ð5Þ

where LV is the pollutant load of plant residues, S is the
coefficient of production residues, LN/P/K is the pollutant
load of TN, TP, and TK in plant residues, and CN/P/K is
TN in plant wastes The content of TP, TK, and SV is the pol-
lution intensity of plant waste, SN/P/K is the pollution inten-
sity of TN, TP, and TK; a is the area of cultivated land, and
m is the moisture content.

The risk of plant residue pollution is expressed by the
pollution index. Due to the large difference in the level of
index values, the dispersion of the pollution intensity values
TN, TP, and TK is standardized and analyzed, and the stan-
dardized values are added with the same weight to obtain the
complete pollution index. According to the risk of plant res-
idue pollution, the pollution risk from the spread source is
classified, and on this basis, the key control areas are deter-
mined. The standard deviation function is as follows [21]:

Qi =
Xi − Xmin
X minmax

, ð6Þ

l = 1
3 × QN +QP +QKð Þ, ð7Þ

where Qi is the normalized value of the evaluation factor
i; Xi is the level value of the evaluation factor i; Xmin is the
minimum value of the evaluation factor; Xmax is the maxi-
mum value of the evaluation factor; I is the global pollution
index; QN , QP , and QK represent the normalized value of
TN, TP, and TK, respectively.

2.3. Resource Utilization Potential. At present, the way to
solve the problem of plant waste and pollution in China is
still to use chemical fertilizer. In the process of using plant
waste and fertilizer, the production of plant waste and the
demand for nutrients in chemical fertilizers jointly deter-
mine the use of plant residues [22–24]. Therefore, this
research uses the generation of plant waste and the demand
for chemical fertilizers as the driving force to analyze the
resource utilization potential of plant waste in the Huan-
ghuaihai area. According to the statistical data of the year-
books of the cities in the study area in 2020 [25], the
prefecture-level cities are classified, and the regional percen-
tiles of each variable are calculated, as shown in Table 2. The
two-dimensional map uses ArcGIS to characterize the
resource utilization potential of each city and analyze high-
potential areas.

3. Results

3.1. Time Characteristics of Nonpoint Source Pollution Load
of Vegetable Waste. Figure 2 shows the results of changes
in the pollutant load of vegetable residues, TN, TP, and TK
in the study area over time in 2010, 2015, and 2020. In
2020, the pollutant load of vegetable residues in the study

Table 1: Vegetable production waste coefficient and TN, TP, and TK content.

Types of vegetables Representative vegetables Production waste coefficient Moisture content TN content TP content TK content

Leafy vegetables Chinese cabbage 9.8 93.5 2.71 0.35 4.36

Melons and vegetables Cucumber 2.6 88.3 2.35 0.94 3.42

Roots Radish 4.3 91.3 4.05 0.45 2.65

Nightshade Tomato 2.3 84.3 2.14 3.56 4.36

Onions and garlic Green onions 1.8 91.5 2.32 0.36 3.12

Vegetable beans Kidney bean 7.7 89.1 2.45 1.12 3.50

Aquatic lettuce Lotus root 2.2 90.3 2.45 1.12 3.50
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area was 161,800 tons, a decrease of 8.94% compared with
2010 and a decrease of 7.08% in 2015. This may be because
with the rapid development of urban-rural integration, the
rural population has shown a downward trend, resulting in
a decrease in vegetable output, the pollution load of plant
residues decreased. In 2017, the total TN pollution load of
the plant’s waste was 418,800 tons, the total load of TP
was 111,800 tons, and the total load of TK was 537,900 tons,
which is equivalent to 7.19%, 5.10%, and 25.61 of the
reduced fertilizer applications of nitrogen, phosphorus, and
potassium in the district that year %.

Sort the pollutant load of plant residues in the study area
from high to low, and calculate the pollutant load and pollu-
tion intensity of plant residues in 2010, 2015, and 2020. The
results are shown in Figure 3. In 2020, the pollution load of

plant waste in the city was 590800 tons, which is 18.70%
lower than the 726,700 tons in 2015 and 32.96% lower than
the 881,200 tons in 2010. Except that the pollutant load of
plant waste in 2020 is 883,800 tons, 693,400 tons, and
500,000 tons, which are not much different from 2007 and
2012, the pollutant loads of other cities have increased or
decreased to varying degrees.

3.2. Spatial Characteristics of Pollution Load and Pollution
Intensity. It can be seen from Table 3 that the average pollu-
tion load of plant waste in the Huanghuaihai area is 279,000
tons, with a standard deviation of 205,000 tons. The average
pollution load of TN, TP, and TK is 7207.49, 1927.98, and
9274.82, and the standard deviations are 5181.26, 185.97,
and 6667.40, respectively. The average pollution intensity

Table 2: Statistics of vegetable waste production and fertilizer consumption in each city in 2020.

Variable Max 9% quantile 22% quantile 70% quantile 65% quantile Minimum

Vegetable waste output/104t 88.36 53.23 38.84 21.65 12.32 1.36

Fertilizer consumption/104t 157.56 104.35 62.15 35.62 24.52 2.42
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of vegetable waste in the prefecture-level cities was 6.45, with
a standard deviation of 3.18; the pollution intensities of TN,
TP, and TK were 15.15, 4.05, and 19.49; and the standard
deviations were 7.48, 2.00, and 9.62, respectively. The pollu-
tion load and pollution intensity vary greatly in space.

The spatial distribution of plant residual pollutant load in
58 prefectures and cities in the study area is shown in Figure 4.

The spatial distribution of TN pollution load in 58 pre-
fectures and cities in the study area is shown in Figure 5.

The spatial distribution of TP pollution load in 58 cities
in the study area is shown in Figure 6.

The spatial distribution of TK pollution load in 58 pre-
fectures and cities in the study area is shown in Figure 7.

The pollutant load of plant waste in prefecture-level cit-
ies in the study area is between 1.6 and 883,900 tons, of
which 12 cities have more than 400,000 tons. These cities
have large administrative areas and suitable climates. There
are 10 cities where the amount of plant waste is less than
100,000 tons, most of which have less arable land and small
vegetable planting area. The pollution load TN, TP, and TK
of prefecture-level cities in the Huanghuaihai region are
412.45-22 835.46 t, 110.33-6 108.40 t, and 530.75-29
385.38 t, respectively, and their distribution patterns are
roughly the same as those of plant residues. TN pollutant
load is more than 16000 tons, TP pollutant load greater than
4000 tons, TK pollutant load greater than 19,000 tons, and

vegetable waste pollutant load, accounting for 26.44% of
the total load of Huanghuaihai.

The spatial distribution characteristics of vegetable waste
pollution intensity in 58 prefectures and cities in the study
area are shown in Figure 8.

The spatial distribution characteristics of TN pollution
intensity in 58 prefectures and cities in the study area are
shown in Figure 9.

Table 3: Statistics of pollution load and pollution intensity in the study area.

Index Number of cities Minimum Max Median Average value Standard deviation

Pollution load of vegetable waste/(104t•a-1) 58 1.61 88.45 21.65 27.65 20.45

TN pollution load (t•a-1) 58 412.52 22835.42 5568.49 7207.56 5181.65

TP pollution load (t•a-1) 58 110.36 6108.13 1489.56 1927.65 1385.76

TK pollution load (t•a-1) 58 530.15 29385.46 7165.65 9274.10 6667.43

Pollution intensity of vegetable waste (t•hm-2•a-1) 58 2.13 14.85 5.66 6.53 3.45

TN pollution intensity (kg•hm-2•a-1) 58 4.64 26.61 32.45 23.46 18.66

TP pollution intensity (kg•hm-2•a-1) 58 1.52 9.14 3.45 4.36 2.65

TK pollution intensity (kg•hm-2•a-1) 58 6.36 44.65 16.36 19.36 9.55
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Figure 4: Spatial distribution of vegetable waste pollution load in
the study area.
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The spatial distribution characteristics of PT pollution
intensity in 58 prefectures and cities in the study area are
shown in Figure 10.

The spatial distribution characteristics of TK pollution
intensity in 58 prefectures and cities in the study area are
shown in Figure 11.

The pollution intensity of plant residues in 10 cities
exceeded 10 t hm-2 a-1, and the pollution intensity of TN,
TP, and TK exceeded 23.76, 6.36, and 31.58 kg hm-2 a-1.
The average urban domestic waste in the study area the pol-
lution intensity is 6.45 t hm-2 a-1. In these areas, the area of
arable land is relatively small, and the proportion of vegeta-
bles grown is relatively high. The pollution intensity in the
south and west is relatively high. The pollution intensities
of TN, TP, and TK are 4.95 -6.95, 1.32-1.86, and 7.29-
8.44 kg hm-2 a-1, respectively. It can be seen from the above
results that the distribution of TN, TP, and TK pollution
intensity of plant residues is relatively consistent, showing
the characteristics of greater pollution in the middle and
north and lower pollution in the southwest.

3.3. Spatial Analysis of Vegetable Waste Pollution Risk. The
pollution risk of plant waste in the study area is more consis-
tent with the spatial distribution of pollution intensity. There
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are 18 cities with a comprehensive pollution index greater
than 0.5. These cities have a higher risk of plant waste prolif-
eration and pollution. The total pollutant load of plant resi-
dues is 7,846,400 tons, which is equivalent to 48.49% of the
total load of the entire district, and the average pollution
intensity of plant debris is 10.56 t•hm-2•a-1, which is 1.64
times the average pollution intensity of Huanghuaihai Lake
(Table 4).

The general pollution index of urban plant waste with
the highest pollution risk is 1.00, and the pollutant load of
plant waste is 316,200 t•a-1. The pollution loads of TN, TP,
and TK are 0.82, 0.22, and 10,500 t•a-1, respectively. The pol-
lution intensity of the residue is 14.73 t•hm-2•a-1, and the
pollution intensity of TN, TP, and TK is 14.73 t•hm-2•a-1.
The TK is 34.57, 9.25, and 44.48 kg•hm-2•a-1, respectively
(Figure 12).

3.4. Resource Utilization Potential of Vegetable Waste. Using
plant waste as fertilizer can replace some chemical fertil-
izers. As can be seen from Figure 13, the plant residue
output and consumption demand in the study area is up
to 25%. There are 11 cities with great resource utilization
potential, accounting for 19.00% of the study area. The
total amount of chemical fertilizer used in these cities
was 11.3771 million tons, accounting for 41.8% of the total
application in the region, and the total amount of plant
residues was 5,889,700 tons, accounting for 36.40% of
the total application in the region. The areas with low
resource utilization potential include 8 cities. The yield of
plant waste and the demand for chemical fertilizers are

at the lowest 25%. According to the 10% quantile of plant
waste production and the quantile of chemical fertilizer
use, the regions with high resource utilization potential
are divided. It can be seen that city has the largest
resource utilization potential, and plant production resi-
dues and chemical fertilizer use are ranked in the top
10%; B cities, C, D, and E are in the top 10% of fertilizer
application, and crop waste production is in the top 25%.
Cities F, G, and H are in the top 10% of plant waste gen-
eration, and the amount of fertilizer application is in the
top 25%. The resource utilization potential is greater than
that of I, J, and K cities.

Table 4: Pollution of vegetable waste in areas with high pollution risk.

City

Pollution load Pollution intensity
Comprehensive
pollution index

Vegetable
waste/

(104t·a-1)
TN/

(104t·a-1)
TP/

(104t·a-1)
TK/

(104t·a-1)
Vegetable waste/

(t·hm-2·a-1)
TN/

(kg·hm-2·a-1)
TP/

(104t·a-1)
TK/

(104t·a-1)

Zaozhuang 31.65 0.54 1.30 1.65 14.96 34.95 9.36 44.49 1.01

Kaifeng city 46.35 0.12 1.52 1.45 12.45 28.46 7.45 37.27 0.91

Laiwu city 8.13 0.65 0.36 0.36 12.65 28.46 7.45 37.26 0.91

Tangshan 58.03 0.12 1.65 1.52 11.65 27.36 7.35 35.63 0.87

Tai’an city 39.03 0.45 1.34 1.65 11.35 27.16 7.26 35.70 0.87

Jinan city 37.42 0.42 1.85 1.42 11.16 27.04 7.15 34.83 0.85

Anyang 42.36 1.65 1.64 1.36 11.05 26.35 6.95 34.56 0.84

Weifang 78.12 2.46 2.62 2.46 10.59 25.46 6.64 32.62 0.79

Fuyang city 42.65 1.25 1.45 1.52 10.51 24.23 6.58 31.24 0.75

Shangqiu 65.13 1.36 2.13 2.36 10.46 23.64 6.35 30.59 0.74

Qinhuangdao
city

15.42 0.34 0.56 0.75 9.26 23.59 6.12 30.09 0.72

Liaocheng 50.36 1.36 1.65 1.68 9.14 22.42 6.10 29.49 0.71

Langfang city 32.10 0.58 1.45 1.63 9.09 22.36 6.01 29.06 0.70

Chengde 21.55 0.36 0.36 0.74 9.02 21.15 5.98 27.54 0.66

Zhoukou city 69.42 1.65 2.31 2.65 8.36 20.13 5.65 26.94 0.64

Qingdao city 39.75 1.52 1.39 1.95 8.12 19.95 5.26 25.46 0.60

Xuzhou 88.35 2.36 0.45 2.48 8.69 19.45 5.21 25.36 0.60

Bengbu 19.30 0.45 2.36 0.64 8.58 19.36 5.35 25.54 0.60

0 250 500 km

Composite
pollution index

N

<0.2

0.2~0.3

0.3~0.4

0.4~0.5

0.5~0.6

>0.6

Figure 12: Comprehensive pollution index of vegetable waste in
the study area.
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According to the “Annual Report of China Environment
Statistics” [26], the agricultural chemical oxygen demand,
ammonia nitrogen, total nitrogen, and total phosphorus
demand in the study basin accounted for 37.9%, 33.5%,
44.6%, and 44.2% of the top ten basins, respectively. Among
them, the total nitrogen emissions they were 765,000 tons,
942,000 tons, and 350,000 tons, respectively. The total phos-
phorus emissions were 88,000 tons, 115,000 tons, and 39,000
tons, as shown in Table 5. The residual TN and TP pollution
loads in the study area are 418,800 tons and 111,800 tons,
respectively. If all the TN and TP of the plant residues enter
the water body, it is equivalent to 20.3% and 20.3% of the
total nitrogen and total phosphorus emissions of the marine
basin’s agricultural pollutants 46.2%.

4. Discussion

4.1. Risk Analysis of Vegetable Waste Pollution. As China’s
economic structure is an extensive agricultural economy,
various agricultural wastes have become the main source of
surface water pollution in rural areas. Unlike the stems of
edible plants, plant remains have high moisture content,
are perishable and smelly, and will pass through the sewage
process. Surface runoff pollutes the surface and groundwater
through scouring and leakage. The yield and waste coeffi-
cients of different types of vegetables vary greatly due to dif-
ferent planting and harvesting methods [27]. Compare the
yield and waste coefficients of leafy vegetables, melons, and
root vegetables. In the main vegetable production areas, the
sown amount of various types of vegetables is relatively sta-
ble. The yield and waste coefficients are weighted by the
sowing amount of different types of vegetables, which can
determine the average vegetable production waste coeffi-
cient, which can overcome the difficulty in estimating the
amount of vegetable waste caused by the scattered vegetable
planting and uneven temporal and spatial distribution to a
certain extent.

As the price of chemical fertilizers continues to rise, it is
an inevitable trend for the development of modern organic

agriculture to replace some chemical fertilizers with agricul-
tural wastes. Studies have shown that the TN, TP, and TK
content of plant wastes in the Huanghuaihai area can replace
908,700 tons of urea and superphosphate. Potassium sulfate
254,100 tons, potassium sulfate 1,075,800 tons. For example,
after composting vegetables, they contain a lot of cellulose-
decomposing bacteria, which can promote the reproduction
of beneficial microorganisms in the soil, increase the content
of low-molecular organic acids in the soil, and activate and
effectively increase soil nutrients.

As a place to absorb organic waste, the carrying capacity
of agricultural land depends not only on the nature and fer-
tility of the soil but also on the absorption of grain and straw
during harvest. The pollution intensity is the nitrogen and
phosphorus nutrient pollution per unit area of the cultivated
soil, which reflects pollution risk of plant waste to cultivated
soil. It should be noted that the pollution level of plant waste
in the 4 cities is relatively high, but the pollution intensity is
relatively low. These areas have suitable climate conditions,
perfect agricultural production conditions, and high vegeta-
ble yields, but the administrative area is large, the area of
arable land is large, and the plant waste the pollution inten-
sity is low. The pollution degree of plant waste in these three
cities is relatively low, but the pollution intensity is relatively
high, which may be related to the vegetable planting area
and planting type.

The total amount of plant remains in the study area is
16.1808 million tons, which provides a good prospect for
the development and application of vegetable stalks. How-
ever, the spatial distribution is wide and the yield of vegeta-
ble stalks varies greatly in different regions. Analyzed the
plant waste pollution and resource utilization potential of
various cities in the Huanghuaihai region. Among them, 11
cities have relatively high utilization potential. According
to the natural economic conditions and agricultural develop-
ment in different regions, the comprehensive utilization
technology of plant residues should be promoted to the
greatest extent [28]. Realize the reduction, safety, and utiliza-
tion of plant residue resources.

4.2. Traditional Processing Methods of Vegetable Waste. Veg-
etables are generally seasonal, short in storage, difficult to
transport, and perishable. The highest yield is usually in
the high temperature season. In China, due to the current
technical limitations, random disposal of plant residues not
only causes a huge waste of resources but also it also pollutes
the environment [29].

In cities, plant waste accounts for 20% to 50% of urban
domestic waste. This part of plant waste is not easy to sepa-
rate and dispose of separately. It is usually treated as domes-
tic waste. In rural areas and small vegetable distribution
centers, the traditional method of disposing of plant waste
is mainly field accumulation [30]. Due to the high water
content of plant excrement, it accumulates in large amounts
in the open air and is extremely perishable and smelly,
breeding mosquitoes and flies, and provides good conditions
for the reproduction and transmission of pathogenic micro-
organisms and mineral elements in the washed and infil-
trated plants. Then, the surface and groundwater pollution
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Figure 13: The resource utilization potential of vegetable waste in
the study area.
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are caused by surface runoff leakage [31]. For example, in
the Dianchi Lake Basin in Yunnan, farmers randomly collect
or dispose of plant waste in lakes and rivers, and the non-
point source pollution caused by them is far greater than
that caused by industrial production. In addition, the plant
debris will contain a large number of pests and diseases.
The accumulated leakage will pollute the soil and affect the
growth of subsequent crops. The burning of the construction
site will produce a large amount of dense smoke, which not
only pollutes the atmospheric environment but also seri-
ously affects the inland waterway traffic and causes haze.

4.3. Comparative Analysis of Resource Utilization. According
to statistics [32], the collection rate of plant waste in China is
0.80. Therefore, it is estimated that the amount of plant
waste that can be recycled in China in 2021 will be approx-
imately 215 million tons. It is estimated that in 2021, the
plant residues nitrogen, phosphorus, and potassium nutrient
reserves will be 954.7 thousand tons of nitrogen, 534,600
tons of phosphorus, and 82 million tons of potassium,
accounting for 3.99% of the national nitrogen fertilizer con-
sumption. 6.44% of the phosphorus fertilizers use 13.07% of
the potassium application. In addition, it also contains
18.8883 million tons of organic matter and medium and
trace elements necessary for plant growth.

4.3.1. Resource Utilization Method

(1) Return Directly to the Field. The ratio C/N value of plant
residues is relatively low, which is more suitable for direct
return to the field than straw cultivated in the field. After
returning to the field, it undergoes a fermentation stage to
improve the physical and chemical properties of the soil,
which improves the quality and yield of the plant. Studies have
shown that the average annual return rate of plant waste is
16%, and the generation and return rates of annual residues
have a relatively high trend. Studies have shown that direct
application of plant residues with microbial agents can signif-
icantly increase the yield of Chinese cabbage [33].

(2) Feed Utilization. Studies have shown that normal grow-
ing vegetable waste does not contain any other toxic and
harmful substances [34]. Except for some tissues that have
disease and insect pests, vegetable waste contains a lot of cel-
lulose, which can be used as feed after proper treatment. At
present, for the treatment of plant residues in feed, silage
technology, ammonia treatment technology and microbial
treatment conversion technology are mainly used to process

them into microbial protein products. Zhang et al. developed
high-quality protein foods with the waste of Chinese cab-
bage as raw materials and added bran to ferment the solid
mixed bacteria together [35]. WGP uses plant waste as the
main raw material and bran as the auxiliary material. It uses
nonsterile solid fermentation technology to produce single
cells. Protein feed, then, the protein content of the product
increased by 75%. Studies have shown that plant waste and
fishery by-products after fermentation and heat treatment
can be used as alternative feed ingredients for pigs. Today,
feed production using plant residues as raw materials not
only brings huge benefits to the environment but also
improves feed quality and reduces feed production costs.

(3) Simple Anaerobic Refining. Studies have shown that trace
elements from plant waste can be partially converted into liq-
uid organic fertilizer after 96 days of fermentation and exist in
an effective form that plants can use. In addition, the GI value
in the original fertilizer solution is as high as 80%, which is less
toxic and can be diluted or directly used in farmland. Research
on the effects of vegetable waste retting and chemical fertilizers
on the yield and quality of rape has shown that the collection
of plant residues can significantly increase the yield and qual-
ity of canola, but excessive use will inhibit the yield.

(4) Biogasification and Utilization. According to China’s agri-
cultural waste resource analysis, plant waste biogasification
produces 477:75 × 109m3 of biogas per year. Vegetable waste
has a high water content and a total solid content of about
10%, which is usually consistent with anaerobic digestion.
The ratio of chemical oxygen demand to nitrogen (COD: N)
is (100 : 4.:4)~ (128 : 4). Vegetable by-products are nutritious,
and anaerobic fermentation can be carried out without adding
nitrogen and nutrient sources. After anaerobic fermentation,
not only can produce biogas, but biogas waste and the liquid
produced can be used as fertilizer for plants. The use of biogas
residue as fertilizer can not only significantly improve crop
resistance and inhibit the persistence of soil-borne diseases
but also significantly improve the physical and chemical prop-
erties of soil and can also be used as a food additive.

However, not all plant wastes are suitable for anaerobic
digestion into biogas. The cellulose content in the plant res-
idues is low. The excessively fast hydrolysis rate during
anaerobic fermentation leads to the accumulation of volatile
acids and the decrease of pH, which leads to the inactivation
of methanogens. Inhibiting or even destroying the methane

Table 5: Agricultural pollutant discharge in the Huanghuaihai Basin (104t).

Watershed Cod Ammonia Total nitrogen Total phosphorus

Haihe 154.2 7.5 76.3 8.1

Huaihe 175.6 13.1 94.1 11.4

Yellow River 75.2 3.6 35.4 3.6

Total 405.3 24.5 205.9 24.5

Vegetable waste — — 41.30 11.19

Potential contribution rate/% — — 20.6 46.5
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production process, vegetable straw is rich in lignin and cel-
lulose, and its unique high polymerization state can resist
microbial degradation and reduce the hydrolysis rate of
anaerobic fermentation.

4.4. Mixed Aerobic Composting. Aerobic composting is the
process of microbial degradation of organic waste under aer-
obic conditions to produce biological fertilizers. At present,
many studies [36] have shown that aerobic digestion can
produce high-quality organic fertilizers by using common
composts such as plant residues and crop straws, manure,
and plant residues. Compared with chemical fertilizers,
compost made of plant waste has the characteristics of com-
prehensive nutrition and rapid yield increase, which pro-
motes the improvement of crop growth and the quality of
agricultural products. It can also increase the content and
activity of soil organic matter, improve physical and chemi-
cal properties, and eliminate soil hazards. The residue of the
substance and the inhibition of the growth of soil pathogens
play an important role here. Studies have shown that when
plant residues are applied during the cucumber growth
period, the temperature of cucumber roots is higher than
that of conventional fertilizer, and its maturity time, yield,
and output are better than conventional compost. Other
studies have shown that the application of compost to alka-
line soil can significantly reduce the pH value and EC value
of alkaline soil, reduce soil bulk density, increase porosity,
and significantly increase soil organic matter content and
alkaline soil content.

Composting plant waste in the factory’s greenhouse can
solve the problem of carbon dioxide deficiency. Using potato
vines and other plant wastes and chicken manure to com-
post in the greenhouse can significantly increase the CO2
concentration in the greenhouse, and the fermentation
product can be used as a high-quality biological fertilizer,
not only reaching the original position. Treating harmless
plant wastes can also increase the yield and quality of vege-
tables by adding carbon dioxide gas to fertilizers. Vegetable
waste compost is not only a high-quality organic fertilizer,
it can also meet the requirements of seedling substrates in
terms of compost density, total porosity, water retention
holes, and vent holes. It is an environmentally friendly alter-
native to peat, which is renewable and does not contain on-
site pollutants.

4.5. Comparison of Advantages and Disadvantages of
Different Resource Utilization Methods. Plant waste has a
high resource potential. The most important resource utili-
zation options today is direct return to the field, feed utiliza-
tion, simple anaerobic recycling, biogas utilization, and
mixed aerobic composting. Each resource treatment method
has its own advantages and disadvantages. Vegetables have
serious pests and diseases. Plant waste contains pests and
diseases. Plant wastes are particularly easy to rot during
the high temperature period of summer and autumn, which
promotes the spread of harmful pathogens. They are
returned directly to the field or simply retorted to the field.
The field can greatly increase the incidence of plant diseases
and insect pests in the next season and even cause a large

number of deaths, which affects normal production.
Although the fermentation time of surface solid phase fer-
mentation to produce food protein is short, it requires asep-
tic operation. The reliability requirements are high, and part
of the waste has been decomposed in a large amount, which
is not suitable for large-scale production and promotion.
However, due to the biodegradability and structural strength
characteristics of plant waste, biochemical treatment tech-
nology is more suitable for treating plant waste, but the bio-
gasification anaerobic fermentation time is long, the cycle
treatment volume is small, and the fermentation conditions
are demanding. In addition, anaerobic fermentation tech-
nology has higher requirements for fermentation equip-
ment, and the scale of the factory is severely restricted.
Sewage and garbage treatment will also increase additional
costs. Improper treatment will also cause secondary pollu-
tion. Aerobic high-temperature compost keeps the compost
at high temperature and effectively kills. To kill pathogenic
microorganisms, it can also produce high-efficiency organic
fertilizers. The nutrient cycle occurs through the absorption
of plants. The high-temperature aerobic composting fer-
mentation time is short, and the requirements for processing
equipment are low. It is designed according to local condi-
tions, such as terrain and climate. Second, vegetable produc-
tion in developed countries is highly concentrated, large-
scale, and mechanized. Vegetable residues are easy to collect,
and most of them are anaerobic fermentation. However,
vegetable planting areas in China are relatively scattered,
with a large number and wide distribution of plant residues,
which are distributed in various concentrated areas. It is very
diverse. Therefore, high-temperature aerobic composting is
easier to realize the rapid utilization of China’s plant waste
resources.

5. Conclusion

In the last decades, the process of China’s agricultural indus-
trialization is accelerating, the degree of agricultural intensi-
fication is rapidly increasing, and agricultural nonpoint
source pollution has become increasingly prominent, which
has become a major factor in China’s water environment
security. Pollution from scattered agricultural sources is
affected by many factors, such as agricultural production
activities, rainfall, topography, soil, and land use, which vary
greatly in space. Based on the quantitative study of the spatial
distribution of point source pollution and nonpoint source
potential pollution, this study established a spatial pollution
assessment model and a point source pollution risk assess-
ment spatial model. Then divide the exposure level and risk
level, determine the key areas of nonpoint source pollution
control, and build a regional classified monitoring technology
system to provide research basis for China’s agricultural non-
point source pollution control. In this work, the TCLPmethod
was used to determine the effective content of heavy metals in
the soil, and the continuous BCR extraction method was used
to determine the content of various chemical forms of heavy
metals in the soil. Then, the distribution rules of heavy metals
in plant soils in different regions, soil depths, and soil types
were studied, and the cumulative risk, pollution risk,
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ecological risk, and health risk of heavy metal pollution in
plant soil were evaluated. Bioavailability of heavy metals in
soil. Vegetable soil includes the ability of various vegetable
varieties to absorb and accumulate different heavy metals
and the correlation between the content of heavy metals in
vegetables and the total amount, available state content and
content of various chemical forms of heavy metals in soil.
Plant waste has a risk of pollution, but it is also an important
source of organic materials. It is rich in nutrients and organic
matter. After safe resource development and treatment, it can
be used as an important source of organic fertilizer, reducing
the contribution of chemical fertilizers and the source of straw
pollution, which can be effective reduce agricultural produc-
tion costs. Understanding the quantity and spatial distribution
of plant wastes is a prerequisite for reducing agricultural diffu-
sion source pollution in key plant production areas and pro-
moting the utilization of straw resources. However, the
complex sources of plant waste, scattered distribution, and
diverse migration paths make accurate estimation difficult.
Through the comprehensive analysis of this article, thermo-
aerobic composting is currently the most suitable solution
for resource waste and plant waste pollution in China. How-
ever, the thermo-aerobic composting technology for plant
waste in China is not yet mature. With high water content,
low C/N, microorganisms, pathogens, and high nitrogen con-
tent, future research should paymore attention to the develop-
ment of conditioners and process equipment suitable for
composting high-humidity materials to achieve efficient, fast,
and safe treatment of plant waste. Thoroughly solve the eco-
nomic and environmental problems caused by China’s plant
waste, realize recycling, andminimize safety and factory waste.
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At present, China’s education reform is developing rapidly, and many schools begin to study and implement school-enterprise
cooperative education. There are also some conceptual deviations. In addition, the government’s weak implementation of the
guarantee policy for the implementation of combination of school and enterprise education, coupled with the lack of relevant
laws and regulations, rarely leads to the success and enthusiasm of combination of school and enterprise education. With the
development of collaborative training companies, the participation rate needs to be improved, and the influence of school-
enterprise colearning is not significant enough. Therefore, we should do more theoretical research on combination of school
and enterprise education, so as to further improve the present situation of combination of school and enterprise education in
China and promote the in-depth development of combination of school and enterprise education. At the same time, we should
constantly improve relevant practices and systems, improve relevant laws and regulations, learn from the successful experience
of cooperation between schools and enterprises training at home and abroad, and design a unique path of cooperation between
schools and enterprises in combination with China’s reality. First of all, this paper deeply analyzes the synergy degree of
combination of school and enterprise education. By defining the concepts of the combination of industry and teaching and the
combination of colleges and enterprises, synergy degree, and cooperative development level, this paper makes an in-depth
interpretation of the education and teaching of schools and enterprises. From the perspective of synergetic theory and
interactive mechanism, school-enterprise cooperation needs to be strengthened. Secondly, the model is created through the
analytic hierarchy process, in which the hierarchical model uses the 10/10-18/2 scaling method to form the classification
matrix. Finally, this paper analyzes on the factors affecting the combination of school and enterprise education and puts
forward some perfect countermeasures from three angles of government, school, and enterprise.

1. Introduction

We introduce a method to deal with fuzzy analytic hierarchy
process, which uses degree analysis method to determine the
comprehensive degree value of pairwise comparison method.
Applying the comparison principle of fuzzy numbers, under
certain criteria, this decision-making process is illustrated by
an example [1]. We propose a degree analysis method of fuzzy
analytic hierarchy process and get a clear priority vector from
the triangular fuzzy matrix of the equation. Experiments show
that the hierarchical analysis method cannot estimate the true
weight of fuzzy reference matrix, which leads to a large num-

ber of abuses. This paper illustrates with examples that the pri-
ority vector determined by degree analysis does not represent
the relative importance of decision criteria or procedures [2].
An evaluation system based on analytic hierarchy process
and fuzzy comprehensive evaluation is proposed to select the
best supplier for garment enterprises. This paper mainly intro-
duces a social manufacturing framework, which can be used to
perceive and influence customers and meet the needs of mass
customization. Both qualitative and quantitative factors are
considered in this method. Its efficiency and feasibility have
been verified in Dongguan garment enterprises [3]. The fuzzy
overall evaluation method of AHP, through the study of
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highway widening trend, will provide a framework for the
formulation of highway widening scheme and provide quanti-
tative objective basis for subjective decision-making of high-
way widening [4]. Based on the performance, aesthetics and
ecology of golf courses, the landscape index system is con-
structed as the target of the landscape evaluation of the lake-
view golf course in Kunming. The method, index, and model
of the landscape evaluation of the city golf course are discussed
by using the semantic differential method, the analytic hierar-
chy process, and the fuzzy comprehensive evaluation of the
landscape evaluation of the lake-view golf course in Dianchi
Lake [5]. Aiming at the limitation of AHP fuzzy comprehen-
sive evaluation method, an improved AHP fuzzy comprehen-
sive evaluation method is proposed, which has isomorphism
and test evaluation set, and will continue to be applied to the
evaluation of higher education quality and comprehensive
evaluation of colleges and universities. The results show that
the improvedmethod can better test and evaluate the expected
consistency of each evaluation factor [6]. The combination of
schools and enterprises is a form of talent training that adapts
to the development of the times. Make full use of resources
from all aspects to enhance practical ability. Therefore, it is
of great significance to put forward improvement measures
and accelerate the formation of an effective cooperation model
for national education and social development [7]. It is of great
practical value to form a cooperative education community
between schools and enterprises for cultivating students’ pro-
fessional skills. By changing the traditional classroom teaching
methods, the connection between professional skills and pro-
fessional skills is realized, which increases students’ profes-
sional knowledge and enriches students’ professional skills. It
provides a new way for students’ emotional attitude and char-
acter [8]. This paper analyzes the necessity of implementing
entrepreneurship education in cooperation between schools
and enterprises from the perspective of educational institu-
tions and entrepreneurship education in colleges and universi-
ties and puts forward that the curriculum system of
entrepreneurship education in colleges and universities should
be carried out by both parties. Work together to create a
campus entrepreneurial culture atmosphere and improve the
effectiveness of entrepreneurship education [9]. This paper
analyzes the importance of cooperation between schools and
enterprises, suggests setting key courses according to the skills
required by specific tasks, and studies the construction
methods of modular curriculum design, curriculum improve-
ment, and grading system design [10]. College students’
innovation and entrepreneurship education has been paid
more and more attention by the society. This is not only the
requirement of the times, but also the charm of innovation
and entrepreneurship education itself. In view of the present
situation of applied entrepreneurship and the difficulties in
applied finance, this paper summarizes the reasons that affect
students’ entrepreneurial ability and discusses the ways to
improve financial students’ entrepreneurial ability and self-
realization [11]. It is the requirement of the progress and
development of market economy and the inevitable choice of
innovation and entrepreneurship in China to strengthen the
innovation and entrepreneurship education of college stu-
dents to help them consolidate the concept of innovation

and entrepreneurship and improve their awareness of innova-
tion and entrepreneurship. The traditional college model lacks
innovation and entrepreneurship awareness and innovation
and entrepreneurship theory. According to the requirements
of innovation construction, colleges and universities should
renew their concepts, establish a correct understanding of their
abilities, and carry out fundamental reforms and innovations in
the concepts, mechanisms, contents, methods, management,
and innovative entrepreneurial skills of entrepreneurship edu-
cation [12]. Many colleges and universities do not mention
increasing innovation and entrepreneurship in their personnel
training objectives. Moreover, institutional innovation and
entrepreneurship education are only forms. Therefore, innova-
tion and entrepreneurship education has not yet penetrated
into the whole process of talent development. Some school-
enterprise cooperation lacks deep integration into the whole
education system and vocational training [13]. It is very impor-
tant for the development and prosperity of the country to
improve students’ innovation and entrepreneurship ability
and employment development competitiveness in the financial
crisis. Combined with the present situation of colleges and uni-
versities in China, this paper puts forward some countermea-
sures to promote students’ innovation and entrepreneurship
from two main angles: colleges and students themselves [14].
Based on the innovation and entrepreneurship needs of stu-
dents majoring in tourism management in tourism develop-
ment, this paper combs the problems existing in the tourism
management ability system from three angles of innovation
consciousness, innovation ability, and innovation ability and
puts forward targeted countermeasures and suggestions [15].
By improving the school’s participation in collaborative educa-
tion and deepening the degree of collaboration between schools
and enterprises, it is conducive for the school to set up majors,
formulate courses, compile teaching materials, build internal
and external training and practice bases, and employ front-
line technical skill masters of enterprises to provide practical
skill guidance, so as to effectively improve the quality of talent
training, ensure that students can meet the requirements of
industry enterprises for technical talents through systematic
learning of theoretical knowledge and practical skills, effectively
shorten the time of students’ post adaptation, and truly culti-
vate skilled talents required by industry enterprises and society.

2. The Current Situation of Students’ Dual-
Innovation Ability under the Mode of
Cooperation between Schools
and Enterprises

2.1. Failure to Fully Understand the Importance of Cultivating
Innovation and Entrepreneurship. Under the background of
education reform, theMinistry of Education has launched var-
ious corresponding policies. Under the effect of these policies,
colleges and universities have begun to attach importance to
the cultivation of entrepreneurial talents and focus on building
a talent training platform to provide talents for the society.
However, the research shows that some universities do not
fully understand the importance of improving entrepreneurial
skills, and higher vocational colleges are less invested in this
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area than undergraduate colleges, and there are still obvious
problems. At present, some universities pay attention to
improving students’ professional teaching and learning ability
according to the cooperation between schools and enterprises
model but do not recognize the value of innovative and entre-
preneurial courses and activities. Although most VET institu-
tions have established similar training bases in the synergy
between enterprises, they often focus on skills training, which
runs counter to the VET concept in the new era of schools and
is not conducive to the all-round development of students.

2.2. The Existing Cooperation Mechanism Still Needs to Be
Improved. Under the existence of many drawbacks, there
are obvious defects in the relevant mechanism of coopera-
tion between schools and enterprises at present, especially
in cultivating students’ innovative and entrepreneurial abil-
ity, which only focuses on the improvement of students’ pro-
fessional skills and seriously lacks practical characteristics,
which makes it difficult for students to invest in innovative
and entrepreneurial activities under such a mechanism and
cannot improve their practical ability. Under the new situa-
tion, colleges and universities should establish a stable coop-
eration mechanism with modern enterprises, carry out
targeted education, and provide students with an environ-
ment and platform for innovation and entrepreneurship.

2.3. Lack of Innovative Practice Platform. At present, the
resources of campus bases such as innovation studios and
workshops are scarce, and the utilization rate is low. Coop-
eration between schools and enterprises mode is still under
study, and comprehensive operation modes such as negotia-
tion, contact, docking, and monitoring have not yet been
formed. It is not well combined with college students’ mass
entrepreneurship and innovation. Therefore, students’ prac-
tice of participating in innovation and entrepreneurship is
less, and their achievements have not gone out of school
and gone to the society in a large scale, so they cannot be
tested by the market.

3. Improvement of Analytic Hierarchy Process

By analyzing the specific implementation steps of analytic
hierarchy process, the hierarchical model after construction
is evaluated. After extensive analysis, an improved algorithm
is proposed, and the efficiency of the algorithm is ensured by
the practical application of the system. The improved algo-
rithm of the system can effectively reduce the amount of
computation, and the algorithm has wide adaptability. The
algorithm is not only suitable for the case that all the esti-
mated relative weights a ij = μ i/μ j of I, jðI, j = 1, 2,⋯, nÞ
are completely valid, but also suitable for the following cases:
there is no complete confirmation.

3.1. Optimal Selection of Scale. The values of each element of
the evaluation matrix reflect the subjective cognition and
evaluation of decision makers. In the practical application
of analytic hierarchy process, the general scaling methods
are three scaling methods, 0.5-0.9 scaling methods, 9/9-9/1
scaling methods, and 10/10-18/2 scaling methods.

Three-scale method: only three values can be selected in
the judgment of matrix, which are -1, 0, and 1 as shown in
the formula

aij

−1, Means I is less important than J ,
0, Itmeans that I and J are equally important
1, Indicates that i is more important than j:

8>><
>>: , ð1Þ

aij denotes the relative weight of element I compared to
element J , and A = ðaijÞmn

is the pairwise judgment matrix,
where aij has the following properties: aij > 0, aij = 1/aji, aii
= 1.

The pairwise comparison classification matrix formed
according to this definition is shown in the formula

A =
a11 ⋯ a1n

⋮ ⋱ ⋮

an1 ⋯ ann

0
BB@

1
CCA: ð2Þ

Then, the optimal transfer matrix B of the judgment
matrix A is shown in the formula

B =
b11 ⋯ b1n

⋮ ⋱ ⋮

bn1 ⋯ bnn

0
BB@

1
CCA, where, bij =

1
n
〠
n

k−1
aik + ajk
À Á

:

ð3Þ

The transition matrix B is further transformed into the
consistency matrix C.

For matrix A = ðaijÞnn, it is a positive and inverse n
-multiplicity matrix. If every I, j, k = 1, 2,⋯, n has aij ∗ aji
= 1, it is a consistent matrix, as shown in the formula

C =
c11 ⋯ c1n

⋮ ⋱ ⋮

cn1 ⋯ cnn

0
BB@

1
CCA, where, cij = exp bij

À Á
: ð4Þ

Consistency matrix C is the evaluation matrix needed by
AHP.

9/9-9/1 scaling method: the specific values are investi-
gated by Delphi method.

0.5-0.9 scaling method: if AI is considered as important
as AJ , then aij = 0:5; if AI is more important than AJ , then
aij = 0:9; in other cases, it is between 0.5 and 0.9. The even
reference matrix A = ðaijÞmn

generated by 0.5-0.9 scaling
method has the following properties: aij > 0, aij = 1 − aμ ;
a11 = 0:5, and the matrix generated by 0.5-0.9 scaling
method are complementary matrices.

10/10-18/2 scaling method: in order to improve the paired
estimation matrix scaling method, there is also a 10/10-18/2
scaling method. In the 1/9 scaling method, the corresponding
ratio to the 9/9-9/1 scaling method is shown in Table 1.
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3.2. Improvement of Algorithm for Calculating Ranking
Weight. Suppose there is a criterion C, then the relative
weights of specific layers u1, u2, u3,⋯, un of the classification
matrix A are carried out, and then the consistency test is
carried out. Once the weight vector of a specific layer element
relative to the previous layer element is calculated under the
criterion, the combined weight of each element relative to
the total amount of the target layer is finally obtained.

The sequence weight vectors of the k − 1 elements of the
k − 1 layer are shown in the formula

ω k−1ð Þ = ωk−1
1 , ωk−1

2 ,⋯, ωk−1
k−1

� �
: ð5Þ

The ordering vector of k − 1 elements of the k layer is
shown in the formula

p kð Þ
j = p kð Þ

1j , p
kð Þ
2j , p

kð Þ
3j ,⋯, p kð Þ

kj

� �
: ð6Þ

The elements of k layer are sorted according to the ele-
ments of k − 1 layer as

p kð Þ = p kð Þ
1j , p

kð Þ
2j , p

kð Þ
3j ,⋯, p kð Þ

kj

� �
: ð7Þ

Elements that calculate the weight of the k layer relative
to the target are shown in the formula

ω kð Þ = ω
kð Þ
1 , ω kð Þ

2 ,⋯, p kð Þ
k

� �
T = P kð Þ ∗ ω k−1ð Þ: ð8Þ

Or use the summation method as shown in the formula

ω
kð Þ
1 = 〠

k−1

j=i
p kð Þ
ij ∗ ω

k−1ð Þ
k , i = 1, 2,⋯, n: ð9Þ

Because calculating the relative weight of each layer ele-
ment is familiar with calculating the relative weight of the
total object, this paper does not propose them one by one.

3.2.1. Eigenvalue Method. If the elements obtained from the
hierarchical model satisfy aij > 0 and aij = 1/aji, a11 = 1 and
aik ∗ akj = aij at the same time, Aω = λω can be normalized
to obtain the relative weight vector. The following methods
are as follows:

A judgment matrix constructed under a single criterion
between levels: A = ðaijÞn∗n, where aij = μ1/μ2 then has
formula (10) according to linear algebraic knowledge

a11 ⋯ a1n

⋮ ⋱ ⋮

an1 ⋯ ann

0
BB@

1
CCA

a1

⋮

μn

0
BB@

1
CCA =

μ1
μ2

⋯
μ2
μn

⋮ ⋱ ⋮
μn
μ2

⋯
μn
μn

0
BBBBB@

1
CCCCCA

μ1

⋮

μn

0
BB@

1
CCA = n

μ1

⋮

μn

0
BB@

1
CCA:

ð10Þ

There are Aμ = nμ, where

μ =
μ1

⋮

μn

0
BB@

1
CCA: ð11Þ

Then n is the eigenvalue of Eigen equation Aω = λω, and
the corresponding eigenvector is

μ =
μ1

⋮

μn

0
BB@

1
CCA: ð12Þ

Then normalize, that is, i = 1, 2,⋯, n, get ωi = μi/∑
n
j=1μj,

and get ω = ðω1, ω2,⋯, ωnÞT . The above is the ideal case
where the ranking of scoring matrix A is 1; that is, the paired
scoring matrix only meets the requirements of positive and
negative attributes and consistency. However, if a1k ∗ akj =
aij is invalid, the largest right root is not equal to N . It is nec-
essary to check and adjust the consistency of matrix in order
to achieve satisfactory consistency of matrix.

3.2.2. Power Method. In the actual situation of this study, it is
found that the amount of calculation is very large. Therefore,
when dealing with complex situations, the calculation of
square root method becomes more and more limited.
Assuming that the matrix is consistent satisfactorily, in order
to reduce the system constraints, the power method effec-
tively reduces the computational complexity.

Suppose that the eigenvalue of the judgment matrix is A:
λ1, λ2,⋯, λn, and at the same time jλ1j > jλ2j > jλ3j >⋯ > j
λnj, the corresponding eigenvector is μ1, μ2,⋯, μn, and for

Table 1: Importance of three scale methods.

1-9 scale method 9/9-9/1 scale method 10/10-18/2 scale method The importance of the representation

1 9/9 10/10 The same important

3 9/7 12/8 A little important

5 9/5 14/6 Important

7 9/3 16/4 Strong important

9 9/1 18/2 Very important

K1, 2,⋯9 9/ 10 − Kð Þ1, 2,⋯9 9 + kð Þ/ 11 − Kð Þ1, 2,⋯9 Range of structural formula K
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every nonzero xð0Þ, there must be an a1, a2,⋯, an such that
a1 =∑n

j=1ajμj. Use the iterative formula xðk+1Þ = AxðkÞ, k = 0,
1,⋯ to find the point sequence and get fxð0Þ, xð1Þ,⋯g. Then
according to what we can get, xðk+1Þ = AxðkÞ = Akxð0Þ = Ak ∗
∑n

j=1ajA
kμ j =∑n

j=1ajλ
k
jμj = λk1½a1μ1 +∑n

j=2ðλ1/λ2Þkμj�,
because jλ1j > jλ2j > jλ3j >⋯ > jλnj, so if ∑n

j=2ajðλ1/λ2Þkμj is
large enough and K is small enough, we can get

xðk+1Þi /xðkÞi = ðAkxð0ÞÞ/ðAk−1xð0ÞÞ ≈ λ1, so xðk+1Þi /xðkÞi is an
approximate estimate of λ1. The actual calculation ensures
that if jλ1j < 1 or jλ1j > 1, jλk1j tends to infinity or infinity.

Namely a =max fxðkÞi ji = 1, 2,⋯, ng, and then xðk+1Þ = A
∗ ð1/aÞxðkÞ, k = 1, 2,⋯.

3.2.3. Square Root Method. The square root method is to
carry out geometric average on each row vector of judgment
matrix A first, and then normalize it. First, a product opera-
tion is performed on the elements of the estimated value A of
each row that is shown in the formula

Mi =
Yn
j=1

aij

 !1/n

, ð13Þ

where i = 1, 2,⋯, n. Normalization is then performed, as
shown in the formula

ωi =
Mi

∑n
j=1M1

, i = 1, 2,⋯, n: ð14Þ

Then the maximum eigenvalue of judgment matrix A is
shown in the formula.

λmax =
1
n

〠
n

i=1

Awð Þi
wi

 !
: ð15Þ

In the formula, ðAwÞi is the i components of Aw, and
ω = ðω1, ω2,⋯, ωnÞT .
3.2.4. Least Square Method. The judgment matrix

A =
a11 ⋯ a1n

⋮ ⋱ ⋮

an1 ⋯ ann

0
BB@

1
CCA =

μ1/μ2 ⋯ μ2/μn
⋮ ⋱ ⋮

μn/μ2 ⋯ μn/μn

0
BB@

1
CCA ð16Þ

is not valid. In other words, the estimated relative weight
aij = μi/μj is not fully applicable to all I, jðI, j = 1, 2,⋯, nÞ.
In this case, the value of aijμ j − μ1 is not all zero, and the
weight set fu1, u2, u3,⋯, ung is selected to minimize the
sum of squares, as shown in the formula

MinZ = 〠
n

i=1
〠
n

j=1
aij − μ1
À Á2,

S:t:〠
n

j=1
μ1 = 1:

ð17Þ

The generated program is a typical nonlinear program.
We use Lagrange coefficients to make nonlinear program-
ming a purely quantitative programming problem and con-
struct Lagrange functions as shown in the formula

L = 〠
n

i=1
〠
n

j=1
aijμ j − μ1

� �2
+ 2λ 〠

n

j=1
μ1 − 1

 !
: ð18Þ

In analytical mechanics, the Lagrange function of a
dynamic system is a function that describes the dynamic
state of the whole physical system. For general classical
physical systems, it is usually defined as kinetic energy
minus potential energy, which is expressed by the equation,
where L is the Lagrange quantity, λ is the kinetic energy, and
μ is the potential energy.

In analytical mechanics, assuming that the Lagrange func-
tion of a system is known, the Lagrange quantity can be directly
substituted into the Lagrange equation, and the motion equa-
tion of the system can be obtained with a little operation.

Perform the first partial derivative operation on the
above formula as shown in the formula

∂L
∂μ1

= 2〠
n

i=1
ai1μ1 − μið Þai1 − 2〠

n

j=1
aj1μ1 − μi
À Á

+ 2λ = 0, ð19Þ

where l = 1, 2,⋯, n. ∂L/∂λ = 2ð∑n
i=1μ1 − 1Þ = 0.

First, list the steps of the algorithm in theory:

(1) Construct judgment matrix A

(2) Using the least square method to get the maximum
eigenvalue λmax and get the corresponding eigenvector

(3) Normalized eigenvector

(4) Calculate the conformance index CI(0), and get the
CR(0) of any conformance index RI. If CR(0)<0.1,
no iteration is required. The relative weight vector
obtained is

ω 0ð Þ = ω
0ð Þ
1 , ω 0ð Þ

2 ,⋯, ω 0ð Þ
n

� �T
: ð20Þ

Otherwise, you need to build a complete consistency
matrix as shown in the equation
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B 0ð Þ =

ω
0ð Þ
1

ω
0ð Þ
1

⋯
ω

0ð Þ
1

ω
0ð Þ
n

⋮ ⋱ ⋮

ω
0ð Þ
n

ω
0ð Þ
1

⋯
ω

0ð Þ
n

ω
0ð Þ
n

0
BBBBBBB@

1
CCCCCCCA
: ð21Þ

Adopting iterative equation: Að1Þ = tAð0Þ + ð1 − tÞBð0Þ,
carrying out iterative operation.

After iteration, the maximum eigenvalue of the judg-
ment matrix is checked for consistency. If the consistency
requirement is met, only the eigenvector corresponding to
the maximum eigenvalue is normalized, which is the final
ranking weight. If the consistency requirement is not met,
the iteration must continue until the consistency require-
ment is met.

Use the talent evaluation system example in this article
to demonstrate the algorithm:

This paper only introduces the “comprehensive quality”
evaluation system, and the demonstration methods of other
evaluation systems in the system are known, so this paper
will not list them separately.

First, build the hierarchical model as follows in Figure 1:
Hierarchical model uses 10/10-18/2 scaling method to

create classification matrix, it is shown in Table 2.
Then, the maximum eigenvalue of the scoring matrix is

obtained by using the least square method: λð0Þmax = 6:6357;
the corresponding eigenvector and the normalized eigenvec-
tor are shown as

ω 0ð Þ = ω
0ð Þ
1 , ω 0ð Þ

2 ,⋯, ω 0ð Þ
n

� �T
= 0:1377, 0:1998, 0:2348, 0:2138, 0:2138ð ÞT ,

ð22Þ

CI = λmax − n
n − 1 = 6:6357 − 5

5 − 1 = 0:4089, ð23Þ

RI = 1:12, ð24Þ

CR = CI
RI =

0:4089
1:12 = 0:3650 > 0:1: ð25Þ

Obviously, the requirement of consistency is not met.
Achieve consistency through iterative method.

Construct a complete consistency matrix as shown in the
formula

B 0ð Þ =

ω
0ð Þ
1

ω
0ð Þ
1

⋯
ω

0ð Þ
1

ω
0ð Þ
n

⋮ ⋱ ⋮

ω
0ð Þ
n

ω
0ð Þ
1

⋯
ω

0ð Þ
n

ω
0ð Þ
n

0
BBBBBBB@

1
CCCCCCCA

=

1 0:6892 0:5694 0:624 0:624
1:4621 1 0:8418 0:9541 0:9541
1:7265 1:7265 1 1:1018 1:1018
1:5521 1:0971 0:9823 1 1
1:6567 1:0989 0:9811 1 1

0
BBBBBBBB@

1
CCCCCCCCA
:

ð26Þ

Iterative equation: Að1Þ = tAð0Þ + ð1 − tÞBð0Þ; take t = 0:9
and iterate, as shown in the formula

A 1ð Þ = 0:9A 0ð Þ + 0:1B 0ð Þ =

1 1:323 1:3581 1:6224 1:5618
0:8934 1 3:9821 3:9321 0:8721
4:5622 0:3299 1 5:2217 3:9809
3:0098 2:9832 0:9721 1 0:3750
0:9023 2:3255 3:9227 3:0445 1

0
BBBBBBBB@

1
CCCCCCCCA
:

ð27Þ

The maximum eigenvalue of Að1Þ is calculated, and the
corresponding eigenvectors are shown as

ω 0ð Þ = ω
0ð Þ
1 , ω 0ð Þ

2 ,⋯, ω 0ð Þ
n

� �T
= 0:3987, 0:5171, 0:7689, 0:8093, 0:5609ð ÞT ,

ð28Þ

CI = λmax − n
n − 1 = 6:672 − 5

5 − 1 = 0:418, ð29Þ

RI = 1:12, ð30Þ

CR = CI
RI =

0:418
1:12 = 0:3732 > 0:1: ð31Þ

Need to continue iteration.
After 4 iterations, the maximum eigenvalues are shown

as

λ 1ð Þ
max = 5:579,

λ 2ð Þ
max = 5:498,

λ 3ð Þ
max = 5:4623,

λ 4ð Þ
max = 5:41,

ð32Þ

CI = λmax − n
n − 1 = 5:41 − 5

5 − 1 = 0:1025, ð33Þ

RI = 1:12, ð34Þ

CR = CI
RI =

0:1025
1:12 = 0:0915 < 0:1: ð35Þ

That is to say, satisfactory consistency requirements are
achieved. Then the corresponding eigenvectors are normal-
ized to get the final weight value.

4. Experimental Research and Results

4.1. Data Acquisition and Index Weighting

4.1.1. Data Collection and Processing. This study is distributed
to schools in two ways: electronic questionnaire and paper
proofreading enterprise training site from 2013 to 2018. There
are 341 valid questionnaires, excluding invalid questionnaires.
The interest rate is 96.6%, which meets the requirements. And
based on this information, explore the cooperation between
schools and enterprises in educating people.

4.1.2. Weighting Method of Evaluation Index. In this paper,
subjective and objective weighting methods are mainly used
to determine and jointly determine the index weight. Entropy
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method and coefficient of variation method are used to deter-
mine the index weight, and finally combined weighting
method is used to determine the final weight to weigh the
advantages and disadvantages of differentmethods. This index
makes up for the deficiency of single weight model and makes
the effectiveness of the index more reasonable.

4.2. Determining the Weight of the Cooperative Education
System between Schools and Enterprises

4.2.1. Determine the Weight of Each Index of School-Enterprise
Education System. Entropy method. According to the calcula-
tion formula, the weight of each index is obtained. See Table 3
for specific data.

Variation coefficient method. According to the weight-
ing formula of variation coefficient method, the characteris-

tic value of each index is substituted into the formula, and
the index weight of school general education system is
obtained. See Table 4 for details.

Combination weight. According to the calculation
formula of combination weight, β is 0.5, and the comprehen-
sive weight of each item in the index system of coeducational
system is obtained according to Table 5.

4.2.2. Determine the Weight of Each Index of Enterprise
Cooperative Training System. Entropy method. According
to the weighting principle of entropy method, the relevant
indexes of cooperative training system are weighted, and
the weights of each index are obtained according to Table 6.

Variation coefficient method. According to the weight-
ing formula of variation coefficient method, the characteris-
tic value of each index is substituted into the corresponding
formula, and the index weight of business cooperation train-
ing system is obtained, as shown in Table 7.

Combination weight formula. According to the combi-
nation weight calculation formula β = 0:5, the total weight
of the cooperative training system index system can be
obtained, as shown in Table 8.

To sum up, the weight of the corresponding indicators of
school collaborative education and enterprise collaborative
education can be obtained. See Table 9 for more detailed
information.

4.3. Empirical Analysis of the Synergy Degree of School-
Enterprise Collaborative Education

Comprehensive
quality

Exercise and HealthLearning ability Exchange and
cooperation

Aesthetics and
Expression

Citizen 
accomplishmentMoral character

Artistic activityTeam spiritHealthy livingInterest in
learning

Respect one's
elders

Responsibility
consciousness

Interest

Speciality

Communication
and sharing

Physical fitness
and health

Learning
method

Plan reflection

Independent
research

Exchange and
cooperation

Self-esteem and
self-discipline

Enthusiastic for
public welfare

Be polite to
others

Patriotic and
law-abiding

Protect the
environment

Caring for the
collective

Honest and
trustworthy

Figure 1: Comprehensive quality hierarchy model.

Table 2: Judgment matrix under scale method.

Criterion 1 B1 B2 B3 B4 B5 B6

B1 10/10 10/10 12/8 14/6 14/6 18/2

B2 10/10 10/10 14/6 16/4 18/2 18/2

B3 8/12 6/14 10/10 16/4 16/4 18/2

B4 6/14 4/16 4/16 10/10 10/10 14/6

B5 6/14 2/18 4/16 4/16 10/10 12/8

B6 2/18 2/18 2/18 6/14 8/12 10/10
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4.3.1. Analysis of Comprehensive Development Level of School-
Enterprise Collaborative Education System. Multiplying the
respective index weights in the index system of school-
enterprise collaborative education system with the original
data after entropy method, the comprehensive development
level of school-enterprise collaborative education system from
2013 to 2018 can be obtained, respectively, as shown in
Table 10 for details.

Analysis Table 10 knows:

(1) From the time point of view, the overall develop-
ment level of combination of school and enterprise
education system is on the rise. Among them, the
upward trend of enterprises is clear and develops
rapidly, while schools are stable and grow steadily.
The overall development level of coeducation in
schools has steadily increased from 0.1804 in 2013
to 0.8826 in 2018, with a steady growth rate and
almost no growth in recent six years. The overall
development speed is slow, showing a gradual
upward trend; the overall development level of the
joint venture training system increased from 0.1257
in 2013 to 0.4561 in 2016 and from 0.1257 in 2013
to 0.4561 in 2016. The development speed was rapid
in 2017, and in 2013: 0.2051671. In the past two
years, the overall development level has been signifi-
cantly improved. To sum up, from 2013 to 2018, the
overall development level of cooperation between
schools and enterprises in running schools has chan-

ged, but the development speed is slightly faster than
that of schools, and the overall development level is
generally higher

(2) The overall development level of the cooperative
school-running system is different from that of the
cooperative school-running system, which leads to
obvious differences between the two systems in the
development process. Overall, the overall develop-
ment level of coeducation in enterprises increased
slightly faster than that in schools from 2013 to
2018. The gap between the overall development level
of cooperative education and the overall develop-
ment level of cooperative education can be divided
into two stages: the first stage, the positive distribu-
tion stage after 2013. Until 2016, it was the collabo-
rative education system of the school. The overall
development level of human system is faster than
that of cooperative education system. At present,
the overall development level of the general educa-
tion system in schools has increased from 0.1804 in
2013 to 0.5412 in 2016, while the development level
of companies has increased from 0.1257 in 2013 to
0.4561 in 2016. Company leading to the overall
development level of the school collaborative train-
ing system is better than the overall development
level of the company collaborative training system;
The second stage, the negative gap stage from 2017

Table 3: Index weight.

Metric Entropy value 1-E Entropy right

D1 0.8713 0.1287 0.0289

D2 0.7875 0.2125 0.0478

D3 0.8101 0.1899 0.0427

D4 0.8473 0.1527 0.0343

D5 0.8577 0.1423 0.032

D6 0.8298 0.1702 0.0383

D7 0.8454 0.1546 0.0348

D8 0.7895 0.2105 0.0473

D9 0.8196 0.1804 0.0406

D10 0.775 0.225 0.0506

D11 0.8242 0.1758 0.0395

D12 0.8535 0.1465 0.0329

D13 0.824 0.176 0.0396

D14 0.8055 0.1945 0.0437

D15 0.778 0.222 0.0499

D16 0.8039 0.1961 0.0441

D17 0.8055 0.1945 0.0437

D18 0.8583 0.1417 0.0319

D19 0.5512 0.4488 0.1009

D20 0.7968 0.2032 0.0457

D21 0.6225 0.3775 0.0849

D22 0.7968 0.2032 0.0457

Table 4: Index weight of school collaborative education system
under coefficient of variation method.

Metric Coefficient of variation Weight

D1 0.0568 0.0784

D2 0.0573 0.0791

D3 0.004 0.0055

D4 0.032 0.0441

D5 0.044 0.0607

D6 0.0302 0.0417

D7 0.0582 0.0803

D8 0.0579 0.08

D9 0.0658 0.0908

D10 0.0284 0.0392

D11 0.0552 0.0762

D12 0.0281 0.0388

D13 0.0216 0.0298

D14 0.0223 0.0308

D15 0.0354 0.0489

D16 0.0522 0.072

D17 0.0129 0.0177

D18 0.0138 0.019

D19 0.0277 0.0382

D20 0.0022 0.003

D21 0.0129 0.0177

D22 0.0058 0.008
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to 2018, means that the overall development level of
the education system based on enterprise cooperation
is faster than that of the school cooperative education
system. After the overall development level improved
steadily from 2013 to 2016, the overall development
level of the joint venture training system improved
rapidly in 2017, from 0.4561 in 2016 to 0.7462 in
2017 and then to 0.8485 in 2018, which is a great
increase. From 2017 to 2018, the overall development
level of coeducation is higher than that of coeducation
in schools. The main reasons are as follows: First, from
the perspective of industrial transformation and
renewal, China’s economy has been declining in
recent years. Traditional industries are in urgent need
of reform and modernization, and enterprises also
urgently need to change traditional product produc-
tion processes, improve product quality, and cooper-
ate with schools to develop new products, which not
only contributes to the reform and renewal of enter-
prise products, but also disappears China’s human
capital dividend from the perspective of human
resource demand. At present, enterprises are in urgent
need of high-quality technology and professional skills
that can work at zero distance. Some universities are
the main supply sources of technical capabilities, and
enterprises can cooperate with them to meet their
own needs. School-enterprise cooperation requires a
certain degree of high-quality technology and techni-

cal ability; Finally, from the perspective of improving
the competitiveness of enterprises, innovation is the
motive force of enterprise development. In the past,
many enterprises invested a lot of money in displaying
innovative talents, developing new product patents
and innovating products. In order to save the cost of
innovation, more and more enterprises are setting up
new product development centers in colleges and uni-
versities and implementing industrial education inte-
gration schools. Enterprises cooperate in educating
people and jointly research and develop new pro-
cesses, technologies, projects, and products with
teachers and students, which significantly reduces
the research and development costs of enterprises
and improves the competitiveness of enterprises. Since
2017, the overall development level of enterprise col-
laborative education system has gradually exceeded
the school level, and there is a negative gap in the
development trend

4.3.2. Analysis on the Development Level of Collaborative
Education Subsystem between Schools and Enterprises

(1) Analysis on the Development Level of Collaborative Edu-
cation in Schools. From the analysis of Figure 2, it can be
seen that the comprehensive development level of school

Table 5: Comprehensive weight.

Metric
Entropy weight

method
Variability

coefficient method
Comprehensive

weight

D1 0.0289 0.0784 0.0537

D2 0.0478 0.0791 0.0634

D3 0.0427 0.0055 0.0241

D4 0.0343 0.0441 0.0392

D5 0.032 0.0607 0.0464

D6 0.0383 0.0417 0.04

D7 0.0348 0.0803 0.0575

D8 0.0473 0.08 0.0637

D9 0.0406 0.0908 0.0657

D10 0.0506 0.0392 0.0449

D11 0.0395 0.0762 0.0579

D12 0.0329 0.0388 0.0359

D13 0.0396 0.0298 0.0347

D14 0.0437 0.0308 0.0373

D15 0.0499 0.0489 0.0494

D16 0.0441 0.072 0.0581

D17 0.0437 0.0177 0.0307

D18 0.0319 0.019 0.0254

D19 0.1009 0.0382 0.0696

D20 0.0457 0.003 0.0244

D21 0.0849 0.0177 0.0513

D22 0.0457 0.008 0.0268

Table 6: Weight of enterprise education system under entropy
method.

Metric Entropy value 1-E Entropy right

D23 0.8057 0.1943 0.0387

D24 0.7804 0.2196 0.0437

D25 0.8054 0.1946 0.0388

D26 0.857 0.143 0.0285

D27 0.795 0.205 0.0408

D28 0.8018 0.1982 0.0395

D29 0.867 0.133 0.0265

D30 0.8775 0.1225 0.0244

D31 0.6854 0.3146 0.0627

D32 0.7492 0.2508 0.05

D33 0.7528 0.2472 0.0492

D34 0.8023 0.1977 0.0394

D35 0.6523 0.3477 0.0693

D36 0.8115 0.1885 0.0375

D37 0.7517 0.2483 0.0495

D38 0.8605 0.1395 0.0278

D39 0.8237 0.1763 0.0351

D40 0.7808 0.2192 0.0437

D41 0.6459 0.3541 0.0705

D42 0.7923 0.2077 0.0414

D43 0.7132 0.2868 0.0571

D44 0.8722 0.1278 0.0255

D45 0.8451 0.1549 0.0309

D46 0.852 0.148 0.0295
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collaborative education system has steadily improved from
2013 to 2018. From 0.1804 in 2013 to 0.8826 in 2018, the
subsystems that constitute the coeducation system in schools
show a mixed development trend, but the overall develop-
ment level has improved. Among them, in 2015, the mecha-
nism construction, teaching staff construction, curriculum
construction, and teaching materials construction all
exceeded the overall level of school collaborative education
system development, and the talent curriculum construction
exceeded the overall level of school development. School. In
2016, schools will jointly run schools. In 2013, the infra-
structure construction also exceeded the overall develop-
ment level of running schools together. This shows that
compared with other subsystems, the first five subsystems
contribute more to the overall development level of school
collaborative education system. And the other five subsys-
tems are education and apprenticeship system, education
evaluation, work quality, social welfare and social satisfac-
tion with schools, and the comprehensive development level
of school-based education system. The contribution degree
is slightly lower than the first five subsystems, and the influ-
ence of the system on the overall development level of the
school can be ignored. On this basis, generally speaking,
although the development level of each subsystem is differ-
ent, it contributes to the overall development level of the
school cooperative training system to varying degrees.

(2) Analysis on the Development Level of Enterprise Collabo-
rative Education Subsystem. From the analysis of Figure 3, it
can be seen that from 2013 to 2018, the overall development
level of enterprise cooperative training system has been rap-
idly improved. From 0.1257 in 2013 to 0.8485 in 2018, the
overall development level has been improved to varying
degrees in different periods. In its subsystem, the participa-
tion of enterprises in the construction of curriculum mate-
rials and the development of personnel training projects
exceeds the overall level of collaborative business training
system development in 2014, while the mechanism con-
struction does not exceed the overall development level. In
2015, the overall development level of the collaborative
training system is basically at the same level, which indicates
that compared with other subsystems and schools, the con-
tribution of enterprises participating in the construction of
teacher training bases to the overall development level of
the joint training system is slightly lower than the share of
the overall development level of the joint training system
of schools. Therefore, by increasing the participation of
enterprises in the construction of school teachers and train-
ing centers, the overall development level of enterprise
collaborative training system can be effectively improved.
The development level of the other six subsystems is as fol-
lows: participation in education and training programs,

Table 7: Index weight of enterprise collaborative education system
under coefficient of variation method.

Metric Coefficient of variation Weight

D23 0.0466 0.0591

D24 0.0434 0.055

D25 0.0093 0.0117

D26 0.0525 0.0666

D27 0.0436 0.0553

D28 0.0471 0.0597

D29 0.033 0.0419

D30 0.0347 0.044

D31 0.0234 0.0297

D32 0.0334 0.0424

D33 0.0434 0.0551

D34 0.001 0.0013

D35 0.0358 0.0454

D36 0.0424 0.0538

D37 0.0348 0.0442

D38 0.0316 0.0401

D39 0.0199 0.0253

D40 0.0382 0.0484

D41 0.0345 0.0438

D42 0.0465 0.059

D43 0.0251 0.0319

D44 0.0233 0.0295

D45 0.0205 0.026

D46 0.0244 0.031

Table 8: Comprehensive weight of enterprise education system
indicators.

Metric
Entropy weight

method
Variability

coefficient method
Comprehensive

weight

D23 0.0387 0.0591 0.0489

D24 0.0437 0.055 0.0494

D25 0.0388 0.0117 0.0252

D26 0.0285 0.0666 0.0475

D27 0.0408 0.0553 0.0481

D28 0.0395 0.0597 0.0496

D29 0.0265 0.0419 0.0342

D30 0.0244 0.044 0.0342

D31 0.0627 0.0297 0.0462

D32 0.05 0.0424 0.0462

D33 0.0492 0.0551 0.0522

D34 0.0394 0.0013 0.0203

D35 0.0693 0.0454 0.0573

D36 0.0375 0.0538 0.0457

D37 0.0495 0.0442 0.0468

D38 0.0278 0.0401 0.0339

D39 0.0351 0.0253 0.0302

D40 0.0437 0.0484 0.046

D41 0.0705 0.0438 0.0572

D42 0.0414 0.059 0.0502

D43 0.0571 0.0319 0.0445

D44 0.0255 0.0295 0.0275

D45 0.0309 0.026 0.0284

D46 0.0295 0.031 0.0302
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Table 9: Weight table of index system of collaborative education system between schools and enterprises.

System level Functional layer Index layer
Index

layer weight
Function

layer weight

School
collaborative
education system

Mechanism construction

The government supervises the number of cooperative
education mechanisms in schools

0.0537
0.1171

Number of school assessment and management collaborative
education system

0.0634

Teacher construction

The proportion of double-qualified teachers are full-time
teachers

0.0241

0.1097The proportion of part-time teachers are full-time teachers 0.0392

The proportion of temporary teachers in enterprises are full-
time teachers

0.0464

Curriculum and teaching
material construction

Introduce enterprises or jointly develop the number of
courses

0.04

0.1612
Introduce enterprises or jointly develop the number of

textbooks
0.0575

The proportion of part-time teachers teaching in the total
professional class hours

0.0637

Talent training plan
formulation

Organize the number of revisions of the talent training plan 0.0657
0.1156

Organize the demonstration times of talent training program 0.0449

Construction of training
base

The number of on-campus practical training bases jointly
built by schools and enterprises

0.0579
0.0938

Number of off-campus training bases jointly built by schools
and enterprises

0.0359

Training internship
arrangement

Number of cooperative enterprises per specialty 0.0347
0.072

Arrange the number of practical training instructors 0.0373

Teaching evaluation

Number of courses inviting companies to participate in the
evaluation

0.0494
0.1075

The number of courses unilaterally evaluated by the
entrusted enterprises

0.0581

Quality of employment
First-time employment ratio of graduates 0.0307

0.0561
Corresponding employment ratio of graduates 0.0254

Social effect results benefit
Get the enterprise collaborative research and development

project funds
0.0696

0.094
Train the number of employees for enterprises 0.0244

Social satisfaction with
schools

Student satisfaction with the school 0.0513
0.0781

Enterprise satisfaction with students 0.0268

Enterprise
collaborative
education system

Participate in mechanism
construction

The government supervises the number of cooperative
education mechanism conducted by enterprises

0.0489
0.983

Number of enterprise assessment and management
collaborative education system

0.0494

Participate in the
construction of teachers

The proportion of employees participating in teaching
employees in the enterprise

0.0252
0.0727

The total number of teachers temporarily employed in the
school

0.0475

Participate in the
construction of courses and

teaching materials

Number of participation in professional course development 0.0481

0.1319
Number of participants in the development of professional

textbooks
0.0496

Number of courses taught by part-time teachers 0.0342

Participate in the
formulation of talent

training plan

Participated in the formulation and revision of the talent
training program for times

0.0342
0.0804

Participate in the demonstration times of the talent training
program

0.0462

The number of on-campus practical training bases donated 0.0462 0.0984
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participation in education evaluation, student retention,
R&D innovation, enterprise financial investment, and school
satisfaction with enterprises that do not exceed the overall
level of school development. Training system based on busi-
ness cooperation shows that the contribution of cooperative
education system to the overall development level is rela-
tively low. Companies can improve the efficiency of the
common education system by increasing students’ participa-
tion in education and practical arrangements and teaching
evaluation and by increasing investment in coeducation in
schools. The overall development level has improved the
participation and synergy of enterprises in coeducation.
Improve. Generally speaking, although each subsystem has
different contributions to the overall development level of
collaborative training system, the situation of enterprises
participating in collaborative training shows an increasing
trend year by year, and the synergy between them is con-

stantly enhanced. The combination of production and train-
ing will also be realized by improving synergy.

(3) Analysis of the Collaborative Development Level of Cooper-
ation between Schools and Enterprises and Collaborative Educa-
tion. According to the above evaluationmodel, we can calculate
the overall development level of the cooperative training system
between schools and enterprises from 2013 to 2018, the degree
of coordination between the two systems, and the development
level of cooperation, as shown in Table 11.

As shown in Figure 4, the development level of coopera-
tion between schools and enterprises has steadily improved
and has experienced an upgrading process from subversion
to subversion-difficult coordination-priority coordination.

The in-depth analysis of the synergy and development
level of schools and enterprises that cooperate to educate

Table 9: Continued.

System level Functional layer Index layer
Index

layer weight
Function

layer weight

Participate in the
construction of the practical

training base
Number of practical training bases for donated equipment 0.0522

Participate in the practical
training and practice

arrangement

Number of students receiving practical practice 0.0203

0.1233Arrange the number of practical training instructors 0.0573

Pay the average monthly salary of graduate interns 0.0457

Participate in teaching
evaluation

The number of courses assessed by unilateral evaluation 0.0468
0.0807Number of courses participating in the assessment and

evaluation
0.0339

Student retention rate
The percentage of students in interns 0.0302

0.0762
Pay per capita monthly salary for first employment 0.046

Collaborative research and
development innovation

Number of enterprise-university collaborative innovation
projects

0.0572
0.1074

The number of benefit projects generated by enterprise-
school collaborative innovation

0.0502

Enterprise investment funds
Invest in the practical training and practice funds 0.0445

0.072
Investment in the project research and development funds 0.0275

School satisfaction with the
enterprise

Student satisfaction with enterprises 0.0284
0.0568

School satisfaction with the enterprise 0.0302

Table 10: Development level of school-enterprise collaborative education department.

A particular
year

Comprehensive development level of school
collaborative education (PT)

The comprehensive development level of enterprise
collaborative education (PE)

PT-PE

2013 0.1804 0.1257 0.0547

2014 0.2913 0.2271 0.0642

2015 0.3667 0.3294 0.0373

2016 0.5412 0.4561 0.0851

2017 0.6033 0.7462 -0.1429

2018 0.8286 0.8485 -0.0199
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Figure 2: Development level of school collaborative education subsystem.
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Figure 3: Development level of enterprise collaborative education subsystem.

Table 11: Collaborative development level of collaborative education between schools and enterprises from 2013 to 2018.

A
particular
year

Comprehensive development level of school
collaborative education

Comprehensive development level of
enterprise cooperative education

Collaborative
degree

Coordinated
development level

2013 0.1804 0.1257 0.484 0.2722

2014 0.2913 0.2271 0.4923 0.3572

2015 0.3667 0.3294 0.4986 0.4166

2016 0.5412 0.4561 0.4964 0.4975

2017 0.6033 0.7462 0.4944 0.5776

2018 0.8286 0.8485 0.4999 0.6475
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students shows that the synergy of school-enterprise collab-
orative education fluctuates slightly, but the overall level has
been improved. The level of coordinated development has
been generally improved, showing a steady growth trend.
The functional coordinated development of collaborative
education between schools and enterprises is insufficient.
The synergy between schools and enterprises in educating
people is not well coordinated in time dimension. The coor-
dinated state of collaborative education between schools and
enterprises is not sustainable.

5. Concluding Remarks

As a part of the national policy of combining production
with education and coconstruction between schools and
enterprises, this paper investigates the degree and counter-
measures of cooperation between schools and enterprises
in tourism professional management. To clear the research
ideas as a starting point, review the existing comprehensive
evaluation of the integration of production and education
and cooperation between schools and enterprises training,
demonstrate the feasibility of this study, and seek the break-
through of this research. Taking the interactive mechanism
of S Tourism Vocational School as an example, this paper
analyzes the current situation of cooperation between
schools and enterprises training. The comprehensive evalua-
tion index system and evaluation model of school-enterprise
cooperation need to be tested in tourism secondary voca-
tional education. Finally, this paper analyzes the factors that
affect the cooperative training level between tourism colleges
and tourism enterprises, puts forward effective countermea-
sures for the influencing factors, and finally forms a clear
research idea and detailed analysis and research route.
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In view of the scene’s complexity and diversity in scene classification, this paper makes full use of the contextual semantic
relationships between the objects to describe the visual attention regions of the scenes and combines with the deep convolution
neural networks, so that a scene classification model using visual attention and deep networks is constructed. Firstly, the visual
attention regions in the scene image are marked by using the context-based saliency detection algorithm. Then, the original
image and the visual attention region detection image are superimposed to obtain a visual attention region enhancement
image. Furthermore, the deep convolution features of the original image, the visual attention region detection image, and the
visual attention region enhancement image are extracted by using the deep convolution neural networks pretrained on the
large-scale scene image dataset Places. Finally, the deep visual attention features are constructed by using the multilayer deep
convolution features of the deep convolution networks, and a classification model is constructed. In order to verify the
effectiveness of the proposed model, the experiments are carried out on four standard scene datasets LabelMe, UIUC-Sports,
Scene-15, and MIT67. The results show that the proposed model improves the performance of the classification well and has
good adaptability.

1. Introduction

As a basic problem in the field of computer vision and image
understanding, scene image classification has received exten-
sive attention and research [1–7]. The most important prob-
lem to be solved in scene classification is to give proper
expression to the content in the scene. In order to improve
the accuracy of scene classification, the researchers con-
stantly explore new ways, which has advantage of global fea-
tures and local features as well as the middle to form visual
word bag; the bag will represent a visual scene image word
combination methods [8] and, by iteration and cross-valida-
tion, get the image block with degree of differentiation, as
image middle expression method of [9]. The mean-shift
algorithm is used to find the distinguishing mode in the
image block distribution space, so as to create the image rep-
resentation method of middle-level scene [10]. By establish-
ing metric learning formulas and learning the best metric

parameters, online metric learning and parallel optimization
of large-scale and high-dimensional data can be solved [2].
Although these methods have achieved certain classification
effects, the classification performance is reduced when there
are many objects or complex contents in the scene image.

In recent years, the proposal of deep convolutional
networks has made it possible to obtain richer high-level
semantics of images [11–13]. Donahue et al. directly use con-
volutional neural networks (CNNs) [14], which are pretrained
on ImageNet dataset, for scene classification. Zhou et al. con-
structed a large-scale dataset centered on the scene and trained
convolutional neural network on this basis [15], which signif-
icantly improved the performance of scene classification. Bai
proposed that through CNN transfer learning, deep features
were used to express special scene targets for classification
[16]. Zou et al. built a fusion method based on nonnegative
matrix factorization, which can preserve feature nonnegative
properties and improve their representation performance.
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Furthermore, an adaptive feature fusion and boosting algorithm
is developed to improve the efficiency of image features. There
are two versions of the proposed feature fusionmethod for non-
negative single-feature fusion and multifeature fusion [1].

Zhang et al. proposed a spatially aware aggregation net-
work for scene classification, which detects a set of visually
semantically significant regions from each scene through a
semisupervised and structurally reserved nonnegative matrix
decomposition (NMF). Gaze shift path (GSP) was used to
characterize the process of human perception of each scene
image, and a spatial perception CNN called SA-NET was
developed to describe each GSP in depth. Finally, the deep
GSP function learned from the whole scene image is inte-
grated into the image kernel, which is integrated into the ker-
nel SVM to classify the scene [3]. Yee et al. propose a
DeepScene model that leverages convolutional neural network
as the base architecture, which converts grayscale scene images
to RGB images. Spatial Pyramid Pooling is incorporated into
the convolutional neural network [17]. These methods have
greatly improved the effect of scene classification.

However, most of the current algorithms regard the scene
as a combination of multiple objects [18–20] and lack descrip-
tion of contextual semantic relations between objects, thus
restricting the accuracy of scene classification [21]. For this
purpose, the significance of detection algorithm based on con-
text [22], annotation in the scene visual focus area, and the
area contains the main target in the scene and can express
the context of a part of the background region and at the same
time, combined with the depth of the convolutional neural
network, build a kind of fusion depth scene classification char-
acteristic of visual attentionmodel. It overcomes the limitation
of using object and structure feature to classify effectively and
obtains good scene classification performance.

2. The Construction of Scene
Classification Model

In order to adapt to the diversity of images, this article will
image the context of the significant characteristics as visual
attention characteristics, superimposed onto the original image
and into the depth of the convolution network; build scene clas-
sification model; make the model of images to express deep
intrinsic characteristics at the same time; andalso can express
the target in the scene context between semantic features.

2.1. Detection of Areas of Visual Attention. The area that has
a major influence on visual judgment is called the area of
visual attention. Here, the context-based saliency detection
algorithm proposed by Goferman et al. is used to extract
the visual areas of interest of the image [22]. The extracted
saliency areas take full account of global and local features
at different scales and mark saliency targets with their adja-
cent areas to varying degrees. It well reflects the contextual
relationship between the objects in the scene and the sur-
rounding scenery and filters out some repetitive texture
information.

The image block is taken as the comparison unit and
compared in Lab color space. The closer the distance is,
the greater the difference is and the more significant it is.

The difference degree of the two image blocks is expressed as

d pi, pj
� �

=
dc pi, pj
� �

1 + c ⋅ dp pi, pj
� � , ð1Þ

where p represents the image block, i is the central pixel
point of pi, and dcðpi, pjÞ and dpðpi, pjÞ represent the color
distance and spatial distance between the two blocks,
respectively.

For the difference degree value under a single scale, usu-
ally, only the difference degree value between the previous
block and a certain block and the significance value of the
pixel point under the scale need to be calculated as follows:

Sri = 1 − exp −
1
M

〠
M

m=1
d pri , prmð Þ

( )
, ð2Þ

whereM is the most similar front block taken, fpmgMm=1, and
r represents a certain scale.

In order to make the detected significance region signif-
icant in multiple scales, it is necessary to calculate multiple
single-scale significance values and then take the average
value, as follows:

�Si =
1
K
〠
r∈R

Sri , ð3Þ

where K represents the number of scales and R represents
the scale space.

In addition, it is necessary to combine the context of the
image to make the region with different distances from the
saliency target have different saliency. The significance value
of pixel point is finally defined as

Ŝi =
1
K
〠
r∈R

Sri 1 − drf ið Þ
� �

, ð4Þ

where drf ðiÞrepresents the Euclidean distance between the
pixel point i at the scale r and the nearest pixel point in
the significant region. K represents the number of scales,
and R represents the scale space.

Figure 1 is an example of detecting the area of visual
attention. The brightness value in Figure 1(b) is the visual
attention of this position. It can be seen that the attention
of the background area varies with the change of closeness
to the target.

2.2. Construction of Enhanced Images of Visual Areas of
Concern. Although the scene information contained in the
original image was comprehensive, it could not distinguish
effective information from invalid information. In order to
enhance the scene area containing different information to
different degrees, the detection map of visual area of concern
was superimposed on the original image to obtain the
enhanced image of visual area of concern.
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Assume that f ði, jÞ is the original image, f sði, jÞ is the
detection map of visual area of concern, and f eði, jÞ is the
enhancement map of visual area of concern. Before stacking,
the size of the original image and the detection map of visual
area of concern are normalized to 256 × 256, and the signifi-
cance value of the detection map of visual area of concern is
normalized to [0,1].

f e i, jð Þ = f s i, jð Þ:∗f i, jð Þ, i ∈M, j ∈N: ð5Þ

Figure 2 shows the enhancement of visual attention area. It
can be seen that different areas in the scene have different
visual attention, and some repeated textures and less obvious
regional information in the scene have been effectively sup-
pressed, such as the passage in the airport scene and the deco-
rative paintings in the bedroom. While preserving visual
attention, the superimposed images supplement the informa-
tion of some gray areas (transitional areas between the atten-
tion and unattention areas).

2.3. Deep Feature Fusion. In order to describe the content
attributes of scene images effectively, AlexNet network
model, which has been pretrained on large-scale scene data-
set Places, is used to extract the deep convolution features of
original image, visual area of concern detection image, and
visual area of concern enhancement image. In addition,
since different layers of the deep convolutional network have
different abstract expressions of the original image data, the
output of multiple fully connected layers of the deep convo-
lutional network is used in this paper to form the deep
fusion feature as the final expression of the scene image.

As shown in Figure 3, in the full connection layer of
AlexNet, convolution feature is expressed in layer 6, and
classification association feature is expressed in layer 7.

Therefore, in this paper, the 4096-dimensional output fea-
ture of layer 7 and layer 6 is connected in series to generate
the deep fusion feature of the image, and the calculation for-
mula is as follows:

Fc = Ffc7, Ffc6½ �, ð6Þ

where Fc is the depth fusion feature of FC7 and FC6, Ffc7 is
the output feature of layer FC7, and Ffc6 is the output feature
of layer FC6.

Then, the deep fusion features of the original image,
the detection image of visual focus area, and the enhanced
image of visual focus area of the same image are spliced to
generate the deep visual focus features. The calculation
formula is as follows:

FVS = Fc, Fc s, Fc e½ �, ð7Þ

where FVS are the features of deep visual attention, Fc , Fc s ,
and Fc e are the deep fusion features of the original image,
the detection image of visual attention area, and the
enhanced image of visual attention area, respectively.

Finally, the depth visual attention features of the training
images in the target dataset are sent into the random forest
to train the classifier, and the trained classifier is used for
scene classification. Because the extracted features have both
the contextual semantic relationship between objects in the
image and the intrinsic characteristics of scene depth, the
effectiveness of scene classification is greatly improved.

3. Experimental Results and Analysis

3.1. Datasets and Experimental Settings. This paper con-
ducted tests on four common standard scene datasets,
LabelMe (OT) [23], UIUC-Sports (SE) [24], Scene-15 (LS)
[23, 25, 26], and MIT67 (IS) [27], respectively, partial images
of each scene dataset are shown in Figure 4. In order to com-
pare with similar algorithms, experiments were carried out
according to the training and testing ratios of different data-
sets in the references, and the average classification accuracy
of 10 experiments was taken as the final test result.

(i) The LabelMe (OT) dataset contains 2688 color
images of 8 categories, all 256 × 256 in size. In each
category, 200 images were randomly used for train-
ing, and the rest images were used as test images

(a) Original images (b) Visual attention area detection images

Figure 1: Example of visual area of attention detection.

Figure 2: Enhanced images of areas of visual attention.
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(ii) UIUC-Sports (SE) dataset contains 1579 color
sports scene images of different sizes in 8 categories.
Each category was randomly assigned 70 images for
training and 60 images for test

(iii) Scene-15 (LS) dataset contains a total of 4485
indoor and outdoor scene images of 15 categories,
of which 8 categories are the same as the LabelMe
dataset. 100 images were randomly used in each cat-
egory for training, and the rest of the images were
used as test images

(iv) MIT67 (IS) is a challenging indoor scene image data-
set containing a total of 15,620 images in 67 catego-
ries. 80 images were randomly used in each category
for training, and 20 images were used as test images

3.2. Classification Performance Evaluation. Figure 5 shows
the comparison test results of classification on four datasets
between deep learning features without visual attention
region detection and features proposed in this paper by
using the same classification method.

It can be seen that all the features proposed in this paper
have certain effects on the test datasets, and the classification
accuracy effect is most significantly improved in the LS data-
set, mainly because the dataset contains indoor and outdoor
scenes, which indicates that the algorithm is universal. In
addition, the classification effect of simple outdoor scenes
is also significantly improved. However, the effect of the SE
and IS dataset is limited, mainly due to the fact that there
are many objects in the scene, and the context relationship
of prominent objects in the scene is complex. People in
many scenes are not the main objects to distinguish scenes,

Conv 1
Conv 2

Conv 3 Conv 4 Conv 5

224×224×3 55×55×96
27×27×256

13×13×384 13×13×25613×13×384

FC6 FC7

4096 4096

FC6 FC78192

1000

Figure 3: Schematic diagram of generating deep fusion features.

Figure 4: Partial images of each dataset.
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but sometimes, they are enhanced as prominent objects,
which interferes with the discrimination of scene content.
In particular, scene discrimination in the SE dataset is
mainly determined by the relationship between characters’
actions and scenes, while characters’ actions are sometimes
very similar in multiple scenes. Therefore, the classification
effect of visual area of concern detection algorithm on these
datasets is limited.

Precision and recall were used to evaluate and analyze
the OT, SE, and LS dataset, respectively.

Table 1 shows the fusion matrix obtained by a test of the
method in this paper on the OT dataset. It can be seen that
this method can achieve 100% accuracy and recall rate in the
“MITinsidecity” class and can also achieve good classifica-
tion effect for other categories. It is easy to confuse the
“MITopencountry” class with the “‘MITcoast” class.
Figure 6 shows partial misclassification images of the OT
dataset. These two images misclassify images of “MITopen-
country” into “MITcoast,” because the context relationship
between sky and land in “MITopencountry” is similar to that
of sky and coast in “MITcoast.” Lawns and deserts on the
slopes have a similar texture to sea level.

Table 2 shows the fusion matrix obtained by the pro-
posed method in a certain test on the LS dataset. The most
confusing categories are “Bedroom” and “Livingroom” and
“MITtallbuilding” and “Industrial.” Figure 7 shows partial
segmentation images of the LS dataset. In (a), the scene
images of “Industrial” are misclassified to “MITtallbuilding,”
because the high-rise buildings in the image are very similar
in appearance to tall buildings, and the context relationship
with the surrounding environment is similar to that of
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Figure 5: Comparison of experimental results using visual attention area detection.

Table 1: Fusion matrix of the OT dataset.

Category 1 2 3 4 5 6 7 8 Recall (%)

MITcoast (1) 154 2 — — — 4 — — 96.3

MITforest (2) — 127 — — 1 — — — 99.2

MIThighway (3) — — 59 — — 1 — — 98.3

MITinsidecity (4) — — — 108 — — — — 100

MITmountain (5) — 1 — — 171 2 — — 98.3

MITopencountry (6) 7 5 — — 1 197 — — 93.8

MITstreet (7) — — — — — — 91 1 98.9

MITtallbuilding (8) — — — — — — — 156 100

Precision (%) 95.7 94.1 100 100 98.8 96.6 100 99.4

Figure 6: Misclassification images in OT.
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“MITtallbuilding.” On the right, the scene image of “PARof-
fice” is misclassified into “Kitchen.” The reason is that the
cabinet in the upper part of the image has the same position
and appearance with the cabinet, and the context relation-
ship with the desktop is similar to that of “Kitchen,” thus
causing the misclassification.

Table 3 shows the fusion matrix obtained by a certain
test of the method in this paper on the SE dataset. It can
be seen that the method can achieve 100% accuracy and
recall rate in the “Sailing” class. However, “Bocce” has the
lowest accuracy and recall rate, and it is most easily confused
with “Croquet,” mainly because the identification of these
two scenes is mainly based on character movements and
the relationship between character and scene, and the char-
acter movements of these two sports are very similar to the
surrounding environment, so it is easy to misjudge.

3.3. Comparison of Experimental Results. The experimental
results of the proposed method on four standard scene
datasets were compared with those of the reference
method.

The comparison test results on the OT dataset are shown
in Table 4. It can be seen that the algorithm using deep con-
volutional network has obvious advantages over the tradi-
tional feature extraction algorithm. GECMCT method [28]
adds the far neighborhood information to the nonparamet-
ric transformation calculation and spatial information. Gist
feature and spatial correction census transform are com-
bined to form a new image descriptor, but this method lacks
the deep description of scene images. HGD algorithm [29]
uses pLSA to train multichannel classifier on the topic distri-
bution vector of each image, which is not only complex in
modeling but has also limited classification effect. Compared
with other algorithms using deep convolutional networks,
the deep convolutional classification model constructed in
this paper based on the visual area of interest of images
has obviously better classification effect.

The comparative test results on the SE dataset are shown
in Table 5. It can be seen that the classification performance
of the model in this paper is significantly better than other
classification algorithms. Among them, SKDES+Grad+co-
lor+shape method [8] embeds image and label information
into block-level kernel descriptors to form supervised kernel
descriptors and uses visual word bags to learn low-level
block expressions. The implementation process of this
method is relatively complex. And the representational abil-
ity of visual word bag is limited. LGF methods classified
using global and local features of images, not the analysis
on the contents of the image; using visual attention area
detection algorithms on different areas of the image
effectively; and combining the depth have been trained on
the Places dataset convolution network and can better access
the spatial structure of image information [30]. AdaNSFF-
Color boost [1] proposes a novel fusion framework of
adaptive nonnegative feature fusion (AdaNFF) for scene
classification. The AdaNFF integrates nonnegative matrix
factorization, adaptive feature fusion, and feature fusion

Table 2: The fusion matrix of the LS dataset.

Category 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Recall (%)

Bedroom (1) 107 — — — 9 — — — — — — — — — — 92.2

CALsuburb (2) — 141 — — — — — — — — — — — — — 100

Industrial (3) — — 192 1 1 — — — 3 — — 1 5 — 8 91.0

Kitchen (4) — — — 103 2 — — — — — — — — 4 1 93.6

Livingroom (5) 4 — — 2 179 — — — 1 — — — — 2 1 94.7

MITcoast (6) — — — — — 252 2 — — 1 5 — — — — 96.9

MITforest (7) — — — — — — 221 — — 6 1 — — — — 96.9

MIThighway (8) — — 1 — — — — 158 — — 1 — — — — 98.8

MITinsidecity (9) — 2 5 3 — — — — 194 — — 3 1 — — 93.3

MITmountain (10) — — — — — — — — — 273 1 — — — — 99.6

MITopencountry (11) — — — — — 6 1 — — 6 297 — — — — 95.8

MITstreet (12) — — 3 — — — — — 2 — — 186 — — 1 96.9

MITtallbuilding (13) — — 9 — — — 2 — 1 — — — 243 — 1 94.9

PARoffice (14) 1 — — 3 1 — — — 1 — — — — 109 — 94.8

Store (15) — — 1 1 1 — — — — — — — 1 — 211 98.1

Precision (%) 95.5 98.6 91.0 91.2 92.7 97.7 97.8 100 96.0 95.5 97.4 97.9 97.2 94.8 94.6

(a) (b)

Figure 7: Misclassification images in LS.
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boosting into an end-to-end process. However, although
this method fuses and enhances features, the training data
lacks pertinence, which affects its generalization ability.

The comparison test results on the LS dataset are shown
in Table 6. The algorithm in this paper still has a good clas-
sification effect, which is not only better than traditional
classification methods but also better than many classifica-
tion methods using deep learning. The features of SDO+fc
algorithm of cooccurrence with all objects in the scene mode
[4] and the correlation of different objects in the scene con-
figuration to choose representative and distinguish between
objects, thus, enhance the discriminability between the clas-

ses, with the emergence of identifying objects in the image
block probability to represent the image descriptors and to
eliminate the influence of the public target. Although the
algorithm considers the correlation between objects in the

Table 3: The fusion matrix of the SE dataset.

Category 1 2 3 4 5 6 7 8 Recall (%)

Badminton (1) 57 3 — — — — — — 95.0

Bocce (2) 3 45 9 — 2 — — 1 75.0

Croquet (3) — 5 54 — — 1 — — 90.0

Polo (4) 1 3 — 56 — — — — 93.3

RockClimbing (5) — — — — 59 — — 1 98.3

Rowing (6) — — — — — 60 — — 100

Sailing (7) — — — — — — 60 — 100

Snowboarding (8) 1 — — — — — — 59 98.3

Precision (%) 91.9 80.4 85.7 100 96.7 98.4 100 96.7

Table 4: Comparative test results on the OT dataset.

Methods Accuracy (%)

CENTRIST [31] 76.49

CMCT [32] 79.91

GIST [23] 82.60

LPC [33] 83.40

GECMCT [28] 86.95

HGD [29] 87.80

ImageNet-CNN [14] 92.83

Places-CNN [15] 94.30

DSPMK+RVFs+BSRC [34] 95.11

Ours 97.70

Table 5: Comparative test results on the SE dataset.

Methods Accuracy (%)

Object bank [19] 76.30

LRML-PCDM [2] 76.97

GECMCT [28] 77.96

GIST [23] 82.60

O2C kernels [18] 86.02

CENTRIST [31] 86.22

SC+LCSR [35] 87.23

LGF [41] 88.52

AdaNSFF-Color boost [1] 90.21

SKDES+grad+color+shape [8] 91.00

Ours 93.75

Table 6: Comparative test results on the LS dataset.

Methods Accuracy (%)

Bow [25] 74.80

CMN [36] 77.20

SPMSM [37] 82.50

GECMCT [28] 82.96

EMFS [38] 85.70

DLGB (saliency) [5] 87.40

O2C kernels [18] 88.80

ISPR+IFV [39] 91.06

Hybrid-CNN [15] 91.59

DGSK [3] 92.30

MKL [30] 92.50

DDSFL+Caffe [11] 92.81

DeepScene [17] 95.60

SDO+ fc features [4] 95.88

Ours 96.01

Table 7: Comparative test results on the IS dataset.

Methods Accuracy (%)

GECMCT [28] 36.57

Object bank [19] 37.60

Midlevel elements+IFV [10] 66.87

ImageNet-CNN [14] 56.79

MOP-CNN [12] 68.88

Places-CNN [15] 68.24

Hybrid-CNN [15] 70.80

DeepScene [17] 71.00

S2ICA [6] 71.20

DLGB(saliency) [5] 71.40

CNNaug+SVM [13] 71.90

RF-CNNs [40] 72.35

Ours 72.37
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scene, it is still limited to the simple object and does not con-
sider the surrounding background area adjacent to the
object, so the classification effect is limited. DeepScene [17]
integrates Spatial Pyramid Pooling into the convolutional
neural network to perform multilevel pooling on the scene
image and implements the weighted average ensemble of
convolutional neural networks to fuse the class scores thus
improving the overall performance in scene classification.
However, this method still takes the scene as a whole and
does not enhance the information representing of scene, so
the classification effect is limited.

The comparative test results on the IS dataset are shown
in Table 7. It can be seen that, similar to the results of other
datasets, the effect of using convolutional neural network is
significantly better than that of traditional features in gen-
eral, and the classification results in this paper still have
obvious advantages. Among them, the Places-CNN algo-
rithm [15] using the Places dataset pretraining network out-
performs the ImageNet-CNNS algorithm [11] using the
ImageNet dataset pretraining network by nearly 12%,
mainly because the network using the scene training is more
effective in judging the scene category. However, hybrid-
CNN algorithm uses the pretrained network of ImageNet
and Places datasets to extract deep convolution features of
images [15]. Therefore, the classification effect is improved
compared with the first two algorithms. However, the algo-
rithm in this paper only uses the pretrained convolutional
neural network of the Places dataset and combines the con-
text information of the visual attention area of the image to
achieve a better classification effect than hybrid-CNN
algorithm.

4. Conclusions

This paper proposes a scene classification model based on
the depth feature of visual focus area. Based on the context
of significant regional detecting scene image visual interest
areas in the image, with the original image overlay, enhance
image visual interest area, then, will the three images into
AlexNet, respectively, extraction depth visual focus features,
in the end, will it into to the random forest classifier for
training and classification.

Since the feature extraction model of deep visual atten-
tion in this paper also describes the target information in
the image and the contextual semantic information between
the target and the surrounding scene, different visual atten-
tion is constructed and the expression ability of scene char-
acteristics is improved. Combined with the feature of
multilayer deep convolution, the deep visual expression of
scene image is constructed. The test results on four standard
scene image sets verify the effectiveness of the proposed
method, and it is better than several methods with good
characteristics.

The method for the classification of the test datasets as a
whole has a good effect, but when individual scene image
content itself exists, ambiguity or visual attention content
area does not fully express the scene; there is still a fault phe-
nomenon, to this, and another step in the future research

work will be digging deeper visual focusing on context infor-
mation, in order to obtain better classification effect.
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Since entering the new century, people’s living standards have been continuously improved, living conditions have been
continuously improved, which is the embodiment of the improvement of the country’s comprehensive strength, the increase in
national strength has made the development of sports faster and faster, and the annual output value of sports is also increasing
year by year. However, there are still many places that do not pay attention to practical content; in view of these problems, we
use the Internet technology to collect and analyze the data of sports practice teaching; in this chapter paper, we use the 2SPLM
observation matrix method and CS-MDGA algorithm, so that the collected sports practice teaching data is more quick and
convenient to be analyzed. This paper also uses a large number of chart data to confirm the correctness and accuracy of their
views, making the paper more reliable. The study shows that the teaching of physical education in China is increasing year by
year, indicating that the teaching of physical practice in China is developing in a better direction. The mathematical modeling
in the abstract section of the article uses computational methods such as constrained nonnegative matrix decomposition and
constrained nonnegative matrix decomposition model optimization algorithm that integrates external information for research.

1. Introduction

In recent years, the Internet of Things technology has devel-
oped towards the direction of information technology in
sports practice. This paper mainly introduces the rapid
development of the Internet of Things (IoT) technology
and its wide application in sports practice, mainly according
to the actual situation of the Internet of Things technology;
the control network and information network integration
of the Internet of Things technology are studied, and it is
proposed to combine the Internet of Things technology
and sports practice teaching. At the same time, a profes-
sional information system was designed [1]. Based on the
content of the Internet of Things technology, the application
principle of the Internet of Things technology that can be
used for sports practice teaching management is studied.
The system architecture model and data processing logical
structure model of the physical education visual manage-
ment system are designed. Through research, the system
can sense the body production environment sensors and
physical condition sensors, so that it can predict, warn, and

actively control various hazards to the body. Information
from human body sensors and production progress sensors
can be sensed to improve the efficiency of exercise and
reduce the consumption required by the body. Improve the
decision-making ability of athletes and improve the effec-
tiveness of exercise [2]. This paper focuses on the connection
between the Internet of Things (IOT) technology and the
teaching of physical education practice. In view of the many
problems in the development process of traditional physical
education practice teaching, a series of the Internet of Things
technology models are proposed. Through comparative
research, the advantages of the information utilization
model from information to function are verified. Finally,
the model proposes that based on unified information col-
lection, the true interconnection of transportation can be
realized. It can greatly save the cost of technology transfer,
tap the potential value of information, and promote the
emergence of sustainable information service markets and
industrial upgrading [3]. In this paper, a case study is pre-
sented to illustrate how off-the-shelf IoT components can
be combined into a secure and low-cost sensing system that
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can be used for a variety of physical education practice
teaching applications. Examples include smart sports prac-
tice operation or logistics chain monitoring. Our goal is to
provide end-to-end security between deployed sensor gate-
ways and sports users. Our solutions are aligned with the
data-centric security concept in future sports practices cur-
rently under development [4]. Aiming at the shortcomings
of traditional sports safety monitoring system, this paper
designs a sports safety monitoring system based on the
Internet of Things (IoT). The system establishes a network
overheating and humidity sensor through Zigbee, a gas sen-
sor to detect physical health parameters, and then transmits
data to the ARM server, stores the received data in the data-
base, and accesses the Internet through the network, and the
client computer and smart phone access the ARM server
data in various modes through the Internet [5]. This paper
finds that the imperfection of the old teaching and sports
system and to create a more perfect teaching system, provide
effective physical education practice teaching for various col-
leges, and provide talents for each college [6]. This article
explains the various mistakes and problems in the practice
of school sports, and tries to further discuss the innovation
and ideas of college sports practice in the current situation
of college sports [7]. This thesis is mainly to observe the col-
lection and interview of three physical education teachers
over a period of 16 weeks, joint teaching practice, so that
students can establish the core values of trust and respect,
so that in the school PE class, we can be more practiced
and better used in colleges and universities [8]. Under the
background of quality education, physical education practice
teaching faces the problem of insufficient education training
methods, and this paper proposes a solution by constructing
a practical teaching model. A sound system of teaching qual-
ity and evaluation of physical education practice has been
established, and the steps for the realization of this model
are proposed [9]. In this paper, the teaching schemes and
techniques on how to improve the physical education teach-
ing practice are discussed, and the physical education teach-
ing practice plan is also optimized and combined, and this
set of physical education teaching has been proved to be fea-
sible in practice. It promotes the improvement of the quality
of physical education practice and makes the teaching
purpose more easily achievable [10]. This paper mainly
demonstrates the design and methods of collecting data for
decision-making and problem solving in the practice of
physical education in colleges and universities. General
guidelines are provided for practice, and a set of data analy-
sis is proposed to develop estimates and solutions [11]. This
paper mainly introduces that data collection and analysis is
the basic condition of society; due to the dynamic behavior
of various behaviors that may produce false data, we will
analyze contemporary information and historical cases in
order to reduce false information, so that the data becomes
more accurate and reliable [12]. As mobile technology
becomes more common in modern society, users are finding
more and more innovative ways to take advantage of the
collection and analysis of the latest data. Data collection, in
particular, has changed dramatically thanks to wireless tech-
nology [13, 14]. This paper mainly introduces the equipment

of data collection and analysis, compares historical data and
stores it in a unit with collector collection, and converts the
results of the analysis into historical graphs, so that the
analysis of data becomes simpler and clearer [15]. Data col-
lection and analysis covers quantitative and qualitative
methods of data collection and analysis in social research,
making data collection and analysis more simple and conve-
nient and easy to understand [16].

2. The Importance of Teaching Professional
Practice in Physical Education

In school teaching, practice is an important lesson to test
students’ practice results and plays an important role in
developing college students’ sense of innovation and
improving the quality of talent training in colleges and
universities and is an indispensable value. In China’s 13th
Five-Year Plan, it is proposed to accelerate the integration
of industry and education and the cultivation of applied
and skilled talents, deepen the practical teaching of college
students, and comprehensively develop the innovation and
entrepreneurship capabilities of college students. From this,
we can conclude the important value of professional practice
teaching in physical education in colleges and universities. It
is the professional practice teaching of physical education
that can promote the improvement of college students’ edu-
cation and teaching level, better adapt to the requirements of
the workplace, and help the continuous improvement of the
training standards of physical education professionals in
colleges and universities.

2.1. Physical Education Professional Practice Teaching
Objective System. Physical education professional practice
teaching goal system is an important standard to lead the
professional practice teaching of physical education. In the
process of professional practice teaching of physical educa-
tion, the development of students’ cognitive ability, physical
education teaching skills, educational emotional values, and
other aspects of the level of physical education cognitive
ability refers to the abstract theoretical knowledge mastered
by college students through physical education time teach-
ing, transformed into more emotional; scientific physical
education teaching rational cognition and practice helps col-
lege students to better transform the sports skills mastered
into practical teaching capabilities, so as to meet the job skill
needs of college students’ physical education teaching. Sim-
ilarly, in the process of practical teaching, the skills training
of college students also includes the organization skills of
teaching plan design, sports meetings and other activities,
and school sports work skills.

2.2. Optimize the Teaching of Professional Practice Courses in
Physical Education. The construction of the physical educa-
tion professional practice teaching content system is an
important starting point for accelerating the exercise of the
practical teaching ability of college physical education
majors; promoting the improvement of college students’
employability; comprehensively increasing the cognition,
action skills, and values of physical education college
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students in colleges and universities; and further attaching
importance to theory in the current practical teaching
curriculum system, increasing practicality, focusing on
development, comprehensively optimizing the curriculum
architecture, and cultivating the ability of college students.
Accelerate the cultivation of application-oriented talents.

2.3. Organize Campus Sports Practice Activities to Enhance
Physical Fitness. Organizing campus sports activities is a
key measure to enhance physical fitness and achieve physical
education goals. On the basis of not affecting the basic teach-
ing order, we should be able to enrich physical activities as
much as possible, and truly let sports enter the campus
and enter life, thereby improving students’ participation in
sports activities and providing support for further realizing
the quality education goals of physical education classrooms.
Under the pressure of heavy schoolwork, students have time
and opportunities to relax and achieve physical fitness.

3. Algorithm Data Design Implementation
and Collection

3.1. Network Model with Problem Description. Compression
perception technology is an emerging data compression the-
ory; for signals with sparsity, compression perception can be
compressed sampling at a frequency lower than Nyquist
sampling; to achieve signal projection transformation from
high-dimensional to low-dimensional, the use of optimal
reconstruction algorithm to achieve high-precision recon-
struction of compressed signals, due to its excellent com-
pression performance, has been widely studied and applied
in various fields 1 Link State Matrix. LSM records the matrix
of link state information, the size of which isM ×N , whereM
is a number andNis an intermediate number of this
computer, and the LSM formula is

L = l i, jð Þð ÞM×N =
0, xj ∉ X,
1, xj ∈ X:

(
ð1Þ

Definition 1 Dense random projections (DRP). DRP is a
dense observation matrix, which contains O(N) nonzero
elements per row, usually selecting (2) to construct a dense
observation matrix:

Φd = δ x, yð Þð ÞM×N : ð2Þ

The actual link to construct a sparse observation matrix
with random characteristics and its structure can be
obtained by the matrix point multiplication operation
between LSM and DRP as

Φs = LΦd: ð3Þ

The error rate for untrusted links is p, so in the SPLM
matrix, the values of each element are shown as

δs i, jð Þ =
+1, with prob: 1 − pð Þ

2 ,

−1, with prob: 1 − pð Þ
2 ,

0, with prob:p:

8>>>>><
>>>>>:

ð4Þ

SPLM matrix design observation matrix needs to ensure
that it satisfies the RIP condition with most orthogonal rad-
icals. Proving the RIP condition is an N-P difficult problem,
pointing out that if the observation matrix is full, the data
projected by the matrix will be reconstructed precisely with
a probability that tends to “1.” The design of the observation
matrix needs to ensure that it satisfies the RIP condition
with most orthogonal bases, but it is proved that the RIP
condition is an N-P difficult problem, indicating that if the
observation matrix is full, the matrix forwarded data is
reconstructed precisely, and the probability becomes “1.”
Because each number in SPLM can achieve the discrete arbi-
trary distribution shown in the formula (4), RIP can actually
be seen as depicting the similarity of a matrix to a standard
orthogonal array. The L2 energy (norm square) after the
change to the vector does not change more than the energy
of the original vector. RIP is very effective for stability anal-
ysis. The RIP nature only needs to be 0< δ<1. Then Φs each
row looks as a random variable ζn and produces a random
sequence that can be used as a results. fζðnÞ, n = 1, 2,⋯,Ng
indicates that in the sensing network, if N points are ran-
domly arranged within the layout range, the perception data
collected by them is recorded. If d is in a group ψn×n under
sparse, the different data is Φ = ðδÞm×n, and the observation
carrier is YM×1; sink nodes optimize the problem by equa-
tions (5) and (6) to reconstruct the original data under
certain accuracy constraints:

Y =Φ − S =Φ −ΨT ⋅ d =Θ ⋅ d, ð5Þ

d = arg min dk kp, ð6Þ
thereinto, Θ =Φ − ψT ; for the transmitted value, d p repre-
sents the lp norm of the vector d, called

dk kp =
〠
N

i=1
xij jp

 !1/p

max
i=1,2,⋯N

xij j:

8>>><
>>>:

, 0 < p < +∞: ð7Þ

In the data collection process of the wireless sensing net-
work, each round of data collection of the CS is divided into
M independent observations, and its mathematical expres-
sion can be described as

y1

y2

⋮

yM

2
666664

3
777775 =

φ11 φ12 ⋯ φ1N

φ21 φ22 ⋯ φ2N

⋮ ⋮ ⋱ ⋮

φM1 φM2 ⋯ φMN

2
666664

3
777775

d1

d2

⋮

dN

2
666664

3
777775: ð8Þ
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3.2. SPLM Observation Matrix Design. For the problem that
the sensory data in the decompression differs from the
observation matrix sample, a sparse measurement matrix
of the loss rate matrix (SPLM) is designed. By not observing
the lost packet node information during each observation,
the observation array converts the data loss problem col-
lected by CS data under the tree route into an observation
matrix projection problem based on sparse matching, which
not only realizes a large number of observation sampling of
the data in the network, but also avoids the false judgment of
the data collection situation at the Sink end, and the specific
implementation process is as follows: Suppose that the sens-
ing network is set by nodes fs1, s2, s3,⋯,sng and a nonimmo-
vable sink node, where the sense node is randomly and
evenly deployed a × a, sink is located in the focus of photog-
raphy without moving. The perception node periodically
collects and uploads the perception and can adaptively and
dynamically adjusts its own transmission power; sink node
has strong computing performance, periodically collects
and reconstructs the network-wide perception data, and
can obtain the location information of the nodes in the net-
work. Generate minimum data (MST) routes across network
nodes to complete various types of data, that is, to generate a
picture of the direction of the connection G = ðV , EðqÞÞ;
thereinto, V = fV1, V2,⋯, VNg represents a collection of
perception nodes, EðqÞ = fe1ðqÞ, e2ðqÞ,⋯,eNðqÞg represents
a link collection for MST, eiðqÞ. The connection estimate is
q, and if p = 1 − q, then p represents the loss rate of the link.
Other than that, the sensor network adopts the data collec-
tion method of compressing perception, which has the fol-
lowing characteristics: (1) The sparse transformation base
of the perception data vector ψn×n discrete Fourier transform
(DFT) is used, and dilution exchange and orthogonal sparse
groups are shown in equations (9) and (10), respectively; (2)
after receiving M numbers at the receiving port, the original
number is reconstructed using arbitrary catch-up (OMP);
(3) the CS reconstruction accuracy adopts the relative error
shown in equation (11). η is the measure; the smaller its
value, the higher the reconstruction accuracy; if the recon-
struction error is higher than 5%, it is considered that the
reconstruction does not meet the accuracy requirements,
that is, the reconstruction fails.

X kð Þ = 〠
N−1

n=0
x nð Þe−j 2π/Nð Þkn = 〠

N−1

n=0
x nð ÞWkn

N , ð9Þ

Ψj tð Þ =
1ffiffiffiffi

N
p

ej2πjt/N
, ð10Þ

η =
x_ − x
 

2
xk k =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N−1

n=0 x_ − x
� �2r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N−1

n=0 x
2
n

q : ð11Þ

Formula ∑5j = 1δi, jxj is expressed as the sum of all data
from S1 to S5; the file between S5 and the receipt of the data
lose all the data corresponding to S5, that is, packets ∑5j =
1δi, jxj. All packets are lost. Due to the unreliability of the

link between S5 and sink nodes, all the data collected by
nodes S1 through S5 is lost. As shown in Figure 1, the closer
you throw away the file to the receiving machine, the more
node data is lost; in addition, because in the CS data collec-
tion process, the nodes send a weighted superposition
packet, the sink node receives a weighted superposition data
after each observation is completed, so when getting the data
in the network, regardless of whether the link drops packets
or not, the number of packets is lost, and the sink node is
unknown to this information, and assumes that the received
data weighted overlay and (that is, the data values of this
observation) of the whole network node, and reconstructs
the original perception data X based on this observation.
Therefore, CS data collection under unreliable links has the
following characteristics: (1) a packet loss in a link will cause
the loss of sensing data of multiple nodes, that is, there is a
"correlation effect" of packet loss in the link; (2) the sink
node is unknown about the data loss of the nodes in the net-
work and takes the observation value received in each round
as the sensing data projection of the nodes in the whole net-
work to participate in the data reconstruction process, that
is, the compressive sensing data is not matched with the
observation matrix sampling; (3) because that sink node
cannot know whether the data of the nodes S1 to S5 are lost,
the received observation data is assumed to be the credible
data of the whole network, and a new round of reconstruc-
tion is carried out on the observation data on the basis of
the assumption. The matrix Φs is an independent and iden-
tically distributed discrete random sequence, and the ran-
dom variables constituting the sequence all obey the
distribution law of formula (11), and then the matrix has a
full rank tending to "1." Proof assumes that the matrix Φs
satisfying the above conditions has a nonfull rank, that is,
for the ith row of the matrix, there exists a set of coefficients
such that:

ζi = a1ζ1 + a2ζ2+⋯+ai+1ζi+1+⋯+aMζM , ð12Þ

EX nð Þ = +1ð Þ 1 − pð Þ
2

� �
+ −1ð Þ 1 − pð Þ

2

� �
+ 0 × p = 0, ð13Þ

DX nð Þ = E X nð Þ − EX nð Þ½ �2 = E X nð Þ½ �2 = 1 − p: ð14Þ
Make a random process fYðnÞ, n = 0, 1,⋯,Ng for a1ζ1

+ a2ζ2+⋯+ai + 1ζi + 1+⋯+aMζM , and then the mean
number and functions are

EY nð Þ = E 〠
j∈ 1,M½ �,j≠i

ajξj nð Þ
" #

= 〠
j∈ 1,M½ �,j≠i

ajEξj nð Þ = 0, ð15Þ

DY nð Þ = E Y nð Þ − EY nð Þ½ �2 = E Y nð Þ½ �2
= 〠

j∈ 1,M½ �,j≠i
ajDξj nð Þ = 〠

j∈ 1,M½ �,j≠i
a2j 1 − pð Þ: ð16Þ

Therefore XðnÞ and YðnÞ describe different stochastic
processes, respectively. For a discrete stochastic process Xð
nÞ, the value of its random variable XðiÞisf+1,−1, 0g, and
then the length of the state space IX is 3N; for a discrete
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stochastic process YðnÞ, the value of its random variable is
-M+1 ≤ Y(I)≤M-1, and then the length of the state space
IY is 2M-1. If the event A is that formula (12) holds; event
B is the coefficient a1, a2,⋯, aM ; not all are zero. Event C
is the coefficient a1, a2,⋯, aM . Only one in the middle is
not zero; rule:

p abð Þ < p acð Þ: ð17Þ

Solve pðabÞ. This can be transformed is a stochastic
process that solves independent homologous distributions
X1ðnÞ and X2ðnÞ. The probability of having the same state
at the same time, according to the distribution law shown
in equation (4), is a stochastic process XðnÞ. In the state
space, different states have different probability values; for
ease of analysis and without losing the generality, take the
parameters in equation (4) and

p abð Þ < p acð Þ = 1
3 < 10−3 : ð18Þ

Thus, event A holds as a minimal probability event, i.e.,
the null hypothesis substandard, so matrix Φs. The probabil-
ity of approaching “1” is full of rank.

3.3. CS-MDGA Algorithm. For CS data collection in an unre-
liable tree topology under the link, it has both a packet loss
“correlation effect” and a false positive problem of packet
reception by the sink, while the SPLM false positive problem
of the sink side, so it is necessary to discover relevant sys-
tems to solve the problem of losing “relevant data” search.
In essence, the “correlation effect” of packet loss is caused
by the weighted superposition processing of data packets in
the process of CS data collection, which is also the advantage
of CS data collection. Therefore, the most effective way to
solve the “correlation effect” of packet loss is to ensure the
reliability of link transmission and avoid the occurrence of
correlation packet loss. Under premise of ensuring that data
compression ratio is unchanged, the number of observations

is required by different network sizes. The process of obtain-
ing data is different, which in turn changes the value of the
type of judgment result, so different types of proportions will
not only lead to all the data of computer but also affect integ-
rity copy path construction cs between two points and the
safety of transportation, which in turn affects the algorithm
performance. The cost of achieving reliable transmission
guarantee for the entire network of roads is huge, drastically
reducing its value, and SPLM observed the ability of the
matrix to observe and found a way to cross-compress the
perception of the data; the entire website data is evenly dis-
tributed entry (TF) and CS, where TF is used to collect
and forward numbers, it is not related to the file, the CS data
is sent and obtained in the CS data acquisition data, and the
lost files are consistent. For the obtained data at the center of
the TF point, the use of SPLM observations can only defeat
the missing values that have a relationship with cs; in addi-
tion to the use of SPLM observation, other mechanisms are
designed to ensure the safety performance of CS node trans-
portation. CSMA/CA (Carrier Sense Multiple Access with
Collision Avoidance) is a random competition MAC proto-
col with simple algorithms and good performance. Its
Chinese name is Carrier Listening For Multiple Access/Col-
lision Avoidance.

4. Multipath Transmission Mechanism

This article found a completely new transport mechanism
that makes data transfer between CS nodes safe and reliable.
Generally speaking circumstances, if the data is lost on the
CS road, the data transmission mode Si will change the
direction of transportation so that other roads send data
for sign-off. There are many ways to do this from start to
finish to reduce breakage on the way; this paper adopts the
construction method of the minimum energy consumption
spanning tree route; native consumption of the network is
rolled out (19):

E dð Þ = 2α1 + α2d
n, ð19Þ
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Figure 1: Comparison chart of assessment results.
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thereinto, a1 is the expression consumed in the circuit, a2 is
the power amplification factor, d is the length of the trans-
port, and N is breakage factor (2 ≤ n ≤ 5, in any position
usually n = 2); the lowest consumption indicates the problem
of the formula (20), where the start point to the target point
di is the distance from the destination to the road.

min 〠
k

i=1
2α1 + α2d

n
i

 !

s:t:〠
k

i=1
di = d0

ð20Þ

dchar =
2α1

α2 n − 1ð Þ
� �1/n

: ð21Þ

This problem is done using Lagrange multiplication;
when the content between the point and the start point is
equal, the loss of content is minimal, and the value of the
distance dchar is given (21); then the optimal hops kopt takes
the quotient upper limit of d and dchar. This article found
that completing other substitution methods, the data were
obtained: (1) The sink side calculates the straight-line dis-
tance from sink node to each CS node according to the
geographical full information for each target d; (2) sink side
linear is the distance d of each number and the size of the
image distance dchar, if d ≤ dchar, then build a single-hop
backup path, if d > dchar, first calculate the optimal number
of hops kopt, according to the optimal hops kopt, on the
CS node to sink straight path, based on the principle of equal
distance of each hop, and calculate the theoretical ideal relay
node geographical location; (3) according to the ideal relay
geographical coordinates, the sink side selects the node clos-
est to the coordinates as the relay node; (4) sink distributes
the built CS node minimum energy consumption route the
corresponding middle node. The CS-MDGA algorithm first
constructs an MST routing tree of the whole network nodes,
and the number of all child nodes of the nodes in the tree is
wi, In particular, for a sink node wsin k =N , for a node wi = 0
, located at the end of the link, ε =M − 1 is defined as the
threshold for distinguishing node types. According to the
size of wi of each node, if wi > ε, node i participates in data
collection in CS mode, which is called CS node. If wi ≤ ε,
the node participates in data collection in the traditional for-
warding mode, which is called TF node. Then, during the
data collection process, the number of data packets PN(i)
sent by node i is:

PN ið Þ =
ωi + 1, ωi ≤ ε,
M, ωi > ε:

(
ð22Þ

In the process of obtaining data in the CS-MDGA
method, the TF point is routed along the MST route with
a normal forwarding effect to obtain the result, as shown
in the effect in Figure 2, and its data does not produce a “spe-
cial effect”; CS points participate in data discovery along the
MST in the CS data state, thus achieving the purpose of algo-

rithm data design. The above algorithm is based on the
2SPLM observation matrix and CS-MDGA algorithm
decomposition of the algorithm data design and implemen-
tation of the whole process and can achieve the purpose of
data algorithm design and implementation; after obtaining
the characteristics of the data, you can carry out other work
arrangements for the user.

5. Analysis of Important Indicators in the
Teaching of Physical Education Practice

5.1. Practical Teaching Results Analysis. We evaluated the
findings in three parts: skill assessment, skill development
assessment, and athlete endurance goal assessment. Test
scores from all students are collected almost weekly as a ref-
erence for talent assessment to better understand student
skills and skill management. The athletic abilities demon-
strated on site will serve as a source of data to evaluate the
analysis of students’ athletic abilities [17].

The examination process is defined as:

Step 1. Student comes for the exam in accordance with the
group for the on-site sports skills display, the assessment
place is the school gymnasium, and 7 physical education call
the teacher to grade each student.

Step 2. The assessment takes place in classrooms where they
are usually trained. Teachers assess students’ development
potential based on the recordings of students’ regular train-
ing. On-site skill performance and growth points are calcu-
lated with a maximum of 100 points.

Step 3. The assessment location is the equipment room; the
teacher opens the student’s examination file in the equip-
ment room, and analyzed by different mathematical tech-
niques, the student’s difficulty failure rate is counted.

Step 4. Compare the scores to the six groups horizontally
and then in portrait orientation.

5.2. Analysis of the Results. From the data analysis in Table 1,
it can be seen that the overall performance of Dan’s three
students remained stable, while the ratings of “very good,”
“good,” and “poor” did not change, although the best train-
ing was not in physical education class. With specific guid-
ance, they can achieve great results. The outcomes of the
traditional learning model and its professional level are
stable and maintained at a certain level. However, the com-
parison of the six groups shows that the first three groups
are slightly higher than the latter three groups at the same
level, and the average score of the first three groups is 1.9
points higher than the corresponding comparison. In prac-
tice performance, the third group scored 5.4 points higher
than the sixth group average. The data shows that the inter-
mediate group has a slight advantage over the traditional
group in skill assessment, and the final score is slightly
higher than the other groups.

From the data in Table 2, we can see that the 6 groups
have the same number of 10 people. The average score of
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the first group is 83.6, ranking second; the average score of
the second group is 91.4, ranking first; the average score of
the three groups is 81.7, ranking 3rd; the average score of
the fourth group is 80.4, ranking 4th; the average score of
the fifth group is 79.3, ranking 5th; the average score of the
sixth group is 75.5, ranking 6th. The error rate in Table 3
refers to the frequency of mistakes by the number of people
surveyed who have taken the difficulty of testing in sports
practice performances.

The results in Table 3 are basically the same as the exper-
imental results in Table 1, indicating that the student has a
good foundation in the traditional teaching mode and has
a good performance. Compared with the students, the
conventional teaching mode with good qualities has a good
performance. Compared with the first three groups of stu-
dents, the effect of grasping the error rate is not very good.
The first group had a 3% lower error rate than the fourth
group; the second group had an 8% lower error rate than
the fifth group; the third group had a 5% lower error rate
than the sixth group. The environment of the on-site drill
under the stadium and the usual practical training is quite
different, and the simulated real sports practice created by
the special training technology makes the students get better
promotion in training, so the first three groups of students in
the same environment play more stable and excellent. It can
be seen that the accumulation of students’ performance
experience through the practical training applied by special
training techniques is helpful to the grasp of the details of
sports training. The data of the three scoring tables that
are integrated to obtain a comparative figure of the result
is shown in Figure 1.

The analysis of Figure 1 shows that students who use
digital audio technology in their teaching experience sig-
nificant improvements in skills, learning efficiency, and
error management. Emphasize students’ traditional teach-
ing skills, emphasizing experiences of learning and
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Figure 2: Performance comparison in different periods.

Table 1: Sports live display assessment statistics table.

Constituencies Number Average score Ranking

Group I 10 92.5 1

Group II 10 88.7 2

Group III 10 75.2 3

Group IV 10 90.6 4

Group V 10 81.5 5

Group VI 10 69.8 6

Table 2: Sheet of physical practice ability assessment.

Constituencies Number Average score Ranking

Group I 10 83.6 2

Group II 10 91.4 1

Group III 10 81.7 3

Group IV 10 80.4 4

Group V 10 79.3 5

Group VI 10 75.5 6

Table 3: Statistical table of error rates in sports practice
assessment.

Constituencies Number Error rate Ranking

Group I 10 9 1

Group II 10 13 3

Group III 10 27 5

Group IV 10 12 2

Group V 10 21 4

Group VI 10 32 6
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correcting mistakes, but they are slightly inferior to the
number group.

To better assess the impact of learning methods on
learning outcomes, teachers also assessed students’ practical
training on the target trajectory recorded in each lesson after
each major, based on the students’ skill level. In practical
classes, the fourth year is chosen from the final grades. After
the scores were combined, the mean was calculated, and the
data was analyzed, resulting in the comparison table of
ordinal scores in Figure 2.

The ordinate coordinates in Figure 2 represent the aver-
age of the students’ technical skills displayed in the practical
training after the unified scoring is calculated by group. Ana-
lyzing Figure 2, as the teaching progresses, the teaching time
of the application of digital audio technology increases, and
the results achieved by the students’ skill demonstration

have increased accordingly and exceed the teaching results
achieved in the general pattern. It can be seen that special
training techniques have a proven role in promoting
students’ skills upgrading.

5.3. Analysis of Sports Practice Errors. Comparison of male
and female athletes’ mistakes is shown in Figure 3.

In Figure 3, we can see that in 2010, men had 47 mistakes
and women had 49 mistakes; in 2014, men had 48 mistakes
and women had 51 mistakes; in 2018, men had 42 mistakes.
Women had 35 mistakes.

5.4. Types of Mistakes and Their Causes. The types of errors
are shown in Figure 4

Figure 4 shows that the main selection types of athletes
account for 60.58% of the total number of male athletes and
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Figure 3: Comparison of male and female athletes’ mistakes.
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Figure 4: Causes and types of errors.
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65.92% of the total number of female athletes. It seems that
most errors occur during playback. Both male and female ath-
letes suffer from physical causes, but the corresponding errors
will affect the athlete’s state adjustment, and when the athletes
cannot adjust their mentality correctly, it will affect the perfor-
mance of the competitors. The abscissa of Figure 4 represents
the types of mistakes made by athletes in competitions and is
the cause of various errors collected from athletes in a large
amount of competition data.

Annual output value and grownth rate are shown in
Figures 5 and 6

In the analysis of Figures 5 and 6, the annual output
value of sports in 2010 was 10 billion yuan, the annual out-
put value of sports in 2012 was 125 billion yuan, the annual
output value of sports in 2014 was 162 billion yuan, the
annual output value of sports in 2016 was 194 billion yuan,
and the annual output value of sports in 2018 was 240 billion

yuan. The strategy of a sports power has led to an increase in
the annual output value of sports and an annual output
value of more and more large, and the annual output value
growth rate of sports will continue to accelerate according
to this trend.

6. Conclusion

Through the matrix algorithm and experimental compari-
son, it can be concluded that the study of sports state is an
important material, because sports is a complex art form,
and the physical state of the athletes is good, so communica-
tion is the starting point of the coach. If you want to be pro-
ficient in psychology, you need to strengthen psychological
training, continuously accumulate practical experience,
develop your psychological processing ability, and have a
deeper understanding of the meaning of psychology. Only
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Figure 5: Annual output value of sports.
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Nowadays, colleges and universities are paying more and more attention to the physical condition of students. Many schools set
up physical education courses to exercise students and improve their physical quality. They also conduct physical examinations
every semester to test students’ conditions. In order to ensure more accurate sports results, this paper uses optimization of the
neural group particle group model method to forecast the physical culture test scores of the investigated students. In addition,
to guarantee accuracy the particle swarm optimization neural network model method, we compare the GXD method and the
LM method with our method. It has the advantage of high precision, optimal prediction effect, strong versatility, higher recall
rate, stronger antinoise performance, and wider application range. The article compares the neural network model method for
particle swarm optimization with the GXD way and the LM way to ensure precision the neural network model method for
particle swarm optimization.

1. Introduction

A raw good training technology based on a hybrid neural
network has been trained and tested by the actual results
of football match from the Italian A series. Finally, the
results of the model are compared with other statistical
prediction models. The results indicate that the new model
is more accurate, so that the efficiency of all teams offers a
better assessment [1]. By using the method of the document,
logical analysis, and statistical data, the article analyzes and
studies the 2012 ranking of tennis players who joined the
12th total game and predicts the distribution of tennis
medals for the 12th total game [2]. We use video computer
technology to build motion and analysis detection systems
using RGB cameras and depth educational models. It can
be identified from the RGB image, follow the overall assess-
ment, and retour data in real time. RGB images are proc-
essed in two subsystems: human detection system and
performance analysis system. The human detection system
is used to detect a gesture with the user, and the performance
analysis system is intended to return feedback from the
details of the user gesture. The result of the system is satis-

factory: in a human detection system, overall accuracy can
reach more than 99%, which means that nearly four activi-
ties can be accurately classified. In the case of performance
analysis systems, the results and details can be returned
based on small differences in levels CM. The delay of the
entire system is in milliseconds, which means that the sys-
tem can bet the detection and analysis of real-time. Golf
driving is used as an example to illustrate how the system
works. Moreover, the system can promote other sports [3]
in the research to survey various physical characteristics of
successful archery and provide main attributes that help
the results of high archery. In this study, 32 arms from
arches from different arched students participated. Perform
standard physical fitness tests and note the last recording
result, multivariate primary analysis techniques (PCA),
layered agglomeration analysis, and discriminatory analysis
(DA). VARIMAX-rotated PCA represents two variables
with 12 and 2 variators (VF). Standard, backward, and for-
ward stepwise reach classes from 14 predictors with 74.2%,
96.7%, and 93.6% accuracies, appropriately. The results of
the current investigation can help in assigning arched
athletes in accordance with their bodily characteristics [4].
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Fast search and control over attitude changes; a method for
designing a multimedia model is suggested. In the physical
model and the kinematic model of the body, they quickly
distinguish information about location and attitude infor-
mation about the human body. Multimedia image analysis
and intelligent control of the process that simulates the
training of human traffic analyze the parameters of spatial
traffic planning limits to achieve changes in attitude, which
achieves optimal controls for sports training and sports
planning. The simulation results show that the design based
on the multimedia simulation of the computer is checked,
and the error prediction of the traffic control parameters is
low, and the ability to be the multimedia sport training
model is stronger, and the effect of sports training has
improved. In addition, simulation results will verify the effi-
ciency of the internet [5]. Continuous development of com-
puter and graphic technology, mode and image processing
technology, and intelligent video tech techniques combine
these related technologies and set image descriptions and
supervision between images. Intelligent video analysis tech-
nology is widely used as in military and economic sectors.
During the badminton training, when the trainer explains
the behavior of the player, the video will be played and ana-
lyzed [6]. Machine learning (ML) is an intelligent approach
to classification and prediction. This paper provides a
detailed analysis of the M1 literature, focusing on the appli-
cation of artificial neural networks (ANNs) in predicting
traffic outcomes, as well as learning methods, data sources,
appropriate model evaluation methods, and challenge-
specific methods for predicting certain motion outcomes
[7]. The main goal of this study is to build an intelligent
mathematical model to predict the sports achievement of
pole jumping in men; the method of the study consists of
using five variables as the input to the neural network, which
is the pathway of speed (m/sec in front distance 05m closest
and 05m closest, maximum speed in the last 5m total
approach distance 30m, conversion factor ratio of horizon-
tal speed to vertical speed, conversion factor ratio of hori-
zontal speed to vertical speed, and fist height at full pole
long above); these are variables that are considered indepen-
dent, while the correlated variables are the predictions that
predict achievement (final height achieved by jumpers) as
output. The neural network architecture is represented by
three layers; the first layer is an input layer with five vari-
ables, and one layer is hidden and contains a node, while
the last layer is an output layer representing the result of
the prediction of athletic achievement male weight jumps
[8]. The submission of recurrent neural networks (RNN) is
learned in the prediction of sports outcomes of athletes in
the Internet of Things (Internet of Things) environment.
Specifically, the 3000m slope enzymes and the correspond-
ing outcomes of athletes were analyzed with RNN. Next
model prediction of performance of athletes with 3000M
slope enzymes is determined by different algorithms, where
IOT technology is used to predict and analyze the relation-
ship between physical parameters and the efficiency of
athletes [9]. Three algorithms of combined prediction of a
gray model and neural network: GM-NN1: first, the original
sports performance dataset is used to derive the error

sequence using the MG (1, 1) model, and then, to get error
sequence prediction, build a neural network to train error
sequence regression. This new model uses a neural network
to correct the error predicted by the GM model (1, 1), GM-
NN2: this model uses some datasets for original traffic
performance to make a set of universal data models (1, 1)
and build a nervous network. The original data define a non-
linear relationship between the adjustment values; the result-
ing network estimated prediction trends for a group of
generic (1, 1) models on partial data and achieved better
results in sports achievement prediction [10]. By analyzing
the students’ vital indices as measured by their weight,
height, and waist, this paper uses principal component
regression analysis to set up a linear model for predicting
exercise outcomes at 50 and 800 meters. In this way, it assists
students to improve exercise results during their daily exer-
cise [11]. Using physical testing methods, research has
shown that although slightly more than the 2011 test results,
men and women experience very large differences in physi-
cal life shape, physical function, body mass, and overall
assessment that should draw attention. According to the
“IT Public Plan for Reform of teaching sports university,”
the corresponding countermeasures were implemented to
improve, the Western University Sport Sports Plan Reform
of the course was set up. In 2013, the “IT College Sports Club”
was implemented to provide theoretical reference [12]. Con-
tributing to be a literature by developing a regression model
that offers football results, we use prediction accuracy
measures and wagering simulations to evaluate model perfor-
mance. The model developed may equal or exceed the results
of existing statistical models with a similar structure. Taken
together, these results suggest that public odds for multiple
soccer matches invested are slightly less effective, but these
low performance does not cause the revenue of the statistical
gambling algorithm. The results also show that the results of
the historic alliance are the most important components in
the statistical model of football forecasts and completed the
moderate accuracy of these components and other data [13].
Prediction accuracy of various methods such as prediction
markets and selection evaluates the ability to systematically
produce the market and subtitles to produce the profit on
the game market. We have introduced empirical results of
the 678-837 study of the German Premiere Association game.
The forecast market and the chance of plants are also applied
to predictive accuracy, but both methods are very complicated
[14]. Machine leather algorithm are accustomed to build
models to predict physical student performance. The particle
group optimization algorithm is used to select model parame-
ters. This model applies to modeling physical properties and
forecasts of specific universities. Application results show that
the machine’s algorithm can eliminate the learning of the
shortcomings of traditional models and improve the effect of
prognosis in sports activities, and the predicted results can
lead to reforms of university sports [15].

2. College Sports Test Scores

2.1. Current Situation of College Sports Test Scores. At pres-
ent, the physical quality of students is declining year by year,
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and the current exercise situation is not satisfactory: only
34.2% of the students exercise regularly, and most of the stu-
dents do not exercise often, and their consciousness is weak.
Boys perform better than girls on sports tests and, in differ-
ent classes, have higher minimum scores than others. The
intensity of exercise awareness, exercise time, and exercise
frequency are not ideal and cannot produce good exercise
effects. There are differences between male and female
students and students of different grades. Because most
students lack sports and choose to stay in dormitories most
of the time, it can be seen from the results of college sports
tests that most of the indicators are declining year by year,
getting lower year by year.

The physical fitness of college students is declining year
by year, and the current situation of physical exercise is also
unsatisfactory. Only 34.2% of the students regularly partici-
pate in exercise, and most of the students rarely exercise, and
they are not conscious of physical exercise. College students’
physical exercise awareness intensity, exercise time, and
exercise frequency are not ideal, and they cannot achieve
good results of physical exercise. It can be seen from the
results of college sports tests that most of the indicators are
declining year by year, getting lower year by year.

2.2. Problems Existing in College Sports Testing. First of all,
the evaluation of students’ physical education performance
largely relies on the evaluation of athletic ability, in order
to systematically obtain sufficient information on students’
personal physical fitness and learning achievements and to
evaluate the degree of students’ achievement of teaching
goals. Physical education: there is no doubt that it is reason-
able to use examinations as an important means of evaluat-
ing students’ learning outcomes, but the problem is that the
current examination form, content, and evaluation criteria
are too monotonous and difficult to be comprehensive and
accurate. Individual training subjects to measure: second,
the understanding of the objectives of higher education
physical education courses is not clear enough or incom-
plete; it only emphasizes the evaluation of explicit factors
such as physical fitness, sports technology, and skills, while
ignoring the coordinated development of hidden factors
such as psychology and group relations, thus forming an
evaluation process. Physical and mental separation, lack of
awareness of the relationship between the purpose of diag-
nosis, and the purpose of physical education result in a cer-
tain degree of disconnection between the two. Third, theory
and practice are the two most basic assessment elements to
measure students’ quality and performance. If only focus
on practice and ignore theory in the process of talent train-
ing, only mechanical technology can be used to train robots.
In quality education, special emphasis is placed on cultivat-
ing students’ innovative ability. Talking about innovation
without theoretical guidance can only be a slogan. Without
mastering theoretical knowledge, students’ development
space will be limited. Participation in sports activities will
inevitably lead to blindness and sometimes unnecessary
physical and mental harm. Fourth, the purpose and function
of the evaluation of students’ academic performance are not
clear, which leads to the use of summative evaluation as the

main evaluation method for evaluating academic perfor-
mance, which has obvious drawbacks.

2.3. The Benefits of Computational Intelligence in the
Predictions of the Results of Sports Tests. So as to implement
the policy of the comprehensive development of morality,
intelligence, and physique in universities and universities,
the Ministry of Education of the People’s Republic of China
has issued the “Qualification Standards for College Students’
Sports” for colleges and universities across the country. Stu-
dents’ sports performance is mainly divided into body type
indicators, physical indicators, and sports quality. Body size
is directly related to athletic performance. How to use the
body shape index to predict sports performance not only
has certain guiding significance for the role of teachers and
students in teaching and daily exercise but also allows
students to choose the appropriate body shape according
to their physical fitness. The current state of the art in pre-
dicting student athletic performance is analyzed, and the
reasons for the low prediction accuracy of current models
are identified. An intelligent support vector machine is used
to establish a student’s sports performance prediction
model, and the intelligent model is used to apply the model
to college sports performance, modeling, and predicting
characters. The intelligent algorithm can overcome the
shortcomings of traditional models and improve the effect
of predicting sports results. And predictive outcomes may
lead to college sports reform.

Current research states forecast that indicate the execu-
tion of students who indicate the causes of low accuracy of
predicting the current model. Calculate the intelligent
machine for the support vector to determine a model predic-
tion of the sporting efficiency of students, using intelligent
models. Finally, the model applies to college sports results,
Modeling and class prediction. The intelligent algorithm
can overcome the shortcomings of traditional models and
improve the effects of predicting a college sport efficiency,
and the results of the forecasts can carry out a reform of
the university sports disciplines.

2.4. Optimization of College Sports Test Scores. First, perfor-
mance assessment is a significant section of physical educa-
tion systems engineering and is intently involved to the
personal interests of the students. The content and standards
of the test should be as objective as possible, students should
be assessed academically, and the classroom test prepared by
teachers should be combined with the unified test at the
classroom level, one-time, and continuous. Class exams,
teaching, and exam drills by exam panels of teachers (class-
rooms) and classroom teachers who do not take class exams.
Second, after the special courses are launched, the widely
collected high-quality textbooks can be combined with the
national physical exercise standard test. Among many
projects of the same quality, several textbooks with lower
technical requirements should be selected for use. The
balance of textbooks, hours, and test standards is based on
mathematical statistics, the correct selection of test stan-
dards, and the average score of qualitative categories
dropped by 1 point to 50 points, which is in line with the
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national sports activities standard scoring method. For a
small number of students with special difficulties in physical
and physiological conditions, the relative performance
assessment method should be used to evaluate their perfor-
mance. The fourth is to strengthen the research on teaching
methods and further improve the quality of education. The
use of intelligent algorithms can conquer the defect of tradi-
tional models and improve the predictive effect of physical
education outcomes in colleges and universities, and the pre-
diction results can drive the reformof college sports disciplines.

3. Computational Intelligence Prediction
Model for College Sports Test Scores

3.1. Neural Network Model for Particle Swarm Optimization

3.1.1. Neural Networks. The neural network is a multilayer
feed-forward network, and one-way propagation generally
falls on three or more layers. Here are the steps on how a
neural network works:

In the first step, set a random nonzero number; its Vkl is
relatively small, and set the weight coefficient of each layer to
its range.

In the second step, the output sample is

A = a1, a2⋯,amð Þ: ð1Þ

The corresponding expected output is

E = e1, e2,⋯,emð Þ: ð2Þ

The third step is to calculate the output of each layer and
the kth neuron output in the hth layer as follows:

Gh
k =〠VklA

h−1
k , ð3Þ

Ah
k = s Gh

k

� �
: ð4Þ

Usually, Equations (3) and (4) will be represented by the
Sigmoid function, as follows:

s að Þ = 1
1 − exp −að Þð Þ : ð5Þ

The fourth step is to evaluate the learning error d of each
layer, in the output layer h = n,

f nk = An
k 1 − An

kð Þ An
k − En

kð Þ: ð6Þ

The other remaining layers exist:

f hk = Ah
k 1 − Ah

l

� �
〠Vkf

h+1
k : ð7Þ

The fifth step is to change the weight factorVkl, as follows:

Vkl p + 1ð Þ =Vkl − q · f hk · Ah−1
l : ð8Þ

The sixth step is to determine if the calculated weight is
coefficients of each tier can meet the request. If the require-
ments can be met, the calculations can be ended.

(1) Set a random nonzero number whose Vkl is rela-
tively small, and set the weight coefficient of each
layer to its range

(2) Output samples and corresponding expectations

(3) Calculate the output of each layer, and the output of
the kth neuron in the h layer

(4) Evaluate the learning error d of each layer, and out-
put each layer

(5) Correct the weight coefficient Vkl

(6) Define if the calculated weighting factors for each
level meet the request. If the requirements can be
met, the calculations can be aborted. Else, go back
to step 3

3.1.2. Particle Swarm Optimization Method. The best answer
for the current particle group optimization is gbestos, and
the best explanation for the present group is gbestos. The
fit performance depicting the advantages and disadvantages
of a single particle is structured as follows:

fitness = 1
2N〠

N

i=1
〠
D

j=1
yij − tij

� �2
: ð9Þ

The primary random explanation of the particle swarm
majorization way repeatedly iterates to discovery the optimal
answer, and the particle follows two extreme worth in each
iteration to guarantee that the particle itself can be renewed.
The two extreme worth are tBest and uBest separately, the best
explanation found by the particle itself is tBest, and the opti-
mal solution found by the whole population is uBest. The
particle location and velocity are updated by these two
extreme worth using Equations (10) and (11). ω represents
the speed of the particle; present represents the position of
the particle itself; x1 and x2 represent the learning factor;
y1 and y2 represent a random number between (0, 1).

ω = ω + x1 × y1 × tBest − presentð Þ + x2 × y2 × uBest − presentð Þ,
ð10Þ

present = present + ω: ð11Þ

The first particle on the right edge of the velocity Equa-
tion (10) has no memory capacity and is random. It will
search for a new region and has a powerful global majoriza-
tion ability. But, in functional claims, it is essential to
perform an entire finding to enhance the rate of search
astringent and then use local search to obtain a more precise
solution. σ represents the inertia weight. The larger the value
of σ, the stronger the global search ability of the particle
swarm optimization method, and vice versa.
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The larger the worth of σ, the stronger the entire find
power of the particle swarm optimization method; the lower
the worth of σ, the weaker the entire find power of particle
swarm optimization method.

ω = σ × ω + x1 × y1 × tBest − presentð Þ + x2 × y2 × uBest − presentð Þ,
ð12Þ

present = present + ω: ð13Þ
Advantage:

(1) It can deal with some traditional methods that
cannot be dealt with

Shortcoming:

(1) Not very good on some points

(2) Coding network weights and selecting genetic opera-
tors are sometimes difficult

3.1.3. Correct the Variance and Weight of the Web. When
optimizing a neural network with particle swarm optimiza-
tion methods, optimization is necessary in two parameters,
variance σi (i = 1, 2,⋯, h) of neural network basis function
and the weight V0, V1,⋯, VK , and the dimensions of the
two parameters are the same as the network structure. Cor-
relation, uniformly encode the weights and variances of the
neural network, and a set of the weights and variation of
neural networks are depicted by the particle. Taking the root
mean square error as the fitness function, it can reflect the
approximation error of the particle. a is the overall count
of specimens; yi1 and yi2 are actual produced worth and the
nervous net forecast value, respectively. The healthy worth
of the particle is as follows:

RMSE ið Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
a
〠
a

j=1
yi1 − yi2
À Á2

vuut : ð14Þ

3.2. Prediction Model of Sports Achievements of the
University. Modeling of university sports results with nervous
net model for particle swarm optimization. Optimization of
neural network models using a swarm of particles for model-
ing of sports performance in colleges and universities, assum-
ing that the initial performance time series is as follows:

A 0ð Þ pð Þ = a 0ð Þ 1ð Þ, a 0ð Þ 2ð Þ,⋯,a 0ð Þ mð Þ
n o

, ð15Þ

B 0ð Þ pð Þ = b 0ð Þ 1ð Þ, b 0ð Þ 2ð Þ,⋯,b 0ð Þ mð Þ
n o

: ð16Þ

Taking the first-order differential operation formula (14),
formula (17) is obtained as the first-order differential
sequence:

A 1ð Þ pð Þ = a 1ð Þ 1ð Þ, a 1ð Þ 2ð Þ,⋯,a 1ð Þ mð Þ
n o

: ð17Þ

In the first-order mean surgery formula (16), the first-
order mean sequence is obtained as

B 1ð Þ pð Þ = b 1ð Þ 1ð Þ, b 1ð Þ 2ð Þ,⋯,b 1ð Þ mð Þ
n o

: ð18Þ

The prediction model is established by formula (6), c and
parameters, such as

f a 1ð Þ

f p
= ca1 = λ: ð19Þ

Solving Equation (19), the albino differential equation
predicting sports results colleges and universities is
obtained, such as

â1 h + 1ð Þ = a 0ð Þ 1ð Þ − λ

c

� �
d−ch + λ

c
h = 1, 2, 3,⋯,mð Þ: ð20Þ

Using the neural network description formula (20), the
nervous net parameters are gained by practice in the light
of the key in and produce specimen data, and the best tar-
get shining upon the formula (20) is blanket.

4. Prediction and Analysis of College Sports
Test Scores Based on
Computational Intelligence

Taking the 1000-meter long-distance running performance
of 50 freshmen in a university as the experimental object,
after many calculations and analysis, the data truly reflects
the students’ sports trends. The neural network used in this
method has 3 input nodes, 1 output node, and 10 hidden
units. The population of the particle swarm optimization
method is m = 40, the initial inertial mass value is 1, and
the inertial mass is reduced to 0.5. The number of iterations
gradually increases the values of af , x1, and x2 which are all
equal to 3, and [-19.19] is the link weight change interval.
The iteration stops when the number of iterations reaches
the maximum value.

4.1. This Paper Method. A neural network model was used to
optimize the particle swarm to predict the performance of

Table 1: Prediction results of college students’ sports performance.

Iterations/time Prediction error Convergence time (s)

100 0.032 4.2

200 0.039 2.9

300 0.042 5.1

400 0.049 5.6

500 0.053 6

600 0.056 6.2

700 0.061 6.7

800 0.063 7.1

900 0.069 7.8

1000 0.072 8.1
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the subjects’ movement. When the frequency of iterations is
100, the prediction mistake is the least, the prediction error
is 0.032, and the convergence time is 4.2 s; when the fre-
quency of iterations is 1000, the forecast error is the largest,
the forecast error is 0.032, and the convergence time is 8.1 s.
When the frequency of iterations is 200, the forecast error
is 0.039, and the convergence time is 2.9 s; when the fre-
quency of iterations is 300, the forecast error is 0.042,
and the convergence time is 5.1 s; when the frequency of
iterations is 400, the forecast error is 0.049, and the con-
vergence time is 5.6 s; when the frequency r of iterations
is 500, the forecast error is 0.053, and the convergence
time is 6 s; when the iteration frequency is 600, the fore-
cast error is 0.056, and the convergence time is 6.2 s; when
the iteration frequency is 700, the forecast error is 0.061,
and the convergence time is 6.7 s; when the frequency of
iterations is 800, the forecast error is 0.063, and the con-
vergence time is 7.1 s; when the frequency of iterations is
900, the forecast error is 0.069, and the convergence time
is 7.8 s, as shown in Table 1.

10 students were randomly selected from the experimen-
tal subjects, and the particle swarm majorization nervous net
method was formed to test comparison between the fore-
casted results and the actual values. There is no significant
difference between the forecasted results obtained by this
model and the actual values that are approximately equal.
Actual value of sample 1 is 8.5 s, and the forecasted value
is 8.4 s; the actual value of sample 2 is 8.7 s, and the predicted
value is 8.68 s; the actual value of sample 3 is 8.5 s, and the
predicted value is 8.49 s; the actual value of sample 4 is
8.49 s. The actual value of sample 5 is 8.9 s, and the predicted
value is 8.88 s; the actual value of sample 6 is 8.7 s, and the
predicted value is 8.89 s; the actual value of sample 7 is
8.4 s, and the predicted value is 8.89 s. The actual value of
sample 8 is 8.6 s, and the predicted value is 8.6 s; the actual
value of sample 9 is 9.2 s, and the predicted value is 9.19 s;
the actual value of sample 10 is 9.2 s, and the predicted value
is 9.2 s, as shown in Figure 1.

4.2. GDX Method. Using the GDX method to predict the
sports performance of the experimental subjects, when the
frequency of iterations is 100, the forecast error is the smal-
lest, the forecast error is 0.037, and the convergence time is
10.3 s; when the frequency of iterations is 1000, the forecast
error is the largest, and the forecast error is 0.078, the con-
vergence time is 17.6 s. When the frequency of iterations is
200, the forecast error is 0.041, and the convergence time
is 10.7 s; when the frequency of iterations is 300, the forecast
error is 0.046, and the convergence time is 11.2 s; when the
frequency of iterations is 400, the forecast error is 0.053,
and the convergence time is 11.9 s; when the frequency of
iterations is 500, the forecast error is 0.056, and the conver-
gence time is 12.5 s; when the frequency of iterations is 600,
the forecast error is 0.059, and the convergence time is 13.1 s;
when the frequency of iterations is 700 and when the fre-
quency of iterations is 800, the forecast error is 0.066, and
the convergence time is 15.3 s; when the frequency of itera-
tions is 900, the forecast error is 0.073, and the convergence
time is 16.2 s, as shown in Table 2.

10 students were randomly selected from the experimen-
tal subjects, and the GDX method was used to test the
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Figure 1: Comparison of predicted and actual results.

Table 2: Prediction results of college students’ sports performance.

Iterations/time Prediction error Convergence time (s)

100 0.037 10.3

200 0.041 10.7

300 0.046 11.2

400 0.053 11.9

500 0.056 12.5

600 0.059 13.1

700 0.064 14.5

800 0.066 15.3

900 0.073 16.2

1000 0.078 17.6
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comparison between the forecasted results and the actual
values. There is a significant difference between the fore-
casted results obtained by this model and the actual values.
The actual value of sample 1 is 8.4 s, and the predicted value
is 8.6 s; the actual value of sample 2 is 8.6 s, and the predicted
value is 8.8 s; the actual value of sample 3 is 9.3 s, and the
predicted value is 9.6 s; the actual value of sample 4 is 9.6 s.
The actual value of sample 5 is 8.8 s, and the predicted value
is 9.0 s; the actual value of sample 6 is 8.5 s, and the predicted
value is 8.7 s; the actual value of sample 7 is 8.2 s, and the
predicted value is 8.7 s. The actual value of sample 8 is
8.58 s, and the predicted value is 9.0 s; the actual value of
sample 9 is 9.2 s, and the predicted value is 9.4 s; the actual
value of sample 10 is 9.2 s, and the predicted value is 9.4 s,
as shown in Figure 2

4.3. LM Method. The LM method is used to predict the
sports performance of the experimental subjects. When the
frequency of iterations is 100, the forecast error is the smal-
lest, the forecast error is 0.043, and the convergence time is
15.3 s; when the frequency of iterations is 1000, the forecast
error is the largest, and the forecast error is 0.087, and the
convergence time is 24.5 s. When the frequency of iterations
is 200, the forecast error is 0.047, and the convergence time
is 16.5 s; when the frequency of iterations is 300, the forecast
error is 0.056, and the convergence time is 17.2 s; when the
frequency of iterations is 400, the forecast error is 0.059,
and the convergence time is 18.9 s; when the frequency of
iterations is 500, the forecast error is 0.067, and the conver-
gence time is 19.2 s; when the frequency of iterations is 600,
the forecast error is 0.071, and the convergence time is 20.2 s;
when the frequency of iterations is 700 and when the fre-
quency of iterations is 800, the forecast error is 0.079, and
the convergence time is 22.2 s; when the frequency of itera-
tions is 900, the forecast error is 0.082, and the convergence
time is 23.6 s, as shown in Table 3.

10 students were randomly selected from the experimen-
tal subjects, and the LM method was used to test the
comparison between the forecasted results and the actual

values. There is a significant difference between the fore-
casted results obtained by this model and the actual values.
The actual value of sample 1 is 8.5 s, and the predicted value
is 8.2 s; the actual value of sample 2 is 8.6 s, and the predicted
value is 8.5 s; the actual value of sample 3 is 9.4 s, and the
predicted value is 9.2 s; the actual value of sample 4 is 9.2 s
and 8.5 s, and the predicted value is 8.3 s; the actual value
of sample 5 is 8.9 s, and the predicted value is 8.5 s; the actual
value of sample 6 is 8.6 s, and the predicted value is 8.4 s; the
actual value of sample 7 is 8.4 s, and the predicted value is
8.4 s. The actual value of sample 8 is 8.7 s, and the predicted
value is 8.5 s; the actual value of sample 9 is 9.2 s, and the
predicted value is 9.1 s; the actual value of sample 10 is
9.2 s, and the predicted value is 9.2 s, as shown in Figure 3.

4.4. Comparison of This Method with GDX Method and LM
Method. After comparing the prediction effect of the method
in this paper with the GDX method and the LM method, it is
necessary to verify the generality of predicting students’
sports performance. These three methods are used to predict
the average sports performance of 200m sprint, 400m
sprint, 800m sprint, long jump, high jump, and shot put.
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Figure 2: Comparison of predicted and actual results.

Table 3: Prediction results of college students’ sports performance.

Iterations/time Prediction error Convergence time (s)

100 0.043 15.3

200 0.047 16.5

300 0.056 17.2

400 0.059 18.9

500 0.067 19.2

600 0.071 20.2

700 0.076 21.8

800 0.079 22.2

900 0.082 23.6

1000 0.087 24.5
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Score prediction accuracy: looking at the figure below, you
can see that the generality test of the method in this paper
ranks first in sports, and the generality test results are above
95%. In the 200m sprint, the generality test result of the
method in this paper is 95.32%, the generality test result of
the GDX method is 89.23%, and the generality test result
of the LM method is 90.15%; the generality test result of
GDX method is 78.99%, and the generality test result of
LM method is 91.28%; in the 800m long-distance running,
the generality test result of this method is 98.36%, the gener-
ality test result of GDX method is 82.59%, and the generality
test result of LM method is 98.36%. The result is 89.47%; in
the long jump, the method generality test score in this
document is 97.25%, and the method generality test score
is 89.17%, and the generality test result of the LM method
is 88.13%; in high school, the generality test result of the

method in this paper is 95.36%, the generality test result of
GDX method is 90.10%, and the generality test result of
LM method is 79.18%; in shot put, the generality test result
of this method is 98.75%, the generality test result of GDX
method is 88.28%, and the generality test result of LM
method is 95.36%. The sex test result was 88.19%, as shown
in Figure 4.

As can be seen from the figure below, the particle swarm
optimization nervous net method used in this paper has the
highest recall rate, with a recall rate of 98.50%; the LM
method has the lowest recall rate, with a recall rate of
92.3%; the GDX method has the highest recall rate. The
completion rate ranks second with a recall rate of 94.60%,
as shown in Figure 5.

So, to verify the antinoise effectiveness of the suggested
way in predicting students’ athletic performance, interference
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Figure 3: Comparison of predicted and actual results.
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was added to the collected students’ athletic show. In the 10th
and 20th times of the method in this paper, the signal-to-noise
ratio output of the method is higher than the other two
methods; the signal-to-noise ratio output results are 10.27dB
and 13.03dB, respectively. The 20th time SNR output results
are 8.92dB and 11.96dB, respectively; the 10th and 20th time
SNR output results of the LM method are 9.01dB and
11.96dB, respectively, as shown in Table 4.

The utility of the sports show forecast method is evalu-
ated by testing the performance of the three methods. The
paper is mostly better than the performance of the other
two methods in all aspects. In terms of convergence speed,
the convergence speed of the method in this paper is fast,
the speed of GDX method is medium, and the speed of
LM method is slow; in terms of model structure, the struc-
ture of this method is simple, the structure of GDX method
is medium, and the structure of LM method is medium; in
terms of antinoise strength, the strength of the method in
this paper is strong, the strength of the GDX method is
medium, and the strength of the LM method is medium;
in terms of data requirements, the requirements of the
method in this paper are medium, the requirements of the
GDX method are strong, and the requirements of the LM

method are strong; in terms of accuracy, the method in this
paper is strong, the GDX method is low, and LM method is
low; in terms of scope, the method in this article is wider, the
GDX method is medium, and the LM method is medium; in
terms of development prospects, the method in this paper is
large, and the GDX method is medium and is moderate, and
the LM method is moderate, as shown in Table 5.
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Figure 5: Comparison of the recall rate of college students’ sports scores.

Table 4: SNR output results of different methods.

Method This paper method/Db GDX method/Db LM method/dB
Number of iterations 10 20 10 20 10 20

10 5.87 8.95 4.26 7.59 4.15 7.28

20 6.95 9.14 5.48 8.14 5.68 8.14

30 7.59 10.58 6.86 9.25 6.47 9.26

40 8.65 11.67 7.24 10.35 7.59 10.47

50 9.66 12.69 8.16 11.27 8.26 11.54

60 10.87 13.48 9.24 12.64 9.47 12.67

70 11.58 14.47 10.48 13.47 10.59 13.54

80 12.98 15.21 11.27 14.67 11.68 14.13

90 13.88 16.47 12.68 15.47 12.64 15.72

100 14.69 17.68 13.54 16.79 13.59 16.93

Average value 10.27 13.03 8.92 11.96 9.01 11.96

Table 5: Integrity performance comparison of different methods.

Performance
Method of this

paper
GDX
method

LM
method

Convergence
speed

Quick Medium Slow

Model structure Simple Medium Medium

Antinoise
strength

Powerful Medium Medium

Data request Medium High High

Prediction
accuracy

High Low Low

Scope of use Wide Medium Medium

Prospects Big Medium Medium
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Due to the strong evaporation and leakage loss, secondary saline-alkali was the main problem in the watershed of gully land
consolidation on Loess Plateau. Through field farming experiments, five modifiers (maize stalk (MS), humus acid (HA), Yan
Ke (YK), He Kang (HK), and nanobiochar (NB)) were studied to investigate the effects of these soil modifiers on soil water
and salt distribution, leaf photosynthetic characteristics, and maize growth and yields, as well as economic benefits in
secondary saline-alkali soils of gully land consolidation watershed on Loess Plateau in 2019 and 2020. The results showed
that soil modifiers could increase the water-holding capacity of the soil, reduce the salt content of the soil profiles, and
decompose the accumulation of salt. The maximum desalination rate obtained in 2019 and 2020 increased, respectively, by
71.57% and 46.02%, compared to that in the control treatment. Soil modifiers could increase the net photosynthetic rate
(Pn), transpiration rate (Tr), stomatal conductance (Gs), and decreased the intercellular CO2 concentration (Ci). The output
increased by 13.63%-31.84%, and revenue increased by 6.48%-38.01%. According to analyzing the production of soil modifier
application, we found that the highest net profit was achieved when HK application rate was 52.4 kg/ha. Therefore, this study
suggested that 52.4 kg/ha might be recommended as an appropriate soil modifier application strategy to deal with crop growth
and improve economic benefit in secondary saline-alkali soils of Northwest China.

1. Introduction

Land degradation caused by irrational human activities has
seriously threatened the sustainability development of world
agriculture [1–3]. According to statistics, 65% of the world’s
land has been degraded, and secondary saline-alkali is a
major manifestation of soil degradation [4]. In the early
20th century, due to the large-scale returning farmland to
forest, the area of cultivated land decreased in some areas of
the Loess Plateau [5, 6]. In order to control the decrease of
cultivated land area, gully land consolidation area construc-
tion was conducted in the Loess Plateau basin [7]. Though
such construction measurement effectively increased local
cultivated land area, some problems such as secondary
saline-alkali occurred with strong evaporation, leakage loss,
and high salt contents in underground water with low

groundwater level [8]. Secondary saline-alkali has become
one of the serious obstacle to crop growth and yield in this
area.

Hydraulic engineering was adopted initially by many
researchers, but the construction cost was high. During the
construction period, crop farming will be affected as well
[9–11]. Biological improvement methods are beneficial for
crops that are resistant to disease, salt, insect pests, and
drought but improper use may bring about harm to biodiver-
sity. Thus, there is still a long way to before we safely used
those biological methods [12–14]. Physical improvement
methods mainly include isolation layer salt control, straw
covering, irrigation leaching, drainage leaching, irrigation,
and drainage combined leaching [15, 16]. The isolation layer
and straw mulch are mainly used to reduce surface tempera-
ture and cut off the contact surface between the soil surface
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and air, thus slowing down phreatic water evaporation,
reducing the upward accumulation of salt, and inhibiting
the accumulation of salt surface [17, 18].

Chemical improvement method is also an effective way
in improving soil structure, promoting salt leaching, and
adjusting soil pH. Nanocarbon has a good effect on improv-
ing saline-alkali soil and promoting crop growth and devel-
opment [19, 20]. Humus acid (HA) can regulate soil,
effectively improve soil structure, increase soil organic mat-
ter, reduce soil salinity, promote crop growth, and increase
crop yield [21–23]. Yan Ke (YK) has the ability of ion
exchange property, which can effectively reduce the concen-
tration of exchangeable sodium and other salt ions in the
soil, improve the physical and chemical properties of the
soil, improve the nutrient absorption environment of crops,
and regulate the soil pH. HK can reduce the toxicity and
osmotic pressure caused by salt molecules by combining
organic macromolecules with salt ions in the soil, improve
the physical and chemical properties of the soil, increase
water and nutrients, and improve the drought-resistant abil-
ity of crops [24–26]. These methods can improve saline-
alkali soil conditions and are more effective than traditional
ones. Some things to note are that the test results of these
studies are only obtained through laboratory experiments
and soil column simulated experiments. However, the
research of soil modifiers under field conditions is still not
system experiments. In consequence, we assume that adding
soil modifiers into the secondary saline-alkali soils can
improve the formation of soil water and salt distribution,
stimulate crop growth and crop yields, and enhance eco-
nomic benefit under field conditions. Therefore, in the past
two years from 2019 to 2020, we conducted a consecutive
field experiment in the Loess Plateau region.

This article carries out systematic research on the effec-
tiveness of 5 currently rapidly developed soil modifiers

(MS, HA, YK, HK, and NB) in improving the fertility of sec-
ondary saline-alkali soil and promoting the growth of typical
crops and thus expects to provide implications to the
improvement of secondary saline-alkali soil and of the
growth of crops.

2. Materials and Methods

2.1. Introduction to Research Site. Field experiments were
conducted during the maize (Xianyu 1483) growing seasons
in May to October in 2019 and 2020. The station (latitude
36°45′16″–36°50′24″N, longitude 109°46′18″–109°51′05″
E) is located in Ganguyi Town, Yan’an City, Shaanxi Prov-
ince, China. The basin is located in the middle temperate
semiarid region with a total length of 12.5 km and an area
of about 2435 km2 (see Figure 1). The annual average tem-
perature was 10.3°C. The maximum and minimum temper-
ature are -17.4°C and 30.3°C. The annual mean precipitation
is 4947mm [8]. The rainfall in 2019 and 2020 is concen-
trated from June to October (Figure 2), and the rainfall in
2019 and 2020 growing seasons is 4060mm and 5146mm,
respectively. The average daily temperature in the growing
season (May-October) in 2019 and 2020 was 25.2°C and
24.1°C, respectively (Figure 2). The soil types in the basin
include black loess, red soil, and loessal. The soil in the
experiment fields belonged to sandy soil. The basic physical
and chemical properties in the initial soil profile are shown
in Table 1.

2.2. Experimental Materials. The tested maize variety was
Xianyu 1483 and can be cropped on sandy soil and suitable
local cultivation. The tested He Kang soil modifier (HK) was
a crop nutrition type (formulation-type medium) with a
density of 1.1 g/cm3-1.2 g/cm3 and a pH of 2.0-3.0. The
tested maize stalk (MS) was local straw, which was dried
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Figure 1: Location of research site.
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and broken into pieces of about 2mm. The humus acid
(HA) soil modifier was from Shaanxi Meike Biotechnology
Co., Ltd., K2O ≥ 8:0, humus acid ≥ 55%, and fulvic acid ≥ 37
%. Yan Ke (YK) soil modifier is from Shaanxi Meike
Biotechnology Co., Ltd., and soluble organic carbon ≥ 45%,
ðN + P2O5 + K2OÞ ≥ 40%. Nanobiochar (NB) is a black pow-
der. The prepared nanobiochar has a pH of 9.6, a volume
density of 0.38 g/cm3, and a diameter of 40 nm. The tested
compound fertilizer was “Meffro,” with the total nutrient
ðN + P2O5 + K2OÞ ≥ 40%.

2.3. Experiment Treatment. The experimental plot was the
local agricultural land. The maize was sown between May
4 and 6 and then harvested on October 9 and 1, in 2019
and 2020, respectively. Maize seed density was 56700
crops/ha-1, with a row spacing of 50 cm and between the
crop pacing of 25 cm. In the experimental design, five differ-
ent soil modifier contents (52.4 kg/ha (HK), 48.4 kg/ha (MS),
11.3 kg/ha (HA), 86.1 kg/ha (NB), and 45.0 kg/ha (YK)) were
mixed well with 0-20 cm surface soil and then applied into
the soil layer.

Plots without soil modifier adding were used as con-
trols (CK). Each plot had 3 replicates and 18 experimental
plots. Before sowing, 0.864 kg phosphate fertilizer (P2O5),
1.558 kg nitrogen fertilizer (N), and 0.854 kg potassium
fertilizer (K2O) were evenly applied in experimental plots.
Irrigate the plots before maize sown.

2.4. Experimental Project and Methods

2.4.1. Determination Method of Soil Water Content, Salt
Content, Available Nutrients, and Leaf Photosynthetic
Characteristics. Five points of each plot in different growth
stages (seedling stage, shooting stage, tasselling stage, fill-
ing stage, and maturation stage) of maize were sampled
in a “S” sampling method, and soil samples of 0-2, 2-4,

4-6, 6-8, 8-10, 10-15, 15-20, 20-25, 25-30, 30-35, and 35-
40 cm soil layers were collected by soil drill in layers and
placed in sampling bags in layers for testing. Soil particle
composition was measured by mastersizer-2000 laser particle
size analyzer. Soil water content in different soil layers at dif-
ferent growth stages was randomly measured by Watchdog
moisture sensor. The leaves, stems, and roots from maize
were also randomly measured at the same growth stages
(seedling stage, shooting stage, tasselling stage, filling stage,
and maturation stage). At the different farmland soil profile
depths, the soil moisture content was determined by the
Trime-pico32 TDR soil moisture sensor. The salt content of
the different farmland soil profiles was measured by DDSJ-
308 conductivity instrument. At filling stage, maize plant of
three in each plot was chosen and the maize leaf photosyn-
thetic characteristics were measured on sunshine day at 10
AM. The net photosynthetic rate (Pn), transpiration rate
(Tr), stomatal conductance (Gs), and intercellular CO2 con-
centration (Ci) were determined by the CIRAS-3 portable
photosynthetic measurement system.

2.4.2. Crop Height, Stem Diameter, Leaf Area, and Yield. At
different maize growth stages (seedling stage, shooting stage,
tasselling stage, filling stage, and maturation stage), three
representative maize crops were randomly selected from
each plot in 2019 and 2020. The crop height and stem diam-
eter of the maize were measured by ruler and caliper, and the
yield was weighed by scale with the precision of 0.01 g.

2.5. Data Processing and Analysis

2.5.1. Soil Salt Content Analysis. Given a stable salt composi-
tion, the level of soil salt content (SSC) can be reflected by
soil electrical conductivity (SEC), with a linear relationship
between them [27]. Based on the analysis of the soil samples,
we had the calibration curve of soil salt content and electrical

100
90
80
70
60
50
40
30
20
10

0
18-May 17-Jun 17-Jul 16-Aug

Data (d-M)

Pr
ec

ip
ita

tio
n 

(m
m

)

A
ir 

te
m

pe
ra

tu
re

 (°
C)

15-Sep 18-Oct 13-Nov

60
50
40
30
20
10
0
–10
–20
–30
–40

Precipitation
Maximum temperature
Minimum temperature

(a)

Precipitation
Maximum temperature
Minimum temperature

100
90
80
70
60
50
40
30
20
10

0
18-May 17-Jun 17-Jul 16-Aug

Data (d-M)

Pr
ec

ip
ita

tio
n 

(m
m

)

A
ir 

te
m

pe
ra

tu
re

 (°
C)

15-Sep 18-Oct 13-Nov

60
50
40
30
20
10
0
–10
–20
–30
–40

(b)

Figure 2: Distribution of precipitation and mean air temperature at the studied area during the maize growing seasons of (a) 2019 and (b)
2020.

3Journal of Sensors



RE
TR
AC
TE
D

T
a
bl
e
1:
T
he

ph
ys
ic
al
an
d
ch
em

ic
al
pr
op

er
ti
es

of
th
e
so
il
of

ex
pe
ri
m
en
ta
l
pl
ot
.

So
il

D
ep
th

(c
m
)

So
il
bu

lk
de
ns
it
y

(g
·cm

-3
)

P
ar
ti
cl
e
co
nt
en
t
(%

)
pH

T
ot
al
sa
lt

(g
·kg

-1
)

O
rg
an
ic
m
at
te
r

(g
·kg

-1
)

T
ot
al
ni
tr
og
en

(g
·kg

-1
)

A
va
ila
bl
e
ph

os
ph

or
us

(g
·kg

-1
)

A
va
ila
bl
e
po

ta
ss
iu
m

(g
·kg

-1
)

C
la
y

Si
lt

Sa
nd

<0
.0
02

m
m

0.
00
2-
0.
02

m
m

0.
02
-2
m
m

Sa
nd

y
so
il

0-
20

1.
58

5.
88

34
.1
7

59
.9
5

8.
41

2.
84

6.
14

0.
39

13
.6
1

13
0.
67

4 Journal of Sensors



RE
TR
AC
TE
D

conductivity of soil leaching solution (see Figure 3). The
fitted relationship between SSC and SEC of soil leaching
solution was illustrated as follows:

EC = 3:6485S + 0:7319,

R2 = 0:9703,
ð1Þ

where S is the soil electrical conductivity (SEC) value and
EC is soil salt content (SSC) of the soil extract.

2.5.2. Cost–Benefit Analysis. In this study, net income per
unit area is taken as the economic benefit evaluation index.
The input of maize production mainly includes the cost of
seeds, fertilizers, pesticides, and other agricultural means of
production, as well as the cost of renting land, agrolabor
management, and the cost of maize harvesting. Maize pro-
duction income mainly comes from maize kernel sales.
The difference between maize kernel sales revenue per unit
area and production input is the net income per unit area,
which is calculated according to the following formula (the
results are shown in Table 2).

F = Y × P1 − Y × P2 + L × P3 + S × P5 + Z +N +H + Jð Þ,
ð2Þ

where F is net income per hectare, ¥·ha-1, Y is yield,
kg·ha-1, P1 is the purchase price of maize rains, ¥·ha-1, P2 is
the unit price of maize harvesting, ¥·ha-1, L is the unit price
of the modifier, ¥·ha-1, P3 is the amount of improver per unit
area, ¥·ha-1, S is the sowing amount per unit area, ¥·ha-1, P5
is the unit price of maize seed, ¥·ha-1, Z is the rental fee per
unit area, ¥·ha-1, N is the farmland management fee per unit
area, ¥·ha-1, H is the cost of chemical fertilizers and pesti-
cides per, ¥·ha-1, and J is cropping cost, ¥·ha-1.

2.5.3. Statistical Analysis. The data were the mean value of
three replicates. Microsoft Excel 2010 and SPSS Statistics
17.0 software were used for statistical analysis (ANOVA)
and charting of relevant parameters. The least significant

difference (LSD) tests at P < 0:05 level were used to deter-
mine significant differences between the treatments. Origin
Function software, Arcgis 10.2, and Microsoft Visio 2003
were used to draw figures.

3. Results

3.1. Effects of Different Soil Modifier Contents on the
Distribution of Water and Salt in Soil Profile

3.1.1. Effects of Different Soil Modifier Contents on Moisture
Content of Soil Profile. Because of the high precipitation in
the experimental area during the maize growth period, the
farmland was not irrigated [8]. Figure 4 describes the effects
of different soil modifiers on the soil profile water content in
the field of the test plot in each growth stage of maize. It can
be seen that in the whole maize growth period 0-40 cm soil
profile, because of the plot in maize, temperatures, and sun-
shine time extension, and farmland is not in the water sup-
ply moisture to the soil, the test of soil evaporation is
higher, and the surface soil moisture content is low. With
the increase of soil depth, the influence of evapotranspira-
tion on the deep soil layer gradually decreases, and the soil
water content gradually increases. Compared with CK, the
soil moisture content of 0-10 cm surface soil under different
soil modifier treatments was all higher than that of CK. The
variation of soil water content was the most obvious after
adding HA and showed the same trend in 2019 and 2020.
The 10-20 cm soil moisture content curve also showed a
trend of fluctuation due to the addition of soil modifier,
but the fluctuation of the curve was smaller than that of
the surface soil in general. On the whole, the soil moisture
content of 20-40 cm fluctuated steadily with the growth
stage. Soil water contents in HA plots were the largest in
tasseling stage and filling stage, while the water content of
HK treatment decreased the least from filling to maturity
stage. Thus, the addition of soil modifiers can increase the
water holding capacity of the soil.

3.1.2. Effects of Different Soil Modifier on the Soil Salt
Content of Farmland in Different Growth Periods of Maize.
The measured conductivity value was put into Equation (1)
to calculate the soil profile salt content of each treatment,
and it follows the relation diagram of the change of soil profile
salt content in the whole growth period in the field of the test
plot with different soil modifiers shown in Figure 5. It can be
seen that the changing trend in 2019 and 2020 is the same, that
is, during the entire growth period, the overall trend of the 0-
40 cm soil profile turns out to have higher salt content in the
surface layer. As the depth of the soil profile increases, the salt
content of the soil gradually decreases. Compared with the
impact on the salt content of maize with CK, the addition of
soil modifiers has a more significant impact on the salt content
of the soil profile. After the addition of soil modifiers, the salt
content of the soil profile is significantly less than that of CK.
Based on further analysis of Figure 5, it can be seen that in
2019 and 2020, the salt content of the soil profile at 0-20 cm
changesmost obviously, and the group with CK is significantly
higher than the test group with the soil modifiers. In addition,
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Figure 3: Relationship between soil salt content (SSC) and
electrical conductivity (SEC) of soil extract.
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Figure 4: Continued.
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the effect of soil modifiers on salt distribution in 2019 is more
obvious. Such trend attributes to the temperature in 2019 are
high, and the amount of precipitation is less than in 2020, so
the improvement effect in 2019 is more obvious.

3.1.3. Effects of Different Soil Modifiers on the Salt
Distribution of Farmland in Different Growth Periods of
Maize. According to the measured data, Figure 6 illustrates
the changes of different soil modifiers on farmland salt dis-

tribution in 0-10 cm (a), 10-20 cm (b), and 20-40 cm (c) in
each maize growth period in 2019 and 2020. It can be seen
0-40 cm soil layer has higher salt content compared to that
in 0-10 cm and 10-20 cm soil layer. With the increase of soil
profile depth, the salt content of the 20-40 cm soil layer grad-
ually decreases. The effect of soil modifiers on the soil salt
content is more significant, which is shown as the salt con-
tent of the test plots with soil modifiers less than that of
CK. With the growth of maize, the overall soil salt content
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Figure 4: Distribution of the effect of different soil modifier contents on soil profile moisture content of (a) 0-10 cm, 2019, (b) 0-10 cm, 2020,
(c) 10-20 cm, 2019, (d) 10-20 cm, 2020, (e) 20-40 cm, 2019, and (f) 20-40 cm, 2020, respectively.

403020
Soil salt content (g·kg–1)

40

30So
il 

de
pt

h 
(c

m
)

20

10

10

2019
0

0

CK
MS
YK

HA

NB
HK

(a)

40

30So
il 

de
pt

h 
(c

m
)

20

10

0
2020

403020

Soil salt content (g·kg–1)

100

CK
MS
YK

HA

NB
HK

(b)

Figure 5: Distribution of the effects of different soil modifier on soil profile salt content during the whole growth period of (a) 2019 and (b)
2020.

8 Journal of Sensors



RE
TR
AC
TE
D

12
So

il 
sa

lt 
co

nt
en

t (
g·

kg
–1

)

10 A

A

A

A

A

B

BB

B

B

BB
B

B
B

C C

C

C

C

F

C

D

D

D
D

DE

E

E

2019
0–10 cm

CK
MS
YK

HA
HK
NB

8

6

4

2

0

Se
ed

lin
g 

st
ag

e

Sh
oo

tin
g 

sta
ge

Ta
ss

el
lin

g 
sta

ge

Fi
lli

ng
 st

ag
e

M
at

ur
at

io
n 

st
ag

e

(a)

A

A
A

A

AF

ECB BE
B

E

D
B

C C
D

D

D

E
D

B

F
BC

C

C

D

C

HA
HK
NB

10

So
il 

sa
lt 

co
nt

en
t (

g·
kg

–1
)

2020
0–10 cm

CK
MS
YK

8

6

4

2

0

Se
ed

lin
g 

sta
ge

Sh
oo

tin
g 

sta
ge

Ta
ss

el
lin

g 
sta

ge

Fi
lli

ng
 st

ag
e

M
at

ur
at

io
n 

st
ag

e

(b)

HA
HK
NB

A

A

A

A

A
C BCCD

D

D

D
E

B

BC C

F
E

F

B

D
ED

B

E

B

C

E

B

C
D

So
il 

sa
lt 

co
nt

en
t (

g·
kg

–1
)

2019
10–20 cm

CK
MS
YK

4

3

1

0

Se
ed

lin
g 

st
ag

e

Sh
oo

tin
g 

sta
ge

Ta
ss

el
lin

g 
sta

ge

Fi
lli

ng
 st

ag
e

M
at

ur
at

io
n 

st
ag

e

6

5

2

(c)

HA
HK
NB

A
A

A

A

A
D CBC BC

B

D

CD
B

B CC

C

A
CDCDC DCC

BC

B AB

D

So
il 

sa
lt 

co
nt

en
t (

g·
kg

–1
)

2020
10–20 cm

CK
MS
YK

4

3

1

0

Se
ed

lin
g 

st
ag

e

Sh
oo

tin
g 

sta
ge

Ta
ss

el
lin

g 
sta

ge

Fi
lli

ng
 st

ag
e

M
at

ur
at

io
n 

st
ag

e

6

5

2

(d)

Figure 6: Continued.
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increased first and then decreased. It is also shown in
Figure 6 that compared to CK, soil modifiers have more
obvious effects on the salt distribution in the shooting stage,
tasseling stage, and the filling stage. Such results mainly
attributed to the high temperature, the high evaporation
strength, and low rainfall. Therefore, it can be seen that
applying soil modifiers can reduce evaporation while reduc-
ing the accumulation of salt.

By subtracting the salt content of different soil modifiers
in each soil layer from the salt content of CK and dividing by
CK, it follows the results of the influence of different soil
modifiers on the desalination rate of soil layer in 2019 and
2020 (see Table 3). It can be seen from Table 3 that the desa-
lination effect of each test plot varies greatly with the soil
depth during the whole growth period of maize. In each
growth period, the desalination rate of soil profile increased
with different soil modifiers agents. In the 0-40 cm section,
the desalination effect at seedling, shooting, and tasseling
stages was better than that at filling stages and maturation
stages. At the seedling stage of 0-10 cm, the trend of 2019
and 2020 was consistent, that is, the test plots with HA
added had the best desalination, which was 71.57% and
46.02%, respectively. In the 10-20 cm section, the desalina-
tion rate of the HA test plot was the highest at the tasseling
stage, 51.92%. In the 20-40 cm section, the desalination rate
of the YK test plot at the filling stage is the highest of 47.8%.

3.2. Effects of Different Soil Modifiers on the Growth, Yield,
and Economic Benefit of Maize

3.2.1. Effects of Different Soil Modifiers on Maize Growth.
The seedling growth of maize was slow, and there was no

significant difference in crop height, leaf area, and stem
diameter between different soil modifiers treatments. After
entering the shooting stage (60 days), a significant differ-
ence in different soil modifiers could be found in the crop
height, leaf area, and stem diameter. After the tasseling
stage (90 days), the growth rate of maize crop height
decreased and then was stabilized, and the leaf area and
stem diameter decreased gradually after reaching the max-
imum (Figure 7).

3.2.2. Effects of Different Soil Modifiers on Leaf
Photosynthetic Characteristics of Maize. The effect of the five
soil modifiers on leaf photosynthetic characteristics of maize
at the filling stage are shown in Table 4. Table 4 shows that
compared with the CK, soil modifier can significantly influ-
ence the leaf photosynthetic characteristics of maize. The
influence of leaf photosynthetic characteristics varies from
different modifiers. In order to clarify the influence of the
soil modifiers on the experimental results, one-way ANOVA
was conducted on the net photosynthetic rate (Pn), transpi-
ration rate (Tr), stomatal conductance (Gs), and intercellular
CO2 concentration (Ci) (P < 0:05), and the results are listed
in Table 4. It can be seen that the application of soil modifier
has a very significant correlation with the net photosynthetic
rate (Pn), transpiration rate (Tr), stomatal conductance
(Gs), and intercellular CO2 concentration (Ci), and the P
value is far less than 0.01, so the application of soil mod-
ifier has a very significant effect (α = 0:05). It can be seen
that the application of soil modifiers can increase the net
photosynthetic rate (Pn), transpiration rate (Tr), and stoma-
tal conductance (Gs) and decrease the intercellular CO2 con-
centration (Ci).
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Figure 6: Distribution of the effects of different soil modifiers on the dynamic changes of soil salinity in the growing period of (a) 0-10 cm,
2019, (b) 0-10 cm, 2020, (c) 10-20 cm, 2019, (d) 10-20 cm, 2020, (e) 20-40 cm, 2019, and (f) 20-40 cm, 2020, respectively.
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3.2.3. Effects of Different Soil Modifiers on Maize Yield.
Table 5 shows that compared with the CK, soil modifier
can significantly increase the thousand kernel weight and
yield of maize. The increase of maize yield varies from differ-
ent modifiers. The average yield of maize with MS, YK, HA,
HK, and NB applied in 2019 was 13.63%, 13.76%, 15.09%,
21.12%, and 23.84% higher than maize with CK, respec-
tively, and in 2020 18.42%, 16.65%, 23.31%, 29.68%, and
31.84%, respectively. The yield increase rate of maize that
applied all the five soil modifiers showed an increase in
2019 and 2020 (NB>HK>HA>YK>MS). In order to clarify
the influence of the soil modifiers on the experimental
results, one-way ANOVA was conducted on the 1000-
grain weight and yield (P < 0:05), and the results are listed
in Table 5. It can be seen that the application of soil modifier
has a very significant correlation with the 1000-grain weight
and yield, and the P value is far less than 0.01, so the appli-
cation of soil modifier has a very significant effect on the
yield (α = 0:05). It can be seen that the application of soil
modifiers has an important effect on maize yield.

3.2.4. Effects of Different Soil Modifiers on Economic Benefits
of Maize. The economic benefit is another important indica-

tor to estimating cropping patterns. When calculating the
income per hectare, this study conducted an investigation
on the agricultural materials market of Yan’an city in 2018
and 2019 and obtained the relevant parameters in Equation
(2) (Table 2). Through calculation and investigation statis-
tics, the expenditure and gross income of each unit area
under the application of different modifiers are obtained,
as shown in Table 6. It follows that the rank of upfront
expenses of maize with the five soil modifiers is NB>HK>Y-
K>HA>MS>CK. The expenditure in the later stage is the
same because of the same harvesting mode. By comparing
the net income in 2019 and 2020, it can be seen that, com-
pared with CK, the net income after applying soil modifier
is higher than that of CK, and the net income of the exper-
imental plots in HK is the highest, increasing by ¥ 3257.74
and ¥ 2168.23, respectively. The overall net income is
HK>HA>YK>MS>NB>CK.

4. Discussion

4.1. Influence of Different Soil Modifiers on Water Content in
Maize Field. In agriculture production, soil modifiers had
great potential for water-saving [16, 20, 26, 28]. And it could

Table 3: Effects of soil modifier contents on desalinization rates in different growth stages.

Soil modifier/(g·m-2) Growth stages
Soil depth/(cm)

2019 2020
0-10 10-20 20-40 0-10 10-20 20-40

MS

Seedling stage 41.98% 37.96% 1.85% 38.34% 25.01% 6.13%

Shooting stage 14.74% 21.97% 1.56% 32.06% 19.16% 3.33%

Tasselling stage 25.69% 27.06% 16.07% 39.32% 28.48% 7.92%

Filling stage 22.54% 22.75% 16.97% 25.06% 8.02% 6.98%

Maturation stage 3.19% -15.92% 16.80% 23.67% 9.25% 6.63%

YK

Seedling stage 63.03% 13.42% 4.30% 27.11% 14.22% 9.23%

Shooting stage 17.91% 23.62% 11.08% 20.90% 14.79% 2.89%

Tasselling stage 29.61% 51.04% 23.31% 22.23% 9.52% -6.35%

Filling stage 17.81% 50.96% 47.80% 36.75% 4.02% 10.54%

Maturation stage 5.10% 15.30% 19.34% 26.35% -0.49% 9.50%

HA

Seedling stage 71.57% 42.93% 2.87% 46.02% 26.82% 5.37%

Shooting stage 58.08% 30.72% 13.07% 27.75% 21.80% 7.66%

Tasselling stage 39.46% 51.92% 20.91% 32.64% 20.05% 3.18%

Filling stage 18.92% 48.47% 44.19% 35.72% 8.32% 9.88%

Maturation stage 3.17% 18.52% 38.64% 16.03% 7.62% 3.88%

HK

Seedling stage 49.26% 15.10% 5.94% 13.65% 27.03% 11.21%

Shooting stage 31.86% 18.92% -12.60% 33.00% 17.90% 7.26%

Tasselling stage 27.26% 47.32% 11.29% 38.54% 18.25% 4.17%

Filling stage 28.64% 28.90% 12.85% 40.84% 2.13% 12.34%

Maturation stage 6.98% 29.85% 29.55% 32.35% 15.26% 12.25%

NB

Seedling stage 33.79% 21.34% 4.28% 38.01% 28.84% 4.71%

Shooting stage 50.69% 32.64% 10.02% 27.69% 17.12% 4.89%

Tasselling stage 42.23% 41.66% 18.02% 28.05% 18.53% -1.20%

Filling stage 3.36% 34.55% 53.86% 26.07% 9.82% 8.28%

Maturation stage 3.44% 7.73% 43.36% 27.97% 11.59% 8.63%
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Figure 7: Distribution of the effects of different soil modifiers on maize growth of (a) height of maize plant, 2019, (b) height of maize plant,
2020, (c) leaf area, 2019, (d) leaf area, 2020, (e) stem diameter of maize plant, 2019, and (f) stem diameter of maize plant, 2020, respectively.
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enhance soil water-holding capacity and effectively improve
the water content. This showed consistency with our current
findings. In this study, application soil modifiers signifi-
cantly increased soil profile water content compared with
CK (Figure 4). This is because the application of soil modi-
fiers can increase the soil water-holding capacity. This could
account for three possibilities. On the one hand, in terms of
soil modifiers’molecular structure, soil modifier is a polymer
with a great number of peptide bonds and hydrophilic
groups. Such property enables it to facilitate its cross-link
with soil moisture and absorb a large amount of water
accordingly [29]. On the other hand, because of the differ-
ence sowing time. Studies have shown that sowing time
has a significant effect on crop yield and nutrient absorption
[30]. Moreover, the instability of continuous perennial and
long-term precipitation in semiarid areas affects the stability
of soil profile moisture content [28]. Soil modifiers stimu-
lated the formation of soil aggregates and improved their
stability. Soil aggregates could adjust soil moisture [29], as
well as effectively store irrigation water and reduce soil water
loss through evaporation [26].

4.2. Effects of Different Soil Modifiers on Salt Content and
Salt Distribution of Maize Field. The application of soil mod-
ifiers to saline-alkali soils has aroused wide public concern
and has been considered to be a good way to improve
saline-alkali soil, in the past decades. The addition of soil
modifiers to saline soil can improve its physical properties
and salt content. The application of soil modifiers led to dif-
ferent changes in soil profile water, salt, and nutrients [16,
20, 26, 28, 30]. As an important indicator to measure the
improvement effect of saline-alkali soil, soil salt content
can better reflect the fertility characteristics and water per-
meability [31, 32]. The consequences showed the addition
of five soil modifiers could decrease soil salt content, and
the data in Figures 5 and 6 and Table 3 support our research.
This shows consistency with the findings of previous
researches that supported the significant decrease of soil salt
caused by soil modifiers [29, 33–35]. The results reported by
Pang et al. indicated that when the straw application amount
of 3,600 kg/hm2 was applied after MS, the comprehensive
improvement effect on the structure, salinity, and other
physical and chemical properties of coastal saline-alkali soil

Table 5: The effects of different soil modifiers on maize grain yield.

Year 2019 2020

Plot
1000-grain
weigh/(g)

Yield/(kg·ha−1) Increase over
control/(%)

1000-grain
weigh/(g)

Yield/(kg·ha−1) Increase over
control/(%)

CK 290:05 ± 1:04d 3695:22 ± 78:11c - 274:54 ± 2:46e 3204:58 ± 38:57d -

MS 415:07 ± 0:87b 4278:43 ± 90:51b 13.63 323:88 ± 4:84d 3928:34 ± 186:49c 18.42

YK 378:64 ± 3:77c 4285:07 ± 244:46b 13.76 396:67 ± 7:44b 3844:96 ± 20:32c 16.65

HA 368:95 ± 0:95c 4347:55 ± 233:87b 15.01 361:11 ± 2:54c 4178:86 ± 42:95b 23.31

HK 416:58 ± 1:41b 4684:63 ± 160:61a 21.12 404:22 ± 2:04a 4557:16 ± 43:10a 29.68

NB 425:48 ± 1:53a 4852:08 ± 130:68a 23.84 408:22 ± 2:99a 4701:66 ± 79:66a 31.84

P 4:92 × 10−9 ∗∗ 1:28 × 10−10 ∗∗ 5:92 × 10−3 ∗∗ 1:41 × 10−8 ∗∗ 5:72 × 10 −9∗∗ 4:23 × 10 −3∗∗
Note: Data in the table aremean ± standard deviation. Different letters in the same column represent significant differences between different treatments at the
0.05 level (Duncan’s method). ∗∗ indicates that there is a very significant correlation between experimental factors and results (P < 0:01).

Table 6: Expenditure, gross income, and net income after applying different soil modifiers.

¥·ha-1

Year
Soil

modifier

Upfront costs
Extensions

Farm
machinery

Gross
income

Net
incomeSeed

Soil
modifier

Rent
Farm

management
Chemical
fertilizers

2019

CK 300 0 1500 1000 750 3550 750 11085.66 6785.66

MS 300 150 1500 1000 750 3700 750 12835.29 8285.29

YK 300 250 1500 1000 750 3850 750 12855.21 8355.21

HA 300 225 1500 1000 750 3775 750 13042.65 8517.65

HK 300 1050 1500 1000 750 4600 750 14053.89 8953.89

NB 300 3000 1500 1000 750 6550 750 14556.24 7256.24

2020

CK 300 0 1500 1000 750 3550 750 9613.74 5313.74

MS 300 150 1500 1000 750 3700 750 11484.99 6934.99

YK 300 300 1500 1000 750 3850 750 11534.85 7034.85

HA 300 225 1500 1000 750 3775 750 12536.55 8011.55

HK 300 600 1500 1000 750 4150 750 13671.48 8571.48

NB 300 3000 1500 1000 750 6550 750 14104.95 6804.95
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was relatively obvious. Dietrich found that the application of
HA can effectively inhibit the increase of water-soluble K+,
Ca2+, Mg2+, and other base ions in the soil, thus reducing
the electrical conductivity of the soil [34]. The application
of HK soil modifier can increase the desalination rate of soil,
and appropriate deep application could effectively improve
the improvement effect of saline-alkali soil [29]. NB is bene-
ficial to soil salt leaching under brackish rotation irrigation,
and the desalination rate and the desalination zone depth
coefficient are increased by 9.1%-15.0% and 1.1%-7.5%,
respectively [35].

4.3. Effects of Different Soil Modifiers on Maize Growth, Leaf
Photosynthetic Characteristics of Maize, and Yield. The
maize growth of crop and yield increased strikingly in
adding soil modifiers in soils, which is similar to previous
research [16, 20, 28, 36]. Yang et al. also argued significant
enhancement of maize growth and yield by soil modifier
[26]. Moreover, Chen et al. showed that soil modifiers
could improve drought-resistant of crop seedlings by
adjusting soil moisture [20]. In this study, maize growth
of crop and yield were affected by soil modifiers and obvi-
ous differences with different soil modifiers. The applica-
tion of soil modifiers can promote crop growth and
achieve higher yields. Based on the application of tradi-
tional soil modifiers, we introduced a new soil modifier.
The new soil modifier used in this study has greater
potential than the traditional soil modifier in promoting
crop growth, improving crop yield. The data in Figure 4
and Tables 4 and 5 support these hypotheses. For exam-
ple, in 2019 and 2020, maize yield increased by 13.63%-
31.84%, and yield increases by NB>HK>HA>YK>MS.
Studies from other regions have shown that applying soil
modifiers can further crop growth and enhance crop yield
than CK. This might be because of the following mecha-
nisms. On one hand, soil modifiers enhanced soil water-
holding capacity and hence promote increasing water use
efficiency, crop growth, and crop yield [37]. On the other
hand, MS and NB function in terms of storing, water
availability improvement for crops, and thus the enhance-
ment of crop growth and crop yield [20, 38]. The results
reported by Nakayama et al. and Körner et al. indicated
that the stomatal density decreased, stomatal and conduc-
tance (Gs) and the intercellular CO2 concentration (Ci)
decreased, ultimately leading to the decrease of net photo-
synthetic rate (Pn) [39, 40]. The results of this study also
showed that NaCl stress restricted the growth and devel-
opment process of maize, which was embodied in the
reduction of plant biomass and the decrease of the net
photosynthetic rate (Pn) the decreased. According the
experimental, the result showed the application of soil
modifiers had a significant impact on the photosynthetic
characteristics of maize leaves.

In the process of decomposition, straw can absorb and
use mineral elements in the soil to increase the soil organic
matter and thus enhance the growth and yield of the crop
[33]. NB can alleviate salt stress, and a high dose of NB
can reduce the lethal effect of salt on crops [41]. The appli-
cation of HK can improve maize crop growth and signifi-

cantly increase maize yield [26]. Finally, soil modifiers
promoted the formation of soil aggregates and increased
the ability of nutrient adsorption, therefore enhancing crop
yield. Application of HA had positive effects on the growth
and appearance of crops under salt stress [42, 43]. Applica-
tion of NB could promote the growth of common bean with
higher Na+ adsorption capacity [35]. These results are con-
sistent with the experimental results in this experiment.

4.4. Appropriate Soil Modifier Application Strategy. From the
viewpoint of agriculture production, we were hopeful in
improving secondary saline-alkali soils with fewer soil
modifiers to produce more, that is, achieving higher eco-
nomic benefits. The results in this present study showed
that applying soil modifiers can provide economic benefits
than CK. The income increased 6.48%-38.01%, respec-
tively, HK>HA>YK>MS>NB. According to analyzing the
production of soil modifier application, we found that
the highest net profit was achieved when HK application rate
was 26.2kg/ha-1. Similarly, Yang et al.’s research reported that
the highest crop yield was obtained when the recommended
optimal HK application rate was 35kg/ha−1 [26]. When it
comes to economic benefits, the farmers showed more interest
in the achievement of the largest net profit. Therefore, this
study recommends that 26.2kg/ha-1 might be an appropriate
soil modifier application rate, which is beneficial to the
improvement of crop growth as well as economic benefit in
secondary saline-alkali soils of Northwest China.

5. Conclusion

Based on the application of traditional saline-alkali soil
improvement, this study put forward a method of applying
soil conditioning agents (soil conditioning agents: MS, HA,
YK, HK, and NB) to reduce the impact of soil salt accumu-
lation on typical crops in the Loess Plateau and improve soil
saline-alkali. Compared with that of CK, the application of
soil modifiers can increase soil water holding capacity,
reduce soil profile salt content, and reduce salt accumula-
tion, and the trend of desalination rate in 2019 and 2020
showed consistency, of which the increase is 71.57% and
46.02%, respectively. The average yield increases of the
maize applied MS, YK, HA, HK, and NB were respec-
tively13.63%, 13.76%, 15.09%, 21.12%, and 23.84% in 2019
and 18.42%, 16.65%, 23.31%, 29.68%, and 31.84% in 2020.
The rank of the net income of maize with five soil modifiers
shows as HK>HA>YK>MS>NB>CK. Therefore, applying
soil modifiers as an economic and environmentally friendly
soil remediation method can effectively improve the saline-
alkali soil and promote the increase of yield and income.
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Soil water sensors based on the standing wave rate (SWR) principle are affected by temperature in long-term operation. To
address this problem, a temperature compensation model based on the binary regression analysis method is proposed. The
measurement results of the temperature-compensated standing wave rate (TCSWR) sensor at different temperatures and soil
volumetric water content are analyzed, and the least-squares principle is used to identify the parameters to be determined in
the compensation model for temperature for the SWR soil water sensor. A portable tapered TCSWR sensor with built-in
temperature compensation model was developed on this basis. The calibration results show that the standing wave
measurement circuit of the TCSWR sensor can effectively respond to changes in soil water, and the coefficient of the fitted
equation exceeds 0.95. A comparison of the results before and after temperature compensation proves that compensation can
significantly reduce the measurement error of the TCSWR sensor and improve the measurement accuracy. The static and
dynamic characteristics of the TCSWR sensor show that the measurement range of the TCSWR sensor is7.50%-31.50%, the
measurement accuracy is ±0.63%, the stability is good, the resolution is a minimum of 0.05%, and the dynamic response time
is less than 1 s. The absolute error of the TCSWR sensor measurement is less than 1% in comparison with similar sensors,
demonstrating that the measurement results of the TCSWR sensor are reliable.

1. Introduction

Soil water is an important parameter in the fields of soil
physics, botany, and other agriculture [1]. The main
methods used to measure soil water content include the
weighing and drying method, electric measurement method,
and radiometric method [2]. The most commonly used
methods are based on electrical measurement. The electrical
measurement methods can be divided into capacitive and
dielectric methods, and capacitive methods include bridge
and resonance methods. Anderson was the first to explore
the use of audio bridges to determine the water content of
soil [3]; however, the measurement accuracy of the bridge
method is not high owing to the high cost and susceptibility
to the interference of soil temperature and conductivity [4].
Babb first studied the use of the resonance method to mea-
sure soil water content [5]. Subsequently, Hardy and Bell

and others attempted to use a high resonant frequency to
improve the measurement accuracy [6, 7]. However, simply
increasing the measurement frequency does not eliminate
the error, and finding ways to eliminate the interference of
conductance during measurement is still necessary for the
capacitance method. The dielectric method, which is used
to measure soil water content through the dielectric proper-
ties of soil, is the most widely used soil water content mea-
surement technique and is mainly divided into time
domain reflection (TDR), time domain transmissometry
(TDT), frequency domain reflection (FDR), and standing
wave rate (SWR). Fellner-Feldegg was the first to use TDR
for the study of the electrical properties of liquids [8]. Topp
et al. applied it to soil water content measurement and con-
ducted related studies [9, 10]. Thereafter, the soil water con-
tent measurement based on the TDR method has been
researched in depth and has been applied increasingly. The
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TDR method soil water sensor is less sensitive to soil prop-
erties and external temperature changes and is the most
accurate in actual measurement, but it is expensive and not
suitable for large-scale promotion [11–13]. Meanwhile,
research on soil water content measurement technology
based on TDT and FDR is also being conducted, and related
products have been developed [14–17]. Gaskin and Miller
proposed the use of the SWR to measure soil water content
based on electromagnetic wave theory [11, 18]. On this basis,
scholars have further studied soil water content measure-
ment based on the SWR principle and developed related
sensors [4, 19–22]. SWR sensors provide fast, accurate, auto-
mated measurements with a fast dynamic response for volu-
metric water content measurements in many types of soil
and are widely used in long-term monitoring processes in
soil water networks owing to their low cost, ease of use,
and low power consumption.

Because the dielectric constant of the medium can vary
at different temperatures and there is also a temperature
drift in the sensor hardware, the study of temperature com-
pensation methods for soil water sensors is important in the
field of soil water measurement. Some scholars have pro-
posed optimizing the measurement results of the instrument
to improve the detection accuracy [23–26]. Western and
Seyfried constructed temperature-compensated calibration
curves to improve the measurement accuracy by studying
the relationship between temperature, soil pore space, and
soil conductivity [27]. Bogena et al. studied the influence of
temperature variation and conductivity on capacitive soil
water sensors and developed a compensating mathematical
model based on experimental results [28]. Kapilaratne and
Lu proposed an automatic calibration algorithm for the
TDR soil water sensor temperature to eliminate measure-
ment errors caused by different soil types [29]. However,
the related temperature compensation research is mainly
focused on TDR sensors and FDR sensors, and there have
been few reports on research and compensation methods
for the temperature sensitivity of SWR sensors [29–32].
Therefore, in this study, a temperature compensation
method for soil water measurement based on the SWR
method was established by analyzing the relationship
between the temperature and SWR method measurement
results. The focus of this study includes (1) the development
of a portable temperature-compensated standing wave rate
(TCSWR) sensor for soil water, (2) the development of a
mathematical model for temperature compensation, and
(3) an analysis of the performance of the TCSWR sensor.

2. Materials and Methods

2.1. Experimental Site. The indoor location is divided into an
indoor laboratory and field. The indoor laboratory has a dry
box (BD-200HEGW, Haier, China, −40°C to 10°C, PT100
temperature sensors (Heraeus, Germany), measuring range
of −50–250°C, accuracy of ±0.1°C), high- and low-
temperature alternating test chamber (GDJ-1500B, Beijing
Cheek Test Equipment Co., Ltd., China, temperature control
range of −40–150°C, humidity control range of 0–100% RH,
temperature control accuracy of ±1.5°C, and humidity con-

trol accuracy of ±1% RH), precision electronic scale (JE-
301, HEEYII, China, accuracy of 0.01 g, measurement range
of 0–2500 g), and TDR soil water sensor (TRIME-HD2,
IMKO, Germany, measurement accuracy 1%, measurement
range 0–100%).

The field base is located at Sanqingyuan Nursery, Hai-
dian District, Beijing, China (116° 21″ 14″ E, 40° 0″ 54″
N, altitude 52m). The soil in the nursery was artificially
placed clay loam soil with a thickness of 80 cm.

2.2. Experimental Materials. The experimental soil samples
were sandy soil (85% sand mass fraction, 10% powder mass
fraction, and 5% clay mass fraction, collected from Gongq-
ing Forestry Field, Shunyi District, Beijing, 116.73° E,
40.11° N), clay loam soil (11% sand mass fraction, 71% pow-
der mass fraction, and 18% clay mass fraction, collected
from Sanhaoyuan Nursery, Haidian District, Beijing
116.34° E, 40.00° N), and loess soil (15% sand mass fraction,
65% powder mass fraction, and 20% clay mass fraction, col-
lected from Zhenyuan County, Qingyang City, Gansu Prov-
ince 107.03° E, 35.54° N) dried in a drying oven (105° C,
48 h) and sieved using a 40-mesh sieve to obtain experimen-
tal soil samples of 50 kg for each type of soil. The soil sam-
ples were added to each volume of water and stirred for
10min until the water was well mixed with the soil, such that
the water content of the soil after the addition of water was
uniform. The sample was added to a polyvinyl chloride
(PVC) calibration barrel (diameter: 40 cm, height: 25 cm)
and compacted with a nylon rod (diameter: 50mm, length:
50 cm), and then, the barrel was sealed and left for 48h until
the water transport in the barrel reached equilibrium.
Finally, experimental samples with different volumes of
water content were obtained.

2.3. Soil Water Measurement Principle. The TCSWR sensor
uses the standing wave principle to measure the volumetric
water content of soil. When the volumetric water content
of the soil is different, the dielectric constant of the soil is dif-
ferent, and the high-frequency electromagnetic wave forms a
standing wave on the transmission line because the imped-
ance of the measurement probe does not match that of the
transmission line during transmission along the coaxial
transmission line [11, 18]. This in turn causes a change in
the voltage at both ends of the transmission line, and the vol-
umetric water content of the soil can be measured by detect-
ing the change in voltage at both ends of the transmission
line. The measurement principle is shown in Figure 1, where
the signal source is a 100MHz sine wave, and the character-
istic impedance of the coaxial transmission line is 50Ω.
When the standing wave at both ends of the transmission
line is detected and a differential signal amplifier is used
for small-signal amplification, the voltage signal can be
obtained, and the transmission line theory can equate
Figure 1 to the total set parameter circuit shown in
Figure 2 [33].

The RC parallel circuit is shown in Figure 2 as the dielec-
tric physical model of the soil to be measured, and the

expression for the instantaneous voltage U
_ðtÞ at both ends

of the transmission line is

2 Journal of Sensors



Û tð Þ = A cos ωt + ρ ∗ cos ω t − 2βð Þð Þ, ð1Þ

where A is the voltage amplitude, ρ is the transmission line
reflection coefficient, β is the phase shift constant, and ω is
the angular frequency. According to Equation (1), the volt-
age peak of the standing wave crest Ûa and the voltage peak
of the standing wave trough Ûb are

cUa = A 1 + ρð ÞcUb = A 1 − ρð Þ
ð2Þ

Therefore, the voltage difference between the two ends of
transmission line U can be obtained as

U = cUa − cUb = 2Aρ = 2AZP − ZL

ZP + ZL
ð3Þ

where U is the potential difference between the two ends of
the transmission line, ZP is the impedance at the measure-
ment probe, and ZL is the characteristic impedance of the

coaxial transmission line. The voltage amplitude A and
transmission line impedance ZL are constant values, and
the potential difference between the two ends of the trans-
mission line is related only to the measurement probe
impedance ZP. The measurement probe impedance ZP is
determined by the probe size, soil dielectric constant at the
measurement, and operating frequency, and the probe size
and operating frequency are fixed values; i.e., different soil
dielectric constants at the measurement cause the measure-
ment probe impedance ZP to change, which is reflected in
the change in the potential difference U at the two ends of
the transmission line.

2.4. TCSWR Sensor for Soil Water Measurement. The overall
TCSWR sensor developed in this study consists of a water
measurement cone head, connecting rod, and fixed base
group length, as shown in Figure 3(a). The tapered head
and connecting rod are marked with a scale to measure the
insertion depth of the probe with an accuracy of 1mm.
The water measurement cone head diameter is 20mm, and
cone angle is 30°. An internal embedded PT100 temperature
measurement probe is connected to the water measurement

Output

Wave
detector

Wave
detector

Amplifier

Soils

Metal ring probe

Coaxial transmission line cable

Transmission line characteristic impedance

Oscillating
(100 MHz)

Figure 1: Principle diagram of soil water measurement.

I

Oscillating
(100 MHz)

Zp

ZL

U Soil dielectric
physical modelC R

Figure 2: Equivalent circuit diagram, where U is the potential difference between the two ends of the transmission line, ZP is the impedance
at the measurement probe, ZL is the characteristic impedance of the coaxial transmission line, R is the soil impedance resistance component,
C is the soil impedance reactance component, and I is the current.
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probe using M16 thread. The water measurement cone head
of the bimetallic ring SWR probe is shown in Figure 3(b).
Two metal ring probes (20mm outer diameter, 18mm inner
diameter, and 10mm spacing) are embedded in a solid corun-
dum column with grooves. The corundum column has M16
threads on both sides for connecting the cone head and cone
rod. A water measurement probe is installed on three PVC
rings (20mm outer diameter, 18mm inner diameter, and
installation distance of 10mm) on the metal ring probe for
insulation isolation to ensure that the metal probe does not
cause a short circuit between each other or with other connec-
tions. A water measurement circuit is installed in the upper
part of the metal ring probe, and the circuit is waterproof,
which permits the shortest coaxial transmission line and thus
minimizes the impact of impedance changes around the coax-
ial transmission line on the measurement results. The water
measurement probe has an overall length of 150mm (60mm
long metal ring probe installation part, 90mm long water
measurement circuit installation part), a 630mm connecting
rod, and a physical sensor, as shown in Figure 3(c).

The principle block diagram of the TCSWR sensor data-
processing system is shown in Figure 4, which includes the
sensor acquisition motherboard, water measurement unit,
temperature measurement unit, and display control unit.
The corresponding printed circuit board (PCB) is shown in
Figure 5. The sensor acquisition motherboard includes a data
acquisition controller (STM32103RBT6, STMicroelectronics,
Switzerland), analog-to-digital converter (AD623ARZ, Analog
Devices Inc., USA), power control module (K7805-1000R3,
DEXU Electronics, China), and clock control module (RX-
8025T, Epson Toyocom, Japan). The sensor measurement
motherboard includes a water measurement unit and a tem-

peraturemeasurement unit. The water measurement unit con-
sists of a bimetallic ring probe and standing wave
measurement circuit. The temperature measurement unit
consists of a PT100 measuring probe and temperature mea-
surement circuit. The display control unit includes a display
module (OLED-0.96, Telesky, China) and a keypad module
(Pushbutton Switch-12 ∗ 12 ∗ 5, Telesky, China).

2.5. Calibration of TCSWR Sensor. The TCSWR sensor was
inserted into the soil sample calibration bucket, and the voltage
value output by the water content measurement probe after
digital-to-analog conversion was recorded as themeasured volt-
age of the sample. Simultaneously, the samples in the calibra-
tion barrel were sampled with a ring knife (100mL), and two
ring knife drying samples were taken and dried in a drying oven
(105°C) for 24h. The volumetric water content was calculated
using the drying method, and the volumetric water content of
the two drying samples was averaged as the volumetric water
content of the current soil sample. Experimental samples with
different volumetric water contents were obtained by adding
different volumes of water to the samples. Eight different volu-
metric water contents were configured for each soil sample, and
the voltages measured by the sensors at the corresponding vol-
umetric water contents were recorded. A linear fit was made
between the voltage values and the volumetric water content,
and the calibration equation was established as

θw = k ∗U + b, ð4Þ

where θw is the soil volumetric water content, U is the analog
voltage value output from the water measurement unit, and k
and b are the calibration coefficients.

Shell
Acquisition processing circuit
Handle

Base

Connecting rod

Moisture measurement probe

Conical head

Standing wave measuring circuit

Wire
Thread
PVC insulation ring
Metal ring

Metal ring

PVC insulation ring

PVC insulation ring
Thread

(a)

(b)

PT100 temperature probe

(c)

Figure 3: Assembly of a combined TCSWR probe: (a) detailed schematic diagram showing the parts of the instrument, (b) components of
the double-metal-ring SWR probe, and (c) photograph of the actual physical model fabricated during the study. This figure is reproduced
from Tian et al. 2019 under the Creative Commons (Attribution License).
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2.6. Temperature Compensation Model. The TCSWR sensor
was inserted into a cylindrical Plexiglas barrel and sealed
with a plastic film to prevent water dissipation. The experi-
mental sample equipped with the sensor was put into the
high- and low-temperature alternating test chamber, and
the initial temperature was set as 5°C, and the initial air
humidity was 30%; after the soil temperature remained sta-
ble and unchanged, the temperature of the chamber was
adjusted to increase by 1°C and measured continuously until
the soil temperature increased to 45°C. The temperature T
measured by the TCSWR sensor was recorded with the soil
volumetric water content θw. The above experiments were
repeated for samples configured with different soil volumet-
ric water contents, as listed in Table 1; the volume of the soil
sample can be known by measuring the bottom area of the
Plexiglas barrel and the height of the soil sample inside the
barrel, while the volumetric water content of the sample
can be calculated very quickly by simply recording the vol-
ume of water added to the soil sample, and the final results

of the SWR soil water sensor measurements with soil tem-
perature were obtained.

By analyzing the experimental data, this study estab-
lished a temperature compensation model based on the
least-squares curve fitting method. The soil volumetric water
content parameter θwt obtained after the data fusion pro-
cessing of θw with T can be expressed as

θwt = f θw, Tð Þ: ð5Þ

Therefore, the binary regression equation can be prede-
termined to calculate the volumetric water content of the soil
sample as

θwt = γ0 + γ1θw + γ2T + γ3θw
2 + γ4θwT + γ5T

2 + δ0, ð6Þ

where γ0, γ1, γ2, γ3, γ4, and γ5 are constant term coefficients;
δ0 is a high-order infinitesimal; and the constant coefficients

Sensor acquisition
motherboard

Data acquisition
controller

Power control module

Clock control module

Display module

Key module

Standing wave
measurement circuit

Analog-to-digital
converters

Display control unit

Water measurement unit

Bimetal ring probe

Temperature
measurement circuit

PT100 temperature
probe

Temperature
measurement unit

Figure 4: Block diagram of the TCSWR sensor system.

(a) (b)

Figure 5: PCB of TCSWR sensor: (a) sensor measurement motherboard; (b) sensor acquisition motherboard.
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are determined by least-squares approximation to fit the
curve, which should minimize the error sum of squares
kφk22, and kφk22 is

φk k2 = 〠
m

i=1
ω xið Þ θwti xið Þ − θwi

� �2, ð7Þ

where i denotes different moments, m denotes the final
moment, ωðxiÞ is the weight function indicating that the
data weights at different moment points (xi, θwtiðxiÞ) are dif-
ferent, and θw i is the soil volumetric water content before
compensation at the corresponding moment point. Because
the temperatures at different moments in the experiment
are different, the measurement data at each moment are
unique, and thus, ωðxiÞ = 1. The mean square error (MSE)
is chosen as the evaluation index of the fitting effect between
the calculated value of the binary regression equation and
the standard value of soil volumetric water content. Then,
the mean square difference between the two should be taken
as the minimum, and the mean square difference is

I γ0, γ1, γ2, γ3, γ4, γ5ð Þ = 1
m
〠
m

i=1
〠
5

j=0
γjφij − θwi

� �2
, ð8Þ

where φi0 is 1, φi1 is θw i, φi2 is T , φi3 is θw i
2, φi4 is θw iT ,φi5 is

T2, and the minimum value of Equation (7) can be con-
verted into the problem of finding the minima of the multi-
variate functions. From the necessary conditions for
determining the extreme value of the multivariate functions,
one can obtain

〠
162

i=1
〠
5

j=0
γjφij

" #
⋅ φij − 〠

162

i=1
θiφij = 0, ð9Þ

where 162 is the total number of experimental samples. The
experimental measurement data are substituted into Equation
(9), and all coefficients of the binary regression Equation (6)
are obtained instantly by writing a program to solve it to
obtain the temperature compensation model. Finally, we
wrote the temperature compensation model into the micro-
controller code of the TCSWR sensor using C language. The
TCSWR sensor is able to measure the current soil temperature
and soil volumetric water content (before compensation) in
real time during the actual measurement, and the measure-
ment result is substituted into the temperature compensation
model in the microcontroller to calculate and output the com-
pensated soil volumetric water content value.

2.7. Static and Dynamic Characteristic Experiments. Static
characteristics indicate the input–output relationship char-
acteristics of the sensor when the input is constant or the

input changes very slowly. For the requirements of using
water sensors, the static performance test of TCSWR sensors
includes measurement range, measurement accuracy, stabil-
ity, and resolution [34, 35]. The measurement range is
obtained by calculating the range between the minimum
value that the sensor can measure and the maximum value.
The measurement accuracy is obtained by configuring 15
samples with different water content gradients, obtaining
eight measurements for each sample, and calculating the
maximum value of the measurement error. The stability is
obtained by placing the sensor in a single sample, obtaining
100 consecutive measurements, and recording the sensor
output. The resolution refers to the ability of the TCSWR
sensor to sense the smallest change measured, and it is calcu-
lated according to the sampling accuracy of the analog-to-
digital converter in the sensor.

The dynamic characteristics are the response character-
istics of the sensor to the input quantity that changes with
time. The process of inserting the sensor into the soil is used
as the input signal, the input is a first-order step signal, and
the dynamic characteristics are obtained by measuring the
change in the output with the input [36, 37]. The TCSWR
sensor rapidly penetrates the soil until the output is stable,
the real-time measurement results are recorded, the dynamic
characteristic curve is plotted, and the dynamic characteris-
tic index of the sensor is calculated using the dynamic char-
acteristic curve.

2.8. Soil Water Measurement Experiment. Soil water mea-
surements were conducted in the laboratory and in the field.
In the laboratory, three samples with different volumetric
water contents were configured, the volumetric water con-
tents of the configured soils were measured using TCSWR
and TDR sensors, and the measurement data were recorded.

The field measurement site was at the Sanqingyuan
Nursery. Seven sites were randomly selected in the nursery,
and the TCSWR sensor was used to measure the volumetric
water content of the soil at each site. The corresponding site
was sampled and dried using a ring knife at the same time,
and the corresponding volumetric water content of the soil
was calculated using the drying method. The measurement
performance of the sensor was verified by comparing the
measurement results.

3. Results and Discussion

3.1. Calibration of TCSWR Sensor. A previously described
method [33, 38] was used to obtain the linear fitting curves
of the output voltage of the TCSWR sensor water measure-
ment circuit and the volumetric water contents of the exper-
imental soil samples, as shown in Figure 6. The coefficients
of determination of the primary linear fitting curves of the
sandy soil, clay loam soil, and loess soil samples were 0.95,

Table 1: Volumetric water content of the configured soil samples.

Samples Volumetric water content (%)

Soil samples 7.50 12.00 18.00 21.00 23.00 26.50 28.50 31.50
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0.97, and 0.96, respectively, and the fitting coefficients
reached more than 0.95, indicating that the volumetric water
content between the voltage value and the measured sample
soil had good linear relationships. Calibration coefficients
for the three soils were obtained according to the fitted curve
equations, where the k values were 34.14, 49.50, and 45.33,
and the b values were 7.72, 7.76, and 6.58, respectively.

3.2. Effect of Temperature on Measurement Results. The var-
iation curves of the measurement results of the TCSWR soil
sensor at different temperatures are shown in Figure 7. The
measurement results did not change significantly in the
range of 28.50% to 31.50% of the volumetric water content
of the soil. The maximum value of the variance of the mea-
surement results was calculated to be 0.15%, and the maxi-
mum value of the mean variance was 0.39%, indicating
that this TCSWR sensor can work stably and accurately at
this time. While the soil volumetric water content was within
7.50% to 28.50%, the measurement results increased signifi-
cantly with an increase in temperature; thus, the TCSWR
sensor compensation was mainly in the range of 7.50% to
26.50% in this study. Or and Wraith suggested that water
near the particle surfaces of the finer-textured soils is
increasingly becoming “invisible” to the dielectric measure-
ment because of surface forces. However, with increasing
soil temperatures, these surface forces reduce in strength,
thereby causing a positive relationship between water con-
tent and temperature [39]; the variation of soil volumetric
water content from 7.5% to 28% in Figure 7 also supports
this conclusion. Meanwhile, the dielectric constant of water
decreases with increasing temperature [29, 30], and as the
proportion of water contained in the soil increases, the effect
of surface forces on soil particles gradually decreases, and the
effect of the dielectric constant of water on the overall dielec-
tric constant of the soil gradually increases [40]; as the tem-
perature increases, the rate of increase in the volumetric
water content of the soil shows a decrease, as evidenced by
the rate of change of the curve in Figure 7; when the water

in the soil is close to saturation, the effect of the dielectric con-
stant of water on the overall dielectric constant of the soil grad-
ually increases due to the dielectric constant which dominates
the overall dielectric constant of the soil; the volumetric water
content of the soil decreases slightly with increasing tempera-
ture, so the output of the sensor seems to decrease slightly with
increasing temperature at 28.50% to 31.50%.

Change in temperature affects not only the dielectric con-
stant of the soil under test but also the dielectric constant [27,
28]. They can also cause a temperature drift in the sensor hard-
ware circuitry [41, 42]. Therefore, temperature compensation
for sensor measurements must be considered from both per-
spectives. The output voltages of the TCSWR sensor water mea-
surement circuit at different temperatures were recorded, and
the results are shown in Figure 8. The error of the voltage value
caused by the temperature change was 0.003V. Combining the
calibration coefficients k and b and substituting them in Equa-
tion (4) yield the corresponding errors of 0.10%, 0.15%, and
0.14%, which proves that the measurement error caused by
the temperature drift of the TCSWR sensor hardware circuit
is very small. Therefore, the temperature compensation can
ignore the effect of hardware circuit temperature drift.

For the case in which the effect of hardware circuit tem-
perature drift is ignored, the TCSWR sensor measurements
at different temperatures are substituted into Equation (9),
and all coefficients of the binary regression Equation (6)
can be obtained by writing a MATLAB program to solve it.
The temperature compensation model is obtained as in
Equation (10), and the coefficient of determination R2 of
the fitted curve is 0.998, which is in good agreement. The
significance level is 0.05, indicating that the temperature
compensation model is reliable.

θwt = 0:92153θw − 0:17341T − 0:00124θw2 + 0:00509θwT
+ 0:00007T2 + 3:78133:

ð10Þ
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Figure 6: Calibration curves of the TCSWR sensor water measurement.
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At the same time, we write the temperature compensa-
tion model (Equation (10)) into the microcontroller code
of the TCSWR sensor in C language, which enables the
TCSWR sensor to calculate and output the compensated soil
volumetric water content value in real time during the field
measurement.

3.3. Soil Water Measured by TCSWR Sensor after
Temperature Compensation. The results of the soil volumetric
moisture content measured by the TCSWR sensor after the
temperature compensation model are shown in Figure 9; it
can be seen that the volatility of the soil moisture content mea-
sured by the TCSWR sensor with temperature changes is sig-
nificantly reduced after the temperature compensation. Zheng
et al. proposed to use the sensitivity temperature coefficient to
measure the degree of influence of the sensor measurement
value by temperature [43], and it is calculated that the average
sensitivity temperature coefficient of the TCSWR sensor mea-
surement result is reduced from 4:1059 × 10−2%/°C to
1:3933 × 10−2%/°C before the compensation, which proves
that the temperature sensitivity of the sensor is significantly
reduced after the temperature compensation.

The mean absolute error (MAE) and MSE of the mea-
surement results before and after compensation were calcu-

lated using the temperature compensation model for the
TCSWR sensor measurement results. The results are shown
in Table 2, which reveals that the MAE and MSE were signif-
icantly reduced after compensation, proving that compensa-
tion can greatly reduce measurement error and improve
measurement accuracy [30, 32].

For the temperature compensation of SWR soil water
sensor, Kapilaratne and Lu designed an automatic tempera-
ture correction algorithm to remove the rain effect from
SWC data by combining statistical inference techniques with
temperature correction algorithm [29]. Zhao et al. studied
the temperature drift characteristics of a 4-probe-type
SWR soil water sensor and established a corresponding tem-
perature compensation [44]. However, the above tempera-
ture compensation schemes are all postcompensation on
the computer software after obtaining the measurement
results; TCSWR sensor can get the compensated soil water
measurement results in real time in the field measurement
by building the temperature compensation model into the
microcontroller code, which is more convenient for field
application and saves manpower [30–32].

3.4. Analysis of Static and Dynamic Characteristics of
TCSWR Sensors. The sensor measurement range is between
the minimum and maximum values that the sensor can
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Figure 7: Variation curves of measurement results of TCSWR soil sensors at different temperatures.
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Figure 8: Temperature drift characteristic curve of TCSWR sensor hardware circuit.
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measure [34, 35]. The TCSWR sensor measures the volumetric
water content of the soil. The sensor output is 0% (empty load
under ideal conditions) when the sensor is placed in air and
100% (full-scale range under ideal conditions) when the sensor
is placed in water. The volumetric water content of the soil
becomes larger with the sensor measurement value becomes
linearly larger; and the soil moisture measured in the experi-
ment in this paper is 7.5%-31.5%; thus, the measurement range
of the sensor is 7.5%-31.5%. Using the samples with different
water content gradients, multiple measurements were made,
and the maximum value of the error was calculated to be
1.26%; thus, the sensormeasurement accuracy was±0.63%. Sta-
bility experiments for multiple measurements of the same sam-
ple were performed, and the measurement results are shown in
Figure 10. In the measured data, the maximum volumetric
water content was 25.68%, the minimum volumetric water con-
tent was 23.74%, and the standard deviation was 0.49%. The
stability of the sensor output was good, and it could be used
for repeated measurements. The TCSWR sensor is based on

the standing wave principle of the water content detection cir-
cuit. The standing wave at both ends of the transmission line
is detected and then amplified through an amplifier to output
an analog voltage signal. Then, the volumetric water content
of the soil is obtained through the AD sampling module for
voltage acquisition and processing; thus, the resolution of the
sensor is determined by the sampling accuracy of the analog-
to-digital converter. The sampling accuracy of the analog-to-
digital converter is 0.8mV, corresponding to a resolution of
0.05%. At the same time, the dynamic response of the sensor
is determined by the sensor itself, and the transition time of
the TCSWR sensor is 0.58 s as calculated by the dynamic char-
acteristic test; this shows that the dynamic response of the sen-
sor is fast and can meet the actual demand.

3.5. Measurement Performance Verification of TCSWR
Sensor. The TDR sensor and TCSWR sensor were used to
measure the soil samples with different volumes of water
content configured in the laboratory, and the measurement
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Figure 9: Variation curves of measurement results of TCSWR soil sensors at different temperatures after temperature compensation.

Table 2: Comparison of temperature compensation effects.

Temperature compensation Soil samples Indicators
Soil volumetric water content (%)

7.50 12.00 18.00 21.00 23.00 26.50

Before compensation

Sandy soil
MAE 1.03 1.04 1.17 0.74 0.47 0.53

MSE 0.40 0.40 0.46 0.29 0.18 0.21

Clay loam soil
MAE 1.48 1.45 0.80 0.79 0.84 0.82

MSE 0.56 0.54 0.31 0.33 0.33 0.33

Loess soil
MAE 1.37 1.33 1.45 0.96 0.57 0.78

MSE 0.52 0.51 0.55 0.38 0.23 0.31

After compensation

Sandy soil
MAE 0.54 0.33 0.63 0.24 0.23 0.26

MSE 0.22 0.13 0.23 0.08 0.10 0.09

Clay loam soil
MAE 0.11 0.35 0.25 0.65 0.54 0.42

MSE 0.04 0.13 0.11 0.22 0.19 0.18

Loess soil
MAE 0.14 0.18 0.58 0.25 0.17 0.44

MSE 0.06 0.07 0.22 0.10 0.06 0.18
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results are compared in Table 3. The absolute error between
the TCSWR and TDR sensor measurement results is 0.93%
at most. The absolute error is less than 1%, indicating that
the accuracy of TCSWR and TDR sensor measurements is
comparable and meets practical application require-
ments [45].

In the outdoor experiment, measurements were per-
formed at seven randomly selected locations in the nursery.
The volumetric water content of the soil measured using the
TCSWR sensor and the drying method is shown in
Figure 11; then, the decision error of the TCSWR sensor
and drying method measurement results was calculated
(Table 4); the maximum absolute error is 0.98% (measure-
ment point 3) and is less than 1%; this meets the actual

requirements of soil water content measurement. Further-
more, the volumetric water content of the soil varied greatly
from site to site. The analysis showed that the difference in
volumetric water content was caused by the plants planted
at the randomly selected sites and by whether the site had
been irrigated recently. Based on the observation of the
actual sample sites, sites 4 and 6 were recently irrigated, so
the volumetric water content was obviously high. Sites 2
and 3 were sample sites without any plants, so the water con-
tent was the lowest. Site 1 was a lawn, and site 5 was an apple
tree sample site, and the volumetric water content was
slightly higher than that for sites 2 and 3. This proves that
plants have a role in maintaining the soil water content
and water conservation [46–48]. The soil volumetric water
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Figure 10: Variation curve of multiple measurements of the TCSWR sensor for a single sample.

Table 3: Comparison of measurement results.

Soil samples Sensor type Soil volumetric water content (%)

Sandy soil

TDR 7.26 10.74 14.89 17.12 20.89 26.40 30.11

TCSWR 7.86 11.11 14.10 16.74 20.53 25.57 30.33

Absolute errors 0.60 0.37 0.79 0.38 0.36 0.83 0.22

Clay loam soil

TDR 6.57 9.18 16.63 22.34 25.07 28.52 32.14

TCSWR 6.26 10.07 16.10 21.62 25.43 28.40 31.89

Absolute errors 0.31 0.89 0.53 0.72 0.36 0.12 0.25

Loess soil

TDR 6.96 12.61 14.82 17.41 20.68 26.44 33.31

TCSWR 7.37 11.84 13.92 16.48 21.12 27.36 33.85

Absolute errors 0.41 0.77 0.90 0.93 0.44 0.92 0.54
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Figure 11: Comparison of measurement results of field experiments.
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content of sites 4 and 6 was about 9% higher than that of
sites 2 and 3, while the soil volumetric water content of sites
1 and 5 was only about 3% higher than that of sites 2 and 3,
indicating that irrigation can significantly increase the water
content of the soil and providing support for the need for
irrigation in agricultural production [49, 50].

3.6. Potential Limitations. In the calibration of the TCSWR
sensor and establishment of a temperature compensation
model, because of the limitation of the soil samples available
in the laboratory, only sandy soil, clay loam, and loess were
calibrated when establishing the temperature compensation
model. Through the performance analysis of the TCSWR
sensor and a comparison of similar sensors, the results show
that the TCSWR sensor with temperature compensation is a
low-cost soil water measurement sensor; however, to make
the TCSWR sensor applicable to various types of soil with
complex soil types, it is necessary to collect abundant soil
texture samples for experiments to improve the accuracy of
the temperature compensation model.

4. Conclusions

The measurement results of the TCSWR sensor were ana-
lyzed under different temperatures and soil volumetric water
contents. A temperature compensation method was estab-
lished for the TCSWR sensor to advance the development
of SWR soil water sensors. A portable tapered TCSWR sen-
sor with built-in temperature compensation model was
developed on this basis. The calibration results showed that
the standing wave measurement circuit designed in this
study could effectively respond to the variation in water
within the soil, and the coefficient of the fitted equation
exceeded 0.95. When the possible influence of temperature
was addressed, it was found that the measurement error
caused by the temperature drift of the hardware circuit was
small. The static and dynamic characteristics of the TCSWR
sensor showed that the measurement range was 7.50%-
31.50%, the measurement accuracy was ±0.63%, the stability
was good, the resolution was a minimum of 0.05%, and the
dynamic response time was less than 1 s, which can meet
the experimental requirements. In comparison with the
internationally recognized TDR water content sensor and
drying method measurement results, the absolute measure-
ment error was less than 1%, demonstrating that the mea-
surement results of the TCSWR sensor are reliable. It is

also possible to combine TCSWR sensors with smart internet
of things and artificial intelligence algorithms [51–54] to study
soil water prediction problems at different time scales [55–57]
and can be applied to other engineering systems in combina-
tion with environmental parameters [58–60].
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China’s construction industry standard “technical code for concrete special-shaped column structure” has been implemented
since 2006, and the use of special-shaped walls in the actual construction of buildings is more common. The cross-section wall
can effectively reduce the protruding angle of the building, thereby expanding the effective building area of the room, reducing
the proportion of the building components themselves, and making the structure layout of the building more beautiful. In
order to analyze the dynamic characteristics of eccentrically compressed prestressed concrete beams, the finite element
simulation of different reinforcement parameters, longitudinal reinforcement diameter, and reinforcement ratio was
constructed. Through comparison, the load flexibility curve change law of concrete stress cloud and reinforcement stress cloud
under various working conditions and the influence change law of test mold are studied, and the influence change law of
dynamic characteristics under the above four conditions and unidirectional bias pressure is clarified.

1. Introduction

Concrete is a composite material widely used in the con-
struction industry and other fields. For a long time, scientists
and engineers have conducted a systematic research on all
aspects of condensing ten materials. However, concrete is
traditionally regarded as a uniform material, mainly by
studying the macroscopic properties of materials. Since the
middle of the last century, the micromechanics has provided
a necessary theoretical basis to explore the essential charac-
teristics of concrete materials from the fine view and from
the microscopic level. Advanced experimental instruments
help us to further understand the paper formation and inter-
nal structure of condensing ten materials. In the past ten
years, the computer bin and the computing speed make
the numerical method become an important means to ana-
lyze the characteristics of concrete materials. Therefore, it
is of theoretical and practical significance to study the char-
acteristics of concrete materials from the fine view or micro-
level [1].

Columns with unconventional cross-section types usu-
ally have T-shaped, L-shaped and cross-shaped cross-
section types, and the length to thickness ratio of the column
limb shall not exceed four [1]. The main section types are
shown in Figure 1. People can not only learn from it but also
be different from each other through its use [2].

With the promulgation of China’s “technical code for
concrete special-shaped column structure” in 2006, the
application of special-shaped beam structure in actual con-
struction is more common. The utilization characteristics,
design aesthetic rationality, and excellent bearing character-
istics of the reinforced concrete special-shaped column
structure are organically integrated to create a perfect indoor
environment for modern consumers. It conforms to the
characteristics of room design and is reasonably connected
with the wall (refer to infilled wall), which is sought after
by real estate developers and many consumer groups. In
recent years, there is a wide application of reinforced con-
crete special-shaped columns in the actual building con-
struction system [3].
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The special-shaped wall frame system includes the cast
in situ reinforced large-diameter concrete special-shaped
wall frame and special-shaped column frame shear wall sys-
tem used for light infilled walls and partitions. The reinforced
concrete special-shaped column structure system is a special
engineering structure system produced in the process of mod-
ern building structure design and construction in China,
which makes the development and research of the reinforced
concrete special-shaped column structure system in China
ahead of the world [4]. Since the in-depth research on the
technical system of reinforced concrete special-shaped column
structure, considerable progress has also been made. For
example, at present, the national research and development
of the reinforced concrete special-shaped column structure
system focuses on the fact that experts have carried out a lot
of relevant experimental research and development work on
the reinforced concrete special-shaped column structure, and
for the corresponding regional-reinforced concrete special-
shaped columns, they also put forward suggestions and opin-
ions for the local technical standards of reinforced concrete
special-shaped columns, for example, the industrial standard
of Liaoning Province Technical Specification for reinforced
concrete special-shaped column structure [5].

The research on the structural system of special-shaped
reinforced concrete columns in China is very different from
that in China. For example, the foreign research focuses on
the offset, while the domestic research focuses on the earth-
quake resistance. At the same time, because of the existence
of multiple limbs, the special-shaped column also has the
problem of geometric asymmetry, resulting in the obvious

brittleness of the structure of the concrete special-shaped
column, and the deformation energy of the special-shaped
column is weaker than that of the general rectangular col-
umn. Although there are the above problems in the
special-shaped wall section column, based on the current
design specifications of China, some places with relatively
low seismic stiffness and meeting the corresponding height
width ratio and elevation conditions can still be used in the
actual construction. In the normal application of special-
shaped columns, the probability of fracture caused by seis-
mic effect is very small, so it is very important to increase
the research on the dynamic characteristics of special-
shaped columns under bias pressure [6]. The specific work
of this paper is shown in Table 1.

2. State of the Art

ABAQUS finite element analysis software: ABAQUS is one
of the most widely used analysis software in the professional
field, with high-precision numerical simulation ability and
super strong calculation ability. ABAQUS can generate a
large number of analysis elements by using finite element
software, which can be applied in different industries [7].

ABAQUS finite element software has the following fea-
tures over other software in the field of numerical simulation.

(1) Easy to use and comprehensive functions

ABAQUS finite element analysis software is one of the
most powerful engineering research and design application

(a) L-shaped column (b) T-shaped column

(c) Cruciform column

Figure 1: Section style of shaped column.
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software, which can be used to model and study systems and
fluids. These finite element analysis programs have brought
effective calculation methods to relevant technical
researchers, shortened the research process, and greatly
improved the efficiency. In the actual project of using ABA-
QUS software to analyze the model, researchers can directly
display the modeling results and the structural characteris-
tics of simulated parts in the program.

The important data analysis modules of ABAQUS/FEA
software include ABAQUS/explicit and ABAQUS/standard
templates, as well as ABAQUS/CAE templates, which are
the basic user interfaces of graphic solutions. Each data anal-
ysis software module has different classification methods,
calculation methods, and key points. The main advantage
of ABAQUS/obvious template is that it can visualize the
whole dynamic scoring calculation process. However, in fact,
ABAQUS/obvious template is in the calculation process. The
advantage of ABAQUS/standard analytical model is that it
can run on a solver that simultaneously calculates multiple
eigenvalues, which is also a more commonly used method
in linear dynamic analytical calculation. Finally, the advan-
tage of ABAQUS/CAE standard analytical model is that it
can establish more detailed numerical simulation model
more quickly.

(2) Comprehensive cell library and material model
library

There are about 400 types of basic units in the unit
library of thermodynamic properties of various metal mate-
rials [7]. The element library in ABAQUS finite element
software can roughly contain eight basic elements [8].

ABAQUS has a variety of material model libraries to
model the thermodynamic properties of various materials.
At the same time, we can define different material models
according to different failure criteria and inherent structural
relationships. Scientific researchers can select appropriate
material model library from ABAQUS according to the
structural characteristics of the special model materials they
are developing. Through previous application research and
exploration, people found that ABAQUS FEA software can
more realistically simulate the characteristics of various
materials in engineering practice.

(3) Strong compatibility

ABAQUS finite element analysis software system has
strong compatibility. The software has a complete system
interface, which can provide a good connection for the later
secondary development, thus saving a lot of manpower, mate-
rial resources and investment. ABAQUS finite element soft-
ware has been applied to many problems and analysis [9].

(4) High operability

In ABAQUS FEA program, the whole working process
mainly includes pre-processing (modeling, analysis and calcula-
tion) and post-processing. Each of the above links can be grad-
ually realized through various components in the graphical
interface, which is practical and does not require much work.

The commonly used ABAQUS/CAE analysis model includes
parts, characteristics, assembly, steps, interactions, loads, grids,
jobs and dozens of modeling operation modules [10].

(5) Accurate nonlinear analysis

The calculation process of ABAQUS finite element soft-
ware can not only solve the problem of studying model
materials under various characteristics and test pieces under
various stress environments, but also the relevant calculation
tools have added the load information required by the
research into the whole calculation process in the form of
load steps, so as to obtain the correct nonlinear research
conclusion more accurately. Similarly, in the ABAQUS
FEM nonlinear calculation process, the whole calculation
process can be regarded as a loading increment that changes
continuously with the increase of time, and then, through
iterative calculation, the final result is obtained. In the pro-
cess of nonlinear calculation by ABAQUS finite element
software, the software can intelligently change the rate of
load increase and the convergence rate of control calcula-
tion, so that more accurate results can be obtained through
the nonlinear research of ABAQUS software in practical
problems [11]. The block diagram of the analysis of the con-
crete material using the ABAQUS software is shown in
Figure 2.

ABAQUS finite element analysis software is a powerful
and widely used engineering simulation application soft-
ware. ABAQUS FEM software has a cell library that can sim-
ulate the characteristics of all building geometric
components and a model library that uses the characteristics
of various building metal materials, which can simulate the
characteristics of metal materials used in all typical build-
ings. For example, the mechanical properties of reinforced
concrete special-shaped beams under the influence of eccen-
tric load can be analyzed using ABAQUS finite element
analysis software [12].

There are many reasons to change the dynamic charac-
teristics of reinforced concrete under eccentric load, includ-
ing limb length ratio, reinforcement strength grade, concrete
reinforcement ratio, and load eccentricity [12]. At the same
time, during the actual test, many interference factors may
cause deviation and interference to the conclusions of some
tests, and other factors in the process of some tests may also
cause errors to the conclusions [13]. In the specific process,
the results are directly affected by other reasons, such as
the repeatability of the operation, the relatively large invest-
ment required in the experiment, and the reading errors of
scientific researchers. Therefore, this section will focus on
ABAQUS finite element analysis software to illustrate the
accuracy and effectiveness of the FEA model constructed in
this paper [14].

3. Methodology

3.1. Ontogenetic Model of the Material

3.1.1. Ontogenetic Model of Concrete. In the finite element
software ABAQUS, there are two main methods applicable
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to the simulation of cement as a building material, one is
damage plastic simulation, and the other is diffusion crack
simulation. It refers to dividing the reinforcement into plain
cement and reinforced concrete according to the reinforce-
ment requirements of building components. The modeling
and analysis methods and research principles often used by
these two forms of concrete are very different. Among them,
the diffusion fracture mode is mainly applied to the theory of
isotropic plasticity and directional failure strength to
describe the nonlinear panel behavior of concrete and is
mainly applied to analyze some types of monotonic loading
on the vertical deformation of concrete. The research princi-
ple of damage plastic mode mainly adopts Kachanov’s clas-
sical damage mode. The basic operation principle of
damage plastic mode is to equivalent the damage degree of
concrete material to the form of the most effective area var-
iable. The specific parameters of damage deformation equa-
tion can be expressed as follows:

D = A − �A
� �

A
: ð1Þ

In the formula, A is the effective cross-sectional area of
the material before damage. �A is the effective cross-
sectional area of the material after damage.

According to Lemaitre’s hypothesis “strain equivalence
assumption,” the specific damage variables can be expressed
as follows.

D = 1 − E′
E
, ð2Þ

where E is the modulus of elasticity of the material before
damage and E′ is the modulus of elasticity of the material
after damage.

Based on Equations (1) and (2), the specific expressions
for the damage variables were regrouped by Yu, as shown
below.

D = 1 − K
K0

: ð3Þ

The main structural simulation of buildings in this paper
is the failure and plastic simulation of concrete structures in

ABAQUS finite element software system. When ABAQUS
finite element software is used to simulate the numerical
simulation calculation process, it is assumed that the damage
plastic model is used for simulation calculation, and the
curve of the inherent structure model of cement is shown
in Figure 3. The specific calculation method of cement dam-
age and deformation has been explained, and the specific
calculation process will not be explained. The corresponding
inherent structure relationship of cement is deduced accord-
ing to the above calculation formula [15].

3.1.2. Principal Structure Model of Reinforcement. The main
dimension parameters of reinforcement can be obtained by
measuring and determining the corresponding thermody-
namic parameters. According to the main structure relation-
ship of steel bar and iron obtained from the experimental
results, the simulation curve is shown. As we can see, the
main design performance curve of steel includes the follow-
ing five sections, which can be divided into strength (OA),
elastoplasticity (AB), yield (BC), strengthening (CD), and
necking (DE) [16].

As shown in Figure 4, if the longitudinal axis f p is a pro-
portional limit, when the internal stress value of the test
mold is insufficient or exceeds f p, the inherent relationship
of the steel at this stage also satisfies Hooke’s law. When
the internal stress can be removed from the test mold, the
internal stress of the measured sample can also return to
its original state, which indicates that the steel at this stage
belongs to the most ideal elastic deformation stage. When
the tensile stress on the specimen is between f p and f y , it
means that the steel is in the elastic-plastic stage. The longi-
tudinal axes f y and f u in the figure represent the yield point
and tensile resistance of steel. When the stress of the sample
exceeds the f y value, the sample will also yield. When the
pressure of the sample reaches the f u value, the steel sample
will also reach the necked state and then quickly break and
lose strength [17].

The stress-strain relationship curve of the reinforcement
can be more intuitive to see the intrinsic structure of the
reinforcement, although the intrinsic structure of the rein-
forcement obtained from such a test can be more intuitive
and realistic to describe the situation of the concrete at dif-
ferent stages of stress, but because such an intrinsic structure
model is more complicated when calculated by ABAQUS

Table 1: Research content and conclusion.

1
By using the finite element analysis software ABAQUS, the finite element model of reinforced concrete shaped column is established

based on the test data in the relevant literature, and the accuracy of the model establishment is analyzed by verifying the load-
displacement curve and ultimate bearing capacity obtained after the test

2

On the basis of verifying the correctness of the analytical finite element model, the cross-sectional form of reinforced concrete shaped
column is designed, the relevant specimen parameters are set, and the specimen parameters required to be studied under each working

condition are determined, and then, the finite element models are established separately to obtain the concrete stress cloud,
reinforcement stress cloud, and load-displacement curve under the structural form of eccentricity, loading angle, concrete, strength and

reinforcement ratio

3
Compare and analyze the changes of concrete stress cloud, steel stress cloud, and load-deflection curve of the shaped column under
different working conditions and the damage pattern of the specimen, respectively, and determine the influence law of the mechanical

properties of the shaped column under the above four working conditions and one-way bias pressure
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finite element software, it will lead to a complicated and
tedious process of solution, so it is not widely used in the
actual analysis [18]. The bilinear model main structure
model found by people mainly includes two types [19].
The first type is the most ideal double elastic-plastic main
structure model, as shown in Figure 5. (the first type is an
ideal elastic-plastic transient model, as shown in (b), which
is a transient model obtained without considering the rein-
forcement effect; The other is the bilinear through reinforce-
ment model. As shown in Figure 5(a), the Mises yield
criterion is that under certain deformation conditions, when
an equivalent force point exceeds a certain value, it will enter
the plastic state from that point [20].

3.2. L-Shaped Anisotropic Section Column Shape Center
Formula. Since this paper focuses on the mechanical proper-
ties of the prestressed reinforced special-shaped column
under eccentric load, the central part of the formwork of

the special-shaped column must be determined before the
discussion and research. And the displacement and volume
of the normal regular section at the center of the shape can
be easily expressed. Therefore, people can find and derive
the method of describing the static moment, that is, the
static moment algebra of each moment component of the
heterogeneous section to one axis is equivalent to the static
moment of the heterogeneous section to the same axis, and
then deduce that the static moment of a heterogeneous sec-
tion can be described as:

Sx = 〠
n

i=1
Ai�yi, ð4Þ

Sy = 〠
n

i=1
Ai�xi: ð5Þ
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Figure 2: Stress analysis of concrete materials based on finite element analysis.
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In Equations (4) and (5), the symbols Ai and �xi, n, and �yi
denote the area of a certain rectangular cross-section com-
posing a heterogeneous section and the coordinate position
of the shape center of this section, respectively, and n
denotes the number of rectangular sections composing a
heterogeneous section. Therefore, according to the knowl-
edge of theoretical mechanics, it is known that the specific
coordinate equation of the form center of a heterogeneous
section in the right-angle coordinate system is shown as fol-
lows.

�x =
Sy

∑n
i=1Ai

,

�y = Sx
∑n

i=1Ai
:

ð6Þ

The cross-sectional form of the shaped column analyzed
in this study is L-shaped, and the specific form is as follows.
Based on the above calculation method of the formula for
the form center of a column with a shaped section, we can
derive the specific coordinates of the form center of a col-
umn with an L-shaped section as �x and �y, as shown in the
following equation.

�x =
b2h + hf′ bf′ − b

� �
bf′ + b

� �

2bh + 2hf′ bf′ − b
� � ,

�y =
bh2 + hf′2 bf′ − b

� �

2bh + 2hf′ bf′ − b
� � :

ð7Þ

The limb thickness of the column limb along the x-axis
in Figure 6 is hf′, and the limb height is bf′ and the limb
height along the y-axis is h and the limb thickness is b

3.3. Citation of Reference Test Data. The parameters of the
finite element simulation of the reinforced concrete section
column of the L-shaped frame are consistent with the stan-
dard data studied in the references, and a measurement sam-
ple in the references is selected to simulate and test and
analyze the rationality of the internal problems of the simu-
lation test. The longitudinal reinforced concrete structure
size is also the same, that is, eight frame cement sizes of
HRB 335 with a length of 12mm are used, and the rein-
forced concrete ratio is C30, The compressive strength of
frame cement is 34.57MPa.

3.4. Simplification of L-Shaped Column Model. According to
the computational mechanical model tested in Ref., we need
to simplify the mechanical model of reinforced concrete L-
shaped section column under eccentric load.

3.5. Establishment of Finite Element Model. This paper
focuses on the dynamic characteristics of eccentrically

1.0
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cy/cx x
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0.0
1.0
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Figure 3: The principal structure relationship curve of concrete.
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Figure 4: Stress-strain relationship curve for reinforcing steel.
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loaded steel-concrete L-shaped beam. In order to apply load
to the L-shaped column, a rigid pad is placed at the top of
the L-shaped column, and the load is applied here for con-
trol during the simulation of finite element specimens. The
purpose is to prevent the stress concentration phenomenon
in the subsequent loading process and thus affect the results
of the simulation test and also to provide researchers with a
more intuitive understanding of the specific shape of the
specimen under eccentric loading.

When we build the FEA model (that is, the finite element
analysis model) of reinforced concrete L-shaped column for
operational analysis, it is assumed in advance that the bond-
ing occlusion between the steel and concrete is good and can
work together, and the existence of relative slip between the
steel and concrete is also not considered.

3.5.1. Creating Parts and Defining Properties. The concrete
L-shaped column, longitudinal reinforcement, hoop, steel
plate spacer, and other base components of the reinforced
concrete L-shaped column are created separately by using
the “Component” module in the finite element analysis soft-
ware ABAQUS, and then, the “Property” module in the
finite element software is used to define the material proper-
ties of each part of the specimen (reinforcement, concrete,
end, spacer, etc.), which contains the mechanical properties
such as density, intrinsic structure relationship, and Pois-
son’s ratio, as shown in Table 2. The relevant data are shown
for the plastic loss model of concrete. Finally, after setting,
the section properties of each component are assigned to
all drawn components, respectively, so that the drawing
and section properties of each component are completed.

3.5.2. Definition of Assemblies and Constraints. Assemblies
refer to in the “Assembly” module, the L-shaped concrete
column, longitudinal reinforcement, hoop, and end compo-
nents are defined as independent states, and then the com-
ponents with section properties are placed at the
appropriate spatial locations using the “Move,” “Rotate,”

and “Array” commands. Then, use the “Move,” “Rotate,”
and “Array” commands to place the parts with section prop-
erties in the appropriate space of the reinforced concrete L-
shaped column, and then, use the “Merge” command to
combine the longitudinal reinforcing bars and hoops to form
the reinforcing cage skeleton. The cage skeleton is also set to
the independent state.

After assembling each component with properties, the
contact and constraint relationships between the compo-
nents are defined. First, the reinforcing cage skeleton is
placed in the concrete L-shaped column as a “built-in area,”
in which the reinforcing cage skeleton is the “embedded”
part, and the whole reinforced concrete L-shaped column
model is selected as the main area, thus completing the con-
straint relationship between the reinforcing cage skeleton
and the concrete. This completes the constraint relationship
between the reinforcing cage skeleton and the concrete com-
ponents. Then, the reference point RP-1 is created by using

0
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b

𝜀y 𝜀

𝜎

(a)
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Figure 5: Simplified stress-strain principal structure relationship curve for steel reinforcement.
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Figure 6: Schematic diagram of L-section coordinates.
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the toolbar “Reference Point,” and the displacement load in
the reference document is applied to the created reference
point RP-1, and the eccentricity of the reference point loca-
tion is consistent with the eccentricity of the selected verifi-
cation analysis specimen. Finally, set the constraint
relationship between the reference point RP-1 and the rigid
end pad as “coupling,” select the reference point as the “sub-
ordinate area” of the coupling constraint, and select the
upper surface of the rigid end pad as the “main area” of
the coupling constraint. This completes the definition of
the constraint between the rigid end pad and the reference
point RP-1.

Constraints refer to the concrete and rigid end pads
which are then set as “binding” constraints, the specific
meaning of the binding constraint is to assume that the rigid
end pads and the top surface of the L-shaped column are
well adhered to each other throughout the process of apply-
ing the load, and no peeling will occur between the two,
where the top surface of the reinforced concrete L-shaped
column is selected as the main surface and the rigid end pads
are selected as the slave surface. The upper surface of the
reinforced concrete L-shaped column is selected as the main
surface and the rigid end spacer is selected as the follower
surface.

3.5.3. Setting up Analysis Steps and Output Variables. Set the
analysis step in the “Analysis Step” module, create the initial
analysis step “Initial” and the analysis step “Step-1,” and
then select the Newtonian solution technique method. As
the solution technique for model research and analysis, set
the initial incremental step, the minimum incremental step,
and the maximum incremental step to 0.02, 1 × 10−7, and
0.5, respectively, in the “Analysis Step,” where the maximum
number of incremental steps is set to 20,000 and the total
time length of calculation is set to 1. In the analysis step,
enter the displacement load to be applied in “Step-1,” and
then select “General, Static” type in order.

Finally, variable schemes such as displacement and reac-
tion external force can be selected from “field input and out-
put”. In the simulation analysis process, as long as the input
and output variables are reduced, the time limit of the finite
element software simulation operation samples can be effec-
tively shortened, and the required calculation result infor-
mation can be more conveniently obtained in the post-
processing process. At the same time, because it is conducive

to observing and obtaining the real displacement of the later
calculation results, is set to “Set” (Set-1).

3.5.4. Defining Loads and Boundary Conditions. In order to
simulate and analyze the full bearing capacity curve of the
concrete L-shaped section width beam under eccentric load,
the load method of the simulation test adopts the moving
load method, and the pressure deflection relationship curve
of the concrete L-shaped column is obtained by using the
finite element software simulation analysis method. The
boundary condition of the bottom surface of reinforced con-
crete L-shaped column is first defined in the “pressure”
model. Finally, it is constrained on the six degrees of free-
dom of the bottom surface of the concrete special-shaped
column to ensure that the concrete special-shaped column
is completely stable and the FEA model can operate
correctly.

3.5.5. Model Meshing. In the “grid” model, the reinforced
concrete L-shaped column formwork is divided into grids,
and the overall unit size of the whole model is set to zero
zero zero two. However, since the rigid end pad on the upper
part of the special-shaped column is not the key object of the
simulation analysis, the end pad is set to facilitate loading.
The global setting unit size is 1. In order to produce good
convergence of the calculation results, the unit form is
designed as a regular hexahedron element. Then, the rein-
forcement cage skeleton is divided into grids, and then, the
element form of the reinforcement cage is determined by
this method; that is, the reinforcement cage skeleton is deter-
mined as the truss element of T3D23D. The unit form of the
rigid end pad and the reinforcement is selected as the
C3D8R unit form, that is, the solid three-dimensional
eight-node linear hexahedron unit form.

3.5.6. Job Submission Analysis and Postprocessing. After the
completion of the meshing operation, enter the “Job” mod-
ule, subsequent analysis each time you need to create a
new job and then submit, and finally wait for the computer
to complete the analysis job. In the process of submitting
the simulation analysis job, you can also see the whole calcu-
lation process of the shaped column more intuitively
through the “monitoring” function and can also be
prompted at any time during the calculation of errors and
warning information.

Table 2: Table of plastic damage model parameters of concrete.

Expansion angle Eccentricity K f b0/f c0 Viscous parameters

30° 0.1 0.667 1.16 0.0005

Table 3: Comparison of bearing capacity of specimens and deflection in columns.

Experimental value (kN) Analog value (kN) Percentage of error (%)

Load carrying capacity 190 191 0.53

Deflection in the column 6.9 9.1 31
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Finally, select the “visualization” template first, and then
enter the postprocessing phase. In the postprocessing pro-
cess, the strain range and stress of any part of the pre-
stressed concrete L-shaped column can be obtained from
the results calculated by the finite element software, and
the numerical value can be obtained, and then, the load
deflection curve of the vertical deformation can be drawn
to extract the ultimate bearing capacity of the simulated
vertical deformation, and the stress evolution process of
the vertical deformation and the stress state of each part
can be observed through the stress cloud of the simulated
specimen, i.e., position distribution of reinforced concrete
L-shaped section column sample. By observing the stress
cloud in the simulated specimen, the corresponding pres-
sure distribution of the concrete L-shaped section column
specimen can also be observed.

3.5.7. FEA Convergence Criterion. If the result does not
exceed the required error range, the iterative operation can
still be continued. On the contrary, once the expected error
level is exceeded, it can be considered that the FEA iteration
result has converged or met the requirements, and the cur-
rent analysis iteration of the calculation can be terminated,
and the FEA result is finally obtained. Assuming the non-
equilibrium force after the termination of the i-th iteration,

the calculation equation is as follows:

ψ δið Þf g = F δið Þf g∙ Rf g: ð8Þ

The convergence requirement of the nonequilibrium
force criterion can be expressed as

ψ δið Þf gk k2 ≤ αF Rf gk k, ð9Þ

where fRg is the horizontal vector of the external load, fF
ðδiÞg is the nodal force vector obtained by integrating the
cell after the i-th iteration, αF is the tolerance for the conver-
gence of nonequilibrium forces, which usually takes the
value range from 0.1% to 5%, and the default value of the
finite element software ABAQUS is 0.5%, and kfψðδiÞgk2
is the Euclidean parametric number.

4. Section Results and Analysis

The following results analysis and model validation are car-
ried out, mainly using the finite element software ABAQUS
simulation analysis of the test piece as the main object of
study, based on the parameters obtained from the finite ele-
ment analysis software operations and the test results data

Table 4: Main reasons for the deviation of the test simulation.

1
When the FEA model was established with ABAQUS software, it was assumed that the bond between the reinforcement and concrete
was good, and there was no slippage between the reinforcement and concrete before the specimen reached the ultimate bearing capacity,
so there was a certain difference between the actual test force and the FEA simulation value and the test value of the reference literature.

2
We use ABAQUS software to simulate the FEA model, and the material’s intrinsic structure relationship is applied to the FEA by

reviewing other data and doing a lot of experiments with instrumental data, so the intrinsic structure relationship of the FEA simulation
may be inaccurate with the experimental intrinsic structure data of the reference literature.

3

The determination of the cube compressive strength of concrete in the test is obtained under more ideal conditions, while in the actual
test, there is a certain degree of error in the production of concrete cube specimens, and there may also be a certain degree of human
error in the collection and collation of test data, which leads to a certain difference between the data obtained from the ABAQUS finite

element simulation and the data from the reference literature.

Table 5: Analysis of results.

Eccentricity

With the increase of eccentricity, the height of the concrete flange compressed area decreases, the distribution of
large compressive stress in the corresponding area gradually shifts from the middle of the column to the two
ends of the column, and the shape of the large pressure distribution is also concentrated from the high through
the column to the two ends of the column, respectively; the eccentricity has little effect on the stress of the
reinforcement; the bearing capacity gradually decreases with the increase of the eccentricity, and the ductility

has a small increase with the increase of the eccentricity.

Load angle

As the loading angle changes, the neutral axis of the L-shaped column rotates and the pressurized area changes
from 0°, 45°, 80°, 100°, and 135° first gradually increases and then gradually decreases; in 80° and 100°, the

number of hoops reaching yield is the highest, and the bearing capacity tends to rise first with the loading angle
and then gradually decreases at 80° and 100°, reaches the peak, and then gradually decreases.

Concrete strength
With the increase of concrete strength, concrete stress, reinforcement stress, and concrete bearing capacity also

increase gently, and the deflection corresponding to the ultimate bearing capacity decreases accordingly.

Longitudinal
reinforcement rate

As the diameter of longitudinal reinforcement increases, the reinforcement ratio of longitudinal reinforcement
increases, and the load is mostly borne by the reinforcement in the web part of the L-shaped column, and the
compressive stress in the flange part decreases accordingly; the ultimate bearing capacity increases, but the

corresponding deflection increases instead.
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measured in the test in the reference literature to verify
whether the model of the simulation analysis is correct.

4.1. Load-Deflection Relationship Curve Comparison and
Ultimate Bearing Capacity Comparison. The load-deflection
relationship curve of the specimen simulated with ABAQUS
finite element software is similar to the load-deflection curve
in the reference literature, and the change pattern and distri-
bution of the curve match well, so the intrinsic structure
relationship model used in the simulated analysis specimen
can be used to reflect the mechanical properties of the test
specimen and the trend of internal mechanical changes,
but the load-deflection relationship curve is not completely
consistent with the test results. In order to ensure the cor-
rectness of the simulated specimen, it is necessary to further
extract the ultimate bearing capacity of the specimen from
the simulated specimen according to the need and then carry
out a control analysis, and the proposed specific bearing
capacity data are as follows. Table 3 shows the specific bear-
ing capacity data.

It can be seen from Table 3 that the maximum deviation
proportion between the bearing capacity of the simulation
sample and the reference sample is 0.53% and the maximum
deflection deviation proportion in the column is not 31%.
Therefore, it can be seen that the error between the finite ele-
ment simulation results of the two test L-shaped columns
and the maximum ultimate strength in the experimental
results in the literature is only 10%. This further demon-
strates the consistency between the finite element analysis
model established by the finite element software and the ref-
erence specimen, with good accuracy and precision, which
can be used for subsequent analysis.

4.2. Error Analysis. It can be seen from the previous section
that the load displacement curve calculated by referring to
the load deflection relationship curve in this paper and the
model established by the finite element software ABAQUS
is only approximate to the ultimate bearing capacity of two
reinforced concrete L-shaped columns, but not quite the
same. Through analysis of the main factors of test simulation
error, the following aspects are shown in Table 4.

4.3. Analysis of Results. In this chapter, the middle limb L-
shaped prestressed concrete column in the literature is
taken as the basic structure, and the validity of its con-
struction mode is verified through the simulation of the
test structure by the large-scale commercial general non-
linear finite element software ABAQUS. On the basis of
correctly studying the concrete stress-strain curve and the
reinforcement stress-stress curve, the four influence factors
of eccentricity and loading angle are also studied. Based on
the research results of the four influencing factors of con-
crete tensile strength and longitudinal reinforcement ratio
and longitudinal reinforcement ratio, there are three
aspects: concrete stress, reinforcement stress, and load-
deflection curve. The following results were obtained,
shown in Table 5.

5. Conclusion

In this paper, a finite analysis model is constructed accord-
ing to the characteristics of sludge concrete. Analyze the
stress situation of the structure under the least favorable load
to obtain the strength index that the interlayer bonding layer
material and the asphalt mixture should achieve. Compre-
hensive calculation results show that the shear breakage
between layers is the main form of breaking; in the case of
horizontal load and overload, the horizontal shear stress
and longitudinal shear stress between the layers should be
considered, and the angle of the shear stress force is between
the longitudinal bias of 15-30 degrees. The stress cloud and
load-displacement curve of steel reinforcement under the
structural forms of concrete stress cloud, eccentricity, load
angle, concrete strength, and reinforcement ratio are
obtained, and the influence law of the mechanical properties
of the special-shaped column under these four working con-
ditions and unidirectional bias pressure is determined.
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Aiming at the problems that tomatoes are fragile and the traditional end-effector design is not suitable for tomato picking, a
combination of the bionic principle of FRE structure and finger design was proposed. Based on the physical properties of
tomatoes, a flexible underactuated end-effector for tomato picking and sorting was designed. The optimal structural parameters
of fingers were determined by finite element analysis, and the tomato grasping experiment was carried out. The results show
that the flexible end can grasp and transport tomatoes with diameters ranging from 65 to 95mm without damage, which can
withstand 7N tensile force, the load is more than 2 times of its own weight, the tomato coverage rate is greater than 23.6%,
and the effective grab rate is 100% and has the advantages of the strong stability, universality, and protection. The research
provides a novel solution for the design and application of the tomato picking and sorting robot end-effector.

1. Introduction

Tomato is an important vegetable crop, with a total annual
output of 177 million tons and a planting area of about 5
million hectares [1]. China has the huge amount of cultiva-
tion and consumption of tomatoes, with an area of 1.109
million hectares and an annual yield of 64.832 million tons
[2]. In the entire tomato production chain, the picking and
sorting period are the most time-consuming and laborious
part. Its labor demand accounts for more than 50% of the
entire planting and production process. Until now, it has
been mostly done manually, and has met the problems such
as expensive labor, low efficiency, and large workload [3]. In
recent years, tomato harvesting robots have become the new
trend with the visual recognition and intelligent control
technology development and progress [4]. The end-effector,
as the terminal component of the picking and sorting robot
interacting with tomato, has a significant impact on the
robot’s work efficiency, fruit damage rate, and other opera-
tional performance. It has become one of the key technolo-

gies in the research and development of tomato harvesting
robots.

The picking and sorting end-effectors have developed so
far can be divided into two categories: rigid end-effectors
and flexible end-effectors. Rigid end-effector, as the most
commonly used agricultural harvesting end-effector, started
early in research and had achieved many results. It is widely
used in the harvesting of apples, citrus, sweet peppers, and
other fruits and vegetables [5–7] and has the advantages of
high precision requirements, fast response speed, and large
grasping force. Naoshi Kondo’s team at Kyoto University
has developed a rigid end-effector for picking tomato clus-
ters [8]. Its large size makes it difficult to carry out actual
picking operations, and the picking success rate is only
around 50%. Kochi University in Japan has developed a
tomato thermal cutting actuator [9], which used resistance
wire to cut the stalk. However, the cutting method has the
certain security risks. Hiroaki Yaguchi’s team at the Univer-
sity of Tokyo designed a three-finger rigid gripper. Due to
the too large opening of the jaw design, multiple tomatoes
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were caught or blocked by tomato vines, resulting in a suc-
cessful picking rate of only 62.2% [10].

In contrast to traditional rigid end-effectors, the finger
portion of the flexible end-effector is made of stretchable
material. The material itself has good adaptability. It obtains
infinite degrees of freedom by continuously deforming as it
interacts with the object, replacing rigid joints and links. It
has obvious advantages when grasping soft, fragile, or irreg-
ular objects. Structural deformation of flexible materials can
be achieved in various ways, such as vacuuming the filling
bag using the particle blocking principle [11, 12], changing
the temperature to induce deformation of the shape memory
material [13, 14], and inflating and deflating the elastic
chamber [15, 16]. However, these flexible ends are limited
to certain scenarios. Due to the small grasping force, if it is
applied to fruit and vegetable picking and sorting, further
research is required.

To sum up, most end-effectors are prone to damage the
fruit during the working process or are not suitable for fruit
picking and sorting in realistic scenarios. It will seriously
affect the quality and storage time of the fruit and ultimately
reduce the market price and economic benefits. The main
reason is that the factors considered in the design of the
end-effector are not comprehensive, resulting in unreason-
able design. Therefore, in view of the crispness and particu-
larity of tomato, a flexible underactuated end-effector
suitable for tomato picking and sorting was designed based
on the bionic principle of FRE (Fin Ray Effect) structure in
this paper. Based on the experiment of tomato physical
properties, the flexible finger structure was designed and
optimized, and the finite element simulation analysis of
finger force was completed. In order to provide the novel
solution for the design and application of tomato picking
and sorting robot end-effector, an experimental platform
was built to conduct clamping experiments on the flexible
end-effector, and the economy, reliability, and repeatability
of the end-effectors were verified.

2. Physical Properties of Tomatoes

In order to make the designed flexible end-effector more
suitable for tomatoes picking and sorting, research on the
physical properties of tomatoes was carried out. The experi-
ments included tomato geometry, mass, compression, and
damage characteristics. The experimental subjects are Pro-
vence tomato varieties.

2.1. Research Methods

2.1.1. Tomato Geometry and Quality Tests. The flexible fin-
ger structure design is influenced by the size and weight of
the tomato. Experimental site is greenhouse tomato planting
base of Jiangsu Academy of Agricultural Sciences and exper-
iment time May 6, 2022. A total of 5 rows of Provencal
tomatoes were grown in the greenhouse. There were 10
plants in each row, and each plant had about 2 to 3 tomato
clusters. 2 ripe tomatoes were randomly picked from each
tomato plant, for a total number of 100. 57 tomatoes were
randomly selected from 100 tomatoes, numbered 1 to 57.

A vernier caliper was used to measure the lateral diameter
L1, longitudinal diameter L2 and height L3 of the lateral
diameter of the tomato. The specific measurement positions
are shown in Figure 1. The mass m of tomato was measured
with an electronic balance JA5001.

2.1.2. Compression Mechanical Properties Test. When the
tomato is grasped by flexible fingers, the pulp of the tomato
is squeezed, and the middle part of the tomato is the least
compressive [17]. In order to study the compressive resis-
tance of the middle position of the tomato, the compressive
mechanical properties test was carried out on the tomatoes.
The 57 tomatoes were divided into 19 groups, of which 18
were the experimental group and 1 group was the control
group. The experiments were carried out using a TMS-
TOUCH texture analyzer (FTC, USA). The test platform is
shown in Figure 2(a). In the loading test, the test mode of
the texture analyzer was selected as “Measure Force in Com-
pression” mode. The running program was selected as
“Return to Start” mode [18]. The test parameters are set as
follows: the probe type of the instrument is a flat probe with
a diameter of 50mm. The probe and stage is covered with a
layer of spacer made of TPU material, and the thickness of
the material spacer is 1mm. The probe loading speed is
30mm/min, which belongs to the quasi-static range [19].
The speed before and after the test set to 60mm/min. The
initial distance between the probe and the stage is 110mm,
which is guaranteed to exceed the maximum transverse
diameter of the tomato. Put the tomato longitudinally on
the stage, and the probe is loaded with the maximum trans-
verse diameter of the tomato, as shown in Figure 2(b). The
loading displacement of the tomatoes was set to 1~18mm,
and they were divided into 18 groups, and each group was
tested with 3 tomatoes.

2.1.3. Damage Characteristic Tests. Nondestructive gripping
of tomato is an important research factor in the end-
effector design process. Mechanical damage to tomatoes
takes two forms. In the first, the tomato peel is not broken,
but the cell structure is destroyed. The compressed part of
the tomato undergoes an enzymatic reaction and darkens
the color. The respiration of tomato cells is accelerated,
and the compressed position loses a lot of water and con-
tracts. Another type of damage is the rupture of the tomato
peel, the exposure of the internal tissue, and the appearance
of mildew on the surface of the tomato [20]. After passing
the compression characteristic test, the tomatoes were dam-
aged to varying degrees. Placed tomatoes on a lab bench
labeled 0~18mm and stored at room temperature in the
lab. Wrinkling or molding of tomatoes with different load-
ings was recorded over 15 days.

2.2. Analysis of Physical Properties of Tomatoes

2.2.1. Size and Quality of Tomatoes. The measurement
results of 57 tomatoes showed that the lateral diameter L1
of the tomatoes ranged from 66.4 to 92.7mm, the longitudi-
nal diameter L2 ranged from 52.6 to 81.3mm, the lateral
diameter and height L3 ranged from 35.1 to 62.7mm, and
the tomato mass ranged from 152.7 to 378.2 g. The test
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results by size are shown in Table 1. In an ideal gripping
state, the fingertips of the flexible fingers need to exceed
the height of the maximum transverse diameter of the
tomato, and the opening diameter of the finger end should
be larger than the maximum transverse diameter of the
tomato. Therefore, the length of the finger structure should
be greater than 65mm, and the maximum opening diameter
of the finger should be greater than 95mm.

2.2.2. Compression Mechanical Properties of Tomatoes. In
the compressive mechanical properties test, the experimen-
tal results of the loading displacement of 18mm are shown
in Figure 3. The tomato compression process is divided into
three stages: elastic compression stage, damage stage, and
rupture stage. The loading force curve of tomato initially
show an S-shaped curve. When the pressure exceeds the
maximum elastic compression threshold of the tomato, the
curve oscillates, and the pressure drops rapidly. Then it
enters the stage of tomato damage, and the pressure gradu-
ally increases. After reaching the maximum, the tomato
enters the burst stage, and the pressure drops again. The
elastic compression stage is the range where the loading dis-
placement is less than 10.5mm in the figure. The damage
stage is in the range of loading displacement of 10.5<d
<16.5mm, and the tomato is obviously deformed at this
stage. When the rupture stage is reached, the tomato cracks,
and the maximum value of the pressure in the curve is the
rupture force of the tomato.

After 18 groups of experiments, it was found that most
of the tomatoes had obvious cracks in the experimental
groups with a loading displacement of more than 11mm.
In the experimental group with a loading displacement of
more than 5mm, most of the tomatoes showed obvious

indentation. Therefore, the clamping force of the flexible fin-
gers should be less than 30N to ensure that the tomato will
not be obviously damaged in appearance.

2.2.3. Damage Characteristics of Tomatoes. The 18 groups of
tomatoes after the compression mechanical property test
were used as experimental samples, and the uncompressed
tomatoes were used as control samples, which were stored
at room temperature for 15 days to observe the storage con-
ditions of tomatoes. For tomatoes under pressure of about
30N, no damage to the tomatoes can be observed, and there
is no obvious indentation. But over time, the stressed skin of
the tomatoes wrinkled and lost water. The storage results are
shown in Table 2. With the increase of compressive force
and compressive displacement, the storage time of tomatoes
gradually shortened. When the compressive displacement is
less than 2mm, and the compressive force is less than 8N,
the storage time of tomatoes is more than 14 days. When
the tomato compression displacement exceeds 5mm, the
storage time has decreased significantly. When the compres-
sion displacement is greater than 10mm, the tomato has no
storage conditions. Therefore, in order to achieve nonde-
structive picking of tomatoes, the clamping force of flexible
fingers should be at least less than 8N to ensure the longest
storage time of tomatoes.

3. Structure Design and Optimization of
Flexible End-Effector

3.1. Principles of Bionics. The FRE structure is inspired by
the biological phenomenon of fish fins. When one side of
the fin is pushed by the hand, the fin does not bend in the
direction of the force but in the opposite direction [21].
Compared with the most widely used pneumatic fingers,
the finger structure based on the fin ray effect principle does
not require complicated air source control. The FRE struc-
ture allows compliant wrapping of objects by passively
deforming upon contact with the target object without any
external actuation. Following the FRE principle, the geome-
try of the finger is determined as a triangle consisting of two
inclined fins fixed at one end and ribs evenly distributed in
the middle. As shown in Figure 4, the fingers are broken
down into three main modules: the base module, the middle
module, and the fingertip module. The base module is
mounted on a rigid fixed assembly that provides support
for the closed chain structure as well as the entire finger

L1

L2
L3

Figure 1: Schematic diagram of tomato size measurement.

The probe

Commodity shelf

(a)

TPU cushion

(b)

Figure 2: Compression mechanical properties experiment: (a) the
composition of the texture analyzer; (b) loading experiment of
tomato.

Table 1: Classification results of tomato geometry and quality.

Size/
(mm)

Proportion
(%)

Maximum
mass/(g)

Maximum transverse
diameter height/

(mm)

65~70 3.5% 179.3 38.8

70~75 8.8% 210.6 42.7

75~80 43.9% 290.4 45.8

80~85 36.8% 305.2 50.5

85~90 5.2% 370.7 58.4

90~95 1.8% 400.4 62.7
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element. The middle module consists of a rib-like structure
that provides mechanical properties for the fingers, and the
number can be extended to n. The fingertip module consists
of a triangular structure.

In the existing research, some end-effectors equipped
with such fingers have realized the adaptive grasping func-
tion for fruits of various shapes [22, 23]. However, after put-
ting it into the tomatoes harvesting experiment, there are
two problems to be solved. On the one hand, the finger
design is overall longer to accommodate the most fruit sizes.
When used to grasp the tomato, the finger does not
completely wrap the tomatoes. On the other hand, the fins
and rib structures of the fingers are designed to be thicker,
resulting in a smaller amount of deformation of the fingers
when they come into contact with the tomatoes. The load
applied to the tomatoes was not buffered and was an indirect
trigger for impaired tomato gripping. The advantage of the
layer blocking effect of this type of finger structure is not
exploited. Aiming at the above two problems, the key
parameters such as the number and inclination of ribs of this
type of fingers are deeply studied.

3.2. Mathematical Modeling of Single Finger. To better under-
stand the kinematics of fingers, a closed-chain structural
mathematical model is established. Fingers for mathematical
modeling consist of a base module, two intermediate mod-
ules, and a fingertip module. Based on the closed-chain finger
structure shown in Figure 5(a), the state vector of the system
is as follows:

γ = a, k1, k2, k3, k4, k5, k6, k7, k8, α1, α2, α3½ �T , ð1Þ

where ki(i ∈ f1,⋯, 8g) are the curvature of the flexible link, a
is the stroke of the fixed joint, and αj(j ∈ f1, 2, 3g) are the
angle of the rotating joint:

θ1 =
π

2 + L1k1 + α1,

θ2 =
π

2 + L1k1 + L2k2 + α2,

θ3 =
π

2 + L1k1 + L2k2 + L3k3 + α3,

ð2Þ

where Lm ðm ∈ f1,2,3gÞ is the curved length of the flexible
link. θn ðn ∈ f1,2,3gÞ is the angle between the flexible link
and the rib.

3.2.1. Forward Kinematics. To establish a closed-chain posi-
tive kinematics model, it is necessary to determine the con-
straint equations between joint variables and motion
variables. The finger structure has 12 joint variables and 8
constraints, which are defined as follows:

AB + BC + CI + I J + JA = λ1 a, k1, α1, k8ð Þ = 0, ð3Þ

CD +DH +HI + IC = λ2 α1, k2, α2, k7ð Þ = 0, ð4Þ

DE + EG +GH +HD = λ3 α2, k3, α3, k6ð Þ = 0, ð5Þ

EF + FG +GE = λ4 α3, k4, k5ð Þ = 0: ð6Þ
Determining the four joint variables in equation (1) as

closed-chain system inputs, equations (3)–(6) can be used
to solve for the remaining joint variables.

The analysis of a single flexible link is shown in
Figure 5(b). When the fixed link is vertical (initial angle
α = 0), the position of point A in the Cartesian plane ðx, yÞ is

Ax β = 0ð Þ = R − R cos L
R

� �
= 1 − cos Lkð Þ

k
,

Ay β = 0ð Þ = R sin L
R

� �
= sin Lkð Þ

k
,

ð7Þ

where R is the radius of curvature ðR = 1/kÞ and L is the arc
length of the flexible link. If β increases, the position of the
connecting rod tip is

Ax

Ay

0

2
6664

3
7775 = Rz βð Þ

1 − cos Lkð Þ
k

sin Lkð Þ
k

0

2
6666664

3
7777775

=

cos βð Þ 1 − cos LKð Þ
K

− sin βð Þ sin LKð Þ
K

sin βð Þ sin LKð Þ
K

+ cos βð Þ 1 − cos LKð Þ
K

0

2
6666664

3
7777775
:

ð8Þ

Equation (8) and the standard kinematics are defined
above, and the function λ1, λ2, λ3, and λ4 in equations
(3)–(6) can be calculated.

3.2.2. Inverse Kinematics. In addition to constraint equations
(3)–(6), the inverse kinematics of the closed chain employs
additional constraints (AF and θ) given by the position
and orientation of the fingertip points, expressed by equa-
tions (9) and (10). Choose an input variable from equation
(1) to solve equations (3)–(6), (9) and (10).

AB + BC + CD +DE + EF − AF = λ5 a, k1, k2, k3, k4ð Þ = 0,
ð9Þ

β + L1k1 + L2k2 + L3k3 + L4k4 = θ: ð10Þ
3.3. Design of Flexible Finger Structure. The finger structure
was improved according to the experimental results of
tomato physical properties to minimize the initial contact
force when the finger interacted with the tomato (before
the layer interference) and generate a relatively large clamp-
ing force after grasping the tomato (after the layer interfer-
ence) while maintaining the dexterity needed for the fingers
to passively adapt to the tomato shape.
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As shown in Figure 6, the finger is made of TPU mate-
rial, and the basic structure remains unchanged. Set the fin
length h to 70mm to ensure that the fingertip position
exceeds the maximum transverse diameter height when the
finger is grasping the tomato, which solves the problem of
excessive opening at the end. The base width is set to
36mm to fit the finger fixing base. The thickness m of the
fins in contact with the tomato is reduced to 1.5mm, which
ensures that the fingers are easily deformed when interacting

with the tomato, and the initial contact force is minimized.
At the same time, in view of the problem that the root posi-
tion of the noncontact fin is prone to structural damage, the
thickness n of the noncontact fin is set to 3mm. Aiming at
the problem of smooth surface of tomato, the contact fin
surface is designed with different characteristic structures
to increase the friction force and reduce the sliding during
grasping. By changing the number of ribs, rib thickness t,
inter-rib width e, and rib inclination angle θ, the relationship
between the rib distribution law based on the layer blocking
principle and the finger grip strength is further weighed.

First, determine the optimal number of ribs inside the
finger, which is helpful for subsequent tests of rib thickness
and angle changes. Secondly, the influence of fin structure
changes on finger deformation is studied. By changing the
rib thickness t, the effect of the rib thickness on the displace-
ment of the fingertip was evaluated, and the most suitable rib
size was selected. By changing the initial rib angle θ, the
intercostal layer blocking effect during finger deformation
is improved. Make the contact force between the finger
and the tomato to the best state (when the θ changes, the
rib width e will be adjusted appropriately).

Table 2: Experimental results of damage characteristics.

Compression
displacement/(mm)

Maximum compression
force/(N)

Average storage
days/(day)

0 0 15

1 5.56 14

2 8.03 14

3 13.42 12

4 15.28 10

5 27.15 8

6 35.78 7

7 43.56 5

8 40.03 6

9 57.09 4

10 68.57 3

11 80.89 2

12 82.71 1

13 87.36 0

14 90.12 1

15 90.69 1

16 101.23 0

17 112.33 0

18 110.79 0
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Figure 3: Pressure-displacement curve of tomato.

Slanted fins

Joint ribs

(a)

Object

The middle module

The base module

Tip of the
finger module

(b)

Figure 4: Finger structure diagram: (a) no load state; (b) load state.
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3.4. Design of Fixed Components. Some progress has been
made in the design method of the end-effector fixed compo-
nents, but the rationality of the design still needs to be
improved. For example, in the end structure design of refer-
ence [24], the screw motor passes through the fixed plate
vertically upward and drives the slider to move up and down
along the z-axis direction. However, the protruding lead
screw takes up some of the space for the end-effector to grab
the fruit. If the distance to the tomato is not properly con-
trolled during the picking task, the rigid screw will come into
contact with the crispy tomato on the surface, causing dam-
age to the skin.

Therefore, based on the previous research experience,
the structure of the end-effector is redesigned. The opti-
mized fixing assembly consists of the finger fixing element,

the support base, and the screw motor. Its structural
exploded diagram is shown in Figure 7. The finger fixing ele-
ment is fixed in cooperation with the flexible finger bottom
structure. The support base is composed of a fixed panel, a
movable panel and three connecting rods. The fixed panel
is used to assemble the screw motor and support the rotation
of the finger fixing element. In order to realize the rotational
movement of the finger fixing element, the movable panel
moves in coordination with the screw motor through the
coupling. The two ends of the connecting rods are, respec-
tively, connected in rotation with the movable panel part
and the finger fixing element to drive the fingers to open
and close. The support base can be connected with the
robotic arm through accessories such as flanges.

(Fingertip)

x

y

m n

e
h

t

𝜃

Figure 6: Key design parameters of new flexible finger.

Fixed panel 

Movable panel 

Connecting rod

Screw motor

Finger fixing element

Figure 7: Design of fixed components.
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Figure 5: Mathematical model: (a) the composition of the single-finger structure; (b) single constant curvature section.
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4. Finite Element Simulation

TPU material has the advantages of high tension and tensile
force, but its deformation is difficult to predict due to the
nonlinear factors of geometry and materials. Therefore,
the finite element analysis software ANSYS (ANSYS 2020
R2) is used to simulate the static structure of fingers and
tomato to analyze the bending performance. The key
parameters of the TPU material are set as follows: Shore
hardness = 85 A, density = 1200 kg/m3, Young’smodulus =
11:7MPa, and Poisson’s ratio = 0:45 [25]. Create a Static
Structural module in ANSYS Workbench, add TPU mate-
rial properties, and enter the parameters to get the model.
Take one of the fingers as an example, determine the mesh
accuracy of the finger, and use tetrahedral elements to
divide the model, as shown in Figure 8. Set the element size
to 1mm, and the fingers are divided into 74942 nodes and
41455 elements.

4.1. Analysis of Single-Finger Force

4.1.1. Change in the Number of Ribs. The number of ribs
inside the finger was set to 6, 8, and 10; the rib angle θ was
uniformly set to 0°; and loads of 5, 10, and 15 N were applied
to the finger surface, respectively. When a tomato is in con-
tact with a finger, the initial contact area is about 60 square
centimeters. The stress area is selected in the middle of the
finger, 20 unit surfaces are selected horizontally, and 3 unit
surfaces are selected vertically, which are consistent with
the actual contact area to the greatest extent. The simulation
results are shown in Table 3. When a finger with 6 ribs is
subjected to a load of 5 N, the total deformation of the finger
is about 8.896 mm, which shows better extensibility than
other fingers. But broken phenomenon appeared when sub-
jected to 10 and 15 N loads. Fingers with 8 ribs can with-
stand loads of 5 and 10 N but break down when subjected
to a load of 15 N. It is proved that the rigidity of these two
finger structures is insufficient. The fingers with 10 ribs have
a certain degree of stretchability while ensuring the load

conditions. Therefore, it is more appropriate to set 10 ribs
inside the finger.

4.1.2. Rib Thickness Variation. The influence of the thickness
of the rib on the overall stiffness of the finger is analyzed. Set
the fin thickness t to 0.6, 1.2, 1.8mm, which is an integer
multiple of the nozzle diameter of the 3D printer to ensure
smooth printing. The rib angle θ is uniformly set to 0° to
control the variable. A load force of 10N was applied to
the finger surface to obtain the tip displacements in the x
and y directions of the finger for different rib thicknesses.
As shown in Figure 9(a), when a load of 10N is applied,
the fingertip with a 1.8 mm rib thickness is displaced
11.2mm along the x-axis, while the finger with a 0.6 mm
rib thickness has only a displacement of 4.5mm. The less
tip travel on the x-axis indicates that the fingertip displace-
ment is absorbed by the internal structure of the finger and
the more passively adaptive the finger is. As shown in
Figure 9(b), the fingertip with 1.8 mm rib thickness is dis-
placed 5.3mm along the y-axis direction, while the 0.6 mm
rib tip is displaced by 8.7mm. It is proved that the thinner
the rib, the greater the deformation of the middle of the fin-
ger structure along the x-axis and the greater the travel of the
fingertip along the y-axis. To sum up, the finger structure
with 0.6 mm rib thickness is more in line with the design
principles and requirements.

4.1.3. Rib Inclination Variation. Increasing the rib inclina-
tion can reduce the initial contact force of the fingers. The
maximum contact force was increased by the layer blocking
effect. Set the rib thickness to 0.6mm, the number of ribs to
10, and the rib inclination angle θ to be 0~60°in increments
of 10°. A 10N load was applied to the finger surface, and the
layer blocking effect and the maximum displacement of the
finger structure with different rib inclination angles were
analyzed. The simulation effect is shown in Figure 10. When
the rib inclination angle is 10° and 20°, the ribs do not appear
to fit each other, and the difference in the maximum dis-
placement of the finger deformation is small. When the
inclination angle of the rib reaches 30°, the finger exhibits
a layer blocking effect, and the maximum displacement
decreases significantly.

As shown in Figure 11, as the inclination angle of the rib
increases, the maximum displacement of the finger deforma-
tion fluctuates up and down. When the rib inclination angle
is 30°, the layer blocking effect is obvious, and the displace-
ment reaches the minimum. When the inclination angle
continues to increase, the maximum displacement shows

(a) (b)

Figure 8: Network model of tomato and fingers: (a) single-finger
network diagram; (b) network diagram of tomato and finger
assembly.

Table 3: Simulation results of fingers with different numbers of
ribs.

Number of fins
Total deformation (mm)

5N 10N 15N

6 8.896 Fracture Fracture

8 7.223 12.748 Fracture

10 6.795 10.831 14.346
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an upward trend again. It shows that the excessive dip angle
has an adverse effect on the layer blocking effect. Therefore,
the finger structure produces the best layer blocking effect at
a rib inclination angle of 30°.

4.2. Simulation of Single-Finger Interaction with Tomato.
The tomato is set as a fixed support, and the contact area
between the finger and the tomato is set as frictionless con-
tact. The interaction force is set to 10N, the large deflection
setting in the solver is turned on, and the total deformation
is solved. The simulation results are shown in Figure 12.
After comparing the total deformation of the finger and
the displacement of the fingertip in the x and y directions
with the single-finger analysis above, it is found that the data
error is within ±0.2mm, which verifies the accuracy of the
data and conclusions.

In summary, through the analysis of the simulation results,
the optimized finger structure parameters are obtained: the
number of ribs is 10, the rib thickness is 0.6mm, and the rib
inclination angle is 30°.

5. Experimental Verification

5.1. Fabrication of the End-Effector. The finger structure of
TPU material and the finger holder of resin material were
printed with the standard FDM printer X-max. The rest of
the panels are made of aluminum alloys. The total mass of
the end-effector is 464.7 g. As shown in Figure 13, an Ardu-
ino Mega 2560 microcontroller is used as the control core,
and a two-phase four-wire stepper motor is used to power
the end-effector. The thin film pressure sensor is fixed on
the surface of the finger to detect and record the force of
each grasping tomato.

5.2. Single-Finger Experiment

5.2.1. Experiments on Finger Surface Features. The surface of
the tomato is smooth. In order to avoid sliding during grasp-
ing, three structures with different surface features were
designed on the contact surface of the flexible fingers to
increase the friction force, numbered 1 to 3, as shown in
Figure 14(a). An experimental platform was built to test
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Figure 9: Simulation of fingertip displacement: (a) x-axis displacement; (b) y-axis displacement.
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the frictional force generated when different surface features
interact with tomatoes. As shown in Figure 14(b), the three
surface feature structures were made into thin surfaces with
an area of 10 × 15 cm and fixed on the test bench. Place the

tomato on a thin surface and connect the dynamometer to
the tomato through a string, so that it is on the same level
as the tomato. The tension meter moves at a uniform speed
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Figure 10: Layer blocking effect simulation of fingers: (a) 10° inclination; (b) 20° inclination; (c) 30° inclination.
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along a straight line, pulling the tomato to displace until the
tomato moves away from the thin surface. Record the max-
imum pulling force during this process. The experiment was
repeated 10 times for each structure and averaged. Com-
pared to the smooth surface structure (No. 4), the surface
with the characteristic structure produces better friction
effect. Comparing different surface feature structures, the
No. 3 grid is selected as the finger surface feature structure.

5.2.2. Experiment on Finger Deformation. The finger load
experiment was carried out to analyze the deformation of
four typical finger structures under 10N pressure. The bot-
tom of the finger is fixed in a vise, and a load of 10N is
applied to the middle of the surface of the finger fin using
a tension gauge. The position before and after the force is
recorded at the position, and the displacement is calculated.
As shown in Figure 15, the six-rib finger structure suffered
structural damage under 10N pressure. The 10-rib finger
structure can withstand 10N loads. When the rib inclination
angle is 0°, the maximum displacement generated by the

finger is about 11.1mm, and there is no layer blocking phe-
nomenon. When the rib inclination angle is 30°, the maxi-
mum displacement of the finger reaches the lowest 7.8mm
due to the obvious layer blocking effect. The error with the
simulation result is no more than ±0.2mm, which verifies
the correctness of the above simulation.

5.3. Clamping Experiment

5.3.1. Static Clamping Experiment. The end-effector grabs
the tomato, and the tension gauge is connected to the
tomato. Simulate the working state of the robot pulling
tomatoes when picking, and test whether the gripping force
of the end-effector meets the requirements. During the test,
the average reading of the tension gauge was around 7N,
as shown in Figure 16(a). It is verified that the flexible
end-effector can withstand a tensile force of 7N, the load is
more than 2 times its own weight, and the performance is
excellent, which meets the needs of picking operations.

The tomato was divided into three intervals of
65~75mm, 75~85mm, and 85~95mm for the clamping

12v adapter

Figure 13: Control system of end-effector.

1 2 3 4

1.39N1.67N1.45N1.51N

(a) (b)

Figure 14: Friction test: (a) structure of different surface features; (b) experimental device.

10 Journal of Sensors



experiment. 10 tomatoes were selected in each interval to
verify the versatility of the end-effector for tomato grasping.
The end-effector held the tomato for 30 seconds, and the
peel was not damaged after release, which was counted as
a valid grab. Record each thin film piezoelectric sensor read-
ing as shown in Figure 16(b). Calculate the approximate
surface area S1 (S1 = πR2) of the tomato with the lateral
diameter R, and record the gripping range of the fingers
during the gripping process. Calculate the surface utilization
area S2 of the finger fins. Finally, calculate the average cov-
erage ρ ðρ = S2/S1Þ of the fingers on tomatoes of different
sizes.

The experimental results are shown in Table 4. For
tomatoes with larger diameter sizes, the coverage is over
20%. For tomatoes with smaller diameters, the coverage is
over 30%. The average clamping force is less than 8N, and
the effective grasping rate is 100%. Therefore, the flexible
end-effector can achieve stable and nondestructive grasping
of tomatoes with diameters ranging from 65 to 95mm,
which proves the rationality of the improved finger design.

5.3.2. Dynamic Clamping Experiment. Typically, after the
end-effector holds the tomato, a dynamic transport process
takes place. Therefore, 20 tomatoes were randomly selected
to simulate the working environment of the sorting robot
for testing. The test steps are shown in Figure 17. The end-
effector moves to the designated position to hold the tomato,
moves up 10 cm vertically, moves 30 cm horizontally, and
finally moves down 10 cm vertically and places it on the
workbench. Tomatoes did not fall off, and the surface was
not damaged during this process, which was counted as an
effective sorting. The experimental results showed that the
tomato did not fall off, and the tomato did not suffer from
damage to the clamping. It is proved that the flexible end-
effector has superior performance and is fully suitable for
tomato picking and sorting.

According to the real picking scene, the tomato picking
experiment was carried out on the end-effector. A compara-
tive experiment is carried out on the two most common
three-finger end-effectors. As shown in the picking experi-
ment in Figure 18(a), the fingers of the pneumatic soft
end-effector are made of silicone. In the inflated state, the
inner finger air bag expands, and the finger size increases.
If there is a slight angle deviation, the soft fingertips will eas-
ily touch the tomato. The fingers will bend inward, causing
the grasp to fail. In the tensile test, the tensile force meter
reading is only 4.83N. The clamping force is small, which
causes the tomatoes to slip easily, and the picking success
rate is low. The rigid end-effector shown in Figure 18(b)
has a larger clamping force. However, due to the immature
research on the control strategy of the current end-effector,
there is no closed-loop control between the motor drive
and the sensor feedback, which often leads to the occurrence

(a) (b)

Figure 15: Fingers bear 10N load: (a) six-rib finger structure; (b) ten-rib finger structure.

(a) (b)

Figure 16: Static clamping experiment: (a) force test; (b) stability
test.

Table 4: Experimental results.

Tomato size
(mm)

Maximum clamping
force (N)

Average
coverage (%)

Effective grab
rate (%)

65~75 5.61 32.5 100

75~85 6.84 26.9 100

85~95 7.86 23.6 100
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of tomato damage by clamping. Comparing with the existing
products, it is found that the end-effector fixing component
designed in this paper and the finger structure and size
design optimized by simulation and experiment are more
reasonable. As shown in Figure 18(c), while ensuring nonde-
structive grasping, the grasping force is large. It has strong
adaptability for complex tomato picking scenes.

6. Conclusion

(1) A flexible underactuated end-effector suitable for
tomato picking and sorting was designed according
to the brittleness and particularity of tomato, com-
bined with the principle of bionics. Mainly for the
harvest of tomato with a diameter of 65~95mm
and a mass of not more than 500 g.

(2) Based on the experiment of tomato physical proper-
ties, it was obtained that the lateral diameter of the

tomato ranged from 66.4 to 92.7mm, the height of
the lateral diameter ranged from 35.1 to 62.7mm,
and the maximum nondestructive clamping force
was 8N. Combined with the bionics principle of
the FRE structure, the flexible finger structure was
designed, and the finite element analysis of the finger
was carried out. The optimal structural parameters
of the finger are obtained: the number of ribs is 10,
the thickness of the ribs is 0.6mm, and the inclina-
tion angle of the ribs is 30°.

(3) The single-finger experiment was performed on the
end-effector, and the grid-like structure was obtained
as the most suitable surface feature structure of the
finger. The finger force deformation experiment ver-
ifies the correctness of the simulation results and the
rationality of the finger design. The static clamping
experiment of the end-effector verifies that the flexi-
ble end can withstand a tensile force of 7N, and the

Figure 17: Dynamic clamping experiment.

(a) (b) (c)

Figure 18: Actual picking experiment: (a) flexible pneumatic end-effector; (b) rigid end-effector; (c) the end-effector designed in this paper.
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load exceeds 2 times its own weight. The coverage
rate of tomato is 23.6~32.5%, and the effective
clamping rate is 100%. It has strong versatility and
meets the requirements of picking operations. The
results of dynamic clamping experiments proved
that the end-effector can hold and transport toma-
toes of different sizes stably and nondestructively. It
has strong protection and meets the requirements
of sorting operations. Compared with the existing
two common end-effectors, that is found that the
end-effector designed in this paper has a large grasp-
ing force while ensuring nondestructive grasping. It
has strong adaptability for complex tomato picking
scenarios and provides solutions for the design and
application of tomato picking and sorting robot
end-effectors.

(4) In the future research, we will focus on the research of
tomato visual recognition and localization and pick-
ing strategies. Solve the problems that still exist in
tomato picking, such as the tomato recognition rate
is not up to standard, the picking strategy is not per-
fect, and the picking sequence and pose are unrea-
sonable. The designed flexible manipulator was put
into a large-scale tomatoes picking scene for applica-
tion research.
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Ecological vulnerability is the focus of research on global environmental impact, regional sustainable development, ecological
civilization, and green development. There are eight deserts and four sandy lands in northern China. The ecological
environment is sensitive to climate change and human activities. It is of great significance to carry out long-term sequential
ecological vulnerability assessments. Therefore, taking northern China as the research area, this paper selects 13 data indicators
such as climate, topography, and soil based on the ecological sensitivity-ecological recovery-ecological pressure model (SPR)
and uses the spatial principal component analysis method (SPCA) to quantitatively evaluate the spatial and temporal
differentiation characteristics and driving forces of ecological vulnerability in this area from 1980 to 2020. The results showed
that areas with extreme, severe, and moderate vulnerability dominated northern China, accounting for 74.58% of the total area.
The analysis revealed a decrease in ecological vulnerability from west to east and north to south. Meanwhile, from the
perspective of timing, the overall level of ecological vulnerability showed an upward trend before 2000, and the overall level of
ecological vulnerability continued to decline after 2000, and the quality of the ecological environment improved. During the
study period, areas in northern China with severe vulnerability and slight vulnerability showed a change of 15.53% and
-14.01%, respectively. The main reason for the change in ecological vulnerability is the frequent transformation between forest
land, grassland, water, and cultivated land. In addition, the study found a spatial autocorrelation of ecological vulnerability of
northern China and a significantly positive correlation. After 2000, the spatial aggregation of vulnerability was high-high
cluster, which was mainly distributed in northwest China. The study’s findings will provide a robust scientific basis for
ecosystem management and sustainable development.

1. Introduction

Ecological vulnerability theory originated from the ecolog-
ical transition zone theory proposed in the early 20th cen-
tury, which refers to the sensitivity of ecosystems to
external interference [1]. Due to global environmental
change and the intensification of human-land relation
research, ecological vulnerability assessment, restoration
and reconstruction, and sustainable development manage-
ment have become research hotspots globally [2, 3]. Eco-
logical vulnerability can reflect the causes of ecosystem
changes in specific regions to a certain extent. It is of great
practical significance for regional eco-environmental pro-
tection, rational utilization of resources, ecological sustain-

able development, and ecological protection. At the same
time, it provides reference and decision-making support
for ecological restoration projects [4].

The current evaluation methods include the comprehen-
sive index method and analytic hierarchy process [5, 6].
Boori et al. built a drive-pressure-state-impact-response
(DPSIR) model based on remote sensing (RS), geographic
information system (GIS), and AHP and selected 23 indica-
tors to analyze the spatiotemporal changes in ecological vul-
nerability of the Russian Republic of Tatarstan [7]. Li et al.
used the entropy weight analysis to comprehensively evalu-
ate the ecological vulnerability of the Karst mountainous
areas of southwest China [8]. Ma et al. used the “pressure-
state-response” evaluation model and selected 18 indicators
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to comprehensively evaluate the ecological vulnerability of
the Three Gorges Reservoir Area from 2001 to 2010 [9].
Researchers have improved their understanding of ecological
vulnerability using different models, but with few limitations.
Although these models can be used to analyze the driving
force objectively, they are not suitable for exploring the spatial
changes and comprehensively evaluating ecological vulnera-
bility specifically for a region. At the same time, when these
methods assign weights to each factor, human subjective fac-
tors considerably influence the results. Therefore, it is urgent
to adopt more objective quantitative research methods to
reduce the subjectivity of artificial effect, improve the objectiv-
ity and accuracy of ecological vulnerability assessment, and
comprehensively assess the ecological vulnerability situation
in the region by analyzing spatial heterogeneity characteristics
and overall change trends.

Recently, China has developed “The Belt and Road Ini-
tiative” to enhance economic development; it has improved
the strategic position of northern China. As a part of this ini-
tiative, it is important to discuss the sustainable development
of northern China from the perspective of ecological vulner-
ability. In the past, scholars paid more attention to the eco-
logical vulnerability of a small region, which did not reflect
the overall characteristics. Ecological vulnerability is actually
the result of a series of comprehensive factors dominated by
the regional environment itself. Therefore, it is necessary to
monitor and evaluate the spatial characteristics and evolu-
tion patterns of the research area from a global perspective
and macrosystem thinking. The present study based on the
SRP model, the slope, temperature, precipitation, and other
data from 1980 to 2020 which are selected as vulnerability
evaluation indicators in northern China. Using the SPCA
method, the spatial and temporal distribution of ecological
vulnerability in northern China is explored, the spatial pat-
tern and evolution process of ecological vulnerability are
clarified, and the ecological vulnerability is scientifically
monitored and evaluated in northern China. The study’s
findings will reveal the protection and sustainable develop-
ment of ecological functions of northern China and provide
a reference for further research on ecological vulnerability in
this area.

2. Data Sources and Research Methods

2.1. Study Area. Northern China (28°–55°N, 67°–125°E) has
a total area of 5:64 × 106 km2, accounting for about 58.6%
of the total land area of China. The administrative division
has 15 provinces (cities and autonomous regions), including
Beijing, Tianjin, Heilongjiang, Jilin, Liaoning, Hebei, Henan,
Shandong, Shanxi, Inner Mongolia, Shaanxi, Ningxia,
Gansu, Qinghai, and Xinjiang. The area mainly has temper-
ate monsoon, continental, and plateau mountain climates.
The landforms in northern China are complex and diverse,
and the terrain is variable. The topography is mainly pla-
teaus, mountains, basins, and plains, including the Altai
Mountains, the Aljin Mountains, the Tianshan Mountains,
the Kunlun Mountains, the Qilian Mountains, the Tarim
Basin, the Junggar Basin, the Turpan Basin, and the Songnen
Plain (Figure 1). This region has temperate mixed forests,

cold temperate coniferous forests, temperate grasslands,
deciduous broad-leaved forests, subtropical evergreen
broad-leaved forests, temperate deserts, and cold vegetation
from the east to the west. The soil types are complex and
diverse; regions from east to west have mainly black soil,
cold brown soil, black calcium soil, brown soil, yellow-
brown soil, gray calcium soil, gray desert soil, and brown
desert soil. The annual precipitation in this area gradually
decreases from the southeast (1000mm) to the northwest
(100mm), with a temperature ranging from -5°C to 20°C.

2.2. Data Sources and Preprocessing. Digital elevation data
were obtained from the geospatial data cloud platform
(http://www.gsclound.cn), with elevation, slope, topographic
fluctuation, and river network density details based on the
digital elevation model (DEM). The meteorological data
were obtained from the China Meteorological Data Network
(http://data.cma.cn), which uses the Kriging interpolation
method to interpolate the annual average precipitation data
and the annual average temperature data. Vegetation cover-
age data were derived from the NASA website (http://search
.earthdata.nasa.gov) to calculate the normalized vegetation
index using the pixel dichotomy model and the raster calcu-
lator. Land use data and soil erosion intensity data were
obtained from the Resource and Environmental Science
Data Center of the Chinese Academy of Sciences (http://
www.resdc.cn), and the bioabundance index of northern
China was calculated. Data on population density, per capita
GDP density, and primary productivity were derived from
the China Statistical Yearbook; these data were obtained by
dividing the statistics in the Yearbook by the area of the
administrative region.

2.3. Construction of an Ecological Vulnerability Index System

2.3.1. Metric Selection. The SRP model (the concept model of
“ecological sensitivity-ecological resilience-ecological pres-
sure”) is a comprehensive evaluation model that reflects
the quality of the ecological environment based on the hab-
itat quality index [10]. Ecological sensitivity demonstrates
the ability of an ecological environment to resist interfer-
ence. Elevation, slope, topographic fluctuation, and river
network density were selected to reflect the topographic
characteristics. The average temperature and average precip-
itation were used to reflect the changes in meteorological
factors. The land use types were used to reflect the changes
in surface factor. The soil erosion intensity was used to
reflect the changes in soil factor. Meanwhile, ecological resil-
ience refers to the ability of an ecosystem to recover after
being damaged by an external disturbance. Vegetation cov-
erage, bioabundance index, and net primary productivity
were selected to reflect ecological resilience. Ecological pres-
sure refers to the degree of interference caused by human
social activities to the ecosystem. Population density and
GDP per capita were used to reflect the environmental
impact of human activities and economic development [11].

2.3.2. Standardization of Indicators. The nature and attri-
butes of each indicator used to assess the ecological vulnera-
bility are different; therefore, ecological vulnerability can be
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assessed directly. According to the ecological vulnerability
impact of each index, this study divided the evaluation index
into positive and negative indicators (Table 1). The index stan-
dardization adopted the extreme difference standardization
method, using the formula as follows [12]:

RT = X − Xmin
Xmax − Xmin

,

RG = Xmax − X
Xmax − Xmin

,
ð1Þ

where RT is the standardized value of the forward indicator,
RG is the standardized value of the negative indicator, and
Xmax and Xmin indicate the maximum and minimum values
of indicator X.

2.3.3. Ecological Vulnerability Index. Spatial principal com-
ponent analysis (SPCA) is based on the principle of mathe-
matical statistics. By rotating the spectral-spatial coordinate
axis of the feature, multiple spatial index data are converted
into a few comprehensive layers. When calculating the
weights of ecological sensitivity, ecological resilience, and
ecological pressure indicators by SPCA, the artificial weight
of the index is reduced. At the same time, the main compo-
nents of the ecological vulnerability of northern China in
1980, 1990, 2000, 2010, and 2020 were analyzed. Finally,
north China’s ecological vulnerability index (EVI) was cal-
culated based on the top five main components, including
a major component greater than 85%. EVI was calculated
as follows [13]:

EVIn = R1PC1n + R2PC2n+⋯+RnPCkn, ð2Þ

where EVIn is the ecological vulnerability index, R1, R2 ⋯ Rn
indicate the corresponding indicator weights, PC1n, PC2n
⋯ PCkn indicate the main components with a cumulative
contribution rate greater than 85%, and n is the year. The

larger the ecological vulnerability index, the more fragile
the ecological environment in the region, conversely, the
better the ecological environment in the region.

Further, to compare the ecological vulnerability across
various periods, the results of ecological vulnerability in
1980, 1990, 2000, 2010, and 2020 were standardized as
follows [14]:

SEVI = EVI − EVImin
EVImax − EVImin

× 10, ð3Þ

where SEVI is the standardized value of the ecological
vulnerability index, which ranges from 0 to 10; EVI is the
ecological vulnerability index of the research area; EVImax
is the maximum value of the ecological vulnerability index
within the research area; and EVImin is the minimum value
of the ecological vulnerability index within the research area.

Referring to the environmental characteristics and the his-
togram distribution and standard deviation of the ecological
vulnerability in northern China and comprehensively consid-
ering north China’s unique ecological and environmental
attributes, the EVI of northern China was classified according
to the natural breakpoint method. The ecological vulnerability
of northern China was divided into five levels: slight
vulnerability [0–1.5], light vulnerability (1.5–3.0], moderate
vulnerability (3.0–5.1], severe vulnerability (5.1–7.1], and
extreme vulnerability (7.1–10].

2.3.4. Spatial Autocorrelation Analysis. Spatial autocorrela-
tion analysis is an important method of monitoring the rel-
evance of spatial properties and their changes using a
collection of spatial data analysis methods and technologies
[15]. At present, spatial autocorrelation for a single element
can be described by two indicators: global Moran’I and local
Moran’I. The global Moran’I index characterizes the corre-
lation degree of ecological vulnerability of the adjacent space
units and reveals the impact of spatial structural elements on
ecological vulnerability. Meanwhile, the local Moran’I index
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expresses the spatial distribution structure and distribution
characteristics of ecological vulnerability and shows the
overall law of spatial variation. The spatially related local
indicator cluster diagram (LISA) was used to evaluate the
spatial clustering by calculating the local Moran’I index. It
mainly includes five aggregation modes: high-high cluster,
high-low outlier, low-high outlier, low-low cluster, and not
significant.

The global Moran’I index was calculated as follows:

I =
∑n

i=1∑
n
j=1Wij Xi − �X

� �
Xj − �X
� �

∑n
i=1∑

n
j=1Wij∑

n
i=1 Xi − �X
� �2 : ð4Þ

Meanwhile, the local Moran’I index was calculated as
follows:

I = Xi − �X
� �

S2
〠
j

W ij Xj − �X
� �

: ð5Þ

I is the Moran’I index; Xi, Xj indicate the mean of the
vulnerability index in the i and j evaluation units; �X is the
mean vulnerability of all evaluation units; Wij is the spatial
weight matrix; and S is the sum of the elements of the spatial
weight matrix.

3. Results and Analysis

3.1. Temporal Variations in Ecological Vulnerability in
Northern China. Between 1980 and 2020, the areas with
severe vulnerability and extreme vulnerability in northern
China showed a 15.53% and 6.38% increase, respectively;
the areas showed a 14.01%, 11.83%, and 2.17% decrease,
respectively (Figure 2). Meanwhile, the areas with slight vul-
nerability, light vulnerability, and moderate vulnerability in
northern China showed a 26.84%, 17.80%, and 21.96%
decrease, respectively, from 1980 to 2000. However, the
areas with severe and extreme vulnerability showed a
60.26% and 8.14% increase. Among them, Gansu, Shandong,
and Henan Provinces mainly had areas that transformed
from slight vulnerability to moderate and severe vulnerabil-
ity, while Heilongjiang, Jilin, Liaoning, Inner Mongolia, and
Shaanxi Provinces had areas that transformed from moder-
ate to severe and extreme vulnerability. This change
occurred due to the rapid socioeconomic development dur-
ing the 1980–2000 period, especially in the agricultural field,

which led to a continuous decline in the ecological condi-
tions and the ability to change the ecological environment,
subsequently increasing ecological vulnerability. From 2000
to 2020, the areas with extreme and severe vulnerability
decreased by 1.63% and 27.91%, respectively, while the areas
with moderate, light, and slight vulnerability increased by
25.39%, 7.26%, and 14.92%, respectively. Among them, Hei-
longjiang Province, Jilin Province, Inner Mongolia Autono-
mous Region, Shandong Province, Hebei Province, Beijing
City, and Tianjin City mainly transformed from severe vul-
nerability to moderate vulnerability, probably due to the
large-scale conversion of farmlands to forests, grasslands,
and lakes in response to regional ecological problems and
the establishment of nature reserves and other nature con-
servation activities, subsequently reducing the ecological
vulnerability.

3.2. Spatial Variations in Ecological Vulnerability in
Northern China. From 1980 to 2020, the ecological vulnera-
bility of northern China was mainly concentrated at three
levels: extreme vulnerability, severe vulnerability, andmoderate
vulnerability (Figure 3). In 2000, northern China’s extreme vul-
nerability and severe vulnerability reached the maximum,
accounting for 54.57% of the area, while moderate vulnerability
reached the minimum, accounting for 22.32% of the area. In
1980, the areas with different ecological and environmental
vulnerability levels in northern China were in the following
order: moderate vulnerability > extreme vulnerability > light
vulnerability > severe vulnerability > slight vulnerability
(28:60% > 25:55% > 20:62% > 16:81% > 8:42%). By 2020, the
areas under the different ecological vulnerability levels were
in the following order: moderate vulnerability > extreme
vulnerability > severe vulnerability > light vulnerability > slight
vulnerability (27:98% > 27:18% > 19:42% > 18:18% > 7:24%).

Further analysis showed that the ecological vulnerability
of northern China decreased from west to east and from
north to south. The western part, including Xinjiang, Gansu,
north-central Ningxia, northwest Qinghai, north Shaanxi,
and western Inner Mongolia, had mainly areas with extreme
vulnerability and severe vulnerability, probably because
these areas had less precipitation and large evaporation, poor
vegetation cover, and shallow soil layer. Meanwhile, areas
with light vulnerability and slight vulnerability were mainly
distributed on the south side of Xinjiang and Qinghai,
located in the protected zone and at a high altitude. The east-
ern part, including Heilongjiang, Jilin, Liaoning, and eastern
Inner Mongolia, had areas with severe vulnerability and

Table 1: Ecological vulnerability evaluation index system in northern China based on SRP model.

Target layer Criterion layer Basic index layer

Ecological sensitivity

Topographic factors Elevation (+), slope (+), topographic fluctuation (+), river network density (-)

Surface factor Land use types (+)

Soil factor Soil erosion intensity (+)

Meteorological factors Average temperature (-), average precipitation (-)

Ecological resilience Vegetation factors Vegetation coverage (-), bioabundance index (-), net primary productivity (-)

Ecological pressure Social factors Population density (+), GDP per capita (+)

Note: +/- indicates forward indicators and negative indicators, respectively.
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moderate vulnerability because the average annual tempera-
ture was relatively different, the winter was long and cold,
the summer was short and warm, and the soil was frozen
for a long time. Meanwhile, areas with light vulnerability
and slight vulnerability were mainly distributed in the south-
ern part of Jilin and Liaoning, with mountains located in
nature reserves. The central part of the research area, includ-
ing Beijing, Tianjin, Shandong, Shanxi, Hebei, and Henan,
belonged to a semiarid region. The ecological vulnerability
of areas from north to south gradually reduced from severe
to slight vulnerability, with increasing average annual tem-
perature. At the same time, Qinghai, Shaanxi, Henan, and
Shandong had a relatively humid climate due to Qinghai
Lake and the Yellow River. Therefore, the vulnerability of
these ecological habitats was relatively low.

3.3. Spatiotemporal Variations in Ecological Vulnerability
among the Different Land Use Types in Northern China. Var-
ious evaluation indicators were graded and assigned accord-
ing to the graded assignment method. According to the
water resource capacity of different land uses, the land uses
were arranged from low to high in the following order: forest
land and water < grassland < cultivated land < urban land <
unused land. Overall, the area of forest land, grassland, and
water body area in northern China initially decreased and
then increased from 1980 to 2020 (Figure 4), reaching the
lowest value in 2000. Forest land, grassland, and water area
accounted for 5.11%, 35.47%, and 2.28% of the total area
in 2000. The cultivated land area first increased and then
decreased, reaching a maximum of 575,280 km2 in 2000,
which accounted for 10.20% of the total area. From 1980
to 2020, the area under construction increased by 31.20%.
Thus, the research area showed changes in ecological vulner-
ability mainly due to the conversion of forest land, grassland,
water, and cultivated land. The forest land, grassland, and
water areas decreased by 17.64%, 4.78%, and 8.80%, respec-
tively, from 1980 to 2000, while the cultivated land increased
by 27.50%. From 2000 to 2020, the cultivated land area
decreased by 30.88%, while the forest land, grassland, and
water areas increased by 35.42%, 10.18%, and 22.37%,
respectively, mainly due to the continuous reclamation by
humans, resulting in forest land, grassland, water bodies,
and converted cultivated land.

The areas with slight and light vulnerability in the west-
ern ecoregion of the study area were mainly distributed in
forest land, grassland, and water. Areas with moderate vul-
nerability and severe vulnerability were primarily distributed
in the cultivated land and the urban and rural construction
land, while the extremely vulnerable regions in the north-
west were almost entirely concentrated in the unused land.
Meanwhile, areas with slight vulnerability were widely dis-
tributed in grassland because of the better ecological back-
ground of forest land, grassland, and water areas and the
larger grassland in the northwest region. The areas with
slight vulnerability and light vulnerability in the eastern eco-
logical area were mainly distributed in Changbai Mountain
and other areas. The area mainly had forest land and was a
nature reserve. Meanwhile, areas with moderate and severe
vulnerability were mainly distributed in the cultivated land,

grassland, water, urban land, and unused land. The areas
with slight vulnerability and light vulnerability of the central
ecoregion were mainly distributed in forest land, grassland,
and water. In contrast, moderately vulnerable and severely
vulnerable areas were primarily distributed in the cultivated
land and urban land in other areas, with less unused land.

3.4. Spatial Aggregation Characteristics of Ecological
Vulnerability in Northern China. From 1980 to 2020, the eco-
logical vulnerability of northern China showed significant spa-
tial aggregation, with an almost similar overall trend
(Figure 5). The high-high cluster was mainly distributed in
Xinjiang, western Inner Mongolia, northwestern Qinghai,
northern Gansu, and north Ningxia; most of these regions
were extremely vulnerable. The low-low cluster was mainly
distributed in the eastern and central regions and slightly in
north Xinjiang; most regions were dominated by slightly vul-
nerable, lightly vulnerable, and moderately vulnerable areas.
The remaining aggregation evaluation units were not signifi-
cant. Besides, aggregation expansion and migration were
detected over the years. In 2000, the low-low cluster in north-
ern China reached maximum due to the frequent conversions
of the forest land, grassland, cultivated land, and urban land,
resulting in a strong ecological vulnerability. Since 2000, the
expansion of high-high clusters in the northwest mainly
occurred in the Taklimakan Desert in Xinjiang, as China has
been transforming via a semigovernance and semiutilization
method, maintaining the green planting of the Taklimakan
Desert while continuously exploiting minerals and resources
in the desert andmaximizing the use of resources in the desert.

4. Discussion

4.1. Driving Force of Ecological Vulnerability. Northern
China is affected by the comprehensive factors of natural con-
ditions and humanistic factors, and the land use has changed
dramatically [16]. Environmental factors are one of the causes
of regional ecological vulnerability [17]. This study found that
the spatial variations in ecological vulnerability are mainly
related to topographic, meteorological, and soil factors, which
is consistent with the previous. For example, Guo et al. ana-
lyzed the driving mechanisms of ecological vulnerability in
the northern semiarid desert grassland ecological area and
found that the intensity of natural factors, such as topography,
temperature, and precipitation, was significantly related to the
changes in vulnerability [18]. Similarly, the present study
found that the changes in temperature and precipitation
greatly changed the hydrothermal balance of northern China,
which had a significant impact on the environment, changing
the ecosystem process. This conclusion confirms the conclu-
sion of predecessors regarding ecologically fragile areas in
parts of northern China; for example, Zhang et al. found that
vegetation coverage and precipitation were the main driving
factors controlling the spatial and temporal changes in ecolog-
ical vulnerability in the Loess Plateau. The group also detected
that vulnerability varied greatly across regions and land use
types [19]. Therefore, the research results of the natural factors
of this study on ecological vulnerability are convincing [20].
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Anthropogenic activity is another factor affecting the eco-
logical vulnerability of the region [21]. The changes in land use
type reflect the human influence on nature and are one of the
key factors affecting ecological vulnerability, which is consis-
tent with the previous research results [22]. For example, Tian
et al. used RS-based andGIS-based technologies to evaluate the
ecological vulnerability under land use changes around Hang-
zhou Bay [23]. The construction land increased significantly in
this area, reflecting urbanization. Research has also proven that
the changes in ecological vulnerability in northern China may
be related to the continuous expansion of cultivated land. Due
to the intensification of human activities, the areas under cul-
tivation and construction have significantly changed. Due to
the geographical location of northern China and population
increase, large areas of forest land, grassland, and water have
been converted into cultivated land and construction land,
which shows the continuous socioeconomic and urban-rural
development and urbanization and the increasing impact of
human activities. The research results are consistent with those
of Zhou et al. [24]. They proved the significant impact of land
use change on ecological vulnerability in Huinan County of

China. Forestlands of Huinan County have been transformed
into cultivated lands, leading to changes in ecological vulnera-
bility. In recent years, China has systematically restored
“mountains, fields, forests, lakes, and grasses,” coordinated
the balance between agricultural production and ecological
brittleness in northern China, and took appropriate measures
to curb the increase in ecological vulnerability. This is in line
with the support of national policies for ecological construc-
tion and environmental protection [25].

From the research results, the spatial distribution status
and spatial pattern of ecological vulnerability are relatively
reasonable, which shows that the selection of indicators,
evaluation criteria, and evaluation methods of ecological vul-
nerability assessment are feasible. There are many methods
for evaluating ecological vulnerability. Which method is
more scientific and reasonable to evaluate ecological vulner-
ability and how to build a more scientific evaluation index
system need to be studied in depth. The evaluation criteria
for the ecological vulnerability of indicator factors proposed
in this study are based on existing standards, so they need to
be further studied.
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4.2. Ecological Management and Optimization Strategy for
Northern China. Northern China has unique geographical
features, including climate, vegetation, soil, and hydrology,
as well as distinct social, economic, and cultural characteris-
tics [26]. To help decision-makers plan strategies to improve
the ecological environment, northern China is divided into
six ecological optimization areas: ecological protection areas,
ecological monitoring areas, ecological concern areas, eco-
logical restoration areas, ecological control areas, and eco-
logical optimization areas.

Ecological protection areas are composed of slightly vul-
nerable and lightly vulnerable areas throughout the year.
Ecological reserves are mostly nature reserves and should
maintain ecological protection policies and protect the eco-
logical environment quality [27]. In addition, to support
the “green water and green mountains are golden mountains
and silver mountains” concept, we should strengthen public-
ity and education, enhance the people’s awareness, and cre-
ate an atmosphere to protect the treasured plants [28].
Ecological monitoring areas are composed of extremely vul-
nerable areas throughout the year. This is because the area

has less precipitation and evaporates vigorously; therefore,
the impact of human activities should be reduced, and buffer
zones should be established on the edge. We should also aim
to control the degradation of land, soil, and vegetation
caused by misuse of land, overgrazing, and overirrigation
and curb further desertification [29]. Ecological concern
areas are composed of moderately vulnerable and severely
vulnerable areas throughout the year. Moreover, human
activities are frequent in this area. Therefore, human activity
is mainly farming, the soil quality should be protected, and
ecological stability should be maintained. We should com-
prehensively plan for land use and regional ecological gover-
nance, adapt local conditions, promote strengths and avoid
weaknesses, strengthen soil and water conservation and
desertification control measures, and encourage comprehen-
sive regional development [30].

Ecological restoration areas have low ecological vulnera-
bility. The region has changed from high to low vulnerabil-
ity. Due to improved protection, the ecological policies in
the region are constantly decreasing; therefore, we should
aim to maintain the original environmental policies [31].
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We should continue to implement ecological forest-bearing
areas; grasp the agricultural, forestry, and animal husbandry
structure; and establish green barriers. Ecological control
areas are those with increasing ecological vulnerability. The
region has transformed from low to high vulnerability
mainly due to economic development. Moreover, the pri-
mary industry accounts for a relatively high proportion in
this region, but the ecological management lags behind.
Therefore, we should strengthen people’s awareness of pro-
tecting the environment and formulate new environmental
policies [32]. We should also completely utilize solar energy,
geothermal energy, wind energy, and other natural
resources. Ecological optimization areas demonstrate fluctu-
ating ecological vulnerability. The irrational social activities
of human being led to the continuous degradation of the
ecological environment. Therefore, the government has been
implementing ecological projects, such as converting farm-
land to forests and grassland to lakes, to maintain ecological
stability [33].

5. Conclusion

The study found that northern China has areas (>70.96%)
with extreme vulnerability, severe vulnerability, and moder-
ate vulnerability. From 1980 to 2020, the overall ecological
vulnerability in northern China increased first and then
decreased. Here, the ecological vulnerability increased until
2000, beyond which it increased. Thus, from 2000 to 2020,
the quality of the ecological environment and the stability
of the ecosystem have improved.

The ecological vulnerability in northern China gradually
weakened from west to east and from north to south. During
the study period, the areas with severe vulnerability
increased (15.53%), while those with slight vulnerability
decreased (-14.01%). The vulnerability of the ecological
environment has a significant spatial autocorrelation and a
significant positive correlation. It is a significant high-high
cluster in the western part of the research area, and the
aggregation characteristics have migrated and expanded
spatially.

Spatiotemporal variation of ecological vulnerability in
northern China is mainly affected by natural factors and
human activities in the region. Further, our study found that
natural factors, such as temperature and precipitation, and
human activities resulted in spatiotemporal variations in
ecological vulnerability in northern China. At the same time,
the socioeconomic factors contribute to ecological vulnera-
bility, and their impact tends to gradually increase.
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Under the modern design concept, consider ergonomics to design home products. With the progress of civilization and
technology, the improvement of life quality in the process of urbanization, and the increasing abundance of home life and
home products, people’s requirements for living environment and environmental products are continuously improving. In
order to further meet the necessities of life and solve the reasons such as limited living space at home, people are no longer
satisfied with purchasing household products in large quantities but are more suitable for household needs. According to the
user’s requirements for ergonomic home product design, a criterion layer is established, and the weight of the criterion layer is
calculated to obtain its corresponding weight value. It can be obtained that consumers think that safety is the most important,
followed by ease of use, functionality, and aesthetics. In the second criterion level, the order of importance is stable operation,
safe use of materials, invisible circuit, strong practicability, massage function, safety guardrail, convenient installation, easy
cleaning, intelligent operation, home style, structural strength, easy to move, natural materials, air purification, easy
disassembly, suitable size, simple shape, convenient function, timely after-sales, soft color tone, noise reduction, simple
decoration, single color matching, and comfortable function. The addition of the nearest neighbors improves the accuracy of
the CFCNN-CL algorithm and the REPREDICT PCC algorithm in terms of smart algorithm recommendations for home
products considering ergonomics. But compared between the two, the CFCNN-CL algorithm has better performance and
better accuracy than the REPREDICT PCC algorithm. In terms of the influence of data sparseness, UCF-Jaccard has a smaller
MAE value than other methods in general and is less susceptible to the influence of sparse data, and the MAE value does not
change much. Among the group filtering methods, the RRP-UICL method has better prediction accuracy than the commonly
used group filtering methods.

1. Introduction

In the context of a design item, the article depicts ergonomic
studies and analyses that can be performed on concurrent
engineering design models at any phase of the design proce-
dure. During the design procedure, ergonomic experts were
asked to suggest designers on end-user feature and assist in
evaluating the impact of design choices made under the per-
fect future activity methodology. Therefore, ergonomics is
defined as a factor of innovation and safety [1], because an
ergonomic way enhances quality of life and activities of daily
living. Gerontology decreases the results of age-related con-
straints through technological equipment and special

designs for the family environment. Physical fall makes daily
activities at home more difficult as you age. The article
focuses on “common sense” and specific design recommen-
dations for entrances and kitchens to improve independence
in older adults, while geriatric technology can play a special
role in improving comfort and safety for older adults [2].
Globalization, technological intricacy, the development of
more ripe markets that require diverse or high-quality prod-
ucts, and competitive pressures to decrease development
time and costs have led to the wider use of methods and
technologies that deal with human factors in different ways.
Consequently, a number of approaches and techniques have
been developed, each offering different and complementary
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approaches to better understand human-relevant design
requirements. An overview of current trends in consumer
product design involves ergonomics and human factors to
understand the strengths, weaknesses, and challenges facing
researchers and practitioners; methodologies and techniques
throughout the product life cycle (PLC), including design
and the innovation process, are important [3]. Consider that
ergonomic product quality is an essential part of successful
product development. Product designers involved in basic
product development activities must support an approach
that considers ergonomic and other product requirements.
The first part examines how people working in product
development organizations communicate with their product
users, the second part analyzes the factors that influence
ergonomic integration in product design, and the third part
evaluates and discusses. This paper introduces computer-
aided ergonomics as a means of integrating ergonomics with
product design; the purpose of part IV is to explore how
human simulation tools can help designers consider the
diversity of the human body. This work evaluates different
approaches to generate specific virtual series that can be used
as test suites for matched trials in virtual designs. Research
has shown a greater understanding of design approaches
that support the integration of ergonomics into the product
design process, with a focus on anthropometric diversity in
vehicle design [4]. Introduce ergonomic design thinking into
all aspects of product design for research, analyze the inverse
results of the use and operation of ergonomics from two
aspects of physiological and psychological factors, and put
forward the rational application of ergonomic design
thinking in product design importance in [5]. How to follow
ergonomics in product design, take the humanization, per-
sonalization, and emotional humanization factors of prod-
ucts as inspiration, examine the metric and coordination
relationship between human factors and human-machine
in traditional products, and connect some modern product
cases for discussion and express the relationship between
modern product design factors and human body size coordi-
nation is the field of interest. Under certain circumstances,
the conclusion of ergonomics is the basic requirement of
product design. Only when the most basic ergonomic stan-
dards are met can the product meet the basic requirements
of the product for human use [6]. Kinesiology is a science
focused on studying human health and reducing fatigue
and discomfort through product design. This science is
widely used to design all kinds of furniture in homes and
offices, keeping in mind that furniture is designed for the
user. The study focused on the issues faced by students at
Shah Jalal University of Technology, Sylhet, Bangladesh,
when using tabloid chairs in their everyday classrooms.
The purpose is to identify ergonomic perspectives through
the use of tabloid chairs and related limitations or issues in
the classroom. To understand the limitations of using the
tabloid chair, an updated tabloid chair was designed and
developed based on anthropometric data obtained from
these 160 students. The tabloid chair was produced taking
into account the proposed ergonomic design [7]. Using the
DFA method in the case of ergonomic intervention in the
product redesign process of a home appliance enterprise is

helpful to obtain the technical solution used by the product.
The assembly method is aimed at reducing various assembly
procedures, reducing the number of parts, and facilitating
the assembly process. QFD, Kano, and Pugh analyses are
some other examples of methods and techniques used in
the industry to combine a participatory approach to ergo-
nomics with a design and DFA perspective. However, in
addition to simplifying the design structure and reducing
assembly costs, the use of the DFA method can also be used
in product redesign situations to improve workplace ergo-
nomics [8]. The generation and development of ergonomic
skills in product design and development can be understood
as a dynamic innovation process created by internal and
external forces within an organization. Using a comparative
case study approach, it focuses on six organizations (three
pairs) operating at their New Zealand manufacturing base.
Data was collected through in-depth interviews, documents,
archival sources, and observations. Provide a framework for
understanding the emergence and evolution of ergonomic
features in product design and development. While ergo-
nomics is the core concept of this model, four other key ele-
ments were also identified. These are personnel procedures,
top management orientation, organizational configuration,
and external environment [9]. On the basis of understanding
and comparing various mainstream recommendation algo-
rithms, the collaborative filtering algorithm is mainly tested,
and an improved user model filtering recommendation algo-
rithm is proposed. The algorithm builds an offline user
model, which enables the algorithm to achieve better recom-
mendation performance. Two series of experiments were
designed based on mean absolute error (MAE). A series of
experiments tested the parameters of the algorithm, and
another series of experiments compared the proposed algo-
rithm with other algorithms. Experimental results show that
the proposed method performs well in both recommenda-
tion accuracy and recommendation effectiveness [10]. The
new algorithm is a data-driven Intelligent Train Operation
(ITO) algorithm that derives monitors from driver experi-
ence and uses input and output data to optimize online
through downhill grades. The proposed algorithm is tested
in a MATLAB/Simulink simulation model using real data
from the Beijing Yizhuang subway line. Compared with the
Proportional Integral Derivative (PID) algorithm, the algo-
rithm has the advantages of low energy consumption, high
comfort, and high parking accuracy and can meet the
dynamic travel time control. Furthermore, the results of
the ITO algorithm are comparable to those of the driver,
both for runway transitions and working modes [11]. Simple
response times cannot be directly used to estimate the
response speed of different signal patterns in a multisensory
console. In this choice-response task, a better visual intensity
effect was observed, which was more pronounced in the SR-
mapped mating conflict condition. Based on studies showing
that spatial SR compatibility and signal modality are two
important interface design factors for improving operator
response performance in multisensory consoles, ergonomic
recommendations have been developed to improve interface
design in multisensory consoles based on these findings [12].
Key challenges and advances in smart workplaces and
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personalized ergonomics, gathering the most relevant results
from various international research projects, are divided into
three main parts: personalized ergonomic examination to
prevent musculoskeletal disorders and improve the work-
place, the need for practical and reliable risk assessment
methods, and ubiquitous technology in the smart workplace,
identifying opportunities and challenges for technology-
based interventions and security and privacy issues in the
smart workplace. Transforming work environments into
healthy and smart spaces can not only support ergonomic
experts, workers, and employers but also provide solutions
for the sustainability of our current social safety net [13].
A method, system, and computer program for promoting
the ergonomic health of computer workplace users are pre-
sented; the method includes the step of detecting problems
with computer workplace ergonomic users, wherein the
ergonomic issues are relevant to current reality time. A user
health algorithm is implemented to generate ergonomic rec-
ommendations, using the user’s work parameters as input
data to present ergonomic recommendations to correct
ergonomic issues for the user [14]. Intuitive tools combine
virtual reality with physics-based avatars for ergonomic
research. In a real-time physics simulation, the user can
manipulate the avatar to explore different poses, and the
user can cause the avatar to apply forces to its environment
while controlling shared torque. The virtual human uses a
programming-based square controller to control the torque,
ensuring a dynamically consistent position and torque of the
joints. The tool features hand push experiments with differ-
ent morphologies and target positions. The quantitative
results obtained in the experiments are consistent with the
expected effects of morphology and target position on joint
torque, making the method promising in ergonomic condi-
tions during workplace prototyping [15].

2. Ergonomic Home Product Design

2.1. Problems Existing in Home Product Design. At this stage,
almost all household items in our country are very similar.
This phenomenon has seriously restricted the development
of household product design in our country. China’s house-
hold products have always been low-end, and although they
occupy the international market at low prices, there is no
end to the problem. Among the Chinese household goods,
there is only the “Chinese style” in the Ming and Qing
dynasties. The articles are used all the time and gradually
run out of new ideas. On the contrary, in the process of
exploring Chinese culture and interpreting Chinese elements
from a Western perspective, Western design always empha-
sizes new concepts and design styles. The home furnishing
market has no unique features. Following Western fashion
and blindly copying, “no design” has become the status
quo of the current home furnishing market. When analyzing
the current situation of home furnishing products in our
country and synthesizing the market conditions of home
furnishing products, the human-machine coordination,
human-machine environment coordination, cultural iden-
tity, and emotional attraction of products should be consid-
ered in home furnishing design. Furniture products and

other aspects are the research content of product design
and human design methods. To understand the classifica-
tion of home products and product analysis of classic home
brands, we will start with ergonomic theory and analyze the
relationship between product design and ergonomics, as
shown in Figure 1.

Almost all household products in our country look alike,
which greatly restricts the development of the design of
household products in our country.

The Chinese elements contained in domestic household
products are only “Chinese style” during the Ming and Qing
dynasties. These elements have been used all the time and
have no new ideas.

The domestic home furnishing product market does not
have its own unique characteristics. It has always followed
the fashion trend of the West and blindly copied it.

2.2. The Embodiment of Ergonomics in Home Product
Design. When it comes to solving the “human” problem of
a system, the primary approach to ergonomics is to create
machines and environments suitable for human use and to
design machines that are more suitable for the environment.
In the process of ergonomic development, changing the way
of thinking and adjusting the ideological foundation, accept-
ing the people-oriented optimization consideration, reflect-
ing the interests of people to a large extent, and putting
forward the concept of “interaction,” it is more intuitive
and in line with the development trend of ergonomics. It
emphasizes people and extensively considers the “human
factor,” which refers to various parameters of human growth
scale and space in the family environment, strengthens per-
sonal psychological factors, and analyzes and designs
human-machine interfaces that meet the needs of users.
Taking into account the ergonomic design of the environ-
mental space, the personalized design of the space needs to
reasonably arrange the model according to the family struc-
ture, lifestyle, and regional living habits and adapt to the dif-
ferent needs of the space, and the supervision relationship is
relatively independent. Ergonomic design emphasizes the
concept of humanization. Because of the difference in family
structure and life concept, the concept of humanization is
emphasized. It must not only be in line with the overall
design thinking of the space but also conform to the
people-oriented principle, as shown in Figure 2.

2.3. The Advantages of Ergonomic Home Product Design.
Correct use of ergonomics in home products allows for opti-
mal design of home products to meet the needs and wants of
people for different groups, different spaces, and different
requirements. One is to better define the overall scale of

Problems with
home product

design

Plagiarism is
serious

The product is 
nothing new

Market style
monotonous

Figure 1: Problems existing in home product design.
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household products. Through the use of ergonomics, various
household products can be designed to be optimal for
human use. By measuring human data, we can calculate
the human activity, required activity space, and biomechan-
ics caused by the use of household products and apply the
data structure to the design of household products, so that
household product users can work in the best way. The
design can also reduce unnecessary costs, and by adapting
to specific groups of people, it can improve the efficiency
of mass production and reduce production costs. Second,
in order to give better play to the design effect of home prod-
ucts combined with ergonomics, home products designed on
the basis of measurement and calculation can not only give
full play to the advantages of interior design but also provide
enough space for home products. The ergonomic measure-
ment of home products can compare indoor space data with
human body data, integrate reference space and human
body data into the design, ensure that product design and
interior design are integrated, and realize the integration of
interior design, product design, and human body as much
as possible. Harmony and unity improve interior space
layout and overall furniture coordination through overall
design. The overall size of household products can be better
determined. By using ergonomics, different household
products can be designed into the most suitable state for
people to use. The effect of home product design can be bet-
ter played. Combined with ergonomics, home products
designed through measurement and calculation can not only
play the advantages of interior design but also ensure that
home products have enough space for use and indoor com-
fort match.

2.4. The Development Direction of Ergonomics in Home
Product Design. At this stage, most household items tend
to be mass-produced to keep costs down. While this meets
people’s needs in most cases, it may not meet everyone’s
needs due to individual differences. Therefore, home prod-
uct design needs to develop personal design. Therefore, peo-
ple’s specific needs can be met according to personalized
design, and the shortcomings of mass production can be
compensated for through personalized design. Of course,
human-based personalization will significantly increase the
cost of design and implementation, but the comfort of
designing the same home product will increase accordingly.

In order to avoid design problems, furniture designs must be
presented and manipulated as intuitively as possible, with
flaws found in detail from actual objects. Due to technical
reasons and the application of ergonomics in the design of
household appliances and household products in my coun-
try, the development time is relatively short, as well as the
collection of human data and the research and development
of pilot production systems; it is necessary to carry out the
research and development of pilot production models. Not
only can the design quality of home products be improved
but also it can give you good feedback after the products
are put on the market. In product design, the use of new
materials can improve the desired design effect. The use of
new technologies and new materials can best meet the
design requirements, and the use of new technologies and
new materials in production can often provide geometric
development space for the practicability and comfort of
products. It can also inspire designers to overcome existing
limitations by updating technologies and materials to create
products that are more comfortable and more responsive to
people’s psychological and physical needs. Different ethnic
groups, different regions, and different age groups in my
country have different characteristics, and many situations
need to be considered when designing products. Data collec-
tion for relevant groups should be done well, and design and
sales should be targeted, as shown in Figure 3.

The development directions of ergonomics in home
product design in this article are defined:

(1) More personalized design

(2) The use of new technologies and new materials

(3) Strengthen the research and development of trial
production mode

(4) Do a good job in classification design and sales

3. Intelligent Algorithm Recommendation

3.1. Coordinated Filtering Recommendation Algorithm. In
the neighborhood filtering recommendation algorithm, find-
ing similar users is an important step, and the main goal of
similar users is to obtain the most relevant recommended
items for the target users. The user-based algorithm is

Aesthetic
experience

Comfortable

Safety

Efficiency

Figure 2: Four levels of ergonomics.

More
personalized

design

New technologies
and the use of
new materials

Strengthen the
research and

development of 
trial production

mode

Do a good job in
category design

and sales

Figure 3: The development direction of ergonomics in interior and
furniture design.
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mainly divided into three steps: one is similarity calculation,
the other is to select the “nearest neighbor” according to the
similarity, and the third is to calculate the point value for
prediction and recommendation. The similarity measure
looks for users who are “nearest neighbors” and is mainly
calculated based on the items being rated. Suppose Iu is
the set of items rated by user u, Iu ∩ Iv is the set of items
rated by users u and v, ru,i is the rating of item i by user u,
and �ru is the average of the ratings. The following are the
most common ways to calculate similarity.

Corrected cosine matching (ACos) was performed, using
formula (1) to calculate the matching of user u and user v.

sim u, vð Þ = ∑i∈Iu∩Iv ru,i −�ruð Þ rv,i −�rvð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Iu ru,i −�ruð Þ2 rv,i −�rvð Þ2

q : ð1Þ

Pearson correlation (PC) was performed, using formula
(2) to calculate the similarity between user u and user v.

sim u, vð Þ = ∑i∈Iu∩Iv ru,i −�ruð Þ rv,i −�rvð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Iu∩Iv ru,i −�ruð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Iu∩Iv rv,i −�rvð Þ2

q : ð2Þ

Pearson constrained correlation (constrained PC, CPC)
was performed, using formula (3) to calculate the similarity
between user u and user v. rmed is the median of the rating
scale.

sim u, vð Þ = ∑i∈Iu∩Iv ru,i − rmedð Þ rv,i − rmedð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Iu∩Iv ru,i − rmedð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Iu∩Iv rv,i − rmedð Þ2

q :

ð3Þ

Jaccard computes the Jaccard match between user u and
user v using equation (4). jIu ∩ Ivj is the number of items
jointly rated by user u and user v.

sim u, vð Þ = Iu ∩ Ivj j
Iu ∪ Ivj j : ð4Þ

After determining the similarity between the target user’s
“nearest neighbor” and him, you can calculate the target
user’s rating for the recommended item and then recom-
mend the position with the highest rating in the recom-
mended item set to the target user. Use equation (5) to
predict the target user’s score for item i, where sim ðu, vÞ is
the similarity between user u and user vi, and Nu is the set
of “nearest neighbors” of user u.

Ru,i =�ru +
∑v∈Nu

sim u, vð Þ rv,i −�rvð Þ
∑v∈Nu

sim u, vð Þ : ð5Þ

The calculation principle of the item-based algorithm is
the same as that of the user-based algorithm, but the calcu-
lation object is different, and the user must be replaced by
the item.

The recommendation algorithm based on collaborative
filtering does not require detailed content. When the details
of the content are not accessible or it is difficult to collect or
analyze the details, the collaborative filtering method is very
effective, and the method can find the item that the target
user wants among the massive items. However, it also faces
the problem of scoring sparsity, as well as the cold start of
new users and new projects.

3.2. Model-Based Collaborative Filtering. In the SVD model,
the original rating matrix R is decomposed into three matri-
ces:

R =USVT , ð6Þ

where U and V are two orthogonal matrices, S is a diagonal
matrix of size r × r, and r is the rank of R, which consists of
some values of the fractional matrix. This matrix can be
reduced by omitting the minimum value, resulting in a
matrix, where k < r and Sk is the decomposed form of the
reconstructed matrix:

R =UKSKVK
T : ð7Þ

The scoring prediction formula is

Ru,i =�ru +UK

ffiffiffiffiffiffiffiffi
SK

T
q

uð Þ
ffiffiffiffiffi
SK

p
VK

T ið Þ: ð8Þ

3.3. Content-Based Recommendation Algorithm. Currently,
the most widely used computational method for information
retrieval is the TF-IDF method, which is used to develop
vector space models in content-based recommendation algo-
rithms. This method regards the content of item as docu-
ment d, then extracts keyword t from it, and then
calculates the formula for the TF value of keyword t in doc-
ument d as shown in

TFt,d =
Nt,d

∑kNk,d
: ð9Þ

Among them, Nt,d represents the number of times the
keyword t appears in the document d and the calculation
of the IDF value corresponding to the keyword t. The for-
mula is shown in

IDFt = log
Dj j

1 + d ∈D : t ∈ dj j , ð10Þ

where D represents the collection of documents and 1
+ jd ∈D : t ∈ dj represents the number of keywords t con-
tained in document d.

3.4. CFCNN-CL Algorithm. Calculate similarity between
users based on possible “nearest neighbors.” There are many
ways to calculate similarity, most of which are mainly based
on rating positions shared among users in user-provided rat-
ing data, which leads to data dilution issues and reduced
accuracy.
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sim u, vð Þ = max 1, Iu ∩ Ivj jð Þ∑i∈Iu∑ j∈Iv ru,i/rv,j
Iuj j Ivj j Iu ∪ Ivj j : ð11Þ

Among them, Iu represents the set of user rating items u,
Iv represents the set of user rating items v, jIuj and jIvj rep-
resent the number of rating items, and rðu, iÞ represents the
rating of item i by user u.

Once the similarity between the target user’s “nearest
neighbor” you and him is determined, the target user’s
rating for the item can be calculated. This paper uses for-
mula (12) to calculate the target user’s rating value for
item i.

ru,i =�ru +
∑v∈Nu

sim u, vð Þ ru,i −�rvð Þ
∑v∈Nu

sim u, vð Þ : ð12Þ

The common rating items among users in the rating
data provided by users will suffer from data sparseness,
resulting in reduced accuracy.

3.5. RRP-UICL Algorithm. Rating value prediction is the last
important step of the recommendation algorithm. Rating
value is predicted by calculating the matching degree of the
user’s direct “nearest neighbor” with the target user. This
paper uses the weighted average method to predict the rating
value of a feature item. To recommend an item, a weight
must be calculated based on the target user’s direct “nearest
neighbor” score and the target user’s indirect “nearest neigh-
bor” score, and a weight must be used to calculate the score
for each item. With the final prediction result, the steps of
the prediction method are as follows:

First, the average rating of featured articles needs to be
calculated. For recommended items, the average score is cal-
culated according to

�ri =
∑v∈Nd

u∪N
id
u
rv,i

Nd
u ∪Nid

u

�� �� : ð13Þ

Nd
u is the direct “nearest neighbor” of user u and Nid

u is
the indirect “nearest neighbor” of user u. It can be seen from
equation (13) that the direct “nearest neighbor” and the
intermediate “nearest neighbor” of the target user need to
be obtained, and the information is extracted to determine
the average score of each feature item.

To predict the ranking of a recommended location, use
formula (14) to predict the location score Ru,i of the target
user u, rv,i represents the location score i of the “nearest
neighbor” user v, a is the highest ranking set, and jrv,i −�rij
represents the user’s “nearest neighbor” v’s The average
score of position judgment deviation i, a − jrv,i −�rij2 − 1, is
the final weight of item i.

jrv,i −�rij denotes the “nearest neighbor” user v’s rating

deviation from the average rating for item i, and a −

jrv,i −�rij2 − 1 denotes the final weight of item i.

Ru,i =
∑v∈Nd

u
rv,i a − rv,i −�ri

�� ��2 − 1
� �

+∑v∈Nid
u
rv,isim u, vð Þ a − rv,i −�ri

�� ��2 − 1
� �

∑v∈Nd
u
a − rv,i −�ri

�� ��2 − 1
� �

+∑v∈Nid
u
sim u, vð Þ a − rv,i −�ri

�� ��2 − 1
� � :

ð14Þ

Table 1: Index system of home product design considering
ergonomics.

Criterion level one Criterion level two

Ease of use

Easy to install

Practical

Easy to move

Easy to clean

Easy to disassemble

Timely after sale

Safety

Run smoothly

Structural strength

Safety fence

Circuit stealth

Safe use of materials

Appropriate size

Aesthetic

Simple shape

Single color

Pastel tones

Home style

Natural material

Simple decoration

Feature

Comfort function

Massage function

Smart operation

Purifying air

Reduce noise

Convenience function

Table 2: Comparison of the importance of elements in the first
level of the criterion.

Ease of use Safety Aesthetic Feature

Ease of use 1 1/3 5 3

Safety 3 1 7 5

Aesthetic 1/5 1/7 1 3

Feature 1/3 1/5 1/3 1

Table 3: Criterion layer one indicator weight.

Ease of use Safety Aesthetic Feature wi

Ease of use 0.21 0.24 0.30 0.31 0.28

Safety 0.67 0.48 0.48 0.46 0.47

Aesthetic 0.07 0.12 0.12 0.08 0.10

Feature 0.10 0.16 0.16 0.15 0.16
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should follow the following two basic definitions:
Set A = ðaijÞ. If aij > 0, then formula (15) is obtained,

which is applicable to any set of i, j. Then, A is called the
positive reciprocal inverse matrix. The set of inverse matri-
ces of order n isMpn+ .

aij =
1
aij

: ð15Þ

If A = ðaijÞ belongs to Mpn+ , formula (16) is applicable to
any i, j, and k. Then, A is called the consistency matrix. The
set of n-order consistency matrices is denoted Mcn

.

aij = aikajk: ð16Þ

Use the sum-product method to solve the weights of the
indicators of the first criterion layer. The steps are as follows:

Let the judgment matrix be M = ðaijÞ4×4, and normalize
the elements in the matrix by column:

�aij =
aij

∑n
k=1akj

  i, j = 1, 2,⋯, nð Þ: ð17Þ

Row summation of the normalized matrix is

�w = 〠
n

i=j
�aij  i, j = 1, 2,⋯, nð Þ: ð18Þ

Find the largest eigenvalue and perform a consistency
check. After the element weight data is obtained, it does
not mean that the calculation is over. It is necessary to pass
the consistency check to prove the validity of the calculation
result. The largest eigenroot is

λmax =
1
n
〠
n

i=1

Mwð Þi
wi

: ð19Þ

The consistency index C.I. of the judgment matrix M is

C:I: =
λmax − n
n − 1

: ð20Þ

The consistency evaluation index is introduced by Satty,
and R.I. is a random consistency index, namely,

C:R: =
C:I:
R:I:

: ð21Þ

The basic steps of semantic difference-analytic hierarchy
process in intelligent algorithm recommendation are defined
as follows:

Step 1. Treat the problem to be analyzed or the solution
to be decided as a system.

Step 2. Sort or reorganize the different elements or indi-
cators relevant to the issue or decision.

Step 3. Use the problem to be solved as the target layer
and the index or the element as the criterion layer and the
scheme layer to construct the hierarchical model.

Step 4. Construct a matrix according to the ratio of two
elements at each level.

Step 5. Through the matrix solution and matrix consis-
tency test, the weight of each index is obtained.

Step 6. Make decisions based on weights.

4. Experiment Analysis of Home Product
Design and Intelligent Algorithm
Recommendation considering Ergonomics

4.1. Ergonomic Home Furnishing Product Design Based on
Semantic Difference: AHP. According to the user’s needs
for ergonomic home product design, the criterion layer is
established, and a total of two layers are established. The first

Table 4: Stochastic consistency indicators.

Order 3 4 5 6 7 8 9 10 11 12 13

R.I. 0.583 0.892 1.118 1.243 1.319 1.411 1.446 1.492 1.522 1.539 1.555

Table 5: Index weights and ranking of criterion layer 2.

Criterion level two Weights Sort

Easy to install 0.063 7

Practical 0.105 4

Easy to move 0.028 12

Easy to clean 0.054 8

Easy to disassemble 0.018 15

Timely after-sales 0.011 19

Run smoothly 0.181 1

Structural strength 0.030 11

Safety fence 0.069 6

Circuit stealth 0.128 3

Safe use of materials 0.173 2

Appropriate size 0.017 16

Simple shape 0.017 16

Single color 0.005 23

Pastel tones 0.010 20

Home style 0.033 10

Natural material 0.025 13

Simple decoration 0.006 22

Comfort function 0.005 23

Massage function 0.071 5

Smart operation 0.036 9

Purifying air 0.023 14

Reduce noise 0.010 20

Convenience function 0.015 18
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level of the criterion is functionality, safety, aesthetics, and
ease of use; the second level of the criterion is being easy
to install, practical, easy to move, easy to clean, and easy to
disassemble, after-sales service, stability in operation, struc-
tural strength, safety guardrail, invisible circuit, safe use of
materials, suitable size, simple shape, single color matching,
soft tones, home style, natural materials, simple decoration,
comfortable function, massage function, intelligent opera-
tion, air purification, noise reduction, and convenient func-
tion, as shown in Table 1.

By comparing the importance of the elements of crite-
rion 1, we get that ease of use is slightly less important than
safety, ease of use is more important than aesthetics, ease of
use is slightly more important than functionality, safety is
more important than aesthetics, and safety is more impor-
tant than aesthetics. Functionality is more important, and
aesthetics are slightly more important than functionality, as
shown in Table 2.

According to the weight calculation of the indicators of
the criterion layer one, the weight of safety is the largest,
the weight is 0.47, the weight of aesthetics is the smallest,
the weight is 0.1, the weight of usability is 0.28, and the
weight of function is 0.16; that is, the safety is in the criterion
layer one, which is the most important, followed by ease of
use, functionality, and aesthetics, as shown in Table 3.

According to the arbitrary coherence index and formula
(21), the matrix coherence judgment index MC:R: = 0:012,
C:R:<0:1 can be obtained, so the matrix M satisfies the con-
sistency requirement. Through semantic difference analysis,
the layered process of pairwise comparison of four indicators
in the first layer shows that safety has the largest proportion
in the design of home products considering ergonomics,
accounting for 47%, followed by ease of use, accounting for
28%. Again, functionality accounts for 16%, and finally,
aesthetics accounts for 10%, that is, safety > ease of use >
function > aesthetics, as shown in Table 4.

The importance of the second level of the criterion is
stable operation, with a weight of 0.181, followed by safe
material use, invisible circuit, strong practicability, massage
function, safety guardrail, convenient installation, easy

cleaning, intelligent operation, home style, structural
strength, being easy to move, natural material, air purifica-
tion, easy disassembly, suitable size, simple shape, conve-
nient function, timely after-sales, soft color tone, noise
reduction, simple decoration, single color matching, and
comfortable function, as shown in Table 5.

4.2. Intelligent Algorithm Recommendation for Home
Products considering Ergonomics. It can be seen from the fig-
ure that the trend lines of MAE and RMSE values of REPRE-
DICT PCC are always above those of CFCNN-CL. The trend
lines of CFCNN-CL and REPREDICT PCC both decrease
with the increase in adjacent neighbors, so the increase in
the nearest neighbors increases the two methods of the accu-
racy. The CFCNN-CL algorithm has better performance and
better accuracy than the REPREDICT PCC algorithm, as
shown in Figures 4 and 5.

In the comparison of MAE values of different methods
in the dataset, it can be seen that when N = 5, the MAE value
of UCF-CPC is the largest, and the MAE value of UCF-
Jaccard is the smallest; when N = 10, the MAE value of
UCF-CPC is the largest, followed by RRP-UICL, UCF-ACos,
UCF-PC, and UCF-Jaccard; when N = 15, the MAE value of
RRP-UICL is the largest, followed by UCF-CPC, UCF-ACos,
UCF-PC, and UCF-Jaccard; when N = 20, the MAE values of
UCF-CPC and UCF-PC were the largest, followed by UCF-
PC, RRP-UICL, and UCF-Jaccard. In general, the MAE
value of UCF-Jaccard is smaller than that of other methods,
indicating that this method is less affected by data sparse-
ness, and the change of MAE value is not very obvious, as
shown in Figure 6.

In the comparison of MAE values of different methods
in the dataset, it can be seen that when N = 5 and 10, the
MAE value of UCF-CPC is the largest; when N = 15, the
MAE value of RRP-UICL is the largest; when N = 20, the
MAE values of CPC and UCF-PC are the largest; the MAE
values of UCF-Jaccard are generally smaller than those of
other methods, indicating that this method is less affected
by data sparseness, and the changes in MAE values are not
very obvious.
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Figure 4: MAE comparison of different nearest neighbors.
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Figure 7: Comparison of RMSE values of different methods on the dataset.
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Figure 5: RMSE comparison of different nearest neighbors.

0

0.2

0.4

0.6

0.8

1

1.2

5 10 15 20

M
A

E

N

RRP-UICL
UCF-ACos
UCF-PC

UCF-Jaccard
UCF-CPC

Figure 6: Comparison of MAE values for different methods in the dataset.

9Journal of Sensors



Retraction
Retracted: Efficient Management and Application of Human
Resources Based on Genetic Ant Colony Algorithm

Journal of Sensors

Received 23 January 2024; Accepted 23 January 2024; Published 24 January 2024

Copyright © 2024 Journal of Sensors. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one ormore of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Manipulated or compromised peer review

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication
process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.Wehave kept a recordof
any response received.

References

[1] C. Cheng, Y. Xu, and G. Daniels, “Efficient Management and
Application of Human Resources Based on Genetic Ant Colony
Algorithm,” Journal of Sensors, vol. 2022, Article ID 9903319,
13 pages, 2022.

Hindawi
Journal of Sensors
Volume 2024, Article ID 9895047, 1 page
https://doi.org/10.1155/2024/9895047

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2024/9895047


RE
TR
AC
TE
D

RE
TR
AC
TE
DResearch Article

Efficient Management and Application of Human Resources
Based on Genetic Ant Colony Algorithm

Cheng Cheng,1 Yuguang Xu ,2 and Graciela Daniels3

1Nanchang Institute of Technology, Nanchang Jiangxi 330044, China
2Binzhou Medical University, Binzhou Shandong 256699, China
3Central Arizona College, Coolidge, 85128 AZ, USA

Correspondence should be addressed to Yuguang Xu; xuyuggmw@bzmc.edu.cn

Received 26 April 2022; Revised 21 June 2022; Accepted 24 June 2022; Published 1 August 2022

Academic Editor: Yuan Li

Copyright © 2022 Cheng Cheng et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the increasing demand of human resources, the cost of staffing and management is increasing, and it is difficult to
dynamically allocate and adjust personnel among different parts. It is the key of intelligent management technology to realize
efficient application and mining in human resource management. In the aspect of human resource allocation and management,
this paper puts forward the efficient management and application of human resource based on the genetic ant colony
algorithm. Firstly, this paper describes the process management and parameter application of the genetic algorithm and ant
colony algorithm and manages the resource allocation and management process under the two algorithms. Secondly, several
current test functions are applied to the genetic algorithm and ant colony algorithm to test the efficiency of the algorithm,
which has obvious advantages in convergence efficiency. Finally, the paper uses the efficient management configuration of
human resources for comprehensive application and management and applies the system uploading and downloading services
on human resumes, respectively. The genetic ant colony algorithm has obvious advantages in efficiency. In human resource
data matching, the genetic algorithm is slightly better than the ant colony algorithm in the case of relatively few data in the
early stage, and the accuracy of the ant colony algorithm is slightly better than the genetic algorithm in the later stage. The
ACO-GA algorithm is more consistent with the actual value, which not only ensures the stability but also ensures the accuracy
of prediction, which is more in line with the actual needs.

1. Introduction

The country and even the whole world are full of confi-
dence in the future development of intelligent computing
and vigorously recommend the integration of intelligent
computing into people’s lives. At the same time, they hope
that intelligent computing can solve the problem of uneven
distribution and mismatch of resources. The allocation of
human resources is also included. When the allocation of
human resources is not handled properly, it will lead to a
series of problems such as cost increase and brain drain.
Therefore, it is necessary to make the process of human
resources allocation more digital and technical. Human
resources need to have high-efficiency performance at the
same time of low cost, which is the premise of rationaliza-
tion of allocation. This can show respect for talents. Intelli-

gent computing can be said to be its savior in this respect,
and they complement each other, which not only solves
problems but also makes intelligent computing involved
more widely.

Traditional intelligent computing has not been broken
through in the past. In today’s important fields [1], such
as big data computing, traditional intelligent computing
needs high manpower and material costs to study. For the
emerging intelligent computing, it can make up for the
defects of the traditional one. According to the investiga-
tion, in the aspect of quantum heuristics, the inclusion of
intelligent computing brings advantages to this technology
but also brings disadvantages and challenges to the future.
It is necessary for researchers to study it further [2].
Because of its high efficiency in solving nonlinear problems,
computational intelligence is proposed to solve such
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problems as power outages, so that power can be quickly
resupplied and redundant parts can be unloaded [3]. It
contains most algorithms. In order to make these methods
more efficient, it is necessary to further study these
methods. Different from traditional technologies, intelligent
computing has more advantages, but it also has its own
limitations, which will lead to limited use. Intelligent com-
puting [4] is also used in power load specialty, and because
of its importance, it has attracted the attention of most rel-
evant personnel. Some researchers put forward a method of
using model-free technology to test power load based on
NN and FL. Through a series of case studies, the advan-
tages and special performance of this method are demon-
strated to the public under geographical environment and
other conditions. One part of intelligent computing, artifi-
cial neural networks, is good at solving the problem of air
pollution modeling. It will simulate the ozone layer with
pollution parameters. After putting this model into real life,
experiments show that this model is very powerful in deal-
ing with such problems [5]. Intelligent computing can also
be applied to electrical islanding detection technology [6].
Because the electrical islanding detection technology is not
very efficient in solving problems in nonlinear systems,
intelligent computing is introduced to improve the accuracy
of solving problems, which can provide accurate data and
solutions for relevant researchers. Intelligent computing is
also used in computer Go [7]. In the world-class computer
Go competition held in Taiwan, many Go masters want to

compete with intelligent computing MoGo. MoGo, blessed
by RAVE and UCT, has four high-performance attributes.
From the outcome of the battle, we can see that intelligent
computing can be used in computer Go to achieve a high
level of Go battle, and its future development is immeasur-
able. Literature [8] at the same time, intelligent computing
is getting higher and higher in solving problems related to
biology, chemistry, and medicine, and its influence is
getting bigger and bigger. Combining it with statistical
methods, a new model is obtained. In the study of human
resource allocation in large companies [9], it is found that
human factors have the greatest impact. Generally speak-
ing, in order to reduce the mismatch of resource allocation,
personnel performance is generally controlled. Human
resource allocation is the top priority in any project. In
order to improve the allocation of human resources [10],
a series of operations such as shortening project time and
reducing costs have been taken. However, if the fundamen-
tal factors are not solved, these operations will be lost. The
influence of human resource allocation on enterprises
should not be underestimated [11]. However, although
many schemes have been put forward, the problems still
exist. Most of them are caused by not paying attention to
the team. Therefore, some researchers have studied from
various aspects and put forward a predictive model based
on multilayer perceptron. Researchers put this model into
practical experiments and finally get the conclusion that
this model can improve the efficiency of human resource
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Figure 1: Classification diagram of intelligent computing.
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allocation. In the allocation of human resources, the most
important criterion for the classification of personnel is
personality, but the personality should be objective and
complete [12]; otherwise, it is useless. Therefore,
researchers propose to use high-performance algorithms
to get more realistic data, which can minimize the error.
In order to improve the utilization rate of scarce resources,
researchers introduce decentralization factors and resource
allocation with the help of software evaluation and portfolio
planning and propose new allocation methods to solve the
problem of improving the resource allocation of nonsmall
R&D organizations [13]. In order to develop the human
resource management of shelters, researchers propose to
match the theory with people to get a model [14]. In this
way, more influencing factors can be considered more com-
prehensively. The model is put into the experiment and
finally found that there is a certain relationship between
the working hours and the vacation time; so, in the shelter,

the human resources and vacation need to be set reason-
ably. The allocation of human resources has also brought
troubles to the country. Therefore, the state also attaches
great importance to optimizing its allocation and improving
its utilization rate [15]. The intelligent method is quoted in
human resources. Most researchers aim at the low utiliza-
tion rate and unreasonable resource allocation in the pro-
cess of human resources. In the process of algorithm
implementation, there is slow convergence. Therefore, the
paper proposed the ACO-GA algorithm to solve the above
problems.

2. Intelligent Computing Analysis

2.1. Basic Concepts. Intelligent computing is a success for
people to transform data into logic. At the same time, it
can enable human beings to cultivate their ability to think
independently. Most algorithms are its members, but it

Begin

Initialization population

The first generation of
population G = 0

Calculating fitness

Select operation

Crossover operation

Mutation operation

Generate the next
generation of population

G = G+1

G>GEN

Output the best scheme

End

Yes

No

Figure 2: Flow chart of the genetic algorithm.
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does not go its own way but is based on calculation and
continuously improved. The classification is shown in
Figure 1.

2.2. Genetic Algorithm

2.2.1. Basic Concepts. Natural selection heredity is the foun-
dation of this algorithm; that is, chromosomes are abstracted
into body objects and then encoded. Only in this way can we
search randomly and efficiently in this space. Among them,
genetic operation is divided into selection, crossover, and
variation.

After the formation of the first generation population,
according to the law of the survival of the strong in the
theory of biological evolution, a series of more and more

excellent approximate solutions are produced through itera-
tion. Moderate function is a strict judge, and excellent
individuals can pass its selection. Then, these excellent
people will choose, cross, and mutate. They have become
completely different from before, and they are a brand-new
population. The genetic algorithm flow is shown in Figure 2.

The genetic algorithm is divided into pattern H. The for-
mula of general mathematical expression is as follows:

M H t + 1ð Þ½ � ≥M H tð Þ½ � f H tð Þð Þ
f tð Þ 1 − Pc × δ Hð Þ

L − 1

� �
1 − Pmð ÞO Hð Þ,

ð1Þ

Begin

Initialization

Ant k determines the transfer to the next city based on
probability p

Ant k moves to city j and records city j

Update the pheromone on the connection edge between
cities

Ant k walks through n
cities?

Are the termination
conditions met?

End

Ye
s

Ye
s

No

No

Figure 3: Flow chart of the ant colony algorithm.
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f H tð Þð Þ = ∑i∈H f i
M H tð Þ½ � : ð2Þ

MðHðt + 1ÞÞ is the expected number of pattern H in
population after t + 1 iteration, Pc is the crossing probability,
Pm is the mutation probability, f ðtÞ is the average fitness
value, f ðHðtÞÞ is the average fitness value of population
model H, f i is the i-th individual fitness value, and δðHÞ is
the pattern definition distance, that is, the distance between
the initial and last determined positions in pattern H.

2.2.2. Related Issues. In the aspect of human resource alloca-
tion, the algorithm is not perfect. If the two are combined,
the matching resources needed by the enterprise organiza-
tion at first can have idealized results. The reason is that
the convergence speed of the optimal solution is fast in the
early stage of the algorithm. With the continuous operation,
in the later stage of the algorithm, the efficiency of human
resource allocation plummeted due to the increase of alloca-
tion times and the decrease of convergence speed. The two
are not suitable and need to be improved.

2.3. Ant Colony Algorithm

2.3.1. Basic Concepts. When the number of ants is kðk = 1,
2,⋯,mÞ and the number of cities is ði, j = 1, 2,⋯, nÞ, i and
j, the distance between them is d. And set the initialization
pheromone concentration τijð0Þ = τ0. The flow chart of the
ant colony algorithm is shown in Figure 3.

After t iterations, the probability Pk
ijðtÞ formula for the k

-th ant to successfully move from city i to j is as follows:

Pk
ij tð Þ =

τij tð Þ
Â Ãα ⋅ ηij tð Þ

h iβ
∑s∈Jk ið Þ τis tð Þ½ �α ⋅ ηis tð Þ½ �β

j ∈ Jk ið Þ,

0 j ∉ Jk ið Þ:

8>>><
>>>:

ð3Þ

α is the relative importance of pheromone, β is the rela-
tive importance of heuristic factors, τijðtÞ is the pheromone
concentration of city i and j paths after t iterations, ηijðtÞ is
the heuristic function, the heuristic degree that ants can
smoothly from city i to j in the t iteration, and JkðiÞ is a col-
lection of cities that ants can visit next.

The heuristic factor is calculated by the following
formula:

ηij =
1
dij

: ð4Þ

The update formula of pheromone concentration in
intercity path is as follows:

τij t + 1ð Þ = 1 − ρð Þτij tð Þ + Δτij, ð5Þ

Δτij = 〠
n

k=1
Δτkij: ð6Þ

ρ is the volatilization coefficient of pheromone, and the
value range is (0, 1), Δτij is the pheromone increment of

edges i and j in this iteration, and Δτkij: in this iteration,
the amount of pheromones left on edges i and j is related
to the k -th ant.

For Δτij, there are three calculation models:
The formula for the ant cycle system is as follows:

Δτkij =
Q
Lk

: ð7Þ

Lk is the length of the path taken by ant k.

V

0 t

Ant colony algorithm

Genetic algorithm

Figure 4: Time situation diagram of overall evolution rate.
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The formula for the ant quantity system is as follows:

Δτkij =
Q
dij

: ð8Þ

The formula for the ant density system is as follows:

Δτkij =Q: ð9Þ

Q is a normal number, which represents the total num-
ber of pheromones produced by ants after this iteration.

2.3.2. Related Issues. The influence of the ant colony algo-
rithm on human resource allocation is just opposite to the
new genetic algorithm. In the early stage of the algorithm,
due to pheromone initialization, the ant’s optimization abil-
ity is reduced. This means that in the allocation of human
resources, in the early stage of allocation, human resource
information cannot be rationalized, which will lead to
reduced efficiency, increased costs, and brain drain. With
many iterations, the pheromone concentration increases,
which greatly increases the ant’s optimization ability. This
will greatly increase the matching efficiency in human
resource allocation.

Begin

Real coding

Initialization population

Calculate individual
fitness

Selection, crossover,
variation

A new generation of individuals
is produced and compared with

the previous generation, and
the best ones stay

The first ten percent of the optimized
solution of genetic algorithm is
initialized as path pheromone

Are the fusion
conditions met?

Set the number of ants to the number
of tasks m, and place them on n

personal re source nodes

The next node is selected by rule
combined with probability P

The node adds tabu table to update
local pheromone

Global pheromone update, cycle times
plus 1

All ants calculate the optimal path after
completing the task

Is the maximum
number of iterations

worse?

Output optimal path

Begin

Ye
s

No

Yes

No

Figure 5: Flow chart of the genetic ant colony algorithm.
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3. Optimization Algorithm

The time trend of the overall evolution rate of the two algo-
rithms is shown in Figure 4.

As can be seen from the figure, the disadvantages of the
two are just the opposite. Therefore, this paper proposes to
improve the two first and then combines them to comple-
ment each other. In this way, a new algorithm, namely,
genetic ant colony algorithm, can be obtained. The algo-
rithm can absorb the advantages of the former two, and
ensure that the convergence speed does not decrease with
iteration, and is more stable. The purpose of this algorithm
for human resource allocation is to keep the efficiency of
human resource allocation efficient and stable.

3.1. Improved Genetic Algorithm. For resource scheduling,
assuming population size = popsize, subtasks = n, and
schedulable resources =m, then the total length of parame-
ters =n, then the range of each individual is [1, m]. The for-
mula in the form of individual X is as follows:

X = x1, x2,⋯, xnð Þ xt ∈ R, i = 1, 2,⋯n: ð10Þ

In order to compare the length of time required for
information tasks in human resource allocation, the formula
is as follows:

totaltime Ið Þ = maxm

j=1
〠
n

i=1
Tij, ð11Þ

Tij =
Tt lengthð Þ
vmj mipsð Þ + Tt inputfilesizeð Þ

vmj bwð Þ + Tt outputfilesizeð Þ
vm j bwð Þ

+ Tt wait timeð Þ,
ð12Þ

vmj mipsð Þ = pe numj × pe mips: ð13Þ
vmjðmipsÞ is the CPU computing power, pe numj is the

number of virtual machine processors, pe mips is the virtual
machine vmj processor speed, vmjðbwÞ is the wideband pro-
cessing capability of virtual machine vmj, and Ttðwait timeÞ
is the waiting time of subtask i.

In human resources, in order to get suitable resource
information individuals, the formula of their fitness function
is as follows:

f1 jð Þ = 1
totaltime Ið Þ × uLB, ð14Þ

uLB =
∑m

j=1∑
n
i=1Tij

m × totaltime Ið Þ : ð15Þ

uLB is the balance the load factor, which is proportional
to the utilization of resources.

f2 jð Þ = 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

j=1 task i, jð Þ − n/mð Þ2/m
q 1 < i < popsize, ð16Þ

f jð Þ = ωf1 jð Þ + 1 − ωð Þf2 jð Þ0 < ω < 1, ð17Þ

Table 1: Comparison of execution time and execution cost data.

Number
of tasks

Type
Genetic
algorithm

Ant colony
algorithm

Genetic ant
colony

algorithm

30

Execution
time

30 30 30

Execution
cost

45 45 25

60

Execution
time

50 45 40

Execution
cost

76 75 52

90

Execution
time

63 55 50

Execution
cost

100 101 88

120

Execution
time

81 64 60

Execution
cost

162 161 109

150

Execution
time

118 77 70

Execution
cost

177 177 146

180

Execution
time

146 91 85

Execution
cost

220 221 175

210

Execution
time

162 95 90

Execution
cost

250 248 208

240

Execution
time

184 117 107

Execution
cost

288 290 247

270

Execution
time

216 128 124

Execution
cost

321 323 268

300

Execution
time

239 130 128

Execution
cost

361 360 300

330

Execution
time

250 130 130

Execution
cost

426 425 339
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in this which taskði, jÞ is the task to which the virtual
machine j of the individual i is assigned.

The formula of selection probability is as follows:

Pi =
f ið Þ

∑m
j=1 f jð Þ : ð18Þ

The formula of crossover probability is as follows:

Pc =
Pc1 −

Pc1 − Pc2ð Þ f ′ − f ave
� �

fmax − f ave
f ′ ≥ f ave,

Pc1 f ′ < f ave,

8>><
>>:

Pc1 = 0:9, Pc2 = 0:6:

ð19Þ
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Figure 7: Comparison of the execution costs of the three algorithms.
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Figure 6: Comparison of the execution time length of the three algorithms.
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fmax is the maximum fitness value in the current popula-
tion, f ave is the average value of fitness in the current popu-
lation, and f ′, compared with two cross individuals, is the
maximum fitness value.

The mutation probability formula is as follows:

Pm = Pm1 −
Pm1 − Pm2ð Þ f ′ − f ave

� �
fmax − f ave

f ′ ≥ f ave,

Pm1 f ′ < f ave,

8>><
>>:

Pm1 = 0:1, Pm2 = 0:001:

ð20Þ

3.2. Improved Ant Colony Algorithm. In conventional algo-
rithms, the randomness of ants is not high when they move,
which will lead to problems when ants search for similar
optimal resource information. In order to solve this prob-
lem, new rules have been formulated. The formula is as fol-
lows:

j =
arg max τij tð Þ

Â Ãα ⋅ ηij tð Þ
h iβ� �

ρ ≤ ρ0,

P ρ > ρ0:

8><
>: ð21Þ

ρ is the uniformly distributed random values with a
value range of [0, 1], and ρ0 is the constant value.

The formula of HR multiservice quality requirement
function related to pheromone update rule is as follows:

F Ið Þ = φ1
totaltimeij − totaltimemin
totaltimemax − totaltimemin

+ φ2
cos tij − cos tmin

cos tmax − cos tmin
:

ð22Þ

totaltimeij is the expected task execution time,
totaltimemax is the maximum expected task execution time,
totaltimemin is the minimum expected task execution time,
cos tij is the expected task execution cost, cos tmax is the
Maximum cost of expected task execution, cos tmin is the
minimum cost of expected task execution, and φ1, φ2 are
the time weight coefficient and cost weight coefficient.

Time weight coefficient φ1 and cost weight coefficient φ2
are in [0, 1], andφ1 + φ2 = 1.

When calculating the local pheromone increment, the
ant updates the resource every time it completes the resource
allocation. The formula is as follows:

Δτij tð Þ =
const1
F Ið Þ : ð23Þ

Table 3: Data on upload speed and operating cost.

Number Type
Genetic
algorithm

Ant colony
algorithm

Genetic ant
colony

algorithm

1

Upload
speed

90.3 85.3 98.7

Operating
cost

0.003 0.004 0.0008

2

Upload
speed

64.2 83.2 95.2

Operating
cost

0.007 0.004 0.001

3

Upload
speed

84.9 83.0 90.8

Operating
cost

0.005 0.005 0.003

4

Upload
speed

69.1 74.8 88.4

Operating
cost

0.009 0.006 0.004

5

Upload
speed

55.6 68.2 83.9

Operating
cost

0.012 0.008 0.005

6

Upload
speed

67.1 51.3 80.7

Operating
cost

0.009 0.011 0.006

7

Upload
speed

66.3 60.4 75.3

Operating
cost

0.010 0.013 0.006

8

Upload
speed

55.6 56.9 72.6

Operating
cost

0.014 0.014 0.008

9

Upload
speed

49.4 50.1 70.7

Operating
cost

0.017 0.016 0.008

10

Upload
speed

45.8 47.9 70.2

Operating
cost

0.020 0.018 0.008

Table 2: Resume data size.

Number Size

1 25KB

2 30KB

3 35KB

4 40KB

5 45KB

6 50KB

7 55KB

8 60KB

9 65KB

10 70KB

9Journal of Sensors



RE
TR
AC
TE
D

RE
TR
AC
TE
D

When calculating the global pheromone increment, each
ant completes the resource allocation once before updating.
The formula is as follows:

Δτij tð Þ =
const2
F Ið Þbest

: ð24Þ

And τmin ≤ τijðtÞ ≤ τmax is specified, so as to avoid the
stagnation of the algorithm caused by the disparity of path
pheromones.

In the ant colony algorithm, the distance between two
cities is the same as heuristic information. However, this
cannot guarantee the optimal solution; so, we need to refer
to the load model to improve the expression of heuristic
information. The heuristic factor function is expressed as
follows:

ηij =
1

∑task
i=1 Ti lengthð Þ + Ti lengthð Þ/vmj mipsð Þ

: ð25Þ

TiðlengthÞ is the length of task i, and task is the number
of tasks that have been run on virtual machine j.

3.3. Genetic Ant Colony Algorithm. When gnow < gmax, com-
pare gratio, gpop, and when the comparison result is gpop <
gradio and occurs many times, the algorithm begins to
transform.

gnow is the current number of iterations, gmax is the max-
imum number of iterationsgmin is the minimum number of
iterations, gratio is the minimum evolution rate, and gpop is
the progeny evolution rate.

When the optimal solution of ant colony algorithm is =
τG, the pheromone value of the ant colony algorithm is
τS = τmin + τG at the initial stage. The algorithm flow is
shown in Figure 5.

4. Simulation Experiment

4.1. Algorithm Testing. Set popsize = 100, gmax = 150, gmax
= 50, gradio = 0:5%, the maximum number of iterations is
120, and ρ = 0:3, α = β = 1. The overall parameter sets the
task length ∈½1000, 10000� and the total number of tasks
∈½30, 330� and 200 ≤mips ≤ 1000, bw = 1000Mb.

The data pairs obtained through experiments are shown
in Table 1.

Execution cost index human resource allocation in the
system uses the cost needed to reflect the human resource
system allocation of scientific and optimal degree. The lower
the execution cost, the higher the optimization degree of
human resources allocation, and the relatively reasonable
cost.

An alignment of execution times is shown in Figure 6.
The pair of execution costs is shown in Figure 7.
It can be seen from this that the GAACO algorithm is

superior to the other two algorithms in terms of execution
time and execution cost. It can be clearly seen that with
the increase of the number of tasks, the execution time and
cost of the ACO-GA algorithm are lower and lower than
those of the other two algorithms, which shows that when
the number of tasks increases gradually, the running speed
of ACO-GA is better and better than those of the other
two algorithms, that is, the ACO-GA algorithm has the char-
acteristics of high efficiency, stability, and low cost.
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Figure 8: Comparison of data upload speed.
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4.2. Experiments and Results

4.2.1. Establishing the Objective Function. Establish the data-
base of human resource allocation and digitize the resumes
of relevant personnel, that is, change the characteristic attri-
butes of personnel into vector features, such as transforming
resumes A and B into A = ða1, a2, a3Þ, B = ðb1, b2, b3Þ. The
distance between the vectors they transform is the similarity
between the two resumes, and the formula is as follows:

S =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

i=1
a1 − b1ð Þ2

s
: ð26Þ

The formula for judging employee grades is as follows:

S A, B, Cð Þ = 〠
n

i=1
f A, Bð Þ × Ci: ð27Þ

f ðA, BÞ is the functional relationship between files A and
B, that is, similarity, and Ci is the similarity distribution
weight.

At the end, the formula for matching the similarity of
data is as follows:

D = 〠
n

i=1
Smn − S11ð Þ × Ci

( )1/2

: ð28Þ

Smn is the maximum value of weight characteristic, and
S11 is the minimum value of weight attribute,

4.2.2. Simulation Experiment and Result Analysis. Suppose a
total of 10 resumes have been uploaded to the database, the
data are uploaded and run in the order from small to small.
Record the uploading speed and running cost of these 10
data under the three algorithms and compare them. The
data sizes are shown in Table 2.

The data of upload speed and running cost obtained by
experiments of the three algorithms are shown in Table 3.

The data upload speed pair is shown in Figure 8.
The data running cost pair is shown in Figure 9.
After testing and comparing the running speed and cost

of the algorithms, this paper proposes to test the predicted
values of the three algorithms and compare them with the

Table 4: Comparison of similarity between predicted value and
actual value of algorithm.

Number Actual value Genetic Ant colony Genetic ant colony

1 80% 70% 68% 75%

2 78% 67% 65% 75%

3 85% 71% 70% 83%

4 75% 68% 70% 77%

5 83% 75% 77% 81%

6 80% 65% 70% 83%

7 86% 70% 71% 85%

8 76% 65% 65% 77%

9 79% 64% 66% 80%

10 75% 60% 62% 77%
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Figure 9: Comparison chart of data operation cost.
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actual values according to the objective function of human
resource allocation similarity set above. Set up each post
standard information vector characterization, compare the
above 10 human resources data with post standard data, cal-
culate similar values, and compare them. Comparative data
are shown in Table 4.

The similarity comparison data diagram is shown in
Figure 10.

It can be seen that in human resource data matching,
the accuracy of the first two is not ideal. When the data
is relatively small in the early stage, it can be seen that
the genetic algorithm is slightly better than the ant colony
algorithm, and the accuracy of the ant colony algorithm is
slightly better than the genetic algorithm in the later stage.
On the other hand, the ACO-GA algorithm is more consis-
tent with the actual value, which not only ensures the sta-
bility but also ensures the accuracy of prediction, which is
more in line with the actual demand. The next research
work needs to analyze the execution efficiency of the intel-
ligent optimization algorithm in different stages, aiming at
the problems of local convergence and insufficient execu-
tion in different stages. Further expand the human resource
optimization program, from the implementation system
and online analysis programs to analyze the problems in
human resources.

5. Conclusion

The ACO-GA algorithm is improved and fused by the basic
algorithm. At the beginning of the design, it was designed to
make it take the strengths of the two and promote the weak-
nesses of the two. Through experiments, it is found that this

method can really keep the convergence speed at a high level
in the early and late stages and keep a high stability. There-
fore, in the human resource allocation module, the ACO-GA
algorithm is a successful example of improvement.
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Under the background of the new era, the ideological and political theory courses in universities are the key courses to cultivate
people by virtue. It is very important for college students in their own ideological and political construction and consciousness. At
the present stage, there is little research on the ideological and political current situation of college students, most of them improve
the teaching program from the teacher level, and there is no research on the ideological and political evaluation system of college
students. In order to understand the current situation of the ideological and political evaluation of college students, we will study it
from the two aspects of the school and the society. This paper excavates and analyzes the ideological and political aspects of college
students and those in the society: first of all, the ideological and political evaluation of teachers on large social platforms such as
Zhihu and Weibo and the moral quality and political consciousness of college students in the society. It was then processed and
analyzed using the Python language. Draw the word frequency and word cloud map of the keywords in the evaluation for analysis.
Then, use the text data preprocessing method based on the word frequency statistics law (Data Preprocessing Based on Term
Frequency Statistics Rules (DPTFSR)). Processing the text data and finally conducting the relevant emotional analysis show the
university ideological and political system to understand the ideological and political situation of college students in the new
era and to improve the ideological and political education program according to its performance.

1. Introduction

In some contemporary research on contemporary ideologi-
cal and political education, it shows that it needs to explore
[1] from the perspective of systematic integration in the pro-
cess of promoting the high-quality ideological and political
development of college students. The moral, intellectual,
physical, aesthetic, and labor qualities of college students in
daily life are a manifestation of the ideological and political
consciousness of college students, and the ideological and
political evaluation of college students is influenced by mul-
tiple factors. For example, the attraction of university ideo-
logical and political theory courses to college students is
related to the effectiveness of ideological and political educa-
tion to a certain extent [2]. In the era of smart education,
ideological and political education should be tailored to
things, progressive and new according to the situation

[3–5]. Its difficulty is due to current affairs about the ideo-
logical and political changes of college students, and the
clear perception of this change is teachers. And the com-
ments on social media platforms are [6] for the quality of
ideological and political courses. This is related to the status
of ideological and political construction.

In fact, in the thousands of evaluations, teachers and
society show the ideological and politics of college students
from different perspectives, and extracting useful informa-
tion from a large number of comments is helpful to the
objective evaluation of the ideological and politics of college
students. Therefore, this paper uses the text mining technol-
ogy [7–9] to mine and analyze the evaluation of college stu-
dents and gives reasonable suggestions for ideological and
political education according to the results of the analysis
system. This helps to reflect the recognition of college stu-
dents’ ideological and political courses, college students’
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recognition of teaching programs and content, and the influ-
ence of teachers’ acceptance of ideological and political
courses. First, the text positioned the data objects to be col-
lected and analyzed, and it was found that the question
and answer method of the Zhihu website [10] is very helpful
for exploring the ideological and political evaluation of col-
lege students. Therefore, the data source of this article is
the Zhihu website. Firstly, the crawler technology of python
is used to collect the data of questions and answers related to
the Zhihu website, and then, the data is preprocessed,
because only the most basic word segmentation methods
and stop words can be completed in the current preprocess-
ing stage of literature mining. The utilization of huge data is
also low. Therefore, in this paper, the text data preprocessing
method based on the statistical law of word frequency is first
carried out [11]. Then, after the low-frequency words are
removed in the preprocessing stage, the word segmentation
method and the stop words of the basic data are completed.
The basic data after pretreatment are obtained. Finally,
Python [12] is used again to draw the word frequency map
and word cloud map of the preprocessed data for keyword
analysis, and emotional analysis technology [13, 14] is used
to obtain the social evaluation of contemporary college stu-
dents' ideology and politics. It is found that the evaluation
mainly comes from several aspects, including the sense of
honor of the whole country and society, personal values,
and moral values.

2. Data Collection

Search for questions about topics related to “college stu-
dents’ ideological and political evaluation” on the homepage
of Zhihu. There are about 300 questions, and the number of
answers below each question is more than a few hundred
and less than three or four, and there is a personal evaluation
of this answer below each answer. The number of texts is
very complex and huge, so this paper will choose three
extended topics, such as “contemporary college students’
outlook on life and values,” “contemporary college students’
ideological and political status,” and “current college stu-
dents’ personal moral quality evaluation.” Because these
questions are the direct display of college students’ ideolog-
ical and political consciousness facing the society, they have
a direct and valuable reference for understanding college
students’ ideological and political consciousness. As Zhihu,
Weibo, massive open online course, and other website plat-
forms are the main routes for online comment exchange in
China, this writing platform can freely discuss and publish
its own opinions. Compared with the usual text information,
the text of the website has its unique characteristics, and the
process of its integration and analysis is more complex.
Therefore, it is important to carry out useful means to obtain
and sort out useful information from complex website data.
Zhihu is a question-and-answer website, on which users can
post questions and invite other users to answer. The answers
are not standardized. The class will give comments accord-
ing to their own feelings and thoughts, and other people
can also comment and praise under the reply content of
the respondent to express different or the same views with

the respondent. This model is more friendly and concen-
trated, which reflects the social collective’s reflection on a
certain problem. Weibo is where one person publishes con-
tent and others evaluate his views. And there is a need for
text collection of data as much and detailed as possible; the
model of this platform is very good in line with this demand.
Therefore, this paper will collect and analyze the evaluation
of related topics of “ideological and political evaluation of
college students” in Zhihu.

Due to the wide variety of text mining technologies on
the market, in order to find the text mining technologies
with high efficiency and high accuracy, the three common
mining algorithm technologies first compare the relevant
content classification effect of the ideological and political
evaluation of college students, and the most suitable and
the most relevant one is selected. These three methods are
the simple Bayesian method, K-nearest adjacency reference
classification algorithm, and first-order rule learning. More
mainstream text mining techniques are shown in Figure 1.

To understand how these methods compare different
types of web classification efficiency, the tables in three data-
bases are used. Since the data information of some companies
and schools is externally visible, this data can be used first to
compare the efficiency of several algorithms. First, the data-
base information of several companies and schools was tested
comprehensively, namely, Hoovers28, Hoovers255, and
Univ6. For a single web page, associated words, and marker
language, the results are shown in Table 1.

Then, compare the runtime with similar recall and preci-
sion weight again, shown in Table 2.

The appeal data are plotted as a line of Figures 2 and 3.
These performances are related to the kinds of problems

to be dealt with. For school-related web pages, these three
methods are not very good for classifying single pages, while
for the other two data, the naive Bayes method and K
-nearest neighbor reference classification algorithm are sig-
nificantly less efficient for handling related words and html
titles. Finally, we found that these methods are not applica-
ble to the classification query of Zhihu webpage information,
so we will implement another method next.

After determining the web page to be collected, we will
collect the data in the web page as a web crawler. In general,
there are two ways: one is dedicated crawler software, and
the other is to write a code script in the programming lan-
guage to collect data. In addition, there are many program-
ming languages that can realize the crawler, such as
Python, C++, and Java, while this paper uses simple and
flexible Python to realize the data collection, and the specific
structure framework is shown in Figure 4.

First of all, log into Zhihu to determine the URL of the
three questions: “outlook on life, values,” “ideological and
political status of contemporary college students,” and “eval-
uation of personal moral quality of current college students”,
and check the answers under each question. The data in the
network is basically based on the HTTP protocol, and the
data is generally stored in the HTNML web page tags. The
flow chart of crawler capture on the Zhihu website based
on the ideological and political evaluation of college students
is shown in Figure 5.
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To crawl data, you need to send a Get request to HTTP
in advance, and the server will return a Responde object after
receiving the request. There are many libraries of functions
of methods implementing this request in Python such as
re, urllib, and requests [15]. This article uses the request
library with the GET method in Python. request. get()
obtains the main information of the web page and makes
the GET request for HTTP for obtaining the data through
the specified URL. The full parameters of the Get method
are as Requests.get (url, params=None,∗∗kwargs).

The url is the url connection of the CNKI question
page, params is another data in the connection, and ∗∗
kwargs is the 12 empty visit parameters. Create a request
object that requests content from the server, and return
a request object to represent the server’s response, as
shown in Table 3.

Finally, we saved the data collected by the crawler as an
xlsx format d file for later data preprocessing.

3. Data Preprocessing

In the digital age, the inherent characteristic of text mining is
the scarcity of valuable data. The conflict between a large
number of words and a small number of key features results
in the lack of effectiveness when a large number of useful
information is mentioned and also limits the effect of litera-
ture mining, so it is very important to do a good job of effi-
cient data preprocessing before effective analysis of literature
information. In order to improve the high performance of
the analysis results, the text preprocessing method in this
paper is the text data preprocessing method (Data Prepro-
cessing Based on Term Frequency Statistics Rules

Table 1: Test results for the different algorithms under the three databases.

Attribute
Hoovers28 Hoovers255 Univ6

NB KNN FOIL NB KNN FOIL NB KNN FOIL

Single page 55.1 58.1 31.5 32.5 32 11.6 69.6 83 82.7

Related words 40.1 38.6 18.9 20.4 74.1 86.2

Tagged words 49.2 49 31.8 24 26.9 12.1 76.3 88 86

HTML title 40.8 43.3 28.7 17.9 22.6 11.5 78.6 81.5 86.3

Table 2: Average runtime of the CPU under the three algorithms.

Attribute
Single page Related words Tagged words

NB KNN FOIL NB KNN FOIL NB KNN FOIL

Hoovers28 1.5 5 288.4 2 23 2.3 12 304.3

Hoovers255 3 2.5 315.6 3.5 3.1 3.5 3.9 274.5

Univ6 0.07 0.97 2.8 0.1 2.8 0.27 1.3 10.25

Web text mining

Information
extraction

Information
retrievalClassification mining

Topic
tracking 

Clustering
mining Active summarization

Figure 1: Web text mining techniques.
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(DPTFSR)) based on the word frequency statistical law, and
then, the collected text data is preprocessed by deleting, seg-
menting, and removing stop words. The basic step is to first
initialize the dictionary dict1, dict2, and dict3 and the corre-
sponding storage word frequency of TFn = 1, TFn = 2, and
TFn > 2 counters count1, count2, and count3, define the
word list TermList and the counter word_count, and then
perform the word separation operation and record the word
frequency of each word. Then, classify them according to

different word frequencies, and record the number of words
in each frequency. Then, the data is preprocessed based on
the word frequency statistics; finally, the different word fre-
quency word sets, corresponding total number of words,
and preprocessing list are returned. The following shows
the number of appearances of the same word represents
the number of appearances of the word i in the text docu-
ment TFn, n is how much of the word appears, while TFk
(ti) represents the word frequency of the word ti which is k
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. The number of words at the same frequency is recorded as
NTIFn. Using a set of words {ti} in the document, you can
meet the expression TFk ðt1Þ = TFk ðt2Þ == TFk ðtqÞ = T F k
= T F k = k, so ti is a set of the same word frequency k; the
total number is q. Frequency refers to the frequency pro-
duced in the article and the ratio between the frequency
and the length of the article, expressed as f n = TFn/L. The
word rank is expressed as a TRn. When TFk = TFn, TRk = 1
; when TFk = amoment, TRk = TRn. You can also use Zipf’s

law [16, 17] to push the expression of the same frequency
word number, which is one of the three widely used laws
of computation in the field of text mining techniques [18].

f n∙TRn = K K is a constantð Þ, ð1Þ

TFn ≤ f n∙L < TFn+1, ð2Þ
where K in formula (1) is a nondeterministic value, K

= 1/ðln Ndiff + Þ, changing [19] around a central fluctuation.
The following expression for NTIFn can be derived from

NTIFn =
K∙L

TFn∙TFn+1
: ð3Þ

Put formula (1) into formula (3) to get

TFn ≤
K∙L
TRn

< TFn+1: ð4Þ

Formula (5) is obtained:

TRnmax
=
K∙L
TFn

,

TRnmin
=

K∙L
TFn+1

:

8
>>><

>>>:

ð5Þ

The number of common frequency words NTIFn of the
word frequency TFn satisfies

NTIFn = TRnmax
− TRnmin

: ð6Þ

Finally, the above expression can derive the expression of
the required number of the same frequency words:

NTIFn =
K∙L TFn+1 − TFnð Þ

TFn∙TFn+1
: ð7Þ

Crawler scheduler

URL Manager

HTNL
downloader

HTNL parser Memory

Figure 4: The Python crawler frame.
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Initial URL priority sorting

Getting web content

Is the correlation above
the threshold

Drop web page
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Is the URL queue
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End

Yes

NO

NO

Yes

Figure 5: Network crawler grasping process.
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the number of words of the same frequency, because NTI
Fn does not fully apply to the case where the word frequency
TFn takes any value, because it is based on Zipf’s law, but
Zipf’s law does not well reflect the distribution of words with
very low word frequency. Next, the maximum value method
is used to perfect the expression of TFn = 1, 2 (formula (8))
same frequency words, where TRn and word frequency T
Fn are the corresponding reverse order relationship; the
maximum value is sent to determine TRn; the words rank
the same with the same, and select the largest word rank;
then, the difference between the two adjacent words is

NTIFn = TRn − TRn+1: ð8Þ

And the expression of the number of words with the
same word frequency when the word frequency is TFn = 1
and 2, which are obtained according to the maximum value
method, is

NTIFn =
Ndiff

TFn∙TFn+1
, n = 1, 2: ð9Þ

Ndiff is the total number of different words that appear in
the text document. Then, expression (1) yields

TRnn
=

K
f n

=
K∙L
TFn

, ð10Þ

TRn =
K
f n+1

=
K∙L
TFn+1

: ð11Þ

You can find that the expressions of (10), (11), and (8)
can derive expression (3). Statistical observation of the whole
data shows the results of word frequency and word rank
multiplication approach Ndiff when the word frequency
equals 2.

TRn∙TFn =Ndiff , n = 1, 2: ð12Þ

Combine Ndiff ’s expressions with (8) for

NTIFn =
Ndiff TFn+1 − TFnð Þ

TFn∙TFn+1
=

Ndiff
TFn∙TFn+1

, n = 1, 2:

ð13Þ

Then, the full expression of NTIFn obtained from the
joint same-frequency words (3) and (9) is as follows:

TIFn =

K∙L
TFn∙TFn+1

,  n > 2,

Ndiff
TFn∙TFn+1

, n = 1, 2:

8
>>><

>>>:

ð14Þ

According to the obtained processing method of text data,
the word set of different word frequency and the correspond-
ing total number of word frequency were counted. Then, we
preprocessed the collected word data and finally obtained
the preprocessed data list. Figure 6 presents a text mining flow
chart based on the word frequency statistical law.

4. Mining and Analysis Process of Ideological
and Political Evaluation of College Students

For the data of the ideological and political evaluation text of
college students that has been handled well, the value infor-
mation in the mining and analysis is mainly the analysis of
ideological and political keywords and the analysis of college
students’ emotional tendency. Since the ideological and
political performance of college students can be shown from
several aspects, according to the top 10 ideological and polit-
ical evaluation of college students online, we can see the
social concern for the ideological and political performance
of universities and also reflect the importance of the society
to the ideological and political performance of college stu-
dents from the side. Then, for the positive and negative eval-
uation of college students’ ideological and politics, we
summarize what aspects of the ideological and political con-
temporary universities are missing and what aspects meet
the requirements. Through the comparison of the map, we
can intuitively see the comparison of the two-level ratings.

4.1. Keyword Analysis. The analysis of key words is con-
ducted with word cloud map and word frequency map.
For the preprocessed evaluation data, the Jieba package can
be called out directly after using the word frequency com-
mand to complete the word frequency statistics. Then, the
relatively high words frequently appear in the whole evalua-
tion library, and then, the statistical results of the word cloud
library are used and visualized to draw the relevant word
cloud map and word frequency map, as shown in Figure 7.

As can be seen from Figure 7, in the text data col-
lected, among the words “mission, sense of gain, positive,”

Table 3: Common properties of the response object.

Attribute Describe

r.status_code Return status of the HTTP request, 200 means a connection is successful, 404 means a connection failure

r.context Binary form of the HTTP response content

r.encoding Guess the response encoding mode from the HTTP headers

r.apparent_encoding Response content encoding method derived from the content analysis

r.text The string form of the HTTP response content, the url corresponds to the page content

6 Journal of Sensors
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the most frequently appeared is “positive,” appearing more
than 300 times. It can be seen that the evaluation of ideo-
logical and political college students in the society attaches
more importance to whether college students have the
ideological and moral qualities that can fulfill the mission
of completing the great rejuvenation of the country. This
is also one of the keys to the effectiveness of ideological
and political education in colleges and universities. Sec-
ondly, the most common ones are the “sense of gain”
and the students’ recognition of ideological and political
education in practice and the recognition of ideological
and political courses. It shows that the students’ sense of
gain for ideological and political courses directly affects

the college students’ acceptance of ideological and political
courses and thus forms their value system, as shown in
Figure 8.

As can be seen from Figure 8, the words “mission, feel-
ings, pressure,” and so on occupy a relatively large area, so
the number of occurrence in the social ideological and polit-
ical evaluation of universities is relatively high. It can be seen
that the identity of college students who attach more impor-
tance to the whole country is the key. First of all, we must
have the overall situation before we can see their own times.

4.2. Sentiment Analysis. Classified according to text process-
ing, it can be divided into emotion analysis based on product

Training sample set

Sample word
segmentation

Go-stop words

Sample word
segmentation

Go-stop words

Statistical word frequency
remove words with word frequency

TFn = 1, 2

Statistical word frequency
remove words with word frequency

TFn = 1, 2

Text feature representation

Feature weight calculation

Feature sorting and selection

Text mining algorithm

Training stage

Training sample set

Text feature representation

Feature weight calculation

Feature sorting and selection

Training stage

Text mining
model

Text data
preprocessing

Text mining results

Figure 6: Statistical flow chart of word frequency based on text mining.
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Figure 8: Keyword word cloud map.
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evaluation and emotion analysis based on news evaluation.
According to the classification of the task, [20] can also
include text emotional analysis, emotional retrieval, and
emotional acquisition. The basic process of text emotion
analysis is shown in Figure 9, including the whole process
of crawling of the original text.

(a) Dictionary construction

The establishment of emotion dictionary is the basic pre-
mise and cornerstone of modern emotion classification. At
present, it can be divided into four kinds in real use: general
emotional noun, degree adverb, negative word, and domain
noun. At present, most of the formation of emotional dictio-
naries in China uses the expansion of existing electronic dic-
tionaries to make emotional dictionaries. On the other hand,
English [21], on the basis of artificially establishing seed
adjectives, is used to determine the emotional tendency of
words, thus evaluating the true views of opinions. Zhu
et al. [22] used the repetition of language meaning to obtain
the meaning similarity between the word and the basic emo-
tional related word set and deduced the emotional expres-
sion of the word.

(b) Construction of the tendency calculation algorithm

Based on the meaning of emotional dictionary feature
calculation, it is different from the required practice machine
learning method, mainly using the collection of emotional
words and grammar library analysis of the special structure
and emotional tendency words, using weighted calculation
method instead of the traditional human discrimination or
only using simple statistical method of emotional classifica-
tion. Emotional words with different emotional intensity
are given different weights and then accumulated according
to different weights. Document [23] uses a weighted averag-

ing method (15) calculation, which can help improve the
efficiency and accuracy of emotion classification in special
fields, such as

E =
∑

Np

i=1wpi +∑Nn
j=1wpj

Np +Nn
: ð15Þ

Among these, p and n represent the number of words for
both positive and negative emotions. The wpi is the weight
of the number of words indicating the positive emotions,
and the wpj represents the weight of the number of negative
emotion words, mainly based on the different emotional
intensity given to the words.

(c) Determine the threshold to determine the text
orientation

If correct, the weighted calculation is negative, while the
zero result has no tendency to be positive or negative. The
result evaluation uses the value of accuracy F to summarize
the final results in natural language. As for the combination
of emotion words and compared with the traditional com-
puter learning classification mode, although it is full of
biased classification mode, it is easier to run with the emo-
tion word set after good practice, and the text in the usual
field can quickly classify emotion words.

According to the emotional emotion tendency in the
emotion analysis model, the ideological and political evalua-
tion of college students is divided into positive evaluation
and negative evaluation, and the word frequency statistical
map and word cloud map of positive evaluation and nega-
tive evaluation are drawn. See results (Figures 10 and 11).

As can be seen from the positive word frequency distri-
bution map, for the ideological and political evaluation,
“patriotism, law-abiding” appeared the most times, with
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Figure 10: Distribution diagram of the positive evaluation word frequency.
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more than 200. It can be seen that general people believe that
the basic moral quality of college students is passed. It can be
seen from the negative frequency distribution of negative
words that college students have many bad habits in entering
and leaving the society, which shows that the process of col-
lege students only accepts the ideological course, which is
not implemented into the actual life, which is very unfavor-
able for personal development. Whether it is positive or neg-
ative evaluation is based on the evaluation of college
students “knowledge, affection, meaning, action” dimension
evaluation, from a comprehensive understanding of the
ideological and political performance of college students
from these four aspects.

4.3. Text Mining Comment Analysis. In order to extract
more efficient information about the ideological and political
evaluation of college students, two different methods will
compare the accuracy, precision rate, recall, and F1 mea-

sures. A large number of articles were selected to verify the
efficiency of the two methods.

(a) Data set

This article selects the special topics on ideological and
political evaluation and the ideological and political report.
Among them, there are 21,578 documents in 135 categories.
Documents in eight categories were Acq (1659), crude (405),
earn (2775), grain (773, corn and wheat under grain), interest
(335), money (502), ship (200), and trade (340). The ideolog-
ical and political report is divided into four categories: Comp
(1162), Rec (1190), Sci (1183), and Talk (975); the experiment
is binary in one-to-one categories. The ratio of both the train-
ing set to the test set was 7 : 3, as shown in Tables 4 and 5.

In order to compare more clearly, the accuracy, accu-
racy, recall, and F1 metric of the two models of ideological
and political evaluation thematic data set were drawn,
respectively, as shown in Figures 12–15.

0

20

40

60

80

100

120

140

Procrastinate
Low willpowerSelfish

Confused Complain
Low efficiency Timid

Bad habitsDishonesty

Lazy

W
or

d 
fre

qu
en

cy

Figure 11: Distribution diagram of the negative evaluation word frequency.

Table 4: The performance comparison of the SVM classifier before and after the data preprocessing in the ideological and political
evaluation topic of the data set.

Special topic of ideological
and political evaluation

Traditional SVM model
The SVM model is based on the word frequency

statistics rule
Accuracy
(% )

Precision
(%)

Recall
(%)

F1
(%)

Time
(s)

Accuracy
(%)

Recall
(%)

Precision
(%)

F1
(%)

Time
(s)

Acq 87.89 76.36 70.99 73.58 2279 88.63 78.03 72.53 75.18 611

Crude 94.28 50.61 47.98 49.25 2037 94.55 53.09 49.71 51.34 574

Earn 84.65 84.63 75.02 79.54 2285 86.29 86.99 77.04 81.71 637

Grain 92.94 70.49 61.70 65.80 2196 93.38 72.98 63.22 67.75 605

Interest 94.55 42.75 41.26 41.99 1986 94.28 45.59 43.36 44.45 632

Money 93.92 58.12 54.88 56.45 1959 94.15 59.80 56.74 58.23 553

Ship 96.59 39.74 36.05 37.81 1891 96.72 42.68 40.70 41.67 548

Trade 94.68 45.04 40.41 42.60 2025 94.92 47.73 43.15 45.32 571

Macro average 92.44 58.47 53.66 55.96 2082 92.93 60.86 55.81 58.23 591
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Figure 12: Comparison diagram of F1 measures of the traditional SVM and SVM based on word frequency statistics in the ideological and
political evaluation topic.
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Figure 13: Comparison of the traditional SVM and SVM based on word frequency statistics in the ideological and political evaluation topic.

Table 5: The sexual comparison of the classifier before and after the data preprocessing based on the word frequency statistics law on the
data ideological and political report.

Ideological and
political report

Traditional SVM model
The SVM model is based on the word frequency

statistics rule
Accuracy (%) Precision (%) Recall (%) F1 (%) Time (s) Accuracy (%) Recall (%) Precision (%) F1 (%) Time (s)

Comp vs. Rec 87.50 89.12 85.44 87.24 3647 88.78 90.88 88.89 88.89 953

Comp vs. Sci 75.31 76.09 73.15 74.59 3418 77.87 78.28 77.43 77.43 892

Comp vs. Talk 96.02 96.79 95.899 96.33 4065 96.49 96.73 96.77 96.77 1067

Rec vs Sci 73.58 76.09 69.99 92.91 3734 76.99 74.12 75.88 75.88 981

Rec vs. Talk 83.27 86.25 82.78 84.48 3849 86.00 85.04 86.78 86.78 1078

Sci vs. Talk 76.14 80.04 75.23 77.56 4276 79.19 77.94 80.42 80.42 1113

Macro average 81.97 84.06 80.41 82.19 3830 84.22 82.90 84.48 84.48 1014
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Through experimental comparison, the traditional pre-
processing method cannot solve the problems of the data,
so this paper finally adopts an improved text preprocess-
ing method based on word frequency rule statistics and
then overcome this problem. It can be seen from the fig-
ure that the text data preprocessing method based on the
text mining law is higher than the traditional performance,
and the running time is shorter. Therefore, the preprocess-

ing method based on text mining will be adopted in the
ideological and political evaluation of college students
based on word frequency statistics. And because the
SVM model based on word frequency statistics denoises
low-frequency words during preprocessing, it can greatly
reduce the feature dimension under the premise of ensur-
ing the accuracy of text mining, significantly reduce the
complexity of space-time, reduce the average running time

0

10

20

30

40

50

60

70

80

90

Pr
ec

isi
on

 (%
)

Acq Crude Earn Grain Interest Money Ship Trade Macro
average

Traditional SVM model
The SVM model is based on the word frequency statistics rule

Figure 14: Comparison figure of the traditional SVM and SVM based on word frequency statistics in the ideological and political evaluation
topic.
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Figure 15: Comparison of the traditional SVM and SVM based on word frequency statistics in the ideological and political evaluation topic.
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by more than 70%, and effectively improve the perfor-
mance of text mining.

5. Conclusion

According to the results of the online evaluation and analysis
on the ideological and political evaluation of college students
on Zhihu, the society has both positive and negative ideolog-
ical and political evaluation of college students, and most of
them are rather positive. The positive view gives affirmation
to the moral quality of college students, and contemporary
college students have a good performance in terms of public
moral quality. It shows that students have a high level of
their own knowledge-based cognitive value cognition. The
overall ideological and political evaluation of college stu-
dents is divided into four dimensions, namely, knowledge,
emotion, meaning, and practice. College students finally face
the society, so they should improve the effectiveness of the
quality of ideological and political education from the four
dimensions of knowledge, affection, meaning, and action.
Ideological and political education can not be simply pre-
processed, improve the quality of ideological and political
education of college students in the new era [24], optimize
the ideological and political education team, and accelerate
the construction of the education system. In terms of knowl-
edge dimension, it is believed that college students have
formed their own unique values in the process of school
education, and most people think that it is positively in line
with the characteristics of the times, and the way of thinking
to deal with problems is still more dogmatic. In the evalua-
tion of the emotional dimension, the contemporary college
students are more qualified in the emotional identity, mind
emotion, and self-emotion management and adjustment. It
is generally believed that 70 percent of college students have
a strong sense of family and social responsibility, and a small
number of college students have a weak awareness in this
respect. Then, there is the evaluation of the meaning dimen-
sion. The results show that contemporary college students
have a strong legal concept and abide by the discipline.
And daily life can make good use of the legal thinking ability
to safeguard the rights and interests that are not infringed.
Finally, in the above evaluation, college students lack self-
regulation and self-development. Although the general
moral quality of college students is good, in the face of per-
sonal cognition, development is relatively confused. The
evaluation shows that 80% of college students' self-regula-
tion ability is not very good, they have not made their own
life planning, they are in a confused state after graduation,
their behavior habits, behavior ability, and behavior are in
the primary stage, their thinking is generally not very
mature, and the law of life is also very irregular, which is
closely related to the daily development of students in
school.
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The experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Rapid updating and complex network means bringing more development opportunities for the education industry. As for
ideological classes and political science at colleges and universities, how to use sophisticated online technology to educate and
educate ideological and political classes and improve the formation of ideological and political classes has been a complex
theory in the education industry in recent years. Complex network is an abstract representation of complex systems in the real
world, with broad research value and application prospects, and has many advantages in complex network research, with
interpretability, expression ability, generalization ability, flexibility, etc., and has been used in various network analysis tasks,
such as community discovery, link prediction, network representation, and political learning. The second part of this article
focuses on (1) the concept of ideological education, (2) the advantages of ideological education, (3) the contradiction of the
mode of ideological education, and (4) how to innovate ideological education. The third part proposes the basic characteristics
and models of complex networks and proposes the emergence of fractal structures. The fourth part analyzes complex network
models in detail and compares the number of points and sides of the real network with the respective irregular networks,
indicating that the real world is not fully defined or completely irregular, and that the real network has the nature of a small
world and a high-quality cluster. The key factors of complex networks applied propose theoretical and political education and
ultimately influence theoretical and political teachers and students in the complex networks examined through empirical
questionnaires. He proposes that large universities should be able to use a network environment to promote ideological and
political education.

1. Introduction

In this paper, the synchronization characteristics of rela-
tive oscillators present an understanding of the effective
methods of modules in complex networks. The perfor-
mance of the algorithm has been tested on known
computer-generated and real networks, especially when
the module elements are very mixed and other methods
are difficult to detect [1]. The purpose of this paper is to
apply the theoretical knowledge and empirical develop-
ment of complex network literature to the background of
adaptive systems, to promote the development of supply
chain theory; the author hopes to reflect the complex net-

work characteristics of the real supply chain, in order to
develop a suitable supply chain network theory; the author
hopes to reflect the characteristics of the complex network
model with the real supply chain. Design/Methods/Meth-
odologies - the author reviews the complex web literature
of multiple disciplines extracted from top scientific jour-
nals [2]. As can be seen from the undirected network dia-
gram, these seismic networks are small-function networks
without scale, distribution of electrical rule links, high
increase factors, and a small average length route. It shows
that the network’s current methods show the complexity
of sewed activity in new ways [3]. According to the docu-
ment, in complex networks, “rich club pregnancy” means
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that high knots are more closely related to shallow knots.
The presence of this behavior may reflect interesting and
advanced networking features, such as hub failure resil-
iency. In complex networks, “rich club events” mean that
high joints are more closely related than fewer joints [4].
In large, complex networks, the scale-free feature evolves
through the process of self-organization, more precisely
is the priority dependency. New network nodes will con-
nect to other already well-connected nodes. Movement in
the network is efficient because traffic is mainly directed
at angles that are too tightly connected and concentrated,
so the diameter of the network is small [5]. This article
introduces a complex network that describes how organi-
zations in the system interact. The structure of these net-
works is believed to influence processing. Clustering
Factor C, a network structure measure, measures how
close nodes are. It has also been suggested that the net-
work structure affects a wide range of memory-related
information processes, such as word memory, long-term
memory, and short-term memory [6]. This article is essen-
tially done through activities aimed at human develop-
ment. It is a humanities discipline characterized by
typical humanities and is essentially carried out through
activities aimed at human development. It is a humanities
discipline characterized by typical humanities [7]. The arti-
cle suggests that environmental civilization openly presents
the entire process and aspects of students’ theoretical and
political education as an important place for the creation
of knowledge and talents. To improve the environmental
education of students and to promote environmental
knowledge, some effective measures need to be taken,
fighting for the current situation of environmental educa-
tion in professional schools [8]. This information tells us
that by continuing to improve technology, internet com-
munications have entered the lives of college students.
Cyber and political studies of college and university com-
mentary create political and political knowledge on the
Internet by illustrating the difficulties the Internet will
face. This article discusses different political views and
online learning. Therefore, the full use of the program is
now a public, socialized, and political orientation, as well
as improved academic and political education [9]. The
paper concludes that “opposing classrooms” are new con-
cepts and models that can be used to enhance the attrac-
tiveness and participation of political education in
political and ideological learning. Classrooms centered on
“teaching” have become classrooms centered on “learning,”
the interaction between form and content, and the reform
of assessment methods has changed, and the teaching
activities of political ideology education have changed; stu-
dents can turn passive recipients into active researchers,
and teaching activities are more interactive [10]. This
paper proposes that in a rapidly changing society, the pur-
pose of ideological and political education shows a
dynamic development, and the reversal conflict between
the “educated” and the “educated” gradually intensifies.
Putting aside the thinking of social one-way influence,
social interconfiguration theory places individuals and
groups, socialized subjects, and objects at the level of

equality and mutual structure, and transforms reversible
conflicts into positive and harmonious changes, which
has far-reaching significance for the innovation of ideolog-
ical and political education subjects [11]. The author
points out that while interpreting educational values, there
is a trend of applying rationalist and functionalist theories
at the same time, and the research model of moral educa-
tion is developing in the direction of positivism. The
author believes that in a multicultural environment,
emphasizing the cultivation of moral cognitive ability
belongs to the “third way” in Western moral education
theory. So the study of significance and progress became
very important [12]. This paper is not optimistic about
the network environment in colleges and universities. To
improve it, we will adhere to the principles of integrity,
positivity, positivity, and participation, change the old con-
cept of ideological and political education. In colleges and
universities, students are encouraged to make independent
choices and decisions, create ideological and political edu-
cational websites and networks, create teaching models
with Internet federations, develop relevant programs, man-
age the network environment, ideological, and political
educational groups, and improve the overall quality of col-
lege students [13]. This article emphasizes that under new
circumstances, ideological and political teachers should
fully understand and fully utilize the positive opportunities
created by the new media, abandon their ideas and find
new ways and ways to do ideological and political work
in the sector of new media, and increase the efficiency of
ideological and political education [14]. The article sug-
gests that the introduction of populist thought into the
theoretical and political education of leading colleges and
universities is crucial for promoting and improving theo-
retical and political education in secondary schools and
universities and for the growth and development of stu-
dents. The document addresses the main ideas of ideolog-
ical and political education to the public in colleges and
universities and recognizes that people’s objective sense
of ideological and political education in schools and uni-
versities should include caring for people, developing peo-
ple, and serving the people [15].

2. Content on Intellectual and
Political Education

2.1. The Concept of Intellectual and Political Education. The
concept of self-esteem for students accepts the concept of
ideology as an important part of education, explores the
right perspective on global life and values, and explains your
mission to make modernization a reality. Teachers should
create good conditions in using all factors to create a healthy
development environment for college students student
height. Education of ideological and political standards in a
rich and diverse spiritual and cultural life, promote aware-
ness and social responsibility, adhere to the norms of fair
expression in society, and properly demonstrate and apply
the correct concept of China’s great national spirit in teach-
ing about collective and socialist love.
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2.2. Advantages of Ideological and Political Education. In the
Internet era, information content presents diversified trans-
mission characteristics, and along with various types of
information resources, foreign culture and local culture will
also form a certain collision; this would make it difficult to
teach traditional and political ideas. After students are
exposed to the network environment, they are surrounded
by all kinds of complex and comprehensive information,
and the negative impact of some content, if it penetrates into
the depths of students’ ideological consciousness, will inevi-
tably affect their learning confidence and values. For exam-
ple, foreign hedonism, and egoism, the impact of cultural
origin will make students have a wrong perception of the
ideological level. This requires in the development of intelli-
gence, politics, environmental education, student reading,
education development laws, etc., creating a comprehensive
and effective curriculum that ensures all forms of pregnancy
education based on the impact of expected education and
politics.

2.3. Correctly Understand Ideological and Political
Education. First, for the traditional concept of education,
teachers should learn from a position of strength in them,
build an ideological and political education system, and
focus on developing unique talents, transforming and polit-
ical education. Education in talent training plan. Second,
colleges and universities need to allocate independent class
hours and credits to ensure their effectiveness, help college
students form excellent moral character, make them a talent
who abides by professional ethics, and lay a solid foundation
for the improvement of their comprehensive ability. Third,
in the process of educating people, people should ensure
the close connection, and after studying Marx’s practical
teaching, strengthen students’ political consciousness and
enable them to shoulder the glorious mission of building
the country. Teachers should lead practical activities with
socialist core values and devote themselves to cultivating col-
lege students with advanced ideas and firm political stances.
In accordance with China’s basic national conditions and
international political situation, we should scientifically
innovate the teaching mode of ideological and political prac-
tice. It accurately locates the value and goal of talent training
and optimizes the practice link along the right direction and
path. The education classroom should become an important
place for students to absorb advanced concepts and to con-
duct in-depth discussions and practices on relevant cultures
and theories. Teachers should handle the relationship
between various teaching elements, and the subject and
object should participate in practical teaching activities with
correct role positioning, emphasis on progressive nature and
focus on modernizing the ideological and political classes.
Truly nurture talent with the spirit and ideas of today’s
pioneers.

2.4. Contradictions in the Ideological and Political Education
Model. At the present time in developing teaching objectives,
using teaching methods and methods, college students pass
exams, and a current curriculum is more developed by col-
leges and universities in terms of student evaluation. In addi-

tion, teachers give assessment standards to students, which
have nothing to do with teaching and practice; students
themselves have learning goals, ignoring the importance of
conceptual curriculum, the effect of open thinking. Political
education is also down sharply. In real education, it is not
enough for everyone to know ideology and moral education,
lack of learning objectives, and empty teaching makes stu-
dents’ ideological and political knowledge excellent and
instructive. Conflict in the current curriculum.

2.5. Innovative Ideological and Political Education Methods.
Traditional academic explains students’ thoughts and
behaviors through data analysis, and in the world of big
data, grades are provided by data. Research and research
are carried out to ensure the accuracy and effectiveness of
student analysis. Universities are necessary to find out what
kind of ideological need more according to big data and
adopt educational methods that are more in line with stu-
dents’ favorites, such as pictures, videos, or other websites,
and push them to students. In addition, universities can
also use big data to predict education, track students’
thoughts and behaviors in real time through data analysis
results, and predict their future trends, for example,
teachers can analyze students’ thought changes through
high-click rate hot news on the WeChat platform, and inte-
grate them into the teaching content, more targeted adjust-
ment of lesson preparation content, change the way of
education, when chatting with students, it is found that stu-
dents have great interest in the current Syrian war, but also
have a lot of doubts. Therefore, teachers can develop a
teaching courseware based on the Syrian war, through
which students understand that the strength of the country
can directly determine the future of the country and the
damage of the war to the country and the family. Through
big data to collect the latest trends in the war and the views
of people from all walks of life on the Syrian war, and
combined with the classroom content to tell the teachers’
personal views, students can more deeply feel the happiness
of living in China, a peaceful country, and the sense of
responsibility of a strong teenager and a strong China. It
is improved by using great information to reform ideologi-
cal systems and by moving away from traditional
educational models through self-awareness. The rapid
development of the Chinese economy has raised the stan-
dard of living and increased the importance of society for
education. And the era of the big data has entered the
global economy. The gradual growth of science and tech-
nology has led to innovation. In recent years, the approach
to talent development in colleges and universities has pro-
vided opportunities for theoretical and political education
for universities and colleges, as well as facing many
challenges.

3. Fractal Characteristics of Complex Networks

3.1. Fundamental Properties of Complex Networks. To study
complex network G, (1) Complex structure: The core feature
of a complex network is that the structure is complex, and
any network component is randomly intercepted, and the
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number of nodes is huge. (2) Network evolution: It is a study of
professional data that actually have evolutionary functions. (3)
Node diversity: In the complex structure of a complex network,
each node can represent any kind of thing. Complex topological
network features, such as the humblemedium cluster multiplier
and network diameter, can act as feature surveyors. The map-
ping relationship between the exhaustion vector and the net-
work is bidirectional complex and inverse, and if the complex
network G is transformed T, a new function vector can be
obtainedμ!T . You can do this by studying the degree of change

in the function vector Δμ
! = μ

! − μT
�! to dive into complex net-

works. In a directed network, the number of distances directly
associated with the group is defined in a balanced instrument,
in the middle group provided for the sum of all things in the
network, which is clearly expressed as (k).

ki = 〠
n

j=1
aij,

<K> = 1
N
〠
N

i=1
ki =

1
N

〠
N

i,j=1
aij:

ð1Þ

If the difference between classIand levelJis the shortest form
of two sets of connections, and the same communication length
is described as two hundred lengths, plus the road is the same as
two hundred different areas, which can be sued the average
length of thev.

L = 1
1/2N N − 1ð Þ〠i≥j

dij: ð2Þ

The network diameter is the maximum distance between
each network node between two network nodes, or ·

D =max
i,j

dij: ð3Þ

A degree k for the definition of clustering coefficient C of
node i

Ci =
2Ei

ki ki‐1ð Þ : ð4Þ

There into Ei = 1/2∑j,kaijajkaki. Connect to ki nodes in
existing lands or neighbor pairs.

Degree distribution of unconventional networks Pk,
defined as a very randomly selected probability of a degree
of network of Pk. The most common and important proba-
bility distribution is the normal distribution, and the com-
mon hypergeometric distribution, binomial distribution,
and Poisson distribution can be regarded as discrete forms
of the normal distribution under certain conditions. These
distributions are usually symmetrical by methods, such as
the length of a person. The distribution of personal wealth
has a long tail, and this distribution is called a long-tail dis-
tribution. Unlike the normal distribution, the long-tailed
distribution does not have a certain degree of characteristics,

so it is called a rowless distribution. In a mathematical sense,
the curtain rate distribution is the only long-tail distribution
without scale features, i.e.,

P kð Þ ~ k−γ: ð5Þ

There into γ>0 is the curtain index, usually taken
between 2 and 3. To handle noise in phase distributions,
plotting a cumulative scale distribution is a common
smoothing method, i.e.,

pk = 〠
∞

k′=k
P k′
� �

: ð6Þ

If the network level is the distribution of the screen rate,
the cumulative distribution of the western digital level
roughly corresponds to the distribution of the screen rate
of the screen indicator.

3.2. Basic Model of Complex Networks

3.2.1. Random Graph. The ER random graph model is a W
option P connection between n isolated nodes. At the time,
the random graph has the following appearance or phase
transition attribute: whether almost every irregular graph
has any attribute (such as a connection) for every common
probability, or almost every irregular graph has this
attribute.

The average degree of the ER random plot is <k > = pð
N‐1Þ. The average path length is sufficient LERα∝ ðln NÞ/
ln < K > . It has a smaller global feature, but grouping is a
coefficient. This means that the random ER chart has no
clustering attribute. The approximate random distribution
of the ER planning phase is approximately the Poisson dis-
tribution:

P kð Þ = n, kð Þpk 1 − pð ÞN−K ≈
<k > ke−<k>

k!
: ð7Þ

3.2.2. Network Model. Complex networks provide a small,
global WS model that establishes the probability that E ran-
domization will reconnect to each edge of the nearest neigh-
bor network. Obviously, depending on a fully regulated
network, it can be done by adjusting the c value from fully
accepted small-world model WS is

Ci =
2Ei

ki ki−1ð Þ
: ð8Þ

The WS is a unified or exponential network; the small-
world model was first demonstrated experimentally by
Stancy Milgram in the 1960s as a sociological problem,
and, i.e., it is possible to pass messages from one person to
another in society through the transmission of an average
of 6 people and to explain the structure of the display rate
distribution mechanism, the scaleless BA model takes into
account two important network constraints: network range
and preferred communication. Ba’s mismatch model
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structure algorithm is: whenever a new node enters the M
node network, it is linked to an M node and connected to
a connected probability node category, after step T . The edge
of the MT BA node is generated by the scaleless BA model,
its average path length. The average path length L is another
important parameter of the network. For most real-world
networks, regardless of size, the average path length is gener-
ally small.

L∝
log N

log log N : ð9Þ

Illustrate that the network model is also small world. Its
clustering coefficient is

C = m2 m + 1ð Þ2
4 m‐1ð Þ ln m + 1

m

� �
−

1
m + 1

� � ln tð Þ½ �
t

2
: ð10Þ

The average aggregation coefficient in this article is the
same as that of the BA network model, so the number of net-
work nodes m can be used as the abscissa and the network
scale can be used as the ordnance.

The degree distribution of the BA network model can be
obtained by the principal equation method. The BA network
model is the BA network evolution model first proposed by
Barabasi and Albert.

P kð Þ 2m m + 1ð Þ
k k + 1ð Þ k + 2ð Þ ∝ 2m2k−3: ð11Þ

3.3. Fractal Structure of Complex Networks. In fact, complex
systems have many freckled structures and complex net-
work learning, where complex systems also have worrying
abstract features? At first, people were skeptical of the prob-
lem, because the most common symptom of fragmented
objects is self-probability at the magnitude of change, and
this metaphor requires the realization of an energy-rights
relationship. However, complex networks often have a
small global dimension, i.e., network quickly connects to
the diameter of work, rather than the expected power-law
relationship. Why is the power-law relation so important
in the same problem of separate shapes? Academician
Zhang, a famous Chinese scientist, elaborated on this:
“The growth process and emergence of its own uniform
structure can be concentrated in the simple embodiment
of the power law, which is an important state of self-devel-
opment, under its domination, the system can maintain a
smooth evolution and development, the level of its own
structure is uniform, and the fractal dimension or relative
index is the evaluation criterion of the system functio-
n.”Until 2005, Song et al. extended the rearranging group
analysis method and the box coverage method in fractal
theory to the study of complex networks, and found that
a large number of real networks have self-similar structures
on all long indicators, indicating fractal characteristics, thus
eliminating doubts about this theory. The purpose of the
reconstructed group analysis method is to change the

observation scale and obtain quantitative changes in an
individual. For example, suppose that the purpose of the
reconstructive swarm analysis method is to change the
observation scale to obtain a value of p, expand the obser-
vation scale to twice the original, and once again measure
the value of the physical quantity to h, using the appropri-
ate scale change2 f such that p and h have the following
conversion relationship:

p′ = f hð Þ: ð12Þ

f subscript 2 indicates a tripling of the scale of observa-
tions, and if the proportion of observations is doubled
again, the relationship is as follows:

p′′ = f p′
� �

= f2 · f2 hð Þ = f4 hð Þ: ð13Þ

As can be seen in the definition of the analytical
method of the recombinant group above, this is closely
related to the decentralized image. Fractals have the charac-
teristics of “no change after scale changes,” and it can be
said that shapes that can still retain their original state after
group reorganization are fractals. Song et al. generalized the
method of box superposition in fractal geometry into com-
plex networks, which included the process of reformulating
the network. The specific implementation step is: the total
length of the given box is denoted as LB. calling it all sets
of boxes in this group. The distance between any two nodes
in this series collection is less than LB. Each box is then
treated as a new node (if there is at least one end between
nodes in different boxes, there is a connection edge between
the new nodes), creating a new network that reuses the box
length on this new network LB. The box covers the net-
work, repeating the above process until it becomes a single
network node. After in-depth derivation and empirical
analysis of some current complex networks, Song came to
four important conclusions: the minimum required NB
With box size LB Power-law relationship:

NB ≈ LB
−dB : ð14Þ

The power of the network degree distribution means
that during the reorganization process, the allocation capac-
ity of the network class will remain unchanged. Remember
the degree of the node, that is, k is the degree of the net-
work node after rearranging, and there are:

p kð Þ ≈ k−γ ⟶ p k′
� �

≈ k′
� �γ

: ð15Þ

The degree k of the box (new node) after reordering can
be met with the maximum contained in the box without
reordering.

k′ ~ S LBð Þk: ð16Þ
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There into SðLBÞ with the size of the box LB satisfies the
meditative relationship.

S LBð Þ ≈ LB
−dk : ð17Þ

There into dk called the box index.
Box index , power exponent, and kernel dimension of

the network degree distribution dk satisfy

γ = 1 + dB
dk

: ð18Þ

These conclusions indicate that complex networks have
self-similar structures and fractal features. Exposing the
fractal features of complex networks once again gives peo-
ple insight into the beauty of complex network searches,
while also giving people a new perspective to better under-
stand and understand the topological characteristics of
networks. In fractal geometry, fractals are generally consid-
ered to be indistinguishable from autographic similarity. In
fractal geometry, fractals are generally considered to be no
different from automatic similarity. However, fractal and
autosimilar in complex networks are two different con-
cepts, where autosimilarity refers to the scale invariance
of the reconstructed network, and fractal characteristics
mean that the size of the box is power law in the smallest
number of boxes required to cover the entire network.
Gallos et al. studied the autosimilarity of complex net-
works and found that even complex networks without
fractal features may exhibit self-similarity properties after
reformulation.

3.4. Emergent Research on Fractal Structures of Complex
Networks. Since there are many truly complex networks,
the self has similarities and fractals. So how did fractal struc-
tures come about? What is the relationship between fractal
structures and small-world phenomena, such as small-
world events and scaleless properties? Scientists are inter-
ested in these questions. First of all, the strong isolation of
network nodes led to the emergence of fractal structures.
According to the proposal of the Dynamic Growth Model
(DGM), the dynamic growth process of DGM can be seen
as a reversal of restructuring. The model k creates fractal
and nonfractal networks, the original node of the query node
with the degree of & at the size scale of i-time, and the new
node of mib (black node) added at t + 1 moment and con-
nected to the initial node. It can be calculated that the math-
ematical framework of DGM is as follows:

N tð Þ = nN t − 1ð Þ, ð19Þ

~k tð Þ = s~k t − 1ð Þ, ð20Þ

L tð Þ + L0 = a L t − 1ð Þ + L0ð Þ, ð21Þ
there into NðtÞ of nodes in the network representing t-time,
kðtÞ represents of a node at t-time, and Z represents the
diameter of the i-time network, which can be recorded as

the initial network diameter. The value of n has nothing to
do with e, and n = 2m + 1 is reasonably deduced from the
iterative process.

4. Complex Networks Are Key Factors in the
Application of Ideological and
Political Education

4.1. Classification and Model of Complex Networks

4.1.1. Small-World Network Model. Experimentally demon-
strated most of the real networks on the world have the
shortest path of the small-world network, and the focus coef-
ficient is relatively large, as shown in Table 1. However,
when the rule network has focus, the average path is rela-
tively large. So the small-world network has the nature of a
small world, and the aggregation coefficient is very small.
In this paper, a preferential small-world network model is
studied, based on which the relationship between the syn-
chronization ability of the network and the various geomet-
ric features in it (such as the cluster coefficient, the degree
distribution, and the median number) is studied in detail.

The subscripts calculated in the network model are arbi-
trary, and the number of points and edges of the actual net-
work can be compared to this random network to see real
work has high cluster coefficient properties. Visible and sto-
chastic networks do not accurately characterize the actual
network and show that the.in the years of important break-
throughs in complex network research, proposed a network
model that is both small world and high aggregation, ran-
domly configuring network shortcut networks between con-
ventional networks and random networks, and connecting
each edge of the rule network to new nodes large cluster
coefficients, both the rule network and the random network.
In each particular case, a rule network and a random net-
work are special cases of networking.

4.1.2. Scaleless Network.While small-world models may rep-
resent small world and high aggregation in the real world,
theoretical analysis suggests that a degree of nodes is still
exponential. Empirical results show that the degree distribu-
tion described by power-rate distribution for most large real-
world networks can be relatively accurate. This is shown in
Table 2.

The subtext and the ratio of external distribution
power (in) degrees show that most networks have capital
in the distribution of rank. It represents the average path
length calculated from subscripts and real networks, sto-
chastic network models, and network models, respectively.
The power-rate distribution does not have the peak of the
exponential distribution, most nodes have only a few con-
nections, there is no feature scale in the random network,
and it can be said that this degree of distribution for the
network has the power rate of the network characteristics.
Explaining the network mechanism, Magic and got the
network model, claiming the first are constantly con-
nected, and the second means that new nodes enter, and
it is best to choose nodes of degrees in the connect. In
addition to determining the sample algorithm and the
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simulation analysis, they obtained the analytical solution
using the mean field strength method in statistical physics,
for which the results showed that after a sufficiently long
evolutionary period, the volume distribution of the net-
work no longer changed over time. The degree distribu-
tion is stable to an exponential power-law distribution.

4.2. Students Hope that Network Resources Will Be Used in
the Teaching of Ideology and Politics. From Figures 1 and
2, it can be seen that students have high expectations for
the use of network resources in political classroom teaching,
and even indicate that the use of network resources to teach
will increase their preference for the course. Therefore,
teachers of science point of interest of students and intro-
duce the Internet into the classroom to cultivate the core lit-
eracy of ideological and political science.

4.2.1. Ideological and Political Teachers Have a High Degree
of Attention to the Internet. Teachers in science and thought
classes pay more attention to opinion than students, so they
focus on the political elements of public events the most.
What this shows is that teachers in science and political
classes are generally somewhat sensitive to political
consciousness.

4.2.2. Ideological and Political Teachers and Students
Recognize the Value and Impact of Networking. According
to Table 3, science generally believes that online public opin-
ion will greatly affect students’ ideological concepts, because
it has become an important task to educate students on pub-
lic opinion in the teaching of political science. According to
the figure, 60% of teachers believe that the teachers of the
high school political science class before the network public
opinion have realized that the use of network public opinion
resources in classroom teaching is not only important but
also of great value.

4.2.3. Ideological and Political Educator Are Less Willing to
Resort to Complex Networks. Educators in school not only
undertake of inheriting the fine moral character of the Chi-
nese nation and the moral quality of the new era. At present,
the network + technology of school widely used, many ideo-
logical political workers in colleges and universities are
affected by their own quality level and are unwilling to
deeply use the Internet relevant education and teaching
work, which also affects the overall work. Through the inves-
tigation of the understanding and application of Internet
technology by science class, as shown in Table 4.

The results of Table 4 show 28% of those who “know,
often use,” 60% of those who “understand, but do not often
use,” 10% of those who “do not understand,” and 2% who do
not understand at all. Although many teachers have solid
professional knowledge of master Internet-related operation
technology, they are reluctant teaching complex networks.
In the face of emerging problems, colleges and universities
will also actively introduce relevant talents to make up for
the vacancies work and will also actively organize politicians
who are already on the job to receive training activities on
Internet knowledge.

4.2.4. The Entertainment and Fragmentation of Complex
Networks Have a Great Impact on the Ideological and
Political Education of Colleges and Universities. The content
of ideological and political education in colleges and univer-
sities itself is a complete knowledge framework, there is an
inevitable. Carried out based on the Internet shows the char-
acteristics of fragmentation, which will split the complete

Table 1: Actual network small-word phenomenon.

Network Size <k> L Lrand C Crand
https://www.sitelevel/ 153,127 35.21 3.1 3.35 0.1087 0.00023

Internet, domain level 3,015-6,209 3.52-4.11 3.7-3.76 6.18-6.3 0.18-0.3 0.001

Movieactors 225,226 61 3.65 2.99 0.79 0.00027

MEDLINE, co-authorship 1,520,251 18.1 4.6 4.91 0.066 0.00005

Math.co-authorship 70,975 3.9 9.5 8.2 0.59 0.000054

E. coli, reaction graph 315 28.3 2.62 1.98 0.59 0.09

SilWoodParkfoodweb 154 4.75 3.4 3.23 0.15 0.03

Workds, synonyms 22,311 13.48 4.5 3.84 0.7 0.0006

Powergrid 4,941 2.67 18.7 12.4 0.08 0.005

C. elegans 282 14 2.65 2.25 0.28 0.05

Table 2: Scale-free of the actual network.

Network Size <k> γout γin Lreal Lrand Lpow
WWW, site 325,729 5 2.45 2.1 11.2 8.32 4.77

Internet, router 150,000 3 2.4 2.4 11 12.8 7.47

Movieactors 212,250 29 2.3 2.3 4.54 3.65 4.01

SPIRES, co-authors 56,627 173 1.2 1.2 4 2.12 1.95

Math.co-authors 70,975 120 2.5 2.5 9.5 8.2 6.53

E. coli, metabolic 778 7 2.2 3.4 3.2 5.1 1.5

S. cerev, protein 1870 2.39 2.4 2.4 1.2 3.2 2.89

Citation 783,339 9 3.5 6 2.3 1.7 4.4

Phone call 111 3 1.2 2.1 2.1 5.2 2.1

Word, co-occurrence 460,902 70 2.7 2.7 3.0 2.1 5.3
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knowledge system, or let students re-learn some key knowl-
edge, which will also have some adverse effects on the devel-
opment of students. Table 5 is a survey of the impact of that
on content, and the survey 78.2% of people believe that has

weakened the impact of ideological and political education,
and 12.7% of people believe that Internet + technology has
enhanced ideological and political education and has a great
impact.

4.2.5. The Degree of Influence of Online Ideological and
Political Education. Because of limited time available to
complete the survey online, we compiled a total of 33
questions. Of these, 27 were about choice, respondents’
ideological values, and ideal attitudes. There are 6 selection
questions, mainly related to students’ work in networking
and political ideology education and outcome evaluation;
The setting question is closely related to the topic of the
article, which provides an appropriate basis for the content
of this chapter. As shown in Table 6, of the 1145 students,
52.22% were male and 47.78% were female, and the male
and female samples were relatively moderate in terms of
gender; in terms of grade distribution, 21% in freshman
year. This figure is also relatively average. Students rely
heavily on the Internet during their daily internet access,
and the survey surveyed 1,145 students with varying
degrees of Internet access. For the time spent on the Inter-
net every day, the proportion of people who spend 0-2
hours is 1.59%, the proportion of people who spend 2-4
hours is 12.47%, the proportion of people who spend 4-8
hours is 29.88%, and the proportion of people who spend
more than 8 hours is actually 52.47% of the total popula-
tion. It can be seen in Table 6 that the current Internet
world has a huge attraction to students, and there is also
a huge temptation on the Internet, and the inability to
control their behavior and the lack of ability to resist
temptation are also important factors that cause students
have time on the Internet every day, which shows that it
is of great significance to use effective online.

4.3. Data Analysis on Students’ Ideological and Political
Education Teaching Objectives. In the first part, students
know little about the purpose of the lesson before class. As
Figure 3 shows, during your learning process, the system
asks you, “Do you have a clear understanding of the learning
objectives of this lesson before each lesson begins?” At the
time, 155 of the 565 respondents said they regularly under-
stood the academic goals of each lesson, 27.43% said they
sometimes understood the teaching goals of each lesson
clearly, and 50.97% said they never knew the educational
goals of each lesson. “Can you clearly understand the atten-
tion and difficulties of any political education?” Of the 565
people who often clearly identified teaching problems, 104

65%

32%

Largely
To some extent,
it will

There will be
almost no impact

Figure 1: Whether network resources affect students’ liking for
ideological and political education.
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Figure 2: People’s attention to ideological and political education.

Table 3: Teachers and students feel the influence of network
politics.

The influence of the
Internet on ideological
politics

The impact
is very large

The impact is
generally
large

Almost
no

impact

Number of students 50 45 5

Percentage 50% 45% 5%

Number of teachers 60 25 15

Percentage 60% 25% 15%

Table 4: Survey of teachers’ understanding and application of
network technology.

Whether to borrow the network Number Proportion

Understand, use often 70 28%

Learned, but not used often 150 60%

Do not understand, rarely use 25 10%

Do not understand, do not use 5 2%

Table 5: Degree of influence of network technology on ideological
and political education.

The degree of influence of
network technology on ideological
and political education

Number Proportion

Cripple 860 78.20%

Intensifier 140 12.70%

I do not know 100 9.10%
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asked. 18.41%, 311% said that people can clearly identify
problems in teaching from time to time, which is 55.04%.
150 people never knew the teaching difficulties, accounting
for 26.55%.

This experiment is a questionnaire survey of the teaching
what goals do you pay more attention to in the three-
dimensional goal? At the time of the survey, 36 of the 44
teachers surveyed said that it was more important to achiev-

ing their knowledge goals, accounting for 81.82%. As shown
in Figure 4, the question in this survey is: Why are your
political teachers more important in their goals? Of the 565
people surveyed, 374 said that teachers paid more attention
to classroom knowledge transfer, accounting for 66.19%,
20 said teachers paid more attention to training ability,
accounting for 3.54%, and 59 said that teachers paid more
attention to teaching teachers, accounting for 10.44%.
Teachers are more likely to help create the right values in
teaching, accounting for 19.82%. For most teachers in polit-
ical science training courses, the data show that bachelor’s
degrees place great emphasis on imparting knowledge to stu-
dents in teaching, and a small number of teachers move
away from educational philosophies and begin to focus on
fitness goals, targeted abilities of procedures and methods,
and an understanding of the value of effective behavior.

As shown in Figures 4 and 5, the survey question is “Can
we better understand the basic principles of Marxism, the
course of Marxism, the course of Marxism, and the theoret-
ical achievements of political science?” At that time, 230 of
the 565 respondents said that they had an in-depth under-
standing of related knowledge accounted for 40.71%, 318
respondents said that they had a basic understanding of
related knowledge accounted for 56.28%, 15 people said that
they did not know much about knowledge accounted for
2.65%, and there was almost no understanding of related
knowledge. So from the data, most students have an under-
standing of politics.

5. Conclusion

In network technology, the number of people using complex
network technology is expanding, of which young students
occupy the main position, and young students are the
objects of that technology + era. However, there is a contra-
diction between the high demand for college students to seek
self-worth recognition and growth and development in
complex networks and the insufficient supply of students.
The construction of online carriers lacks the tracking and
application of new technologies, the integration between dif-
ferent platforms is not enough, and the interactivity and user

Table 6: Degree of influence of network ideology and politics on students.

Variable content Category Number Percentage

Gender
Man 598 52.22%

Woman 547 47.78%

Age

Freshman 247 21.60%

Sophomore 235 20.49%

Junior 238 20.74%

Senior 195 17.04%

Graduate student 230 20.12%

The length of time spent online each day

0-2 hours 59 5.19%

2-4 hours 143 12.47%

4-8 hours 342 29.88%

More than 8 hours 601 52.47%

0
500

1000
1500
2000
2500
3000
3500

Often Occasionally Never

Can you clearly understand the difficulties of
each political lesson?
Do you have a clear understanding of the
teaching objectives of each political lesson?

Figure 3: Whether students are clear about the teaching objectives
and difficulties of this lesson before class.

66%4%

10%

20%

Impart knowledge
Get the method

Develop competence
Establish the right
values

Figure 4: Students’ views on the purpose of teaching by teachers.
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This study is aimed at improving the utilization efficiency of resources and enhancing the experiments’ effect of various composite
membrane research. Firstly, the meaning and preparation process of Metal-Organic Frameworks (MOFs) are discussed. Then, the
theoretical knowledge of fusing machine learning and multisensor technology is outlined. Finally, based on the controllable
fabrication concept of MOF [UIO- (Universitetet I Oslo-) 66]/ZrAl ceramic composite membranes, a multisensor model
incorporating machine learning is designed. The results show that the designed radial sensor backpropagation (RS-BP) fusion
multisensor model has the highest error rate of about 0.87. When the number of training is about 100 times, the model’s error
rate tends to be stable, and the minimum error rate is about 0.01. Secondly, the maximum adsorption capacity of the
composite membrane under the controllable preparation of the model is 800 cm3/g Spanning Tree Protocol (STP).
Additionally, the adsorption capacity decreases slowly, and the overall adsorption energy is higher than that of the traditional
preparation method. Finally, the catalytic efficiency of membranes prepared by fusing multiple sensors is 90%-97%. The
research achieves innovation in technology and improves the feasibility of rational application of MOF (UIO-66)/ZrAl ceramic
composite membranes. This study not only provides technical support for the development of machine learning fusion
multisensing technology but also contributes to the comprehensive improvement of the resource utilization effect.

1. Introduction

With the development of science and technology, a variety
of sensor technologies are widely used in human society,
providing a lot of technical support for the development of
human society. Additionally, it has developed tremendously
on its own and merged with a variety of other technologies
to create more technical approaches. As a relatively
advanced and widely used science and technology, machine
learning and sensor fusion play an important role in the
innovation and expansion of the two [1]. MOF (UIO-66)
[Metal-Organic Frameworks (Universitetet I Oslo-66)]/ZrAl
ceramic composite membrane provides great technical sup-
port in human research experiments and social and environ-
mental governance. It is necessary to optimize it by scientific

and technological means to improve its comprehensive per-
formance [2].

Zhang et al. pointed out that Metal-Organic Framework
(MOF) compounds known as coordination polymers were
developed about 20 years ago. MOF compounds have infi-
nite lattices, which are mainly composed of two main com-
ponents (metal ions or clusters), inorganic lattice, and
organic network structure. The two main components are
linked to each other by coordination bonds and also react
with other indirect molecules to form an infinite topology
with pore structures occupied by solvent molecules. In
recent years, MOFs have attracted extensive attention as a
relatively new porous material in the literature reports in
the field of MOFs. In recent decades, the development of
multifunctional applications of MOFs has attracted more
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scientists’ interest than more excellent new structures and
explorations in earlier decades. Since the structure of
MOFs is closely related to their potential properties, the
design of their structure and the exploration of their prop-
erties have become very important topics. Most of the
structural properties of MOFs are occupied by their pores.
Therefore, the construction of MOFs with suitable pore
size, shape, and environment is very attractive and more
helpful for their functional applications [3]. Li et al.
pointed out that traditional energy consumption has accel-
erated, and the problem of climate change has become
increasingly prominent. Therefore, nuclear energy has
become an important choice for energy development in
various countries and regions. However, nuclear safety
and environmental issues are the bottlenecks restricting
the development of nuclear power, especially the removal
and enrichment of uranium from radioactive wastewater
and the extraction of uranium from seawater which are
closely related. Therefore, searching for efficient, fast, and
selective uranium separation nanoporous materials is of
great significance. MOFs are a new member of the nano-
porous material family, which have attracted more and
more attention and research due to their porosity, large
specific surface area, and structural diversity [4]. Shepelev
et al. pointed out that the neural network can self-
organize and self-learn and adaptively discover the inher-
ent characteristics and regularities contained in the sample
data during the learning process. This self-learning capa-
bility is different from the methods employed in tradi-
tional pattern recognition. The latter often relies on the
programmer’s prior knowledge of the recognition rules.
Additionally, the neural network does not need to make
any assumptions about the distribution state of the object
to be processed in the sample space but directly learns the
relationship between samples from the data. Thus, they
can also solve recognition problems that cannot be solved
because the sample distribution is unknown [5]. At pres-
ent, metal frameworks have been widely used in social
industries, but the research on their preparation technol-
ogy is not perfect. In the process of its application, the
influence of uncontrollable factors is very large, and more
research is needed to provide technical support for its con-
trollable preparation and improve the rational application
of metal frameworks.

In summary, firstly, the properties and preparation
process of MOF (UIO-66)/ZrAl ceramic composite mem-
branes are comprehensively discussed. Then, the theoreti-
cal knowledge of multisensor technology fused with
machine learning is outlined. Finally, a multisensor model
incorporating machine learning is designed based on the
controllable fabrication concept of MOF (UIO-66)/ZrAl
ceramic composite membranes. The innovation lies in
breaking through the traditional preparation method of
the MOF (UIO-66)/ZrAl ceramic composite membrane
and creating a novel controllable preparation technology.
The research not only provides technical support for the
development of multisensor technology incorporating
machine learning but also contributes to the controllable
preparation of composite membranes.

2. Methods

2.1. The Basic Idea of Metal-Organic Frameworks.MOFs and
supramolecular coordination complexes (SCCs) are collec-
tively referred to as metal-organic materials (MOMs). MOFs
refer to metal ions or metal clusters and organic ligands
matching each other through their own bonds to form a
one-dimensional or multidimensional infinite network struc-
ture. This material has a new type of crystalline complex with
three-dimensional pores and has the characteristics of strong
ligand-metal interaction, crystallinity, and porosity [6]. MOFs
were proposed in 1995 and had many advantages. The more
prominent ones are large porosity and surface area, and their
powerful functions also have the advantages of size controlla-
bility and so on. Therefore, when using MOF materials, their
structures can be designed and modified according to the
requirements to realize the modification and regulation of
their functions, and a new generation of membrane materials
can be obtained. However, the preparation of MOF films with
better compactness and functional regulation and modifica-
tion is still less. Due to the size difference between the MOF
film and gas molecules and the molecular weight difference
between gas molecules, in most cases, it is very difficult to sep-
arate gas molecules with similar molecular weight and size
well. Therefore, it has become a new method to utilize the
interaction between gas molecules and functional groups on
the surface of MOF membrane pores to achieve efficient gas
separation. This method has also been favored by many
researchers [7].

In applying metal framework films, the storage and clas-
sification of small molecules is a widely used purpose, such
as the storage of H2, CO2, and CH4. In 2003, the phenome-
non that metal framework compounds were used to store H2
was reported, and about 200 kinds of metal framework com-
pounds can store H2. In terms of natural gas storage, the
separation of H2 from CH4 is an important process. In the
separation process, the impact of CO2 should be reduced.
It includes the blockage of CO2 on natural gas pipelines
and the impact on the natural environment. Therefore, the
use of metal framework materials for CO2 separation has
become a current research hotspot [8].

At present, many groups have successfully fabricated metal
framework films and have also proposed many fabrication
methods to point out the application value of metal framework
films. The preparation of the metal skeleton film mainly
depends on the secondary growth process of the metal skeleton
powder. The film can be directly prepared from the metal skel-
eton powder, and the film preparation requirements can be met
through its growth. However, the degree of controllability is too
low, and the preparation results are not ideal. The current rela-
tively advanced preparation method uses functional group-
modified metal as a carrier to prepare membranes. A typical
example is the preparation process for MOF-5. The main prin-
ciple is to make the crystal and the carrier tightly combined to
form an ideal membrane structure. The main principle of its
utilization is the secondary growth method of metal skeleton
powder. However, this method improves the controllability of
the membrane, and its practicality is relatively high [9]. The
basic structure of MOF is shown in Figure 1.
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In Figure 1, the preparation process of MOF films is not
only stable but also highly efficient. On metal supports, dif-
ferent concepts are derived from growing metal frameworks
to prepare films. First, it is directly grown or deposited in the
mother liquor, that is, prepared by deposition in the liquid
made of MOF powder. Next, the crystals are individually
synthesized and then assembled into films. Then, the MOFs
are grown on the support layer by layer to form a film, or the
MOFs are electrochemically deposited on the metal support
to form a film, that is, a method of growing another MOF
film on the MOF film. Finally, the sandwich method depos-
ited MOF films [10].

2.2. UIO-66 Series. UIO-66 is a three-dimensional porous
framework formed by the metal ion structural unit
Zr6O4(OH)4 connected with 12 organic ligands, respectively.
UIO-66 has super stability. This feature mainly relies on the
matching Zr-O bond between terephthalic acid (H2BDC)
and the structural unit Zr6O4(OH)4, which also explains its
wide application in sewage treatment and heterogeneous
catalysis [11]. The schematic diagram of the complex struc-
ture of UIO-66 and the structural unit Zr6O4(OH)4 stimula-
tion unit and their synthesis is shown in Figure 2.

In Figure 2, Zr6O4(OH)4 is an octahedral structure unit.
There are six Zr4+ ions in its octahedral structure unit and
four oxygen atoms or hydroxyl groups at each small inter-
face center point of its eight interfaces [12]. These metal
nodes are individually coordinated to twelve H2BDC
ligands, thereby coordinating Zr atoms to eight oxygen
atoms in H2BDC. Finally, the theoretical pore volume and
theoretical surface area of UIO-66 are 0.45 cm3/g and
1018m2/g, respectively. The actual surface area of UIO-66
is usually between 800 and 1200m2/g, depending on its
preparation method [13]. The main structures of UIO-66
and its secondary components are shown in Figure 3.

Figure 3 shows the spatial structures of Al2O3 and UIO-
66 at different scales and the structure of their fusion prod-
uct Al2O3-ZrO2. Different structures of UIO-66 have differ-

ent functions. Therefore, controllable preparation of UIO-66
according to its different functions and properties of differ-
ent spatial structures is a method to utilize UIO-66 com-
plexes [14] effectively. UIO-66 is generally prepared by
accurately weighing 0.053 g of ZrCl4 (0.227mmol) into
24.9 g of DMF (340mmol) solvent and sonicated to dissolve
completely. Then, 0.034 g of C8H6O4 (0.227mmol) is added
to the solvent, dissolved by ultrasonic vibration, and uni-
formly mixed. Then, the mixed solution is transferred into
a 50ml autoclave. The reaction kettle is placed in an oven
and reacted at 120°C for 24h. After the reaction, it is natu-
rally cooled to room temperature, and the reaction kettle is
taken out and filtered with suction. Then, chloroform and
methanol are alternately washed for one day. Finally, the
reagent is filtered and vacuum dried, and the white product
UiO-66 is obtained [15]. The structure of the UiO-66 com-
plex is relatively subtle, and it is difficult to control it during
the preparation process. Therefore, this problem has become
the main research project for the preparation of UiO-66 at
present.

2.3. Multisensor Controllable Technology Incorporating
Machine Learning. Today, with the development of science
and technology, sensors have developed rapidly, providing
a lot of convenience for the development of human beings.
With the expansion of its application range, more and more
types of performance have also been greatly improved.
Therefore, this greatly promotes the generation of multisen-
sor systems for different application backgrounds. In com-
plex multisensor systems, the diversity of data types, huge
data capacity, and the relationship between complex data
and information will lead to the traditional data fusion
methods that can no longer meet the requirements of com-
plex systems [16] for high-precision and high-speed data
fusion. Therefore, how to accurately and quickly fuse multi-
dimensional data from different information systems and
multiple sensors, quickly carry out more accurate, efficient,
and reasonable fusion, and make an accurate estimation
has become an urgent problem to be solved. This multisen-
sor system needs to use new methods to process many mul-
tidimensional data. In this application background, a new
data processing method, that is, the multisensor data fusion
technology method, came into being [17].

As a new science and technology type, machine learning
has become a current innovative technology by integrating
with sensors. Machine learning is a multidomain interdisci-
plinary subject involving probability theory, statistics, approx-
imation theory, convex analysis, algorithm complexity theory,

Figure 1: Basic structure of MOF.

COOH

COOH

Figure 2: Schematic representation of the complex structure of
UIO-66 and the building block Zr6O4(OH)4 stimulation unit and
their synthesis.
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and other disciplines. It specializes in how computers simulate
or realize human learning behaviors to acquire new knowledge
or skills and reorganize existing knowledge structures to
improve their performance continuously. It is the core of arti-
ficial intelligence and the fundamental way tomake computers
intelligent [18]. Machine learning encompasses a variety of
techniques. Among them, Backpropagation Neural Network
(BPNN) technology, as an advanced machine learning tech-
nology, can provide important technical support for the fusion
of various sensors. When BPNN is applied to multisensor data
fusion, it is necessary to select an appropriate neural network
model. The selection criteria are the requirements of the fusion
system and the characteristics of the sensors, including net-

work topology, neuron characteristics, and learning rules
[19]. Additionally, the connection between input and sensor
information, output, and system decision-making is estab-
lished. Then, the distribution of weights is determined accord-
ing to the acquired sensor information and the corresponding
system decision-making information to complete the training
of the network [20]. BPNN has arbitrarily complex pattern
classification ability and excellent multidimensional function
mapping ability and solves some problems that simple percep-
trons cannot solve. Structurally, BPNN has an input layer, a
hidden layer, and an output layer. In essence, BPNN takes
the square of the network error as the objective function and
uses the gradient descent method to calculate the minimum

(a)

(b)

Figure 3: The main structures of UIO-66 and its secondary components are (a) the two structures of Al2O3 and UIO-66 and (b) the
structure of Al2O3-ZrO2.
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value of the objective function. The basic BPNN includes two
processes signal forward propagation and error backpropaga-
tion [21]. Error outputs are calculated in the input-to-output
direction, and weights and thresholds are adjusted in the
output-to-input direction. During forward propagation, the
input signal acts on the output node through the hidden layer,
and after nonlinear transformation, the output signal is gener-
ated. If the actual output does not match the expected output,
it turns to the backpropagation process of the error [22]. Error
backpropagation is to backpropagate the output error layer by
layer to the input layer through the hidden layer, distribute the
error to all units in each layer, and use the error signal
obtained from each layer as the basis for adjusting the weights
of each unit. By adjusting the connection strength between the
input node and the hidden layer node, the connection strength
between the hidden layer node and the output node, and the
threshold, the error decreases along the gradient direction.
After repeated learning and training, the network parameters
(weights and thresholds) corresponding to theminimum error
are determined. At this time, the trained neural network can
automatically process the nonlinearly transformed informa-
tion with the smallest output error for the input information
of similar samples [23]. The principle of neural network tech-
nology fusion multisensor technology is shown in Figure 4.

In Figure 4, BPNN technology provides important sup-
port for the development of sensor technology. Radial basis
function (RBF) neural network models optimize multisensor
fusion techniques. Therefore, the designed model is RS-BP
(radial sensor backpropagation) multisensor data fusion
technology [24]. Among them, RBF neural network technol-
ogy is the main technology of this model. Its activation func-
tion is shown in

R distk kð Þ = e− distk k2 : ð1Þ

kdistk represents the distance between the input vector
and the weight. There are four radial basis functions of the
RBF neural network model, which are thin-plate spline func-
tion, multiquadratic function, inverse multiquadratic func-
tion, and Gaussian function, as shown in

ϕ xð Þ = x2 lg xð Þ, ð2Þ

ϕ xð Þ = x2 + c
À Á1/2, c > 0, ð3Þ

yk = 〠
j

j=1
wjkhj xð Þ, k = 1, 2,⋯K , ð4Þ

ϕ xð Þ = exp −
x − cj
2σ2j

 !
: ð5Þ

x represents the input vector, c and k represent the fixed
parameters, w represents the weight, j represents the input
vector sequence, and σ represents the variance of the Gauss-
ian function [25]. The RBF neural network has input, out-
put, and hidden layers. Among them, the node calculation

of the hidden layer is shown in

n = ffiffiffiffiffiffiffiffiffiffiffi
m + p

p + d: ð6Þ

n represents the number of nodes in the hidden layer, m
represents the number of nodes in the input layer, p represents
the number of nodes in the output layer, and d is a fixed con-
stant. The calculation of the output layer result is shown in

hj xð Þ = ϕ −
X − cj
σ j

 !
, j = 1, 2,⋯J: ð7Þ

j represents the position of the calculation element in the
output layer, σ j represents the center of the Gaussian function,
cj represents the variance of the Gaussian function, and the
remaining parameters are the same as the above equations
[26]. However, the model still needs to be trained. Therefore,
the training results are calculated as

E = 1
2 e

2, ð8Þ

Δcj = η
wj

δ2j
e〠

M

i=1
G Xi − cj
À Á

Xi − cj
À Á

, ð9Þ

Δδj = η
wj

δ3j
e〠

M

i=1
G Xi − cj
À Á

Xi − cj
À Á2, ð10Þ

Δwj = ηe〠
M

i=1
G Xi − cj
À Á

: ð11Þ

G is a Gaussian function, and cj, δj, and wj, respectively,
represent the weights between the three levels of the RBF

Sensor 1 Sensor 1 Sensor 1

Preprocessing

Neural network technology optimization

Result

Figure 4: The principle of neural network technology fusion
multisensor technology.
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neural network [27]. The activation function of the RBF neural
network is shown in

R xp − ci
À Á

= exp −
1
2σ2 xp − ci

2
� �

: ð12Þ

xp − ci represents the Euclidean norm and cj represents the
center of the Gaussian function [28]. The output of the net-
work structure is shown in

y j = 〠
h

i=1
wij exp −

1
2σ2 xp − ci

2
� �

: ð13Þ

The variance calculation of the Gaussian function is
shown in

σ = 1
P
〠
m

j

dj − yjci
2: ð14Þ

d represents the network sample data [29]. Firstly, the
designed RS-BP model is trained, and the model’s perfor-
mance is evaluated. The datasets selected for training are
Canadian Institute for Advanced Research-10 (CIFAR-10)
and CIFAR-100 datasets, respectively. Among them, the
CIFAR-10 dataset contains a total of 60,000 colors (RGB)
images with a size of 32 ∗ 32. Among the 60,000 images,
50,000 are used as training sets and 10,000 are used for testing.
There are 100 categories in the CIFAR-100 dataset, and each
category has 600 images. The CIFAR-100 dataset contains
many samples, which provides a sufficient basis for model
evaluation. Among them, the sample conforms to the design
connotation of the model. Therefore, it is very reasonable that
the CIFAR-100 dataset is chosen as the training dataset. Then,
MOF (UIO-66) ZrAl ceramic composite films are prepared by
using a model and sensor, and corresponding tests evaluate
the products.

3. Results

3.1. Evaluation of Multisensor Technologies Incorporating
Machine Learning. The fusion machine learning multisensor
technology can not only fuse the performance of multiple
sensors but also optimize the performance of the fusion sen-
sor through RBF neural network technology so as to design a
fusion sensor device that can comprehensively identify and
provide accurate data. This can provide technical support
for the controllable preparation of MOF (UIO-66) ZrAl
ceramic composite films. The training results of the RBF
neural network model and the RS-BP fusion multisensor
model are shown in Figure 5.

In Figure 5, in the training results of the RBF neural net-
work model, the highest error rate of the model is around
0.90, and the overall error rate of the training results in the
two datasets decreases rapidly. When the number of training
times reaches 100, the model’s error rate is basically stable,
and the minimum error rate is about 0.09. In the training
results of the RS-BP multifusion sensor model, the error rate
of the training results of the two datasets is the highest at
about 0.87. When the training is about 100 times at this
time, the model’s error rate tends to be stable, and the error
rate is the lowest at about 0.01.

3.2. Controllable Preparation of MOF (UIO-66) ZrAl
Ceramic Composite Membranes. The preparation process of
the MOF (UIO-66) ZrAl ceramic composite membrane is
complicated, and its structure is difficult to control artifi-
cially. Therefore, contemporary science and technology is
innovative research on its controllable preparation. The
preparation of MOF (UIO-66) ZrAl ceramic composite
membranes is studied by the multisensor model technology
fused with machine learning. Figure 6 shows the comparison
of the performance of the films made by traditional prepara-
tion and fusion multisensor preparation methods.

In Figure 6, under the traditional preparation method, a
relatively fixed composite membrane preparation method is
formulated through the support of theoretical knowledge.
This study has a relatively weak ability to control the prepa-
ration process, and the membrane performance is relatively
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Figure 5: The training results of (a) the RBF neural network model and (b) the RS-BP multifusion sensor model.
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weak. The gas adsorption capacity of the traditional film
preparation method increased significantly at about 7 hours,
and the maximum is 700 cm3/g STP, and it decreased rapidly
after reaching the highest adsorption capacity. Therefore, the
overall adsorption capacity is relatively low. The preparation
method of the fusion multisensor can control the properties
of the membrane according to the properties of the prepara-

tion components and the comprehensive changes in the
reactor during the preparation process and improve the
adsorption capacity of the membrane. Therefore, the
adsorption capacity of the fusion multisensor preparation
method increased significantly in about 7 hours, and the
maximum adsorption capacity is around 800 cm3/g STP.
Additionally, the adsorption capacity decreased slowly, and
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Figure 6: Comparison of the performance of films made by (a) traditional preparation and (b) fusion multisensor preparation.
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Figure 7: Evaluation of the catalytic performance of UIO-66 composite membrane: (a) the traditional preparation method and (b) the
preparation method of fusion of multiple sensors.
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the overall adsorption energy is higher than that of the tradi-
tional preparation method. In order to reflect the advantages
of the designed model, the designed model is compared with
the traditional preparation method through two groups of
studies, which improves the value of the comprehensive per-
formance evaluation of the model. Figure 7 shows the photo-
catalytic performance evaluation of UIO-66 composite films
under different preparation methods.

In Figure 7, under the traditional preparation method,
the catalytic efficiency of the membrane is about 80%-88%.
The vegetation method that fuses multiple sensors can con-
trol the microstructure of the membrane to prepare a mem-
brane with strong comprehensive performance. Therefore,
the catalytic efficiency of membranes prepared by fusing
multiple sensors is around 90%-97%.

4. Conclusion

This study is aimed at improving the comprehensive prop-
erties of MOF (UIO-66)/ZrAl ceramic composite mem-
branes and improving the utilization efficiency of various
resources. Firstly, the preparation process and properties
of MOF (UIO-66)/ZrAl ceramic composite membranes
are discussed. Then, the technical concept of machine
learning fusion of multisensors is outlined. Finally, the
controllable preparation technology of the MOF (UIO-
66)/ZrAl ceramic composite membrane is designed by fus-
ing neural network technology and multisensor. The
results show that the error rate of the designed RS-BP
fusion multisensor model training results is about 0.87.
When the number of training is about 100 times, the
model’s error rate tends to be stable, and the minimum
error rate is about 0.01. Secondly, the maximum adsorp-
tion capacity of the composite membrane under the con-
trollable preparation of the model is about 800 cm3/g
STP, and the adsorption capacity decreases slowly. There-
fore, the overall adsorption energy is higher than that of
the traditional preparation method. Finally, the catalytic
efficiency of the membrane prepared by fusing multiple
sensors is 90%-97%, which significantly improves the com-
prehensive performance of the composite membrane.
Although this study has designed a relatively complete
RS-BP multifusion sensor model, the research on its com-
prehensive application in practice is not perfect. Therefore,
in the future, the research in this field and the develop-
ment and comprehensive application of sensor fusion
machine learning technology will be further strengthened.
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in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication
process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.Wehave kept a recordof
any response received.
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To solve the trouble of cervical vertebra disease caused by long working hours, this work is aimed at designing an active monitor
stand to achieve the best dynamic trajectory planning. The stand operation system consists of image input, face positioning, and
robotic arm. According to the user’s face positioning, the inverse kinematics method is used to calculate the steering angle in each
direction, and the height and angle are adjusted to make the corresponding selection for the user’s display position on the screen.
The C++ is used to program the algorithm, and its core is to control the rotation speed of the motor to ensure that the display
screen will not cause any interference to the normal work of the user when the bracket moves. In the inverse operation, the
Piper method is used to solve the inverse kinematics issues. After testing, the sliding wedge stroke of the developed active
display stand is 0.6mm, and the height position difference at the reference zero point after the display stand is measured with
a digital altimeter is 7.12mm, which indicates that the stand shows a large deformation after being mounted. This work is of
important reference value for realizing the movement of active display stand.

1. Introduction

In today’s development of the information society, com-
puters and the Internet have become a major part of people,
especially young and middle-aged people, in their work and
life [1–3]. However, “computer disease” caused by improper
operation also appears, especially cervical spondylosis. Com-
mon symptoms include neck pain, numbness in fingers, and
dizziness. If it is due to improper computer use, it can lead to
muscle tension and fatigue in the neck, resulting in degener-
ation of the discs and facet joints in the neck. As a result, the
monitor stand came into being [4–6]. Most of modern office
and study need to face the computer for a long time. The
height and low angle of the monitor are adjusted through
the monitor stand. The appropriate monitor position helps
to improve the sitting posture of the human body.

At present, most of the display screens on the market are
manually adjusted or use a physical method to maintain the
height of the screen, and it is impossible to adjust the user’s

state at any time [7–9]. The lifting frame of the adjustable
liquid crystal display (LCD) screen can flexibly adjust the
height of the LCD screen and obtain a comfortable experi-
ence of using the computer. In the display system of the
computer, the trajectory planning, navigation, and obstacle
avoidance functions of the robotic arm of the monitor stand
play key functions [10, 11]. Kumar et al. [12] performed a
kinematic analysis of the motion degrees of freedom of the
stent, thereby addressing the total inverse, rotational inverse,
and forward kinematics.

This work is mainly aimed at the computer users who
have been sitting for a long time, using the principle of pres-
sure sensing and motion, to design a bracket that can control
the stepper motor so that the monitor can move slowly and
autonomously without affecting people’s office, so as to
prevent the occurrence of cervical spondylosis. The system
consists of image input, face positioning, and robot arm.
According to the current face and the center of the camera,
the inverse kinematics method is used to calculate the steer-
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ing angle in each direction and adjust the height and angle to
provide the user with a suitable display position. The use of
active display brackets ensures that the display fixed calipers
of the rack can realize multiangle rotation adjustment of
screen rotation of 360°, lateral rotation of ±180°, and upper
arm lateral rotation of 360°, allowing users to have a larger
adjustment range and multiple adjustment viewing angles.
The stepper motor controlled by the 51 single-chip micro-
computer proposed and designed in this work can make
the monitor move slowly and autonomously without affect-
ing the office work, so that the office worker can prevent cer-
vical spondylosis unconsciously. In addition, the design cost
is low, and the space occupied is relatively small.

2. Materials and Methods

2.1. How the Active Display Stand Works. The main part of
the display stand is the boom, “cantilever” as it literally
means it can spread freely like an arm. In addition, it is made
of aluminum or carbon steel, fixed diagonally, protected on
all four sides, and can be rotated without opening the clip.
The monitor stand mainly includes the upper support arm,
the lower support arm, the monitor connector, and the
platen fixing device. The most important core part is located
on the upper support arm, which uses the elastic deforma-
tion of the upper arm to support the monitor [13–15]. Com-
pared with the original base, the advantages of the active
display stand are obvious. It can be retracted and hovered
at any height, the screen can be rotated at 360°, and it can
maintain a certain field of view. In addition, it does not
occupy the desktop space, easy to manage the desktop, and
realize the combination of multiple screens at the same time.
There are two main types of monitor mounts on the market
today: air spring and mechanical. The pneumatic spring type
monitor stand has good handling and good handling perfor-
mance, but its usage time is lower than that of the mechan-
ical type. Due to the long-term action of the air spring, the
sealing performance will decrease, resulting in a decrease
in the service life. The types of common robotic arm moni-
tor brackets are shown in Table 1.

Figure 1 shows the track on which the display moves.
The designed bracket rail is square; and 1, 2, 3, and 4 are
the four end points of the rail. The length of the bracket
diagonal rail is represented by L1 and L2, and the angle
between the diagonal and each side is 45°. The display
screen is connected to the guide rail, and the pulley is
adopted to move slowly along the track according to the
set program. The set program allows the display screen to
move only at an angle of 45 degrees [16, 17]. To achieve
smooth motion and no noise when the display is moved
to the end, the trajectory of the corresponding tips of 1,
2, 3, 4, and diagonal intersection 5 is designed to be
smooth, resulting in a 45 degree rotation at the end, and
when cornering, torque is minimized. This maintains sta-
bility for the maintenance of the motor and even the entire
mobile support system. According to the above description,
after a cycle of trajectory movement, the good effect of 360°

activity of the cervical spine can be achieved without affect-
ing the work of the office worker.

2.2. Single-Chip Pressure Measurement and Control System.
Most computer monitor pedestals have no adjustment func-
tion during operation. Most of the current display brackets
are based on weight and realize multiangle adjustment, but
the manufacturing cost is high due to their many structures
[18–20]. Due to the inappropriate cooperation between peo-
ple and devices, there are often many redundant connecting
rods, and automatic adjustment of the connecting rods can-
not be realized during operation. The C++ is used to pro-
gram the algorithm, and the core is to control the rotation
speed of the motor to ensure that the display screen will
not cause any interference to the normal work of the
workers during movement. C++ has rich library functions,
fast operation speed, high compilation efficiency, and good
portability and can directly control the system hardware.
By designing a cyclic function, the display is made to per-
form periodic line movements. The steering of the motor is
controlled by the program to achieve the purpose of turning
the display at a 45° angle. Then, the speed of the stepper
motor is controlled by the delay() function, thereby control-
ling the movement speed of the display.

The pressure measurement control device mainly moni-
tors the pressure of the support. Each device is equipped
with four sensors, which can connect the hydraulic cavity
of the support column, balance jack, and probe jack
[21–23]. After the receipt of the instruction of the communi-
cation measurement and control system, the pressure of the
four channels was measured, and then, the four sound pres-
sure signals were transmitted to the measurement and con-
trol center through the communication measurement and
control system and then transmitted to the ground through
the communication measurement and control center. The
pressure measurement control system is equipped with a
button; when pressed, the pressure value of the four chan-
nels can be displayed in the LCD window cyclically. In the
pressure measurement control system, 80C51 expands 8K
EPROM (27C64) and 8K SRAM (6264) as external program
memory and data memory. The lower 6MHz is selected as
the operating frequency of the 80C51 single-chip microcom-
puter, which can meet the data acquisition requirements and
reduce the power consumption of the single-chip microcom-
puter. The basic hardware composition controlled by the
single-chip microcomputer is shown in Figure 2.

In the display stand control system developed in this
work, its communication and each measurement and
control system belong to the master-slave communication
network. To adapt to this long-distance, multipoint, and
large-interference communication condition, the RS-485
interface is selected. The interface using MAX483 is a small
transceiver for RS-485 produced by MAXIM, including a
driving device and a receiving device. The device is charac-
terized in that the transmission speed of the driving device
can be reduced to the maximum, the interference of electro-
magnetic waves can be reduced to the maximum, and the
influence caused by incorrect cable termination can be
reduced.

2.3. Robotic Arm Control Based on Pressure Sensor. As the
tactile unit of the robotic arm skin, the pressure sensor needs
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to have two characteristics. Firstly, the overall physical prop-
erties of the sensor, such as sensitivity and detection range,
meet the design standards; secondly, the sensor must be flex-
ible enough to be attached to the cylindrical surface of the
robotic arm [24–26]. The robot’s forelimb is equipped with
6 groups of pressure sensors, with a total of 388 detection
points, which can conduct a comprehensive detection of
the robot’s body surface. The two arrays are arranged as a
set and are connected to a piece of sensing circuit. When a
pressure is applied to the sensor, the circuit converts the
voltage value into a pressure value, such as analog multi-
plexer, signal amplification, and ADC sampling. Among
them, the acquisition card of the pressure sensor mainly uses
the D/A conversion circuit for analog output [27, 28]. The
detectors are arranged horizontally on the testing machine,
and then, the detection objects are placed in the correspond-
ing places. Through the detection of the target, the target is
detected by the sensor array and processed through the
acquisition loop to obtain the corresponding specific value,
and then, the table is programmed through the MATLAB
program to obtain the stereo image of the detected object.
On this basis, a method for detection is presented, as shown
in Figure 3.

The pressure-sensitive element MPU6050 developed in
this work is based on micro mechanics. The sensor system
includes a three-axis accelerometer, a three-axis gyrometer,
and an adaptive thermometer. The system can be used for

the measurement of various parameters, such as accelera-
tion, velocity, orientation, and displacement. Firstly, the var-
ious wires are connected on the robotic arm of the monitor
stand to the computer terminal, and then, it is squeezed hard
with both hands to measure the working state of the pressure
sensor in the human body. The system has high flexibility
and elasticity, which not only ensures the safety of the inner

Table 1: Common robotic arm monitor stand.

Type of
robotic
arm

Functions and characteristics Craft and design Application scenarios

Wall-
mounted
rocker

Installed and fixed on the wall, the display
can be adjusted at large angles, front and

rear, left and right

Aluminum alloy casting or carbon fiber
composite material, relying on bolt locking

device to achieve rotation angle

Libraries, exchanges, and
training institutions,

Stand-up
rocker arm

Installed and fixed on the desktop, the
monitor can be adjusted front and rear,

left and right angles

Aluminum alloy casting or carbon fiber
composite material, relying on bolt locking

device to achieve rotation angle

Office, studio, and meeting
room

Taili
multiscreen

Multiple monitors can be moved left and
right at the same time, and the tilt angle

can be adjusted

Aluminum alloy casting or carbon fiber
composite material, relying on bolt locking

device to achieve rotation angle

Studio, exchange monitoring
center, and home intelligent

monitoring system

BIM core data
managementso�ware

Structural designso�ware

Equipment designso�ware

Project managementso�ware

Operation managementso�ware

Cost managementso�ware

Visualizationso�ware

Model integratedcollision
inspectionso�ware

Energy saving andgreen
buildingso�ware

Planning and designso�ware

Architectural designso�ware

Figure 1: Movement track of the display.

RAM
ROM

Input/output device

CPU

Auxiliary storage device

Main memory

Figure 2: The basic hardware composition of single-chip
microcomputer control.
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sensor but also ensures the safety in human-machine inter-
action. The pressure distribution test device developed in
this paper has good elasticity and uses a 0.1mm thick mesh
tactile pressure sensor, which enables pressure detection on
a variety of contact surfaces.

Tekscan’s pressure sensors are two thin polyacetate
membranes that are arranged in the shape of a wellhead
and arranged in a fence. The outer surfaces of these wires
are coated with a special varistor. The pressure between the
two contacting surfaces is tested with a flexible membrane
sensor. In addition, with dedicated acquisition software
and software, the pressure between the gaps can be better
understood to optimize product design, quality, and produc-
tion. Compared with the conventional method, this method
not only is cost-effective but also obtains the effect of the test
in an intuitive and real-time manner. In this work, the local
averaging method is used to predict the measurement
results. In the pressure value area, it should select a point
as a section, average the pressures of all pressure measuring
points in this section, and use this value to replace the pres-
sure of this pressure measuring point:

h i, jð Þ = 1
M

〠
k,lð Þ∈N

f k, lð Þ × ωk,l,

〠
k,lð Þ
ωk,l =M:

ð1Þ

In the above two equations, f ðk, lÞ refers to the pressure
value at position ðk, lÞ within the field N ,M is the sum of the
pressure measurement points within the field, and ωk,l is the
weighting factor.

The data of each collection point of the body pressure
distribution sensor is undertaken as a variable, and the pres-
sure value of the collection point in each distribution map as
a sample; the pressure distribution histogram can be
obtained. ðX1, X2 ⋯ XnÞ is set as the pressure value sequence
of each collection point; then, the calculation formula of the
statistic can be expressed as

S2 = 1
n − 1〠

n

i=1
Xi − �X
� �2,

�X = 1
n
〠
n

i=1
Xi:

ð2Þ

In the above two equations, S2 represents the variance of
the collected pressure value samples.

2.4. Robotic Arm Kinematics Algorithm for the Display
Stand. Since the length of the connecting rod of the robotic
arm is known, the final position and direction of the end-
effector can be determined as long as the rotation angle of
each joint are determined, which is called forward kinemat-
ics. If the final position and orientation of the end-effector
are known, the angle of each joint can also be derived, which
is called inverse kinematics. There are two types of inverse
kinematics algorithm solutions: one is an analytical solution,

and the other is a numerical solution. MATLAB uses a
numerical solution method, which can be understood as
iterative optimization, or approximate solution. The positive
kinematics solution of the tandem robot is relatively simple,
which is just a transformation of position and attitude. This
time, the standard D-H algorithm (rotate around the z-axis
first) is used to push it to the positive kinematics solution.
It can specify a reference coordinate system for each joint
axis, determine the relationship between any two adjacent
coordinate systems, and obtain the total transformation
matrix from the robotic arm end effector to the base coordi-
nate system.

T = A1A2A3A4A5A6: ð3Þ

In equation (3), T is the transformation matrix of the
robot end position, and Ai is the transformation matrix of
the i-th axis.

In the inverse kinematics algorithm, since the axes of the
three axes of the robot end intersect at one point, which sat-
isfies the piper algorithm, the piper algorithm is used to
derive the inverse solution. The robotic arm structure in
Figure 4 shows that the axes of the three axes at the end of
the robotic arm intersect at the position where axis 5 is
located, that is, the wrist point position. From the perspec-
tive of the reference coordinate system, if the angles of the
first three axes are determined, the position of the wrist
point will also be fixed, and the angles of the last three axes
only affect the posture of the wrist point, not the position of
the wrist point.

In the case of different joint angles of the actuator, the
attitude and position expression of the end effector relative
to the coordinate system that acts as a reference are different,
which is a problem solved by the forward kinematics of the
robot. The plane geometry method is adopted to inversely
solve the three middle joints, all of which rotate in the verti-
cal plane. The projection of the robotic arm on the xy plane
in Figure 5 illustrated that the coordinate ðx, yÞ of the end
point P consists of three parts, ðx1 + x2 + x3, x1 + x2 + x3Þ.
Among it, θ1, θ2, and θ3 are the angles of the steering gear
to be solved, and α is the angle between the joint carrying
the display and the horizontal plane.

Measured
object

Distance
sensing

Pressure
sensing

Generate
file

MATLAB
Program running

Image generation

Figure 3: Test flow of sensor acquisition system.
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It should calculate from the base coordinate system the
lengths of the connecting rods which areL1andL2, respec-
tively. It should choose a fixed coordinate system f0g with
the origin coincident with the base joint and assume that
the actuator f3g is fixed on the second link. The orientation
of the actuator coordinate system Cartesian coordinate ðx, yÞ
is undertaken as a function of joint angle ðθ1, θ2Þ; the equa-
tion is as follows:

x = L1 cos θ1 + L2 cos θ1 + θ2ð Þ + L2 cos θ1 + θ2 + θ3ð Þ,
y = L1 sin θ1 + L2 sin θ1 + θ2ð Þ + L2 sin θ1 + θ2 + θ3ð Þ,

ϕ = θ1 + θ2 + θ3:

ð4Þ

The wedge mechanism is an important mechanism to
realize power transmission and movement direction conver-
sion, and its mechanism is mainly composed of an active
wedge and a driven sliding wedge. Commonly used wedge
mechanisms are horizontal motion wedge mechanism and
inclined motion wedge mechanism. In the mechanism,
under the action of vertical external force, the wedge moves

vertically downward, while the sliding wedge moves hori-
zontally to the left or right. On the premise of ignoring the
friction of the inclined plane, set the vertical pressure from
the wedge to be, and the horizontal resistance of the sliding
wedge to be; then the horizontal sliding wedge resistance is
as follows:

F = P
tan θ

: ð5Þ

The wedge angle is set as θ, and the wedge stroke as L;
then the sliding wedge stroke can be expressed as follows:

S = L × tan θ: ð6Þ

When the three-section wedge mechanism is designed, it
is first required that the upper and lower wedges will not fall
off horizontally in the wedge groove and ensure that the
wedge and sliding wedge have sufficient horizontal sliding
wedge stroke and vertical wedge stroke when sliding. This
ensures the effective use of the three-section wedge locking
structure.

3. Results and Discussion

3.1. Active Safety Control of Display Stand Robotic Arm.
Based on the robot kinematics, the desired trajectory of the
robotic arm is tracked and controlled by taking the position,
velocity, and acceleration of the robotic arm end or each
degree of freedom as expectations. When the robotic arm
is in contact with the object during the movement, it is the
control of restricted motion. This kind of control not only
requires the robotic arm to move along a certain trajectory
but also controls the contact force between it and the envi-
ronment. In the robotic arm safety control research experi-
mental platform, a flexible skin with a pressure sensing
array can be wrapped on the robotic small arm. By observing
the indicator light of the pressure signal acquisition circuit
board, the working status of the sensor can be monitored
in real time to ensure the stable operation of the sensor.
The safe detour experiment consists of two parts: the upper
detour and the lower detour. The corresponding joint angle
changes are shown in Figures 6 and 7.

When the robotic arm senses that there is an obstacle
ahead, it will follow up slowly. When it reaches a certain
close distance, the robotic arm suspends its movement and
judges the size of the obstacle gap. If it is confirmed that
the gap cannot be passed and the new passable area is
detected above the robotic arm, the robotic arm performs a
small pullback motion and moves upward. When the robotic
arm perceives an obstacle ahead, it will follow up slowly.
When it reaches a certain close distance, the robotic arm
suspends its movement and judges the size of the obstacle
gap. If it is confirmed that the gap cannot be passed and
the new passable area is detected under the robotic arm,
the robotic arm performs a small pullback motion and
moves downward.

L3

L

L2

L1

Figure 4: The structure of robotic arm.

x

y

𝜃5

𝜃4

Figure 5: Projection of robotic arm on xy plane.
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3.2. Functional Testing of the Display Stand. The rotating
arm assembly is installed on the pole assembly, and the
height of the arm assembly from the desktop is required to
be 230mm. The active control method is mainly that the
robotic arm can foresee the occurrence of danger and adopt
safe strategies to avoid danger. A digital altimeter is adopted
to measure the height dimension of the bracket before it is
mounted, and its height is set as the reference zero point,
and the sliding wedge stroke of the bracket is 0.6mm.
Figure 8 is a schematic diagram of the reference zero point
of the display stand. A digital altimeter is adopted to mea-
sure the height position difference at the reference zero point
after the monitor bracket is mounted; it is 7.12mm, which
indicates that there is a large deformation phenomenon after
the bracket is mounted. Compared with the maximum dis-
placement deformation of 10.55mm obtained by the finite
element analysis of the arm assembly, the two are approxi-

mately equal, indicating that the overall stiffness and
strength of the monitor stand meet the technical require-
ments of the original design.

4. Conclusion

At present, LCD has been widely used, and various new dis-
play support structures have appeared. In this work, the
static display is moved according to the set trajectory. The
designed bracket is mainly assembled by the supporting
main rod, the positioning and erecting plate, the monitor
holder, and the host holding arm and other parts. According
to the pressure sensing and the kinematic algorithm of the
robotic arm, the three-stage oblique wedge-shaped locking
device can be used to easily complete the disassembly and
locking of the display stand. The pressure sensor is the tactile
element of the robotic arm. It has the comprehensive physi-
cal characteristics of the sensor and can touch the human
body efficiently and quickly. Secondly, the sensor is elastic
and can be attached to the cylindrical surface of the robotic
arm. With 51 single-chip microprocessor as the core, the
core control system development of active display stand is
realized. It is implemented by a loop function to achieve a
periodic linear movement. Using the inverse kinematics
method, the movement direction of each joystick is calcu-
lated, and the precise positioning of the joystick is achieved
through the angle and height of the robotic arm. The sliding
wedge stroke of the active monitor stand developed in this
work is 0.6mm. The height position difference at the refer-
ence zero point is 7.12mm after the monitor stand is mea-
sured with a digital altimeter, indicating that the stand has
a large deformation after being mounted.

Due to the complexity of the ROS system, the full-
parameter kinematics algorithm of the manipulator cannot
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Figure 6: Joint angle change during upper detour.
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Figure 8: Schematic diagram of the reference zero point of the
monitor stand.
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be integrated in ROS, and the follow-up work can consider
the forward kinematics of the manipulator. In the following
research, since the practical promotion of the active display
stand designed in this study should still be a difficult process,
it is necessary to continuously update the algorithm itera-
tively and improve the user experience of the system.
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Teachers are a very important part of university education. They have the responsibility of teaching and educating people, and it is
also their unshakable responsibility to train all-round talents for the country. If we want to improve students’ quality, we must
improve teachers’ teaching quality and pay attention to the research of teachers’ teaching ability. This paper analyzes the
connotation of artificial intelligence-assisted instruction. Then, Bayesian active learning modeling is used. This paper mainly
adopts the way of questionnaire and empirical research methods and launches a basic investigation on the teaching ability of
university teachers. Through investigation, the following problems are summarized: (1) insufficient self-knowledge reserve and
weak teaching theoretical foundation and (2) inaccurate orientation of teaching objectives and single teaching methods.
Schools need to enrich training methods, establish multiple effective mechanisms for evaluation, meet the basic requirements
of each teacher, and play the role of inspiring teachers. As for teachers, they need to have a good attitude, be full of interest in
teaching and educating people, have a strong sense of responsibility, and constantly improve themselves and improve themselves.

1. Introduction

This paper emphasizes the importance of task environment
as the decisive factor of agent proper design. The work of
artificial intelligence is explained by the definition of intelli-
gent agent and its functions in production system, reactive
agent, real-time conditional planner, neural network, and
rich decision system [1]. How teachers’ ability will directly
affect the cultivation of students. Therefore, in order to cul-
tivate innovative talents, teachers should improve their
teaching level and teaching ability [2]. Constrained pro-
gramming is a powerful paradigm for solving combinatorial
search problems, which absorbs a wide range of technologies
from artificial intelligence, computer science, databases, pro-
gramming languages, and operational research. Based on
constrained programming, the manual provides a fairly
comprehensive coverage of work in all these areas, enabling
readers to have a fairly accurate concept of the whole field
and its potential [3]. This paper is mainly aimed at advanced
undergraduates who want to engage in Bayesian network

technology and computer science. The first is what I call
practitioners. Practitioners are interested in learning suffi-
cient material on the subject to be able to assist domain
experts in building Bayesian network systems [4]. Informa-
tion teaching has new requirements for teachers. This paper
analyzes the practical guidance, teaching reflection, and
other aspects and gives which aspects to train teachers from
[5]. This book shows that most of the ideas behind intelli-
gent systems are simple and clear, and the methods used in
the book have been widely tested through several courses
provided by the author. The book introduces the field of
computer intelligence. In university settings, this book can
be used as an introductory course for computer science,
information systems, or engineering departments [6]. This
paper explains how matrix theory appears and effectively
participates in a process and has a feasible application in
game theory. Matrix technology shows itself to be essential,
and their introduction can provide us with a simple and
accurate method to find solutions [7]. This book emphasizes
the importance of task environment as the decisive factor of
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agent proper design, interprets agent learning as expanding
programmer’s scope in unknown environment, and shows
how this role limits its design, which is beneficial to the rep-
resentation of knowledge and explanatory reasoning [8]. In
this paper, we review the extensive research on time repre-
sentation and reasoning without focusing on any specific
applications. We outline the basic problems, methods, and
results in these two fields and summarize the latest develop-
ments in related fields [9]. This paper introduces the appli-
cation of finite element analysis software ANSYS buckling
analysis in the teaching of material mechanics. The
advanced CAE method makes the column stable and makes
full use of computer simulation means to make up for the
lack of practice and improve students’ knowledge level
[10]. This paper uses neural network technology to build a
teaching quality evaluation model. On the basis of introduc-
ing the neural network model and teaching quality evalua-
tion, the paper also verifies its effect, and the results are
almost the same as expected. Finally, the information pro-
cessing in teaching evaluation is discussed [11]. With the
development of the times, it is more and more common to
add computer technology in the teaching process. This
paper presents an online intelligent diagnosis and evaluation
scheme based on J2EE. As an auxiliary teaching algorithm,
the system has many functions such as teaching, diagnosis,
testing, and feedback through automatic modification of
subjective and objective questions and personalized design
of diagnosis results [12]. In the past decade, many
computer-based interactive physics programs have emerged
at the university level. This paper considers one such project,
the Cognitive and Emotional Results Studio Physics Pro-
gram, which integrates the initial implementation of the uni-
fied physics learning environment [13]. This article, through
the teacher’s trial lesson for video, let all the participants to
evaluate and then put forward the teaching methods need
to improve the place. The results show that their teaching
ability has been improved and they have learned new teach-
ing methods [14]. The application of electronic card in stu-
dent escort is to design and build a system based on
Arduino Uno microcontroller and RFID module. The sys-
tem is expected to facilitate lecturers to check attendance,
reduce students’ habit of checking attendance, and increase
the use intensity of student identification cards [15].

2. Connotation of Artificial Intelligence-
Assisted Instruction

2.1. Help the Common Improvement of Machine Intelligence
and Human Intelligence. In the era of artificial intelligence,
machine teaching is more flexible and humanized in tech-
nology, which can effectively improve the learning ability
of teachers and students. Under the future educational situ-
ation, the symbiotic evolution of man and machine will
become the inevitable trend of the combination of artificial
intelligence and education, and the intelligent evolution of
teaching machines will certainly contribute to human under-
standing of nature and people. With the in-depth develop-
ment of knowledge transfer, interaction, and knowledge
sharing among teachers, teachers and students, and students,

massive knowledge, behavioral data, teaching tasks, and
cases are spreading into the infinite wisdom sharing system,
becoming the original floating force for continuous intelli-
gent learning. At the same time, the highly intelligent teach-
ing machine is constantly updating the comprehensive
accumulation of human wisdom, using comprehensive wis-
dom and big data to break the blind spot of human thinking,
generating a large number of new information that is diffi-
cult to extract by traditional methods, and providing it to
teachers and students. Learning machines also use data stor-
age capacity to enhance the depth and breadth of memory,
improve the science and technology-art interaction between
teachers and students through man-machine dialogue, sup-
port decision-making, improve the efficiency and effect of
teacher education management, and expand widely the wis-
dom and skills of teachers and students.

2.2. Break the Dualism of Subject and Object of Education. In
the era of artificial intelligence, the traditional connotation
of machines has changed. First of all, machine-assisted train-
ing supported by teaching machines has become an impor-
tant part of teaching and education, which almost
penetrates into all directions of the training process. Intelli-
gent machines have more and more human abilities through
experiential learning and teacher feedback. Teachers and
machines become each other’s topics and objects in the pro-
cess of education, and they coexist and develop harmoni-
ously. Second, in the era of artificial intelligence, machine-
assisted training retains the characteristics of resource car-
rier and computer-assisted, but with the improvement of
intelligence level, machines have become teachers, and the
characteristics of resources have weakened and the subjec-
tive components have increased. Machines do most of the
work for human teachers, so it is difficult for students to feel
the difference between real teachers and machine teachers.
Third, technological innovation accelerates man-machine
integration. The communication between people and
machines has become smoother. Machines can provide peo-
ple with arithmetic and memory support and give people the
ability to think and act that they could not do before.

2.3. Promote the Cooperation and Integration of Teachers,
Machines, and Students. Machine-assisted instruction in
the era of artificial intelligence is dedicated to building a par-
adigm connecting teachers, machines, and students, empha-
sizing the cooperation and evolution among teachers,
machines, and students, and promoting man-machine inte-
gration and teaching. In contrast, human teachers are more
experienced in teaching and problem-solving. At the same
time, people’s advanced characteristics such as abstract
thinking, logical reasoning, and learning have strong adapt-
ability and adaptability to educational scenes, which is con-
ducive to teaching interaction and enhances learning effect.
Massive data storage, calculation, retrieval, and other func-
tions of intelligent machines can help teachers quickly pro-
cess and analyze data and perform many complex tasks on
their behalf. Students who use intelligent teaching machines
can get accurate personalized services, and students’ feed-
back data can also support the improvement of machine-
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assisted functions. In the era of artificial intelligence,
machine-assisted education combines the interests of
teachers and machine students. Human intelligence and
intelligent machines capable of dichotomy, mutual adapta-
tion, and spiral coevolution realize social cooperation. Train-
ing methods can also undergo qualitative changes.

3. Active Learning Modeling of Bayesian
Extreme Learning Machine

3.1. Bayesian Extreme Learning Machine Modeling Method

3.1.1. Extreme Learning Machine. ELM is a neural network
model. Its network structure is shown in Figure 1. Given N
training samples fX ∈ℝN×m, t ∈ℝNg, the regression model
can be expressed as

t̂i = 〠
M

k=1
h ai, bi, xið Þβk, ð1Þ

where βk is the output weight from the k-th hidden layer
node to the output layer, ai and bi are the weight and offset
of the i-th hidden layer node, respectively, t̂i is the predicted
output of xi, hð⋅Þ is the activation function, and the activa-
tion function in this paper is sigmoid function, which makes
ELM have nonlinear fitting ability.

Simplify the above formula to obtain

t̂ =Hβ, ð2Þ

where β = ½β1, β2,⋯,βM�T , t̂ = ½̂t1, t̂2,⋯,̂tM�T , and H are hid-
den layer mapping matrices of ELM.

Then, the objective function of ELM is shown in

min t̂ − t
 2� �

=min Hβ − tk k2À Á
: ð3Þ

The output weight calculation formula is shown in

β =H+t, ð4Þ

where H+ is the generalized inverse of H.

3.1.2. Bayesian Extreme Learning Machine. BELM is an ELM
algorithm based on Bayesian framework. Similar to ELM,
the regression model of BELM can be expressed as

t = hβ + ε: ð5Þ

The conditional probability distribution of t is shown in

p t hj , β, σ2À Á
=N h ⋅ β, σ2À Á

: ð6Þ

The probability distribution of β is shown in

p β αjð Þ =N 0, α−1 ⋅ I
À Á

, ð7Þ

where I is the identity matrix and α is the hyperparameter.
Assuming that the prior function and likelihood function

of β obey Gaussian distribution, the maximum likelihood
estimation is shown in

bβ = σ−2SHTt, ð8Þ

S = αI + σ−2HTH
À Á−1

: ð9Þ

The parameters in the above formula need to be solved
by iteration, and the specific derivation process is shown in

γ =M − α ⋅ tr Sð Þ, ð10Þ

α = γ

bβT bβ , ð11Þ

σ2 =
∑N

i=1 ti − hibβ� �2
N − γ

: ð12Þ

For a given input sample xq, the corresponding mean
and variance are shown in

yq = hqbβ , ð13Þ

σ2q = σ2 + hq ⋅ S ⋅ h
T
q : ð14Þ

3.2. Active Learning Methods

3.2.1. Definition of Global Variance Change. Sample sets are
divided into labeled and unlabeled. nl and nu are the number
of labeled samples and unlabeled samples, respectively, and
m is the number of auxiliary variables. xui is an unlabeled
sample in XU , x′ is a sample to be tested, and the prediction
variance change of sample to be tested x′ after adding sam-
ple xui in BELM model is defined as Δσ2ðx′, xui Þ, as shown in

1

1

1

i

m

j i

p

M

Input layer

Hidden layer

Output layer

Figure 1: ELM network structure diagram.
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Formula (15). Because the change of super parameter is not
considered, this index does not depend on the actual label
value of xui .

Δσ2 x′, xui
� �

= σ2 x′ xL
��� �

− σ2 x′
�� XL

xui

" # !
: ð15Þ

The overall variance change of the model is defined as

η = 〠
x′∈X

Δσ2 x′, xui
� �

: ð16Þ

3.2.2. Sample Selection Strategy of Bayesian Extreme
Learning Machine. In order to improve the efficiency of
the algorithm, we propose

Δσ2 x′, xui
� �

= h x′
� �

Sn − Sn+1ð Þh x′
� �T

, ð17Þ

where hðx′Þ is the hidden layer mapping vector correspond-
ing to x′, Sn is the posterior variance of β without adding
unlabeled samples, and Sn+1 is the posterior variance of β
after adding xui .

Combined with formula (9), the posterior variance can
be expressed as

Sn = aI + σ−2 HLÀ ÁT
HL

� �−1
, ð18Þ

Sn+1 = aI + σ−2
HL

hui

" #T
HL

hui

" #0
@

1
A

−1

= aI + σ−2 HLÀ ÁT
HL + σ−2 huið ÞThui

� �−1
,

ð19Þ

where hui is the hidden layer mapping vector corresponding
to xui , the Sherman-Morrison-Woodbury criterion is used to
expand formula (19), and formula (20) is obtained.

Sn+1 = aI + σ−2 HLÀ ÁT
HL

� �−1
−

Snσ
−2 huið ÞThui Sn

1 + hui Snσ
−2 huið ÞT

= Sn −
Snσ

−2 huið ÞThui Sn
1 + hui Snσ

−2 huið ÞT
:

ð20Þ

Formula (20) is substituted into formula (17) for simpli-
fication, and the predicted variance change amount of the
sample x′ to be measured after the sample xui is added is
shown in

Δσ2 x′, xui
� �

= h x′
� � Snσ

−2 huið ÞThui Sn
1 + hui Snσ

−2 huið ÞT
h x′
� �T

: ð21Þ
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Figure 2: Degree of hardware facilities meeting teachers’ teaching
needs.
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Figure 3: Failure frequency of multimedia equipment in college
during class.
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Figure 4: Hardware equipment that teachers think needs to be
improved.
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By substituting formula (21) into formula (16) to further
simplify η, the overall variance change η of the BELM model
can be expressed as

η = 〠
x′∈X

Δσ2 x′, xui
� �

= tr h Xð Þ Snσ
−2 huið ÞThui Sn

1 + hui Snσ
−2 huið ÞT

h Xð ÞT
 !

:

ð22Þ

The BELM strategy is shown in

x∗ = arg max
hui ∈X

U

η: ð23Þ

The generalization performance of the model is maxi-
mized by using formula (23).

3.2.3. Modeling Process. In order to avoid the increase of
operation cost, this chapter designs a batch sample selection
and labeling method without considering the change of
BELM model parameters. Assuming that the number of
batch labeled samples in the iterative process is ns, the BELM
sample selection strategy is updated to

XL ≔
XL

xui

" #
,

XU ≔ xuif gi=1,⋯,i−1,i+1,⋯nu
:

8>><
>>: ð24Þ
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Figure 7: Difficulties encountered in the process of making
courseware.
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0

5

10

15

20

25

30

35

Audio production and
processing technology

Video production and
processing technology

Image processing
technology

Making technology of
multimedia courseware

Multimedia hardware
operation technology

Figure 6: Teachers’ demand for multimedia technology types.
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After updating the training set, as shown in

Sn ≔ Sn −
Snσ

−2 huið ÞThui Sn
1 + hui Snσ

−2 huið ÞT
: ð25Þ

According to the updated XL, XU , and Sn after iteration,
sample evaluation is carried out again by using formula (23),
and new unlabeled samples are selected. When the number

of selected unlabeled samples reaches a preset ns, ns unla-
beled samples selected in the iteration process are labeled
in batches, and BELM model parameters are reoptimized,
and a new soft sensing model is established at the same time.

4. Experimental Analysis

4.1. Teachers’ Needs in the Application Environment of
Multimedia Technology

Table 3: Sample sources of questionnaires.

School name Survey sample Questionnaire recovery number Recovery rate

Heilongjiang University 40 35 88%

Harbin Normal University 43 43 100%

Jiamusi University 50 48 96%

Harbin Engineering University 46 41 89%

Harbin University of Commerce 40 38 95%

Qiqihar University 41 41 100%

Overall 260 246 95%

Table 1: KMO and Bartlett tests.

Kaiser-Meyer-Olkin metric with sufficient sampling 0.854

Bartlett’s sphericity test

Approximate chi-square 4222.902

Df 946

Sig. 0

Table 2: Reliability statistics.

Scale name Number of projects Cronbach coefficient

Teaching cognitive ability 7 0.818

Instructional design ability 14 0.806

Teaching implementation ability 9 0.783

Teaching reflection ability 7 0.72

Teaching research ability 7 0.842

Total amount table 44 0.912

10%

60%

15%

10%
5%

Very hopeful
Hope
Not very hopeful

Don’t wish
Don’t know

Figure 9: Teachers’ attitude towards sharing multimedia teaching resources.
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Table 5: Summary of factor analysis results of measured questionnaire.

Subscale name Cumulative interpretation rate Factor name Behavior realization Factor load

Subscale 1: teaching
cognitive ability

67.15%

Self-cognition

B1 0.832

B2 0.8

B3 0.793

B4 0.771

Student cognition

B5 0.895

B6 0.732

B7 0.725

Subscale 2: instructional
design ability

60.73%

Teaching objectives

B8 0.613

B9 0.881

B11 0.661

Teaching structure

B12 0.677

B13 0.751

B14 0.753

B15 0.784

B16 0.753

B17 0.571

Teaching method

B19 0.797

B20 0.733

B21 0.699

Subscale 3: teaching
implementation ability

65.12%

Transmit teaching information

B22 0.721

B23 0.789

B24 0.587

Stimulate interest in learning

B25 0.621

B26 0.785

B30 0.621

Classroom regulation

B27 0.789

B28 0.799

B29 0.621

Subscale 4: teaching
reflection ability

67.59%

Self-reflection
B31 0.543

B32 0.912

Reflection on teaching activities

B33 0.558

B34 0.863

B35 0.755

Subscale 5: teaching
research ability

74.59%

Teaching theory research

B39 0.867

B40 0.856

B41 0.799

Teaching practice research

B42 0.658

B43 0.845

B44 0.809

Table 4: Test of total amount table and subscale.

KMO value Bartlett’s sphericity test

Subscale 1: teaching cognitive ability 0.799 0

Subscale 2: instructional design ability 0.88 0

Subscale 3: teaching implementation ability 0.821 0

Subscale 4: teaching reflection ability 0.825 0

Subscale 5: teaching research ability 0.84 0

Total amount table 0.895 0
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Table 6: Statistical table of reliability analysis of measured questionnaire.

Scale name Number of projects Cronbach coefficient

Subscale 1: teaching cognition 7 0.819

Self-cognition 4 0.837

Student cognition 3 0.734

Subscale 2: instructional design 12 0.875

Teaching objectives 3 0.714

Teaching structure 6 0.852

Teaching method 3 0.723

Subscale 3: teaching implementation 9 0.809

Transmit teaching information 3 0.618

Stimulate interest in learning 3 0.7

Classroom regulation 3 0.745

Subscale 4: teaching reflection 5 0.758

Self-reflection 2 0.602

Reflection on teaching activities 3 0.699

Subscale 5: teaching research 6 0.886

Teaching theory research 3 0.865

Teaching practice research 3 0.765

Total amount table 39 0.935

Table 7: Test demographic data.

Background disguise Frequency (person) Percentage (%)

Gender
Male 85 34.6

Woman 161 65.4

Graduate of Fan College
Yes 101 41.1

No 145 58.9

Age

Under 30 years old 74 30.1

31-35 years old 95 38.6

36-40 years old 77 31.3

Teaching experience

Less than one year 50 20.3

2-3 years 69 28

4-5 years 22 8.9

Over 5 years 105 42.7

Educational background

College and below 0 0

Undergraduate 14 5.7

Master graduate student 125 50.8

Doctoral students 107 43.5

Professional title

Teaching assistants 31 12.6

Lecturer 143 58.1

Associate professor 44 17.9

Teachers 28 11.4

Type of institution

Double first-class universities and colleges 86 34.9

Double first-class colleges and universities 83 33.7

Nondual institutions 91 31.4
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4.1.1. Survey of Demand for Multimedia Facilities. Looking
at Figures 2–4, we can draw that 94% of teachers said that
they would encounter multimedia equipment failure in the
teaching process. In the investigation of whether the equip-
ment can meet the teaching needs, almost all teachers think
that it can meet their teaching needs. Multimedia equipment
is the basic material of artificial intelligence-assisted teach-
ing. Schools should provide teachers with a good teaching
environment to ensure the normal teaching.

In the investigation of what aspects of multimedia equip-
ment need to be improved, teachers put forward that the
network environment, computer configuration, projector,
microphone, and audio need to be optimized.

4.1.2. Investigation on Teachers’ Demand for Multimedia
Technology. Through the data in Figures 5–7, we can know

that most teachers are not confident in their multimedia
technology and need to receive training.

4.1.3. Investigation on Teachers’ Sharing of Resources.
Observing the results in Figures 8 and 9, we can know that
most teachers have little communication on courseware
making, which is very unfavorable to the sharing of excellent
teaching resources, and will lead to the reduction of teachers’
teaching efficiency. In the same courseware making process,
if teachers communicate more, they will save a lot and effec-
tively improve courseware making.

In the investigation of resource sharing, most teachers
still hope to share resources, because sharing resources is
related to the protection of teachers’ labor achievements,
which can be solved by establishing courseware material
resource library. Teachers can voluntarily upload the

Table 9: Statistical table of respondents’ reasons for choosing jobs.

Frequency Percentage Effective percentage

Effective

Personal interest 62 25.2 25.2

The wishes of parents and others 53 21.5 21.5

Professional restriction 28 11.4 11.4

The occupation is relatively stable 103 41.9 41.9

Total 246 100 100

Table 8: Statistical table of work stress of respondents.

Frequency Percentage Effective percentage

Effective

Very large 50 20.3 20.3

Larger 99 40.2 40.2

General 85 34.6 34.6

Less 4 1.6 1.6

No 8 3.3 3.3

Total 246 100 100

15%

19%

66%

Give priority to teaching work

Give priority to scientific research

Take care of two jobs, but it is
difficult to have both

Figure 10: Emphasis of respondents on scientific research and work.
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courseware they are willing to share to the resource library,
which not only improves the efficiency of making course-
ware but also protects the success of teachers.

4.2. Subjects and Contents of the Survey

4.2.1. Validity Analysis of Pretest Questionnaire. Usually, we
judge whether a data is suitable for factor analysis according
to KMO value and Bartlett spherical test.

Using this analysis method, the results are shown in
Table 1.

From the data obtained in Table 1, it can be found that
the prequestionnaire structure is very good, which is espe-
cially suitable for factor analysis.

4.2.2. Reliability Analysis of Pretest Questionnaire. Whether
the research results are stable or not is usually tested by reli-
ability. According to this principle, the results in Table 2 are
obtained:

Looking at Table 2, we can conclude that the questionnaire
is very trustworthy and has very high internal consistency,
which can be carried out as a formal questionnaire.

4.2.3. Investigation and Analysis of Measured
Questionnaires. After we preinvestigated the questionnaire
in the previous section, we can start the formal questionnaire
survey. This time, the method of sampling survey was
selected, as shown in Table 3.

Table 10: Descriptive statistical analysis.

Sample size Maximum value Minimum value Average Standard deviation

Subscale 1: teaching cognition ability 246 1 3 2.4123 0.36967

Self-cognition 246 1 3 2.3325 0.43911

Student cognition 246 1 3 2.5786 0.42901

Subscale 2: instructional design ability 246 1 3 2.5843 0.35199

Teaching objectives 246 1 3 2.4702 0.44033

Teaching structure 246 1 3 2.6463 0.38632

Teaching method 246 1 3 2.4255 0.42336

Subscale 3: teaching implementation ability 246 1 3 2.3785 0.38577

Transmit teaching information 246 1 3 2.5542 0.42217

Stimulate interest in learning 246 1 3 2.1667 0.52748

Classroom regulation 246 1 3 2.0146 0.49366

Subscale 4: teaching reflection ability 246 1 3 2.4236 0.42147

Self-reflection 246 1 3 2.4472 0.51035

Reflection on teaching activities 246 1 3 2.3058 0.44635

Subscale 5: teaching research ability 246 1 3 2.0935 0.55661

Teaching theory research 246 1 3 1.9702 0.66121

Teaching practice research 246 1 3 2.2168 0.5714

Total amount table 246 1 3 2.4128 0.31983
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Figure 11: Distribution of teaching fields of respondents.
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In order to verify whether the presupposition theory is
reasonable, we carried out factor analysis in Table 4.

The results in Table 3 show that the questionnaires all
meet the criteria of factor analysis.

Factor analysis is performed on each data, and the results
are shown in Table 5.

Then, the reliability analysis of the questionnaire is car-
ried out, and the results are shown in Table 6:

Looking at Table 6, we can conclude that the reliability of
the data is very good, and we can continue the next research.

4.3. Analysis of Survey Results

4.3.1. Analysis of Demographic Variables. Looking at
Tables 7 and 8, we can conclude that most teachers are
stressed, and only a small part are not stressed.

From Table 9, we can conclude that most people choose
the profession of teachers because it is more stable than
other industries, and only a few people are forced to choose
the profession of teachers because of professional problems.

Looking at Figures 10 and 11, we can find that most
teachers still choose both scientific research and teaching,
so we can know that weighing the direct weight of the two
is a big problem for teachers.

4.3.2. Analysis of the Overall Situation of Teachers’ Teaching
Ability. Through descriptive analysis of teachers’ teaching
ability, we get Table 10.

From the overall situation, it shows that teachers’ teach-
ing ability is still very high. Only the low score of teaching
theory shows that teachers’ cognition in this aspect is not
enough and needs to be improved.

4.3.3. Difference Analysis under Different Variables. Differ-
ences between genders are as follows.

Table 11 shows that the gender differences make
teachers have obvious scores in teaching ability. Among
them, the differences in instructional design are mainly
reflected in the design and selection of teaching methods.
The differences in teaching implementation are mainly
reflected in the adjustment and control of classroom, the dif-
ferences in teaching reflection are mainly reflected in
teachers’ self-reflection and reflection on teaching activities,
and the differences in teaching research are mainly reflected
in teachers’ theoretical research.

4.3.4. Differences between Different Educational Backgrounds.
Observing Table 12 shows that teachers with different educa-
tional backgrounds are different in all aspects, and the main
difference is reflected in cognition.

According to the above research, we can conclude that
there are significant differences in gender, graduation from
normal colleges, professional titles, teaching years, and work
pressure, which shows that these factors have certain influ-
ence on the improvement of teachers’ teaching ability.
Therefore, schools should consider the above factors in the

Table 11: Summary of teaching ability results of teachers of different genders.

F Sig. T value
Degree of
freedom

Significance
(bilateral)

Mean
difference

Subscale 1: teaching
cognition ability

Assuming methods are equal 1.067 0.303 1.162 244 0.247 0.4027

Assuming methods are not equal 1.155 168.303 0.25 0.4027

Subscale 2: instructional
design ability

Assuming methods are equal 0.776 0.379 -0.603 244 0.547 -0.3422

Assuming methods are not equal -0.594 163.404 0.554 -0.3422

Method design
Assuming methods are equal 7.795 0.006 -1.856 244 0.065 -0.3145

Assuming methods are not equal -1.688 132.324 0.094 -0.3145

Subscale 3: teaching
implementation ability

Assuming methods are equal 2.37 0.125 -1.22 244 0.224 -0.56719

Assuming methods are not equal -1.172 153.196 0.243 -0.56719

Classroom regulation
Assuming methods are equal 5.171 0.024 -1.979 244 0.049 -0.39065

Assuming methods are not equal -1.847 141.576 0.067 -0.39065

Subscale 4: teaching
reflection ability

Assuming methods are equal 8.481 0.004 -3.036 244 0.003 -0.8437

Assuming methods are not equal -2.818 139.519 0.006 -0.8437

Self-reflection
Assuming methods are equal 9.944 0.002 -2.389 244 0.018 -0.32386

Assuming methods are not equal -2.231 141.83 0.027 -0.32386

Reflection on
teaching activities

Assuming methods are equal 7.223 0.008 -2.94 244 0.004 -0.51984

Assuming methods are not equal -2.779 146.355 0.006 -0.51984

Subscale 5: teaching
research ability

Assuming methods are equal 2.485 0.116 -1.072 244 0.285 -0.47965

Assuming methods are not equal -1.026 151.827 0.306 -0.47965

Theoretical research
Assuming methods are equal 5.532 0.019 -0.567 244 0.571 -0.15097

Assuming methods are not equal -0.544 152.724 0.587 -0.15097

Total amount table
Assuming methods are equal 2.184 0.141 -1.095 244 0.275 -1.83003

Assuming methods are not equal -1.063 157.428 0.29 -1.83003
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selection and training of teachers, including the cultivation
and promotion of teaching ability.

5. Concluding Remarks

The educational level of school teachers will directly affect
the educational quality of school staff and will also affect
the employment and future development of students. It is
a very important subject to improve the teaching ability of
college teachers at present. This study mainly focuses on
improving teachers’ teaching ability. Based on the actual sit-
uation of teachers in colleges and universities, through ques-
tionnaire survey, personal interview, and data collection, we
can understand the first-hand information of teachers’ train-
ing and summarize the present situation. Based on the rele-
vant literature, this paper analyzes the factors affecting the
improvement of young college teachers’ teaching ability
from the aspects of education administration, schools, and
teachers and puts forward corresponding development strat-
egies. The purpose of this paper is to find an effective way to

improve the teaching ability of college teachers and then
improve the quality of personnel training and help the prog-
ress of education.

Data Availability

The experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Table 12: Summary of teaching ability results under different educational backgrounds.

F Sig. T value
Degree of
freedom

Significance
(bilateral)

Mean
difference

Subscale 1: teaching
cognition ability

Assuming methods are equal 16.079 0 3.837 244 0 1.25224

Assuming methods are not equal 4.008 240.781 0 1.25224

Self-cognition
Assuming methods are equal 7.43 0.007 3.939 244 0 0.87115

Assuming methods are not equal 4.028 230.799 0 0.87115

Student cognition
Assuming methods are equal 13.454 0 2.305 244 0.022 0.38109

Assuming methods are not equal 2.389 237.764 0.018 0.38109

Subscale 2: instructional
design ability

Assuming methods are equal 10.159 0.002 4.382 244 0 2.31417

Assuming methods are not equal 4.603 242.414 0 2.31417

Goal design
Assuming methods are equal 4.575 0.033 3.046 244 0.003 0.51287

Assuming methods are not equal 3.144 235.879 0.002 0.51287

Process design
Assuming methods are equal 6.344 0.012 3.688 244 0 1.08037

Assuming methods are not equal 3.841 239.831 0 1.08037

Method design
Assuming methods are equal 4.027 0.046 2.483 244 0.014 0.40451

Assuming methods are not equal 2.587 239.835 0.01 0.40451

Subscale 3: teaching
implementation ability

Assuming methods are equal 0.451 0.503 5.178 244 0 2.21632

Assuming methods are not equal 5.293 230.474 0 2.21632

Teaching information
rack transmission

Assuming methods are equal 15.271 0 3.791 244 0 0.60601

Assuming methods are not equal 3.945 239.387 0 0.60601

Subscale 4: teaching
reflection ability

Assuming methods are equal 2.834 0.094 5.484 244 0 1.41605

Assuming methods are not equal 5.678 237.322 0 1.41605

Reflection on
teaching activities

Assuming methods are equal 8.389 0.004 5.262 244 0 0.86719

Assuming methods are not equal 5.482 239.889 0 0.86719

Subscale 5: teaching
research ability

Assuming methods are equal 1.775 0.184 4.662 244 0 1.93745

Assuming methods are not equal 4.62 208.361 0 1.93745

Theoretical research
Assuming methods are equal 0.034 0.853 4.626 244 0 1.14278

Assuming methods are not equal 4.636 216.78 0 1.14278

Total amount table
Assuming methods are equal 1.672 0.197 6.048 244 0 9.13622

Assuming methods are not equal 6.243 235.856 0 9.13622
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In order to fully tap the potential of tennis players, speed, strength, and endurance are further improved in physical factors.
Improve the overall competitiveness of tennis to a higher level and further improve the scientific level of tennis training. This
paper truly reflects the adaptability of athletes’ functional state to training load. At the same time, the data mining algorithm is
used to analyze the correlation between athletes and athletes in the application of techniques and tactics. The results show that
timely adjustment of training plan and training load can provide a scientific and objective basis for improving the guidance of
combat readiness training. At the same time, adjusting the training plan and training load provides a scientific and objective
basis for further improving the guidance of combat readiness training. This paper improves the metacognitive level of athletes’
participation, accurately and timely adjusts the athletes’ personal goals and realistic positioning, and timely feeds back the
relevant information of the competition. Only by being good at creating a competition environment can athletes give full play
to their advantages and actively seek and pursue improvement in the stage of competitive ability.

1. Introduction

The characteristics of tennis determine that tennis players
should have comprehensive competitive ability. The main
factors affecting the competitive ability of tennis players
are tactics, physical fitness, and psychology [1]. The training
process of tennis players has the characteristics of long-term,
systematic, and complex. This process is not only divided
into different stages in time, such as sports material selec-
tion, basic training, special training, and high-level training
[2]. The law of tennis competition is the concentrated
embodiment of skills and tactics and their own competitive
ability; the relationship between training and competition
is the core to promote the positive variation of competitive
ability; the variation factors of tennis players’ competitive
ability can be divided into self-control factors and non-
self-control factors [3]. It refers to the synthesis of various
physical abilities necessary for athletes to improve their
sports technical and tactical level and create excellent sports

results, including athletes’ body shape, physical function,
physical health, and sports quality [4]. In other words, the
transformation from closed scene to open scene has changed
the performance and performance of athletes. This result is
positive and negative [5]. The changes of tennis players’
competitive ability are mainly caused by self-control factors.
The best way to test athletes’ sports ability level or obtain
social recognition is sports competition, as well as the differ-
ences in time and space conditions between sports competi-
tion and sports training [6].

In competitive competitions, there are changes in
“rhythm” and “athletes’ competitive ability,” that is, the
change law of athletes’ competitive ability in the time struc-
ture during the competition [7]. Tennis technology is an
open technology. In tennis competitions with high require-
ments for technology and accuracy, tennis players must
respond according to the situation of their opponents and
move quickly and accurately to ensure the continuity of
the competition [8]. The smooth realization of athletes’
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competitive ability from realistic state to target state “has
experienced a qualitative change from relative disorder to
highly ordered structure in time and space” [9]. In terms
of functional regulation, we need to examine the potential
of storing and transferring substances, as well as the ability
to adapt to comprehensive changes in the environment.
Use some method to measure and identify the patterns
found by data mining, and evaluate their effectiveness and
applicability [10]. Improve the proportion of young athletes,
shorten the training time, and prolong the athletes’ sports
career; at the microlevel, strengthen the monitoring of the
scientific training process to make the training content more
targeted and effective [11]. Among them, physical fitness, as
an important basis for competitive ability of competitive
athletes, is the basis for supporting other competitive ability
elements and normal play of super level competition [12]. It
is these characteristics that make footwork and physical
strength play an important role in the competition, and
physical strength is an important guarantee to win. The rel-
ative stability of sports technology and the uniformity of
real-time strain make sports technology have a stable sports
structure, which changes continuously with the site, envi-
ronmental conditions, and situation of opponents [13].

According to the physical, technical, intellectual, and
psychological advantages of athletes, focus on cultivating
athletes’ special abilities and interests in sports training.
The unbalanced potential difference promotes the orderly
development of competitiveness [14]. Data mining inte-
grates the knowledge and achievements of many disciplines
in the development process, so its research has produced
various types of data mining methods [15]. For professional
tennis players, competition training has run through the
whole year, and competition has become a part of training.
Form a competitive ability structure with differences, nonu-
nity, and particularity. If the competitive ability describes the
subjective situation of athletes from the content of athletes
participating in training and competition, then the compet-
itive strength is obtained from athletes through training to
meet the athletes’ response to the competition. This fierce
competition and continuous competition is a great challenge
to the physical quality and recovery ability of athletes and
integrated into the process of special sports [16]. Therefore,
athletes need to have high anaerobic endurance, and tennis
players should have a high level of anaerobic glycolysis. This
paper aims to study the changing factors of tennis players’
competitive ability and data mining algorithm [17], achieve
satisfactory results in the game, and even get the description
of the subjective and objective conditions of game victory
[18]. For long-time multishot and multiround shooting,
athletes need high aerobic capacity. Aerobic endurance is
the basis for athletes to quickly recover strength in the
long-term competition and high-frequency events [19]. At
the same time, people also judge the competitive level of
athletes by observing their competitive ability in the compe-
tition and finally make a comprehensive evaluation of sports
performance according to the situation of athletes’ competi-
tive ability.

This paper presents a data mining algorithm to analyze
the changing factors of tennis players’ competitive ability.

In short, the contributions of this paper are as follows: (1)
The algorithm is a new data mining algorithm to analyze
the changing factors of tennis players’ competitive ability.
(2) The algorithm has a wide applicability in data mining
environment and has a high applicability to the analysis of
tennis players’ competitive ability. (3) The algorithm has a
high operation efficiency, good recognition effect, and good
visualization effect.

2. Related Work

McGawley et al. believed that healthy physical quality is
necessary to promote health, prevent diseases, and improve
daily life efficiency, including cardiopulmonary endurance,
muscle endurance, muscle endurance, flexibility, and appro-
priate percentage of body fat. Physical quality can be divided
into competitive physical quality and healthy physical qual-
ity. Competitive physical fitness refers to the body elements
required by athletes to achieve excellent results in competi-
tive competitions [20]. Hoffmann Jr. and others found that
training to improve strength quality has a direct impact on
the performance of tennis players. In strength training, we
should increase the training of multiple muscle groups.
The front of the body of excellent athletes is very strong,
including chest and deltoid muscles. The posterior rotator
muscle is an important muscle group, which can improve
joint stability and protect joints [21].

Vescovi proposed the “comprehensive theoretical
model” in their research in 2014. Due to the different degree
of automation of athletes’ skills, there are obvious differences
in competition experience and self-consciousness, their
psychological function process is destroyed, and the sports
process is declining. Therefore, they stressed that the charac-
teristics and technical level of exercise should be considered
when analyzing the mechanism of “asphyxia.” It is also
considered that precompetition emotion is an intermediary
variable in the relationship between athletes’ training level
and competition level [22]. Torres-Luque et al. pointed out
in 2015 that there is a “stage inspection” mechanism in
sports competitions, especially when the strength of athletes
is comparable; the probability of this “stage inspection” phe-
nomenon is higher [23]. da Silva and others considered the
causes, phenomena, and results of a series of events in sports
competitions, namely “small probability events.” The com-
petition environment, the timing of the use of sports tech-
nology, and the super level are all related to the emergence
of “small probability events” in the stadium. The emergence
of “small probability events” is an inevitable and irreversible
phenomenon in the law of sports behavior [24].

3. Materials and Methods

Suitable load refers to the training principle of giving corre-
sponding measured load in training according to the actual
possibility of athletes, the training adaptation law of human
function, and the demand of improving athletes’ competitive
ability, so as to achieve ideal training effect. Athletes’ body
will inevitably produce corresponding training effect after
experiencing a certain sports load, and the body will adapt
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to the load. At this time, if the sports load cannot change
with the improvement of athletes’ competitive level, there
will be a bottleneck period. The change of space-time condi-
tions leads to the change of the structural elements of com-
petitive ability obtained by athletes before the competition
and then leads to the change of competitive ability function.
The relationship between competitiveness elements is shown
in Table 1 and Figure 1. The diversity of competitive ability
performance is reflected in the different achievements of the
same athlete under different competition conditions, and
different athletes also have different achievements under
the same competition conditions. Generally speaking, phys-
ical fitness and technical tactics are the main contents of
training, and there are few links of psychological training
and ideological education. When athletes have similar sports
ability or strength, physical quality is the key to achieve
excellent sports results. Tennis players are a technology-
oriented and body-based network confrontation project.
Only when tennis players have comprehensive skills and
strong special physical fitness can they adapt to the change-
able competition situation and the needs of different venues.
Tennis technology mainly includes bottom line technology,
front net technology, high-pressure ball and hanging ball
technology, small ball technology, and service and receiving
technology. With the trend of athletes mastering fine and
comprehensive technology and tactical flexibility, technol-
ogy and tactics have become a balance point, and physical
quality is the key to break this balance. Basically, the overall
training of athletes shall be comprehensively arranged. The
results of various indicators of fitness test will feed back
the effectiveness of the plan. Its project characteristics deter-
mine that the unbalanced compensation of tennis players’
competitive ability structure mainly focuses on the compen-
sation of physical and tactical ability. It can be said that
without good physical strength as the basis, techniques,
and tactics will not play a role.

Tennis players should have comprehensive, solid, and
skilled basic skills, master special skills, and practice killer
mace on the basis of comprehensive technology. The tactical
ability mainly focuses on their own specific playing methods
and makes rational use of various tactics. Therefore, speed
and quality are still the key to obtain “space-time advan-
tage.” Competing for jet lag and space advantage, whether
we can catch the coming ball in advance needs speed to sup-
port. Without fast movement and reaction speed, even if the
prediction is correct, it is also a passive shot, because physi-
cal quality is the basis to ensure that athletes can give full
play to their technical and tactical abilities in the competi-
tion. The accuracy and subtlety of sports observation and
the clarity and richness of sports imagination are the intel-
lectual functions that tennis players need to pay attention
to. Tactical literacy, brain shackles, changes in technology
and tactics, and changes in hitting points are all good exam-
ples of sports intelligence. In other words, athletes’ physical
quality will affect their competitive level to a great extent
and then affect the achievement of sports results. In normal
training, in order to adapt to the fast moving speed in the
competition and win valuable time for athletes, it is neces-
sary to strengthen the training of reaction ability and

increase the experience of dealing with various competition
situations. Otherwise, it is either normal or unstable, and
its final effect will not reach the ideal expectation. Therefore,
in sports competitions, especially some special events, the
requirements for athletes are normal and can give stable play
to their competitive ability.

The specific motion quality parameters are shown in
Table 2 and Figure 2. Tennis players are in a special stage
of progress. According to sports training theory, the main
task of basic training stage is to develop general sports abil-
ity. The main task is to improve their special competitive-
ness. The training content includes specific techniques and
tactics. The increase of athletes’ muscle volume is only the
primary stage of strength training with additional conditions
in some sports. The further improvement of power level
mainly depends on the control and coordination of nervous
system. Explosive power training is regarded as the training
of coordination ability to a great extent. The main contents
of training include basic sports ability; some basic technolo-
gies and parameters are shown in Table 3 and Figure 3.

ATP-CP is a multi-intermittent and fierce confrontation
project. Its energy supply is characterized by providing 8-10
seconds of exercise time and fast and explosive energy under
anaerobic conditions. From the characteristics of tennis
energy supply, it is mainly provided by ATP-CP and anaer-
obic digestion in the short term, and the overall physical
quality of individuals is also unbalanced. Only by adopting
the training suitable for athletes’ internal biological adapta-
tion can we play a beneficial biological role and improve
athletes’ competitive ability. Individual competitive ability
is the basis of training and competition, whether in individ-
ual or collective sports. It is unrealistic to change the adapt-
ability of athletes’ physical function in a short time. If you
can’t give full play to your technical advantages in the game,
it will have a negative impact on the whole game process,
resulting in the failure of the game. In sports with two or
more people, the tactical combination and arrangement of
coaches, based on individual competitive ability, constitute
the competitive ability of the group under certain condi-
tions. Combining theory with tennis, the basic quality of
the body is not only the basis for mastering various tech-
niques, but also the premise for using and perfecting tech-
niques in the competition. Therefore, the good protection
and play of each part of competitive ability is an important
factor affecting the change of athletes’ competitive ability.
The change factors of competitiveness participation are
shown in Table 4 and Figure 4. Although the collective
project emphasizes the integration of the overall competi-
tiveness level, it is also based on the combination and
arrangement change of individual competitiveness.

Table 1: The relation of competitive ability elements.

Balance Level

Skill 10.50 8.05

Physical fitness 9.72 7.18

Mind 9.02 8.19

Intelligence 8.91 8.22
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4. Result Analysis and Discussion

In data mining, all data objects are first put into a group,
and then a group is divided into smaller groups in each
iteration until each data is recorded in a separate group
or meets a condition. Through the game data collected by
the data acquisition module in the tennis technical and

tactical analysis system, the developed class library is intro-
duced into the comprehensive analysis module to analyze
the selected game. In many cases, the body is in an unbal-
anced state. Through core training, it can strengthen the
balance and stability of the body, help prevent injury, and
integrate the whole body strength to hit the ball. At the
same time, it is also the main link of comprehensive
strength. It plays a key role in the coordination of upper
and lower limbs. If there is any unforced error, emotional
disorder, psychological tension, etc. at the critical moment
of the game, that is, the score, count, and game score, it
is easy to lead to the failure of the game. The numerical dis-
tribution under iteration is shown in Table 5, and the data
mining analysis process is shown in Figure 5. Tennis is a
sport based on anaerobic metabolism. At the same time, it
is also the main link of the whole army. It plays a key role
in the coordination of upper and lower limbs. In many
cases of hitting the ball, the body is in an unbalanced state.
The function of each component of athletes’ competitive
ability will directly affect the result of competition, which
is a direct factor affecting athletes’ competitive ability. Mon-
itoring this index will help to improve the physical exercise
content of aerobic metabolism and anaerobic metabolism
in time, helps prevent injuries, and integrates full body
strength to hit the ball. During exercise, the proportion
and quantity of lactic acid produced are large. Through
core training monitoring, the balance and stability of the
body can be strengthened.

In the process of evaluating the variation of tennis
players’ competitive ability in competition, the technical
indexes can be directly substituted into the formula to calcu-
late the positive value:

yi = f 〠
j

wijxj − θi

 !
,

Ot = f 〠
i
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 !
:
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Figure 1: The relation of competitive ability elements.

Table 2: Training tasks in the special improvement phase.

Train Increase

Special skills and tactics 10.08 8.06

Special sports quality 9.62 7.95
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Figure 2: Training tasks in the special improvement phase.

Table 3: Training tasks in basic training stage.

Train Increase

Basic sports ability 15.05 13.12

Several basic technologies 10.25 9.18
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Figure 3: Training tasks in basic training stage.
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Through various references, it is concluded that the
judgment of competition variation is based on the precom-
petition training (or competition) results of an athlete:

wij k + 1ð Þ =wij kð Þ + ηδixj,
FP = PA − PBð ÞAP:

ð2Þ

The variance shown by the difference in performance
derived from the formula must be combined with the quali-
tative evaluation of coaches and athletes. Only the difference
in performance is incomplete:

Iω€δ = Frd − Kω
_δ − Cωδ − K1eδ: ð3Þ

The difference of the main body and the change of the
main body’s self-control factors are the direct factors leading
to the variation of the competition:

Qi = CqAi

ffiffiffiffiffiffiffiffiffiffi
2ΔPi

ρ

s
: ð4Þ

Changes in the object of the game are indirect factors
that contribute to the variation of the competition:

PS − PA =
ρ

2C2
qA

2
1
Q2

1: ð5Þ

In this step of data mining, the corresponding algorithm
must be selected according to the characteristics of the data
itself and the functions expected to be implemented, so that
the implicit mode is extracted from the data by continuously
updating the weights:

a = f wp + bð Þ: ð6Þ

To calculate the error between the nodes in the hidden
layer, you need to weight the error connected to the node
in the next layer:

n = 〠
R

i−1
PlWl,j + b,

n =W ∗ P + b:

ð7Þ

The error of propagation is reflected by updating the
weight and offset. The formula for weight update is as fol-
lows:

f xð Þ = 1
1 + e−x

: ð8Þ

The offset is updated by the following formula. Change
amount formula:

Ep =
∑ tpi − opi
À Á2

2 : ð9Þ

The basic purpose of tennis training is competition, and
competition is the most direct way and ultimate goal. There-
fore, sports competition is the way to show and develop
competitive ability. In order to achieve the ideal training
effect, only by grasping the leading factors closely related
to the specific characteristics and carrying out key training
in a hierarchical and orderly manner, the structure and
development of individual competitive ability can better
meet the competitive needs of a certain stage. Physical fitness
has become a key factor affecting the success of the compe-
tition. Therefore, we should treat the relationship between
physical fitness and tactics differently and realize that phys-
ical fitness and tactics are independent in the elements of
competitive ability and unified in the competition. The
length of competition time also plays a role in the change
process of competition. The competition process is short. If
there is competition variation, the process is also short. Once
it is formed, the athletes’ self-regulation mechanism is diffi-
cult to play a role, especially in the case of negative variation,
because time does not allow athletes to make rapid and effec-
tive judgment and adjustment. According to the characteris-
tics of tennis, observing and analyzing the changes of
athletes’ body shape not only has the significance of material

Table 4: Variation factors of competitive ability in competition.

Influence Judge

Personal factors 23.05 5.06

Psychological factor 19.13 3.27

Environmental factor 19.05 3.05
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Figure 4: Variation factors of competitive ability in competition.

Table 5: Weight assignment.

Extract Weight

Data preparation 17.16 9.56

Association rule mining 16.52 9.13
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selection, but also feeds back the training effect and effect
from one side. At the same time, it is a platform for athletes
to transform the subjective conditions of participating in
competitive sports activities into objective reality, which is
carried by athletes’ performance and social evaluation. The
significance of group variation is that it is based on individ-
ual variation and is closely related to the characteristics of
different sports. Therefore, it determines the change of com-
petitive variation among different individuals and ultimately
affects the competitive process and results. In the game, save
each resolved action. Through the analysis of game data,
some rules can be found. The data can be saved in the string
array by intercepting the data, so as to analyze the game
data. The relationship between different types of changes is
shown in Figure 6.

In the competition, athletes need to change the applica-
tion of technology, size control, rhythm control, and emo-
tional expression according to the changes of the field. The
change of athletes’ emotion plays an important role in the
achievement of excellent sports results. Athletes’ good emo-
tional state in the competition is the psychological feature of
competition success. It helps athletes to better tap the poten-
tial of the body, give better play to their technical level, and
win the competition. The application of tennis technology
requires the body to play a better role in balance, and coor-
dination quality also plays an important role in maintaining
body balance. Each training stage has its specific main train-
ing tasks. In order to accurately reflect the real situation of
these systems, it is necessary to measure and evaluate spe-
cific indicators in order to achieve these indicators.

The change process of tennis players’ competitive ability
participation is shown in Figure 7. After the athletes have the
basic competitive ability, for the athletes in the indirect
confrontation group, the competition is mainly caused by
objective conditions. Therefore, the phased characteristics
of the development and construction of competitive ability
structure determine the phased nature of the sports training
process. The complete process of the development and
construction of athletes’ competitive ability structure is
composed of multiple interrelated different training stages.
Through various tennis competitions, according to the
sports performance of the competition and the level of per-
sonal tennis competition, receive tennis professional train-
ing, obtain the unique sports ability of tennis, and reach a
certain tennis training level. For the team athletes in direct
confrontation, the subject is also due to the role of the object.
The change of activity mode includes the change of time and

space of technical action and the change of tactical adjust-
ment. Judge the level of athletic ability of tennis players.

5. Conclusion

In tennis matches, some techniques and tactics are often
used to train and improve athletes’ memory, imagination,
and thinking ability and help athletes make rational use of
professional theoretical knowledge and correctly understand
coaches’ training intention, so as to greatly shorten the
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Figure 5: Data mining analysis flow chart.
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process of learning and mastering sports skills. Based on
data mining algorithm, this paper analyzes the changing
factors of tennis players’ competitive ability. Combined with
the idea of data mining, this paper looks for the action
combination often used by athletes in the process of compe-
tition. Technical warfare can make the project group have
the characteristics of group integration and symbiosis, core
technology and tactical guidance, attack and defense transi-
tion control, and bureaucratic point outbreak. The skill
advantage group has the characteristics of target fear polari-
zation and variability of variation process. People are the
main body of tennis. Tennis training and competition are
the research objects. In training and competition, the differ-
ence between subject and subject control factors is the direct
factor leading to the competition. The strength, speed, and
endurance of athletes develop with the arrangement of train-
ing contents. The improvement of flexibility is partly due to
the original physical condition of athletes, and athletes have
sports injuries, so there is little improvement or change.
However, there is no in-depth analysis of the lack of self-
control ability and countermeasures in this paper. Self-
control is the stimulating factor that causes athletes’ psycho-
logical response in the competition. Therefore, a series of
measures should be taken in the future research.
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With the aging of the population in China and even in the world becoming more and more serious, China has become the country
with the largest proportion of the elderly population, and a series of social problems such as health and medical care brought about
by aging are being actively responded by policies. Aging has also become a natural law that human beings cannot break free from.
Although exercise cannot reverse the aging process, it can weaken the adverse effects caused by aging. Having good physical
quality, keeping a happy mood, comfortable living environment, and friendly social relations are the secret recipe for
prolonging life and resisting cell aging. On the contrary, if physical and mental exhaustion, various chronic diseases, negative
life events, bad living environment, and social relations will seriously affect human life and quality of life. Sports promote the
metabolism of the whole body. Exercise can stabilize blood sugar, avoid cardiovascular diseases, and even get a good mood. At
the cellular level, exercise facilitates the transmission and absorption of nutrients, thus making tissues healthier to cope with
the stress of daily life. According to the statistics of loving sports and not loving sports through medical big data, the physical
fitness and cell health of the elderly who love exercise every day are better than those who do not love sports. Sports are
controlled by the central nervous system, and there is a correlation between changes in motor ability and cognitive
impairment. Aging is accompanied by the deterioration of skeletal muscle quality and strength, which is mainly due to the
rapid degradation and slow synthesis of protein in skeletal muscle. Therefore, exercise is one of the most effective ways to
delay the aging of muscles and bones. According to the great potential value of medical big data, this paper analyzes and
explains the correlation between sports and antiaging.

1. Introduction

At present, the sharing level of medical big data in China has
not reached a higher level, which provides reference and
basis for the correlation analysis between sports and antiag-
ing, hoping to promote the transformation of medical care,
medical insurance, medicine, medical research, and medical
policy decision-making and help the development of related
medical industries. Literature [1] tells the health problems of
the elderly, and the community should set up corresponding
fitness service facilities. Literature [2] tells us that sitting for
a long time will accelerate the aging speed, and only exercise
can maintain a healthy and youthful form. Literature [3]
expounds the research and analysis of taking traditional Chi-
nese medicine to delay aging. Literature [4] expounds the
application scenarios of intelligent decision-making service

of medical information in different fields. Literature [5]
states that intelligent neurosurgery has gradually entered
the stage of orbital, systematic, and large-scale development.
Many R&D sections, such as big data mining, machine
learning/deep learning/neural network, clinical decision
support system/expert system, surgical navigation, and
robot, have initially matured. Related applications have cov-
ered clinical diagnosis, treatment decision-making, surgical
assistance, prognosis evaluation, simulated teaching, and
other scenarios of various diseases in neurosurgery, but the
whole is still in its infancy. Literature [6] studies the analysis
and sharing of big data in precision medicine to provide a
stable data base for medical development. Literature [7] ana-
lyzes that medical big data and artificial intelligence (AI)
have great potential in improving the utilization rate of med-
ical resources and service quality, but they also bring
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challenges in privacy protection and technical risks. Litera-
ture [8] studies and analyzes the accurate application of big
data in cancer diagnosis and treatment, clinical medication
guidance, chronic disease prevention and control, and other
fields. Literature [9] shows the construction and develop-
ment of medical science in the era of big data. Literature
[10] expounds that artificial intelligence technology inte-
grates big data and cloud computing in the medical industry
to effectively promote the intelligent development of medical
diagnosis and treatment. Literature [11] expounds the data
management of hospital clinical by big data and the con-
struction of medical engineering in literature [12]. Literature
[13] expresses the application exploration of medical diag-
nosis under the background of big data. Literature [14] looks
forward to the help of big data to the development of world
medicine. Literature [15] says that intelligent medicine will
eventually change the future of medicine. Literature [16]
puts forward thoughts on the problems of artificial intelli-
gence, literature [17] points out the application research of
medical big data in tumors, literature [18–20] talks about
the future development of artificial intelligence in the medi-
cal field, literature [21, 22] expounds the application value of
medicine under the background of big data, and literature
[23] applies big data to evaluate health.

2. Sports Situation of the Elderly at Home
and Abroad

2.1. Sports Situation of the Elderly Abroad. After big data
[24], Australia is rich in fitness activities for the elderly,
among which the middle-aged and elderly sports meeting
is one of the large-scale sports activities active in the
middle-aged and elderly people in Australia. The develop-
ment of community sports activities in the United States is
mainly funded by government sponsorship or collection of
membership fees. Most of the residents of the United States
carry out very rich sports and physical fitness activities,
which cover a wide range of exercise projects, and the quality
of their activities is quite high. Japan is already the country
with the highest proportion of the elderly population in
the world. The elderly in Japan have relatively more leisure
time, pay more attention to their physical and mental health,
and tend to be able to carry out various sports and health
care activities independently. In the choice of sports, they
hope that the sports rules are easy to understand, the tech-
nology has certain technical content, and it is easy to learn
to experience the fun of sports.

2.2. Sports Situation of the Elderly in China. With the devel-
opment of the times, there are various forms of sports, but
according to statistics [25], the sports choices of the
elderly in China are relatively single, among which walk-
ing is the most favored by the elderly. Secondly, running,
square dancing, cycling, and other activities have a wide
audience. These events do not need too many skills or
special sports equipment. They are the cheapest and sim-
plest events with relatively small difficulty coefficient.
Some common sports equipment in the home, such as
table tennis, badminton, swimming, skipping rope, kicking

shuttlecock, and other activities, are also within the scope
of activities of the elderly, and a small number of elderly
people with strong physical fitness will participate in some
professional activities, such as mountaineering, basketball,
diabolo shaking, softball, folk dance, martial arts, and
health qigong (See Table 1 for details).

3. Sports Statistical Algorithm Model

3.1. Logistic Regression Model

3.1.1. General Linear Regression Model. In statistical analysis
with less fluctuation, the lever value of general linear model
is defined as shown in the formula:

hii = X XTX
À Á−1

Xi, ð1Þ

where hii is the i-th diagonal element of the matrix H = X
ðXTXÞ−1Xi.

The target value is estimated by the least squares of the
general linear model, and the predicted value ŷican be writ-
ten as follows:

ŷi = 〠
n

j=1
hijyj = hiiyi + 〠

n

j≠i
hijyj: ð2Þ

ŷ takes the partial derivative of yi , as follows:

∂ŷi
∂yi

= hii, i = 1, 2,⋯, n: ð3Þ

The subsampling algorithm of general linear model is an
important subsampling strategy based on normalized empir-
ical statistical lever score of input matrix X. The calculation
of sampling probability distribution is as follows:

πleverage
I = hii

∑n
i=1hii

, i = 1, 2, ::n: ð4Þ

3.1.2. Sensitivity to Misclassification. The formula for the
logistic regression model is defined as follows:

P yi = 1 ∣ xið Þ = pi βð Þ = exp xTi β
À Á

1 + exp xTi β
À Á : ð5Þ

When a certain i is selected, it is assumed that the tested
event yiis misclassified symmetrically with the probability qi
and that all other observations are correctly classified, that is,
the probability of misclassification of these observations is qi
=0, j ≠ i. If the sensitivity to error classification is calculated
in the presence of error classification, the probability
distribution of response variables is recorded as the
following formula:

P yi = 1 ui = 0j = P yi = 0 ∣ ui = 1ð Þð = qi: ð6Þ

2 Journal of Sensors



RE
TR
AC
TE
D

The marginal probability of observed event yi = 1 is
obtained as follows:

P yi = 1ð Þ = P yi = 1 ∣ ui = 0ð Þ + P yi = 1 ∣ ui = 1ð Þ

=
1 − qj

� �
exp xTj β

� �
+ qj

1 + exp xTj β
� � :

ð7Þ

When qi = 0, there is a special case and there is no wrong
classification. When qi = 1, the opposite is true.

Since yi is a misclassified observation, the probability of
yi being symmetrically correctly classified is as follows:

P yi = 0 ∣ ui = 0ð Þ = P yi = 1 ∣ ui = 1ð Þ = 1 − qi: ð8Þ

The likelihood function of logistic regression is as
follows:

L βð Þ =Πn
j=1Pr yj ∣ xj

� �
=Πn

j=1 p xj, β, qj
� �yj

h i
1 − p xj, β, qj

� �1−yj
� �

=Πn
j=1

1 − qj
� �

exp xTj β
� �

+ qj

1 + exp xTj β
� �

2
4

3
5
yj 1 − qj

� �
+ qj exp xTj β

� �
1 + exp xTj β

� �
2
4

3
5
1−yj:

:

ð9Þ

Take the logarithm and the formula is as follows:

l βð Þ = 〠
n

j=1
yjIn

1 − qj
� �

exp xTj β
� �

+ qj

1 + exp xTj β + qj
� � + 1 − yj

� �
In

1 − qj
� �

exp xTj β
� �

1 + exp xTj β + qj
� �

2
4

3
5:

ð10Þ

Formula (10) derives β and makes the derivative equal to
zero, resulting in the scoring equation as follows:

〠
n

j=1

yj 1 − qj
� �

exp xTj β
� �

1 − qj
� �

exp xTj β
� �

+ qj

2
4

+
1 − yj

� �
qj exp xTj β

� �
qj exp xTj β

� �
+ 1 − qj
� � −

exp xTj β
� �

1 + exp xTj β
� �

3
5xj = 0:

ð11Þ

The value of the differential of β to qj at qj = 0 is as
follows:

∂bβ i

∂qi

�����
qi

= 1 − 2yið Þ exp 1 − 2yið ÞxTi bβh i
H−1xi: ð12Þ

In the above formula, the expression for H is

H = 〠
n

j=1

exp xTj β
� �

1 + exp xTj β
� �h i2 xjxTj : ð13Þ

3.1.3. Prediction Probability Sensitivity. Logistic regression
model mainly predicts whether it is misclassified by the size
of piðβÞ. Therefore, after estimating the coefficient, the pre-
diction ability of the model can be verified according to the
prediction probability piðβÞ, and the formula is as follows:

p̂ =
exp xTj β

� �
1 + exp xTj β

� � : ð14Þ

The sensitivity of wrong classification is analyzed, and
the derivative of prediction probability p with respect to clas-
sification probability p̂ at qi = 0 is taken as prediction prob-
ability, and the formula is as follows:

∂p̂i
∂qi

����
qi=0

= ∂p̂i
∂bβ

�����
qi=0

0
@

1
A′ ∂bβ i

∂qi

�����
qi=0

0
@

1
A

= 1 − 2yið Þ
exp 2 1 − yj xTj β

� �� �h i
1 + exp xTj β

� �h i2 :

ð15Þ

3.2. Subsampling Algorithm. Based on the gradient expres-
sion of loss function estimated by least squares, a self-
adaptive gradient subsampling algorithm is proposed. The
main steps of the algorithm are as follows.

Find the loss function of the logistic regression model of
the set fðxi, yiÞgni=1, and the formula is as follows:

ϑ β, xið Þ = 1
n

〠
n

i=1
yi logpβ xið Þ + log 1 − pβ xið Þ

n oh i
: ð16Þ

The loss function is derived from β:

∂ϑ β, xið Þ
∂β

= 1
n
〠
n

i=1
yi − pβ xið Þ
h i

xi: ð17Þ

The gradient formula of loss function of the i test sample
is as follows:

δi = yi − pβ xið Þ
h i

xi: ð18Þ

Table 1: Statistical table of sports project names for the elderly in
community.

Sports events Number of people Percentage (%)

Walk 540 29.7

Running 320 17.6

Square dance 334 18.4

Table tennis 210 11.5

Skipping rope 184 10.1

Martial arts 145 7.9

Mountaineering 82 4.5
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The definition of subsampling probability of the i test
sample for loss function gradient is as follows:

πδ
i =

δij j
∑n

i=1 δij j : ð19Þ

3.2.1. Optimized Subsampling Algorithm. The asymptotic
properties of weighted gradient subsampling maximum like-
lihood estimators for logistic regression models are studied.
Given the total sample fðxi, yiÞgni=1, when the response vari-
able satisfies certain conditions, r is the subsample size, and
when n→∞, r→∞, the formula is as follows:

V−1/2 ~β − bβMLB

� �
⟶N 0, 1ð Þ: ð20Þ

In the above formula, the expressions for V and Vc are as
follows:

V =M−1
X VcM

−1
X ,

Vc =
1
rn2

〠
n

i=1

yi − bβMLB

n o2
xix

T
i

πi
:

ð21Þ

The asymptotic mean square error of ~β is equivalent to
the trace of matrix V, that is,

AMSE ~β
� �

= tr Vð Þ: ð22Þ

Optimize according to the thinking mode of “A-opti-
mality”:

min AMSE ~β
� �

=min tr Vð Þ ð23Þ

trðVÞ takes the minimum value, and the sampling
probability is as follows:

πmMSE
i =

yi − bβMLB

��� ��� M−1
X xi

�� ��
∑n

i=1 yi − bβMLB

��� ��� M−1
X xi

�� �� : ð24Þ

Optimize the problem and get

πMVE
i =

yi − bβMLB

��� ��� M−1
X xi

�� ��
∑n

i=1 yi − bβMLB

��� ��� M−1
X xi

�� �� : ð25Þ

4. Experiment

4.1. Sample Population Selection. In the logistic regression
model, samples are the most important step in the experi-
mental study. Samples are selected from three groups: exces-
sive sports, moderate sports, occasional sports, and never
sports. The differences in sample selection also affect the
final analysis results. The sample used in this study is the
middle-aged and elderly people of similar age in the commu-
nity. According to their sports situation, the correlation
between sports and aging is analyzed.

4.2. Experimental Testing. We know that exercise can
improve the activity of protein mitochondria and exercise
can improve the activity expression of Sirt1 and the ability
of antioxidant system. Below, we use logistic regression
model to test and count the aging of the sample population
by sports, as shown in Figure 1.

From Figure 1, we can know that the longevity factor
Sirt1 has the highest activity in moderate exercise and
can achieve antiaging effect more than other degrees of
exercise. Based on logistic regression model, we count

0

1
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3

4

5

6

Live sports Moderate exercise Occasional exercise Never exercise

Sirt1
PGC-1a
ROS

Figure 1: Protein activity bar chart.
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the central nervous system, cardiopulmonary system, and
digestive system of the sample population based on medi-
cal big data as follows:

The performance of each part of the central nervous sys-
tem of the sample population is shown in Table 2.

For the elderly with Alzheimer’s disease, the statistical
central nervous system situation after one month of appro-
priate exercise is shown in Figure 2.

After a month of proper exercise, the central nervous
system has obviously improved, and the physical function
has gradually improved.

Based on the cardiopulmonary function of the sample
population with medical big data, the statistical data are
shown in Table 3.

For the elderly with poor cardiopulmonary function, the
statistical changes of cardiopulmonary indexes after one
month’s appropriate exercise are shown in Figure 3.

Figure 3 shows that proper exercise is also of great help
to the elderly with poor cardiopulmonary function, and var-
ious indicators are also developing in this good direction.

Statistics of digestive system indicators of sample popu-
lation based on medical big data is shown in Table 4.

Table 3: Cardiopulmonary function.

Sample population
Cardiopulmonary index

Load peak/w VO2/ml/min HRR/times/points Pulse accounts for the predicted value

Live sports 130:2 ± 38:1 1360:21 ± 340:02 37:1 ± 17:23 92:1 ± 20:01
Moderate exercise 117:3 ± 36:1 1190:21 ± 335:02 27.3±15.21 82:1 ± 11:01
Occasional exercise 122:2 ± 37:2 1290:41 ± 338:09 32:1 ± 17:11 87:1 ± 20:61
Never exercise 131:2 ± 41:1 1490:21 ± 345:01 38:1 ± 19:21 92:3 ± 23:01

Table 2: Manifestations of various parts of central nervous system.

Sample population Cerebellum Cerebellum Brainstem Spinal cord

Live sports Excellent Good General General

Moderate exercise Excellent Excellent Excellent Excellent

Occasional exercise Excellent Good Good Good

Never exercise Excellent General General General

5 10 15 20

N
er

ve
 ce

nt
er

Time

1.2

1.6

0.8

0.4

0.0

 Physiological load intensity

 Body function

Figure 2: Central nervous system.
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Based on medical big data, the sports situation of the
elderly suffering from digestive diseases in the community
is counted, as shown in Figure 4.

4.3. Model Comparison.We compare and analyze the logistic
regression model with the subsampling model algorithm and
the large sample model algorithm and analyze the correla-
tion analysis of sports against aging through the algorithm
as shown in Figure 5.

4.4. Experimental Analysis. Based on the specific research
and analysis of sports and antiaging, in order to highlight
the great role of sports in human aging, we selected some
aging monkeys as samples, and we compared four schemes:

Scheme 1: The aging monkeys were overtrained every
day, and the experimental training lasted for 3 months

Scheme 2: Training aging monkeys occasionally for 3
months

Scheme 3: The aging monkeys should exercise properly
every day for 3 months

Scheme 4: The aging monkeys only watch TV every day
without any training. After 3 months, we will count the heart
and lung conditions of aging monkeys as shown in Figure 6

After the experimental comparison of the four schemes,
only the third scheme has the smoothest and most stable
cardiopulmonary indexes.

Live sports
Moderate exercise
Occasional exercise
Never exercise

Percentage of disease (%)

Figure 4: Pie chart of digestive tract diseases.
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Figure 3: Cardiopulmonary function diagram.

Table 4: Digestive system.

Sample population
Digestive system index

Carcinoembryonic antigen Alpha-fetoprotein Carbohydrate antigen Carbohydrate antigen242

Live sports 5.1 10.1 27.1 17

Moderate exercise 4.4 8.2 25.2 15.1

Occasional exercise 5.0 9.8 27.3 17.1

Never exercise 5.5 12 28.2 17.5
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The experimental data obtained after several months of
training are shown in Figure 7.

According to the experimental comparison of five
indexes of aging monkeys, the five indexes of monkeys with
suitable training are indeed superior to those of monkeys
with other exercise degrees, which fully confirms our
experimental goals.

4.5. Contrast Test. According to the logistic regression model
in the paper, we classify and compare the intensity of sports.
The sports with the greatest intensity are set as rock climb-

ing, followed by basketball, tai chi, and TV. The relationship
between aging and aging is analyzed, as shown in Table 5.

Table 5 lists the analysis data of aging caused by liking four
different intensity sports based on logistic regression model. It
can be clearly seen that not loving strenuous exercise is themost
effective in antiaging, but doing some suitable physical exercise
can delay the aging of the body. Of course, watching TV every
day without exercise will not delay the aging of the body.

For the influence on cognitive function of the elderly
with different exercise intensity, the experiment was carried
out for 6 months (schematic Figure 8).
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Figure 5: Model comparison diagram.
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Figure 6: Schematic diagram of cardiopulmonary indexes.
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5. Conclusion

The increasing aging population leads to the gradual aggra-
vation of the aging problem. Nowadays, our country has
become a country of “getting old before getting rich,” and
aging has brought a series of social problems that need us

to solve. For personal health, how to keep a healthy body
and delay one’s own aging is the most important thing.
Through logistic regression model, this paper studies and
analyzes sports and aging:

(1) We compare logistic regression model with subsam-
ple algorithm and large sample algorithm and obvi-
ously draw the conclusion that logistic regression
model has more statistical significance

(2) Based on the use of medical big data, we can know
that patients with poor cardiopulmonary function,
digestive function, and nerve center function have
improved through proper exercise

(3) For people who do not exercise, they suffer from
digestive tract diseases as high as 70%, and proper
exercise can improve the cognitive function of the
elderly

Data Availability

The experimental data used to support the findings of this
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Figure 7: Comparison diagram of experimental rats.

Table 5: Comparative experiment.

Sample population
Logistic regression model

Number of illnesses Health coefficient Cell senescence Sirt1 activity

Rock climbing 3 1.0 0.9 Stronger

Play basketball 1 0.8 0.7 Stronger

Play tai chi 0 0.6 0.8 Strong

Watch TV 3 1.2 1.5 Weak

1 2 3 4 5 6

Exercise group
Control group
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Figure 8: Influence of exercise on cognitive function of the elderly.
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In recent years, with the rapid development of information technology, the Internet has gradually become an interactive platform
for people to exchange ideas, collide emotions, spread information, and release emotions. The openness, anonymity, and
inclusiveness of the Internet have reduced the obstacles of information dissemination and triggered the conflict of public
opinion on the Internet. In addition, students actively express their opinions, attitudes, and feelings on important topics in life
and study on the Internet, forming a certain scale of online opinions reflecting students’ unique political attitudes, moral
concepts, and values. Because college students are immature physically and mentally and the network environment is full of
phenomena, it is easy to arouse their emotional resonance. Therefore, the free and diverse network environment presents new
challenges and higher requirements of the times for the stable operation of college network public opinion guidance.
Therefore, how to form systematic education in universities combined with ideological and political network public opinions
under big data has become an important problem to be solved. Based on this paper presents the communication pattern of
network public opinion and model it, namely, the random network public opinion transmission model. By comparing the
scope and influence of the two transmission paths of network public opinion, the paper draws the conclusion and strengthens
the teaching practice of ideological and political courses. Finally, it is pointed out that the research of the ideological and
political network public opinion communication path is a complex digital communication system project, which requires the
government, the media, and the schools together to give suggestions in the guidance of the network public opinion.

1. Introduction

There are many independent sources of datasets involving
big data. This paper provides an overview of HACE theory
and major data processing models, including models and
security concepts for private data storage, and analyzes chal-
lenging problems [1].It attempts to provide a broader defini-
tion of big data to capture its other unique and defining
features. Through the definition of scholars, we propose
the unification of big data, emphasizes the necessity of
designing new tools for the prediction and analysis of struc-
tured big data, and designs a statistical method to infer the
actual situation from sample data [2]. Advances in technol-
ogy have led to the rapid development of big data in various
fields, as well as the development of informal systems. This

paper provides the platform to provide readers with a pic-
ture, formulates their own plans, defines and analyze big
data, introduces the Hadoop framework, and outlines the
evaluation benchmarks and potential research directions
for big data systems [3]. In universities, student financial
aid can effectively promote student progress and improve
ideological and political awareness. It serves students and
can solve life problems faced by students [4].The full text
analyzes the multifaceted development of students and
believes that school ideological and political education is
an important component of adolescent growth, the basis
for mutual trust between teachers and students, and an
important prerequisite for students’ personality develop-
ment [5].The full text expounds how the school in the new
era strengthens and improves the ideological and political
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education of students and clarifies the importance of cultural
education in the ideological and political education of col-
leges and universities [6].Combined with the needs of online
public opinion research, here forward the automatic detec-
tion method of hot information in the hot information list
by deleting stopped words and combining multiple key-
words by using Chinese word segmentation and word fre-
quency statistics [7].The number of sudden network public
opinion events has surged, leading to the extremely serious
security monitoring and early warning situation of network
public opinion. This paper studies the formation and
influencing factors, establishes the differential equation
model, and makes the corresponding measures to provide
a reference for the government [8]. Public opinion is gradu-
ally forming, the traditional media also plays an important
role in the network public opinion, and the public opinion
and the traditional media complement each other. This
paper analyzes the formation of the current traditional
media public opinion [9]. Through the study of various
aspects of the current emergency network public opinion,
it is found that there are many problems and found the spe-
cific manifestations of the problems. The main manifesta-
tions are as follows: theory and practice need to be
combined, insufficient quantitative analysis of the system
and framework, lack of deep microanalysis, lack of social
network structure and group behavior research, lack of
visual presentation, and tracking technology application
prospects are broad [10]. It uses the network data and the
public opinion under the mobile environment, analyzes the
communication path and the law that the news and the pub-
lic opinion play an important role, analyzes the communica-
tion characteristics of the network public opinion on the
network, and ensures the effectiveness of the communica-
tion [11].It present a practical and robust method for esti-
mating time delays between process measurements using
crosscorrelation functions and to make a model of the causal
propagation path is proposed [12].This paper presents a new
method to establish a spatial model using EKF to trace prop-
agation paths. The DMC model describes distributed scat-
tering in the channel, and as part of the underlying noise
process, a new dynamic dimension estimator is proposed
and supported by MIMO [13]This paper presents a new
model of microcellular communication in urban scenarios
to form a rectangular grid of buildings and streets, and the
authors use relevant concepts of the image to determine
the location of the diffraction points [14]. Through the anal-
ysis and research of the value of public opinion, this paper
lays a foundation for further exploring the research of vari-
ous public opinions under the network data mode [15].

2. Research on Public Opinion and
Sentiment Communication

2.1. Communication Characteristics of Online Public Opinion
in the Era of Big Data. With the rapid development of Inter-
net technology, computers, watches, mobile phones, and
other smart terminals have been integrated together, and
people have entered the field of big data technology. The
new media based on the Internet has become a new social

media method and an important window for the public to
participate and express public opinion. The Internet is inte-
grated into the basic elements of public opinion, such as rich
information, many carriers, instant visibility, and instant
distribution, and integrates the pan-media trend, display,
and advanced inspection brought by the use of Internet tech-
nology, and the dissemination of network views is becoming
more and more important. Because of the complexity, this
goal of the network increases the difficulty of guiding public
opinion. In general, the improvement of social network
information in the era of big data reflects the following four
characteristics. First, the network public opinion informa-
tion processing is more independent. Second, the public
vision of the public network end is more diversified. Third,
the online public opinion dissemination is more accurate.
Fourth, the network public opinion organization operates
more effectively.

2.2. Characteristics of Online Public Opinion in Colleges and
Universities. (1) Special subject is as follows: the main body
of college network public opinion mainly includes two parts:
one is the other which is college teachers and college stu-
dents. With certain education, they have certain progress
in knowledge reserve and way of thinking, and their knowl-
edge, insight, and experience have certain frontier, which
makes the college teachers have over the public opinion
influence in each network platform. College students have
a certain knowledge reserve, sense of responsibility, curios-
ity, and sense of participation, but lack of social practice,
thought and psychology are immature, vulnerable to bad
network thoughts and behavior, so as to become the makers
and disseminator of bad ideas; (2) diversified content is as
follows: college teachers and students are influenced by dif-
ferent family, majors, interests, study, work, and other back-
grounds. They focus on different contents and fields,
involving all aspects of life, which are more diverse. The con-
tent of public opinions created is also diversified. (3) The
transfer speed is faster. With the development of the Inter-
net, network platforms are also constantly innovating, which
has the characteristics of fast update speed, large number of
users, wide user age group, and low registration threshold.
As a medium, its content is highly efficient. On the one
hand, the network platform has many users and shares
information among various platforms; on the other hand,
the continuous development of Internet technology makes
information storage more portable and spread faster.

2.3. Research on Online Public Opinion Communication
Mode in Universities. The second mode of communication
proposed by Lazarsfield (see Figure 1) emphasizes the role
of ideological leaders in disseminating information. Simi-
larly, it is the job of network leaders or network promoters
to guide and broadcast public opinion on social media, and
they play a key role in guiding the spiritual direction of pub-
lic opinion.

Among these, A and B are communicators and recipi-
ents, and X is part of the social environment. This mode of
communication regards the transmission process of infor-
mation as a system. These three elements work together to
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of online public opinion dissemination, it is not difficult to
understand the relationship between topics and social
objects. The role of social network analysis and social net-
work perception is closely related to changes in social reality,
and the dissemination of public opinion in network society
must be analyzed on the basis of a changing process, as
shown in Figure 2.

It is shown in Figure 3. In the Wesley-McLean model, A
is the sender, B is the receiver, C is the “gatekeeper,” and F is
the data feedback process. As can be seen, data reporting and
gatekeepers are important in this model. Similarly, report
opinions and portal methods are very fast in the network
public opinion dissemination; from the initial stage of net-
work public opinion to the binding and final elimination
of public opinion, the interactive dissemination of network
information and the guidance of the gatekeeper have played
a role not to be underestimated. This model emphasizes the
role of gatekeepers and feedback in the communication pro-
cess. Before passing to the receiver, all types of information
must be filtered by the gatekeeper. The feedback from the
receiver is multifaceted and can be fed back to the gate-
keeper, and the gatekeeper can then feed it back to pass-
ersby, that is, the sender, or it can be directly fed back to
sender.

2.4. The Relationship between Ideological and Political Affairs
and Network Public Opinion. Campus emergencies form a
real worldview, ideas, and values. Ideological and political
education refers to the process in which teachers and
scholars internalize some ideas, values, and moral norms
into their own ideological and moral norms through theoret-
ical knowledge propaganda and practical research. Both
indoctrination and nurturing the mind essentially involve
spiritual guidance, and the two complement each other.

3. Research on the Path Algorithm of Network
Public Opinion Communication

3.1. Hypothesis of Network Public Opinion Communication
Model. Assuming that in the case of a public opinion event,
the total number of college students is 1, the proportion of
public opinion information is xðtÞ, the proportion of public
opinion information at the same time is yðtÞ, the transmis-
sion rate of people who receive public opinion information
to those who do not know public opinion information is u,
and the degradation rate of participating in public opinion
communication is v. To build a mathematical model, in
which u and v are fixed values, they are all constant values
when there is a relationship with t. The proportion of the
number of people increasing within t time after the informa-
tion is uxðtÞyðtÞ, and the proportion of people withdrawing
from public opinion is vxðtÞ. It can be concluded that the
total number of public opinion information dissemination

is xð0Þ + uxðtÞyðtÞ − vxðtÞ; so, the increase rate of public
opinion communication is the formula (1):

ux tð Þy tð Þ − vx tð Þ: ð1Þ

It can be concluded that the increase rate for the public
opinion participants is the formula (2):

px tð Þ = ux tð Þy tð Þ − vx tð Þð Þ: ð2Þ

3.2. Model Definition. When t = 0, set t = 0 at initial xð0Þ =
x0, since formulae (3)–(4) are as follows:

p x tð Þð Þ = dx
dt

= ux 1 − xð Þ − vx, ð3Þ

dx
dt

= ux 1 − xð Þ − vx,

x 0ð Þ = x0:

8
><

>:
ð4Þ

Solve the above equation: xðtÞ = ans, because there is ðu
− vÞ in the denominator, you need to discuss whether ðu
− vÞ is equal or not. When u ≠ v has a formula (5),

x tð Þ = u
u − v

+ 1
x0

−
u

u − v

� �
e− u−vð Þt

� �−1
: ð5Þ

When z has the formula (6),

x tð Þ = 1
x0

+ ut: ð6Þ

Information
generator

Opinion
leader

General
public

Figure 1: Secondary propagation pattern diagram.
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Figure 2: The Newcomb pattern diagram.

A C B

X3c

X4c

X1

X2

X1

X3

X4

X3A

Xʹ Xʹʹ

FCA

FBA

FBC
X1

X1

Figure 3: Wesley-McLean pattern diagram.
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Organize available formula (7)

x tð Þ =

u
u − v

eu−1, u ≠ v

1
x0

+ ut
� �−1

8
>><

>>:
: ð7Þ

From this formula, it will discuss the random network
public opinion transmission model. Its defined as follows:
each node in the N nodes of the network can have three
states: unknown state (I), gradual state (S), and idle state
(R). A node that has not received the information in any net-
work and is ready to receive it is in an unknown state. The
node that has received the information and is ready to prop-
agate it is in a progressive state. The information is received,
but the nodes that are no longer interested in forwarding the
message for other reasons (e. g., full storage and low power)
are idle. Their densities are expressed as follows: iðtÞ, sðtÞ,
and rðtÞ, respectively. It is defined as shown in formulas
(8)–(10):

i tð Þ = Ni tð Þ
N

, ð8Þ

s tð Þ = Ns tð Þ
N

, ð9Þ

r tð Þ = Nr tð Þ
N

, ð10Þ

whereNiðtÞ, NsðtÞ, and NrðtÞ are the number of nodes in
unknown time y, gradual, and idle, respectively. Further-
more, the state of each node is one of I, S, and R.Thus, one
of the normalization conditions of the equation is shown
in formula (11):

i tð Þ + s tð Þ + r tð Þ = 1: ð11Þ

All three density changes satisfy formulas (12)–(14):

di
dt

= −αktist , ð12Þ

ds tð Þ
dt

= αk tð Þi − βkist s + rð Þ, ð13Þ

dr
dt

= βkis s + rð Þ: ð14Þ

Now, assume a node moves at speed r within radius p
and can detect other nodes in that range with total a nodes
at N , so it can represent how many nodes a node can
exchange during the move. Existing formulas (15)–(17) are
as follows:

ρ = N
A
, ð15Þ

S = 2r · vt + πr2, ð16Þ

k = S · ρ, ð17Þ
where ρ represents the density of nodes within a region,

S represents the area covered by the node moving from a to
b at speed v in time, and S ⋅ ρ represents the number of com-
municable nodes k in time t. At different times, k′ð0k′ ≤ kÞ
has different values, and hence the formula (18) is as follows:

k′ = K tð Þ = k × P tð Þ½ �, ð18Þ

where PðtÞ is a probability density function, the value of
PðtÞ, and the time correlation, and ½k × PðtÞ� represents the
integer part of m. In mathematics, the probability density
function of a continuous random variable is the output value
that describes this variable, and if there is a relationship
between the two, the cumulative distribution function is
the integral value of this probability density function.
Replacing KðtÞ differential equations with expressions
(15)–(18) into formulas (19)–(21),

di tð Þ
dt

= −α 2r · vt + πr2
Â Ã

× P tð ÞÂ Ã
i tð Þs tð Þ, ð19Þ

ds tð Þ
dt

= α − βð Þ 2r · vt + πr2 · N
A

� �
× P tð Þ, ð20Þ

dr tð Þ
dt

= β 2r · vt + πr2 · N
A

� �
× Pt

� �
s + rð Þ, ð21Þ

where α is the propagation is rate, and β is the ratio of
the propagating state nodes.

3.3. The Algorithm Expression and Model Construction of the
Propagation Path Model. We regard the process of public
opinion dissemination in the network as a dynamic process
of a complex network; so, every entity involved in the dis-
semination of public opinion in the network is its node. In
this respect, assuming that n different data coexist in the net-
work, nodes in the network can be easily classified into ðn
+ 1Þ classes, a set of strongly connected nodes (S) and n
set of master nodes i contaminated with u data. All the pub-
lic opinion information of the network can reach the highly
connected nodes and other main nodes, and this o-kind of
information spreads to other nodes at the propagation rate
of a1, a2, a3 ⋯ an. When the master node accepts and
accepts the new information, it becomes a new information
dissemination channel. Based on the interaction between
the subjects, the following mathematical equations can be
generated for the subject interaction model spreading public
opinion in the network, as shown in formula (22).

ds tð Þ
dt

= − a1I1 tð Þ + a2I2+⋯+anIn½ �,
dI1 tð Þ
dt

= a1I1S − a2I1 + a1I1:

8
>><

>>:
ð22Þ

The algorithm rule stipulates the propagation rate a1,
a2, a3 ⋯ an ∈ ½0, 1�. We regard the sum of the data in the net-
work public opinion field as “1,” so that the opinions of the
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public opinion subject meet the normalization conditions; as
can be seen from the system of equations, the larger l, the
more complex the solution of the equation. Here, simplify
the model, let n to analyze the transmission of information
from the established network interaction model to the dis-
semination of public opinion and get the formula (23)

ds tð Þ
dt

= − a1I1 tð Þ + a2I2+⋯+anIn½ �,
dI1
dt

= a1I1S tð Þ − a2I2 tð ÞI1 tð Þ + a1I1,

dI3 tð Þ
dt

= a3I3 tð ÞS tð Þ − a1I1 tð ÞI3 tð Þ + a3I3 tð ÞI2 tð Þ:

8
>>>>>>><

>>>>>>>:

ð23Þ

Meet the algorithm rules: SðtÞ = 1 − I1ðtÞ − I2ðtÞ − I3ðtÞ,
and then the solution equation can introduce the formula
(24):

dI1 tð Þ
dt

= a1I1 − a2I2,

dI2 tð Þ
dt

= a3I3 − a1I2:

8
>><

>>:
ð24Þ

Once the information in the network public opinion
field is fully disseminated and interactive, we believe that
the network public opinion communication system is stable,
and the strong connection node group is zero. Meet the for-
mula (26)

−a2I2 tð ÞI1 tð Þ + a1 = a3I3 tð Þ + a2I2 tð ÞI1 tð Þ, ð25Þ

a3 + a2 = −a1I1 tð ÞI3 tð Þ + a3I3 tð ÞI2 tð Þ: ð26Þ
There is a formula (27).

a1
I2 tð Þ = a3

I1 tð Þ = a2
I3 tð Þ : ð27Þ

From this, the stable solutions I1ðtÞ, I2ðtÞ, and I3ðtÞ can
be shown in formula (28)

I1 tð Þ = a3
a1 + a2 + a3

,

I2 tð Þ = a1
a1 + a2 + a3

,

I3 tð Þ = a2
a1 + a2 + a3

:

8
>>>>>>><

>>>>>>>:

ð28Þ

It can be concluded that when the diffusion rate of the
three data is the same, each object receives equal data value,
the distribution of network public opinion is stable, and the
fluctuation range of public opinion is essentially the same;
when the diffusion rate of the three different data is different,
each subject has its own role.

4. Empirical Research on the Transmission
Path of Online Public
Opinion in Universities

4.1. Research on Online Public Opinion Data in Universities

4.1.1. Data Selection Problem.On the data selection of higher
education online public opinion survey, the following ques-
tions need to be clarified: first, higher education online pub-
lic opinion survey and its path is an important topic.
According to statistics, a few years ago, there were more than
3,000 institutions of higher learning in China, with about 38
million students. Therefore, in order to accurately under-
stand the context of public opinion in the ideological and
political network of colleges and universities, and to formu-
late possible signals, it is impossible to carry out hundreds of
thousands or even tens of thousands of investigations or
field visits to different schools. Second, now that individuals
and enterprises have the ability to collect and analyze data
on a large scale, the research method of “sample = popula-
tion” is no longer out of reach. Based on this, in order to
make the research in this paper more global, it is decided
to directly select the national data needed for this research
from the database for analysis, comparison, and summary,
so as to better understand the current ideological and polit-
ical public opinion network in universities, and then pro-
mote the transfer of relevant exploration paths.

4.1.2. Quantitative Analysis of the Data. In 2017, Chinese
Internet users spent 28 hours online a week, up 0.6 hours
from 2016. According to the Tracking up Survey on
Employment, Life, and Values of Chinese College Students
and Graduates, the average Internet time of college students
was more than five hours a day in 2016, far exceeding the
average Internet time of Chinese Internet users. Students
also often participate in online activities, such as China
2018 (see Table 1).

According to the table above, nearly half of people often
use the Internet for information, and more than half use it
for social activities. This is basically consistent with the pen-
etration rate of Internet applications among college students
as shown in the 2015 Youth Internet Behavior Research
Report (see Table 2).

Table 2 shows that the Internet has become the most
important source of information for students today, and stu-
dents have also become important publishers of Internet
information. According to the China Application Behavior
Research Report of the China Internet Network Information
Center, TikTok, live streaming, and Sina Weibo have
become Internet applications for users to search and
exchange information (Figure 4). Although most students
remain sane and cautious about WeChat, many students
are not aware of the complexity of the network environment
and the inaccuracy of the network information.

Social contradictions are the root cause of public opinion
events. How students view social contradictions determines
the sensitivity, seriousness, scope, and speed of ideological
and political network public opinion in colleges and univer-
sities. Students are too sensitive to social conflicts in China.
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More than half of the students think that the contradiction
between rich and poor in China is “very serious.” In fact,
the contradiction of rich and poor is relatively low. Public
opinion pressure is ranked in the 6 types of contradictory
gathering points as shown in Figure 5.

The ordinate in Figure 5 represents the proportion of the
public opinion pressure understood by college students
among the six types of conflict aggregation points in China.
The level of the ordinate can indicate the degree of college
students’ perception of social conflicts. Based on the above
information, the following conclusions are preliminarily
drawn: first, young college students play an important role
in the dominant position of the network in China, and stu-
dents live in universities; so, the two are closely related. Sec-
ond, the Internet has become the main way of
communication for young college students. In colleges and
universities, young students publish information on the
Internet to express their wishes and feelings, and young stu-
dents have become the recipients and publishers of Internet
information. Therefore, guiding the network public opinion

in colleges and universities helps young college students to
remain focused and alert to the complex network and not
be misled by intentional groups. Third, the traditional net-
work community has become the center of the network pub-
lic opinion, and the leading public opinion research in
universities must examine the law of network information
communication, network cluster, and network communica-
tion in the new era. Fourth, due to the relative lack of ideo-
logical and political education, young college students tend
to trust the network and network information, and the iden-
tification ability is weak. It is necessary to change the tradi-
tional ideological and political ideas, modes, and methods
of the characteristics of young students. Fifth, social conflict
is the cause of network public opinion events, and network
new media has become the main cause of public opinion
events. It is of great significance to study the relationship
between social conflict and online public opinion; poor
young students have high risk of social conflict and low loy-
alty to government image. Therefore, it is necessary for the
university network to clarify the direction and follow the
principles.

4.2. Comparison of Public Opinion Communication Modes.
When public disputes cannot be solved or controlled, it will
directly lead to the outbreak of public opinion, and when
public opinion breaks out, there are generally two modes
of communication, specifically as follows:

First, the communication mode of network media: in
today’s economic and social environment, network media
is the best way of communication, and the personality char-
acteristics of modern young students give us the unique gen-
der characteristics of network public opinion in universities.

Table 1: Frequency of online activity among college students.

Types of activities Never Once in a while Sometimes Often

When browsing the news, understand the social developments and get the information 4.7 26.5 23.9 44.9

Keep in touch with your friends or meet new friends through the Internet 4.7 18.8 21.3 55.3

Publish your opinions and comments on some events through the Internet 21.7 39.9 23.8 14.6

Take the network as a diary, record their own mood 31.3 39.3 19.2 10.3

Play through the Internet 4.4 23.2 31.8 40.6

Learn professional or business knowledge through the Internet 4.1 25.7 40.4 29.8

Through the network to facilitate daily life, such as online shopping and online ticket booking 7.8 24.7 32.9 34.6

Table 2: The penetration rate of various Internet applications
among college students.

Apply Proportion

Netnews 21%

Microblog 30%

Network music 17%

Shopping online 28%

Internet finance 2%

E-mail 2%
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Figure 4: Utilization rate of major Internet applications in 2016.
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Figure 5: College students’ perception of social contradictions.
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When network public opinion or university network public
opinion is formed, there are two trends: one direction is that
network public opinion or university network public opin-
ion affects the network community or the whole online com-
munity of college students. Publishers express their attitudes,
opinions, comments, and feelings on the influence of public
opinion on network media, further expand online public
opinion, respond to public opinion events affecting public
opinion, solve, promote, or amplify social conflicts; another
development is that the outbreak of public opinion directly
causes relevant ministries or education systems and univer-
sities to guide them, and its influence also determines the
resolution, mitigation, improvement, and outbreak of con-
tradictions. In this process, there are two more points that
need to be solved. First, the emergence of new online media
like Douyin and live broadcasting will gradually replace
most traditional online communities. Another is college stu-
dents, which can affect the whole network community,
which also means that the public opinion of colleges and
universities can affect the public opinion of the whole net-
work. Second, the traditional media communication mode:
the information of public opinion events is transmitted
through secondary communication channels such as
newspapers, television, and radio and directly causes public
opinion by means of conflict resolution, mitigation, intensi-
fication, and outbreak. Public opinion information about the
incident is spread to secondary media such as newspapers,
television, and radio, which will directly trigger public opin-
ion. However, compared with network public opinion, pub-
lic opinion lacks channels and ways to spread to the media,
which is difficult to express accurately, and the scale is obvi-
ously insufficient.

The Internet has become the main position for the
outbreak of public opinion events. Taking public opinion
on educational public opinion as an example, in the first
exposure media of hot educational public opinion events
in 2014-2016, new media and traditional media account
as shown in Figure 6. It can be seen from the table that
the proportion of new media is more than twice that of
traditional media, which makes it necessary for universities
to carry out online public opinion guidance. The dissemi-
nation method of online media has become the fastest way
of disseminating online public opinion in today’s eco-
nomic and social environment. From 2014 to 2016, new
online media has gradually replaced traditional media in
the dissemination of public opinion, but traditional media
is also essential less.

4.3. Public Opinion Case Data Analysis. According to the
Annual Report on Chinese Education Public Opinion in
2016 (Figures 7 and 8), there were 381 educational public
opinion events in 2014-2016, with a relatively low propor-
tion in 2014.In 2015, it accounted for 29.7% annually, with
a high growth rate and a growth rate of 18.5%. From 2015
to 2016, the education public opinion was basically stable,
but the number of cases remained high at 35.2%. Among
them, the share of public opinion in higher education was
38.1%, 50.0%, and 45.1%, respectively, ranking first in each
education stage. Therefore, the necessity to control the path

of propaganda and ideological and political public opinion
in universities is obvious.

Through in-depth study of the hot topics of educational
public opinion in 2014-2016, as shown in Figures 9 and 10,
the annual average proportion of cases involving students,
teachers, and schools in 29.4%, 22.0%, 21.4%, and 23.1,
respectively, the proportion of public opinion published
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Figure 6: Comparison of the first exposure media types in the hot
events of education public opinion in 2014-2016.
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Figure 7: Annual distribution of hot events of education public
opinion in 2014-2016.
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Figure 8: Annual distribution of hot public opinion events in
different education stages from 2014 to 2016.

7Journal of Sensors



RE
TR
AC
TE
D

through words and deeds is 31.9%, 54.4%, and 57.4%,
among which the proportion of students and schools has
increased steadily in the past three years. Thus, it can be seen
that the higher education management and ideological and
moral education are relatively insufficient, the online public
opinion consultation and management of such education and
moral education is not enough, and the effect is not obvious.

Conduct actual statistics on the relationship between
public opinion tendency and time of public opinion events
and get the investigation data (see Table 3).

In Table 3, the exposure time of the case is earlier than
when it happened, and the public opinion tends to be more
positive. It can also be found that the negative public opin-
ion within half a day after the incident is the peak period,
and 12 hours later is the best time for the network public
opinion guidance. After that, various public opinion trends
gradually weaken with the passage of time. The tendency
of public opinion refers to the position, point of view, inter-
est, etc. of the public opinion disseminator towards objective
facts, which are reflected either explicitly or implicitly in the
media that shows completely different tendencies. Tendency
also refers to the reporting opinions and basic opinions

formed by newspapers and other news media in a period
of time. In Table 3, according to the size of the survey data,
it can be judged whether the public opinion tendency is pos-
itive or negative or moderate sex.

4.4. Experimental Results. In the current era of big data, the
main channel of public opinion communication on the ideo-
logical and political network in colleges and universities is
network new media, which has a wide range and great influ-
ence. The dissemination of public opinion event information
to the whole network community produces public opinion,
and the dissemination to colleges and universities leads to
network public opinion in colleges and universities. When
there is network public opinion or network public opinion
formation, network public opinion expands the university
ideological teaching space, enriches the ideological teaching
content, strengthens the ideological course public opinion
teaching practice, and promotes positive mainstream theme
and mainstream values but also have false, deception, vio-
lence, pornography, and even anti-Marx and anti-socialist
speech, which lead to students’ values and values confusion
and distortion. Therefore, ideological and political course
teachers should enrich the content of traditional political
courses, conform to The Times, improve the concept of time
and educational resources, strengthen online mental health
education and media learning, provide ideological solutions,
and improve the teaching materials of ideological and polit-
ical learning.

5. Conclusion

College students are an important part of netizens. For
students, the Internet is not only a source of information ser-
vices but also a platform for information exchange. Through
network public opinion research, especially college students’
public opinion research, we can better understand students’
ideological dynamics and internal needs, To provide stu-
dents with targeted education, services, and guidance, to
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Figure 9: Distribution of subjects involved in hot events of
educational public opinion from 2014 to 2016.
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Figure 10: Content distribution of hot events in education public
opinion from 2014 to 2016.

Table 3: Distribution of public opinion tendency in the proportion
of events from occurrence to exposure time from 2014 to 2016.

Event occurrence to the
exposure time difference

Public opinion tendency

Front Neutral Downside

Exposure occurred earlier than 24.2 17.4 1.5

Occurrence and exposure 41.2 34.3 26

Within half a day 14.9 22.4 27

Half a day-1 day 9.3 12.8 12.9

2-3 days 2.6 3.7 9.9

4-6 days 2 2.2 5.1

7-15 days 2 4.4 3

15-30 days 1.1 1.2 2.7

January-March 1.1 0.9 3.2

March-June 0.7 0.3 1.9

More than half a year 0.7 0.3 6.7

Amount to 100 100 100
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The construction and analysis of the entire chain linkage talent training system can measure the level of education and at the same
time improve talents and drive development for the society. This paper uses the AHP model and CPII model to analyze the
construction and index analysis of the entire chain linkage talent training system. The research shows that the weight value of
personality literacy is the largest, followed by innovation literacy, emotional intelligence literacy, leadership and management
ability literacy, and scientific literacy; in the analysis of the importance of the first-level indicators, it is found that most people
think that personality literacy is the most important; in the consistency test of the first-level indicators, it shows that the results
have good consistency; in the comment set of the second-level indicators, the highest comment value is expertise,
independence and practicality, and diligence. Through the evaluation of the talent training system and its operation quality, it
can provide reform ideas for education and management departments and can fully play the role of talents, create a good
working atmosphere, and create suitable ways to improve capabilities. Through AHP’s research on the construction of the
entire chain linkage talent training system and indicators, it is found that the personality literacy has the largest weight value
among the five first-level indicators. The cultivation of leadership, management ability, scientific literacy, etc. can better reflect
the characteristics of talents.

1. Introduction

According to the needs of enterprises, the article forms a
quality evaluation system of ability training from three
aspects: basic ability, work ability, and expansion ability,
which consists of 15 sub-indicators. The evaluation results
are analyzed by data envelopment analysis (DEA), fuzzy
comprehensive evaluation (Fuzzy), and analytic hierarchy
process (AHP), which helps to optimize the talent training
program [1]. In the process of determining the classification
system of key stakeholders based on the enterprise stake-
holder theory, this paper uses the analytic hierarchy process
to determine the weights of the relevant attributes of
different stakeholders when using the stakeholder theory to
determine the classification system of key stakeholders. Are
synthesized and ordered using the Analytical Hierarchy Pro-
cess. At the same time, the article uses the expert selection

decision support package to conduct an overall evaluation
of the company’s stakeholder classification system and com-
bines case studies and innovative thinking to study the
research methods of stakeholder theory in theoretical
research and practice. [2]. Establishing an evaluation system
of scientific talent training mode that meets the needs of
professional talents is of great significance for promoting
the development of tourism English in colleges and universi-
ties and the social needs of cultivating high-skilled talents.
Using AHP, firstly, establish a hierarchical analysis indicator
system structure model and describe each index; then, estab-
lish a mathematical model, including two steps of judgment
matrix and hierarchical single ranking; finally, calculate the
weight of the indicator system according to the solution
steps. When developing the training model, the training of
key indicators and other nonmain indicators should be
strengthened [3]. This paper proposes Analytical Hierarchy

Hindawi
Journal of Sensors
Volume 2022, Article ID 7106274, 12 pages
https://doi.org/10.1155/2022/7106274

https://orcid.org/0000-0002-4182-7712
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7106274


RE
TR
AC
TE
D

RE
TR
AC
TE
D

Process (AHP) as a potential safety management assessment
method. Few safety performance assessment models can
reflect the dynamic performance of construction project
sites, so take the problem of building dynamic models as
an example. According to the input content, the construc-
tion projects are arranged in descending order, so that the
weak links of the safety performance of the construction
projects can also be judged, and it is hoped that the applica-
tion of safety management professionals can be encouraged
to evaluate the AHP [4]. This paper analyzes the new
requirements for sports media practitioners in the new
media era from the aspects of personal quality, professional
quality, and professional skills. This paper discusses the
basic idea of talent education system evaluation through
the process of analyzing levels and vague general evaluation
methods [5]. In this paper, the construction of the evaluation
set of the index system, the determination of the index
weight, the solution of the fuzzy evaluation matrix, the cal-
culation of the comprehensive evaluation vector, and the
establishment of the evaluation model. Through the evalua-
tion of the talent training system and its operation quality, it
provides reform ideas for teaching [6]. The AHP fuzzy eval-
uation method is to design quantitative indicators for quali-
tative decision-making problems and establish a quality
evaluation model based on the evaluation criteria and the
setting of factor weights. This article discusses the feasibility
and effectiveness of the indicators of the talent training qual-
ity evaluation system by establishing an AHP model and
improves the work efficiency of talents [7]. With the advent
of the information age, the demand for computer profes-
sionals such as network maintenance engineers, security
engineers, and development and operation and maintenance
engineers has gradually increased, and computer software
has become one of the most popular industries at present
and in the future. This paper uses the Analytic Hierarchy
Process (AHP) to analyze the established evaluation index
system of software technology majors in higher vocational
colleges and explores effective strategies to strengthen the
application of high-efficiency personnel training mode for
software technology majors in higher vocational colleges
[8]. In view of the society’s demand for talents, this paper
adopts the analysis level process to conduct qualitative and
quantitative analysis and decision-making and draws the
conclusion that the proportion of comprehensive personnel
training under the overall goal of G is 41.867%, and the pro-
portion of research-oriented personnel training under the
overall goal of G is 42.1456% %, and the proportion of
skilled personnel training is 15.9874% G’s overall goal [9].
This paper discusses the basic idea of talent education sys-
tem evaluation through the process of analyzing levels and
vague general evaluation methods and establishes an index
system. This paper studies the application of the Analytic
Hierarchy Process (AHP) model in the evaluation of college
students’ educational quality, promotes the basic principles
of the quality evaluation of students’ talent training, and
designs an evaluation index system. And pointed out that
in order to improve the quality of college students, we must
focus on training programs, training measures, and quality
evaluation in the order of importance [10]. Establishing an

evaluation system of scientific talent training mode that
meets the needs of professional talents is of great significance
for promoting the development of tourism English in col-
leges and universities and the social needs of cultivating
high-skilled talents. The result of using AHP analysis is that
colleges and universities should strengthen the training of
key indicators and other nonmain indicators when formu-
lating training models [11]. Through the exploration front-
line talent training project, the evaluation index system of
the geological exploration front-line talent training project
was creatively established from the three dimensions of
input index, process index, and output index, and the weight
of each index in the system was determined by the analytic
hierarchy process; research and establishment of geological
exploration Comprehensive analysis model of front-line tal-
ent training, evaluation methods and evaluation standards
[12]. This paper clarifies the object of international eco-
nomic and trade professional personnel training, uses the
analytic hierarchy process to build a talent quality system,
and puts forward suggestions for the optimization of the
international economic and trade professional personnel
training system [13]. This paper discusses how to construct
a regional scientific and technological innovation evaluation
system based on AHP and calculates the index weight of the
evaluation system, aiming to provide a reference for the
decision-making and formulation of relevant policies. By
constructing such an evaluation system, it will play a role
in the technological innovation in Jiuquan area [14]. Guided
by talent theory, system theory, and education quality the-
ory, this paper analyzes the current situation of domestic
credit management talent training based on talent quality
theory and literature analysis, and uses brainstorming and
Delphi methods to build an innovative and high-quality
structural framework, and employs a hierarchical process
of analysis to determine the weighting of quality elements
to provide benchmarks for decision-making to improve cre-
ative excellence [15].

2. Construction of the Whole Chain Linkage
Personnel Training System

2.1. The Connotation of the Whole Chain Linkage Personnel
Training System. Due to the lack of the highest-level educa-
tion system design, China’s current talent education system
is basically a fragmented point-like structure, but in reality
it is superficial, estranged, and at different speeds. In this
way, the core points of each link in the talent training system
can form a complementary and progressive “chain”, making
the “whole chain” a reality. Linked personnel training system
construction has formed an institutional environment and a
good atmosphere that encourages the healthy growth and
development of professional and skilled personnel training
and ensures the sustainable and healthy development of pro-
fessional and skilled personnel training.

2.2. The Value of the Whole Chain Linkage Personnel
Training System. With the gradual development of this con-
cept, the concept of the chain connecting the entire human
education has gradually extended to all aspects of society.
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The process of its integration into talent education is to link
school education, talent development, and social monitoring.
Entrepreneurship service aims to ensure the controllable
inheritance of human resources in the stage of social develop-
ment, which is consistent with the purpose of building a
domestic higher education talent training system and
strengthening social practice research throughout my coun-
try’s talent training goals. At the same time, there are prob-
lems such as unbalanced resource allocation and weak
market awareness in the current process of domestic scien-
tific and technological innovation and entrepreneurial talent
training. The above two aspects are the theoretical induction
and analysis of the construction of the entire talent training
chain system.

2.3. Build a “Whole Chain” Linkage Talent Training System.
First, the talent incubation system, the focus of “whole
chain” talent training is to provide long-term high-quality
human resources for the society, so the talent training
system can establish a special talent training institution,
which is mainly responsible for the formulation of human
resources planning and talent training planning, the imple-
mentation of the annual talent training plan, the evaluation
of the training effect and other related matters, or coopera-
tion with colleges and universities to specially train the
required technical talents, so that the talent training can be
integrated into the whole process, and give full play to the
role of teaching, production, and scientific research in
improving students’ practical skills and professional skills.
The function of collaborative development; it can also play
the role of industry organizations in talent training. Second,
the talent allocation system, after completing the talent
training, it is necessary to establish a talent allocation system
to allocate talents scientifically and reasonably. Such an
approach can maximize the benefits of talent investment
and is necessary to promote development. Under such a
background, different career development plans should be
established for different talents according to their situation,
so that talents can work and study according to the corre-
sponding plans. Promote talents to continuously improve
their comprehensive ability, so as to realize the comprehen-
sive development of society. Third, the peripheral support
system for talents, which is also a very critical part of the tal-
ent training process. In the peripheral support system, the
most important position is financial support. Due to the
long period of talent training, it is necessary to have suffi-
cient funds as backup support in the process of talent train-
ing, and special funds can be set up as reserve funds for
talent training.

2.4. The Importance of the Whole Chain Linked Person
Training System. The establishment of a whole chain talent
education system is conducive to building an excellent
team that can adapt to the design and development strat-
egy, and build a group of outstanding talents with leader-
ship, pioneering and innovative, institutional innovation,
technological innovation, and sharp vitality for my country’s
economic development. Strengthening of social quality and
talent education level. Fully understand the importance of

talents, cultivate talents, establish a healthy talent guarantee
mechanism, improve the talent incentive system, effectively
guarantee the flow of talents, give full play to the maximum
role of talents, create a good working environment, and cre-
ate a suitable environment for talents to cultivate talents.

3. Fuzzy AHP Model

3.1. Establishment of Hierarchical Hierarchy

3.1.1. Hierarchical Structure and Composition. The AHP
process begins by layering the decision problem. The so-
called hierarchical structure divides the problem into differ-
ent components according to the nature of the problem and
the goal to be achieved and groups them in a nonuniform
layer according to the degree and degree of correlation
between the factors. AHP first divides the level into different
levels. The top layer is called the paint layer; this layer has
only one element, that is, the problem must achieve the goal
or desired result, the middle layer is the standard layer, and
the element of this layer is the dimension. Approved policies,
guidelines, etc. to achieve goals. The standard layer can have
multiple layers, which can be divided into standard layers
and substandard layers according to the size and complexity
of the problem, and the lowest layer is the model layer, with
options to achieve the goal. In a hierarchy, each level consists
of several factors. When a hierarchy contains many factors,
the hierarchy can be further subdivided into several sub-
levels. Generally speaking, the number of elements con-
trolled by each factor at each level should generally not
exceed 9, because too many control elements will cause pair-
wise comparisons to be difficult, as shown in Figure 1.

Generally, no more than 9 objects are compared under
one criterion, because psychologists believe that making
pairwise comparisons is too much beyond human judgment.
At most, it is roughly between 5 and 9. If it is limited to 9, it
is appropriate to use a 1-9 scale to express the difference
between them.

3.2. Constructing the Comparison Judgment Matrix. Once
the hierarchy is established, the connections between the
top and bottom elements are determined. Assuming that
the element C of the previous layer is a criterion, and the
proportion of the next dominant layer is u1, u2,⋯, un, our
purpose is to give the corresponding weights u1, u2,⋯, un
according to their effect on C. The relative importance of is
given corresponding weights. Some questions can be directly
weighted, such as student test scores and project investment
amounts but in most socioeconomic activities, especially in
more complex questions, the weights of elements cannot
be directly obtained, which requires appropriate methods
to derive their weights. The method used by AHP to deduce
the weight is the pairwise comparison method, which com-
pares the characteristics of the judgment matrix:

(1) aij > 0

(2) aij = 1/aji
(3) aii = 1ði, j = 1, 2, 3,⋯nÞ
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The judgment matrix A is

A =

1 a12 ⋯ a1n

1/a12 1 ⋯ a2n

⋯ ⋯ ⋯ ⋯

1/a1n 1/a2n ⋯ 1

0
BBBBB@

1
CCCCCA
: ð1Þ

A matrix of order n with the above three characteristics
is called a positive and negative matrix.

All elements aij must be transitive, i.e., aij the equation
needs to be satisfied:

aijajk = aik i, j, k = 1, 2,⋯,nð Þ: ð2Þ

If the n-order matrix A is a positive and inverse matrix, it
has for all i, j, and kaijajk = aikði, j, k = 1, 2,⋯,nÞ, then A is
called a consistent matrix.

According to the reference estimation matrix A, when
comparing n factors, only nðn − 1Þ/2 pairwise comparisons
are required. But the consistency A of the outer matrix of
order nðn − 1Þ/2 must be satisfied. Comparing all the same
is too strict, so in practice, we do not require the equation
matrix A to be consistent.

When comparing n factors with a certain factor, some
people think that it only needs to do n − 1 times. The disad-
vantage of this approach is that any error in judgment may
lead to unreasonable sorting. For systems that are difficult
to quantify, errors in judgment should be avoided as much
as possible. Doing nðn − 1Þ/2 pairwise comparisons can pro-
vide more information and compare them from different
angles to get a reasonable ordering.

3.3. Sorting and Consistency Test under Single Criterion

3.3.1. Sorting under a Single Criterion. The AHP database is
a comparative assessment matrix. Because each criterion
controls multiple factors at the next level, a comparative
evaluation matrix of each criterion and the factors it controls

can be obtained. Therefore, the process of calculating the
relative order weights of each factor u1, u2,⋯, un according
to the reference matrix is called sorting according to a cri-
terion. There are many calculation methods for the weights
w1,w2,⋯,wn, among which the signature root method is a
relatively mature and widely used method in the AHP,
which is of great significance to the theoretical and practical
development of the AHP.

3.3.2. Method for Finding Positive and Negative Matrix
Sorting Vector. For positive matrices, there is a simple algo-
rithm (power method) to find the eigenvectors. The follow-
ing theorem provides the theoretical basis for the power
method. Let n be a matrix where V is the eigenvector corre-
sponding to the largest eigenvalue of A and c is a constant. If
x = e (e is a unit vector), then W is the normalized eigenvec-
tor corresponding to the largest eigenvalue of A, hereinafter
referred to as the weight vector or the sorting vector.

In the first step, normalize the column items of the judg-
ment matrix:

A
∼
ij =

aij
∑n

i=1aij

 !
: ð3Þ

In the second step, the A∼
ij by line:

w
∼ = 〠

n

j=1

a1j
∑n

i=1aij
, 〠

n

j=1

a2j
∑n

i=1aij
,⋯〠

n

j=1

anj
∑n

i=1aij
,

 !T

: ð4Þ

In the third step, the w∼ after normalization:

W = ω1, ω2,⋯ωnð ÞT : ð5Þ

In the fourth step, λ is the largest eigenvalue of A:

λ = 1
n
〠
n

i=1

AWð Þi
ωi

: ð6Þ

Decision goal

Criterion 2Criterion 1 Criterion 3 Criterion m

Subcriteria 1 Subcriteria 2 Subcriteria n

Plan 1 Plan 2 Plan tPlan 3

Criterion
layer 

Scheme
layer

Criterion
layer

Figure 1: Typical hierarchical hierarchy.
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In the first step, normalize the column vector of the
judgment matrix.

In the second step, the Aij
∼ by row:

�W =
Yn
j=1

a1 j
∑n

i=1aij

 !1/n

,
Yn
j=1

a2 j
∑n

i=1aij

 !1/n

,⋯,
Yn
j=1

anj
∑n

i=1aij

 !1/n !T

:

ð7Þ

In the third step, the w∼ after normalization:

W = ω1, ω2,⋯ωnð ÞT : ð8Þ

In the fourth step, λ is the largest eigenvalue of A:

λ = 1
n
〠
n

i=1

AWð Þi
ωi

: ð9Þ

3.3.3. Consistency Check. The complexity of objective things
makes our judgments subjective and one-sided, so that
every comparison and judgment cannot require exactly
the same standard of thinking. Therefore, we do not require
all nðn + 1Þ/2 equations to be consistent when constructing
the base matrix. However, it may also be that A and B are
more important, B is more important than C, and C is more
important than A, and this comparison is very inconsistent.
When we compare rating matrices, we do not need to
require ratings to be consistent. But a confusing and unten-
able comparative evaluation matrix can lead to wrong
decisions, so we want the evaluations to be generally consis-
tent. The above method for calculating weights is question-
able when the estimated matrix deviates too much from the
consistency. Therefore, when sorting each level by one cri-
terion, it is necessary to check for consistency. Let A be a
positive and inverse matrix of order n, we know from the
theorem.

AW = λmaxW, and λmax ≥ n: ð10Þ

Like λmax is much larger than n, then the degree of
inconsistency of A is such that

CI = λmax − n
n − 1 : ð11Þ

In λmax, the largest eigenvalue isA, and CI can be used as a
quantitative standard to measure the degree of inconsistency,
which is called the consistency index. When CR < 0:1, the
consistency of the reference matrix is considered acceptable;
otherwise, the evaluation matrix must be checked accordingly.

The CR value is less than 0.1, which meets the judgment
requirements, indicating that the results have good consis-
tency, and vice versa.

3.4. Hierarchical Total Sorting. Computing the relative
importance scale (also known as the ranking weight vector)
of all elements of the same level to the highest level (overall
target) is called the overall ranking of the level.

3.4.1. Steps of Hierarchical Total Sorting

(1) Calculate the relative weight from the weight vector
of all factors in the same layer to the highest layer;
this process is carried out layer by layer from top
to bottom

Suppose that by calculating the k-th layer, there are k − 1
layers with nk−1 a vector of sorting weights obtained by ele-
ments of elements relative to the total objects

ωk−1 = ω1
k−1ð Þ, ω2

k−1ð Þ,⋯,ωnk−1
k−1ð Þ

� �T ð12Þ

Layer Knk elements, they depend on some factors from
the previous layer (k − 1 layer) ui the full vector for single
criterion sort is:

pi
k = ω1i

k, ω2i
k,⋯,ωnki

k
� �T

: ð13Þ

For the correspondence with no dominance relation to
the i-th element of the k − 1 layer, uij value is 0.

(2) The k -th layer nk the sorting weight vector of ele-
ments relative to the total target is:

ω1
kð Þ, ω2

kð Þ⋯,ωnk
kð Þ

� �T
= p1

kð Þ, p2 kð Þ,⋯,pk−1 kð Þ
� �

ω k−1ð Þ

ð14Þ

3.4.2. Total Ranking Consistency Check.When one compares
the elements of each level, even if each level uses essentially
the same benchmark, there may still be differences between
the levels accumulated in the overall ranking of the levels
calculated step-by-step, and it is necessary to test whether
the accumulation of this difference scale has any effect on
the overall model. Significantly, the testing process is called
Hierarchical Universal Classification Conformance Testing.

Assuming that the j-th factor of the (k − 1-th layer is the
reference standard, the first-level and first-level consistency
indicators for the pairwise comparison of each factor in the
k-th layer are:

ω k−1ð Þrepresents the total ranking vector of
�

the total target of the k − 1 layer
�

RIk = RIk−1 · ω k−1ð Þ,

CRk = CRk−1 + CIk

RIk
3 ≤ k ≤ nð Þ: ð15Þ

If CRk<0.1, it can be considered that the evaluation
model has achieved local satisfaction at the k-layer level.

3.5. Adjustment of Judgment Matrix. When a comparative
judgment matrix deviates too much from consistency, its
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reliability is questionable, and the judgment matrix must be
adjusted at this time. In practical applications, the judgment
matrix needs to be adjusted many times before it can pass
the consistency test. At present, there are many ways to
modify the judgment matrix, which can be roughly divided
into three categories:

(i) Experience adjustment method: Let experts readjust
some elements of the judgment matrix. This kind of
method has a certain degree of subjective arbitrari-
ness and lacks theoretical scientific basis

(ii) Construct a completely consistent judgment matrix
with a certain method and extract the information
of the original judgment matrix and the completely
consistent matrix through the formaldehyde
method, so as to achieve the purpose of adjustment.
Such methods have certain blindness

(iii) Using the relationship between changes in matrix
elements and consistency, identify key elements that
affect consistency and make adjustments. Such
methods change less elements of the original judg-
ment matrix and retain more original information

The following is the third type of evaluation matrix
adjustment method, which is called the forward-looking
algorithm of adjusting the AHP to evaluate the consistency
of the matrix. The specific algorithm is as follows:

Construct the matrix: Determine the elements of matrix
A, aij used is replaced by aikakj, and aik use 1/aikakj, the

matrix obtained after substitution, namely, Aij
ðkÞ = ðaijðkÞÞ.

ast
kð Þ =

askakt s = i, t = j

1/askakt s = j, t = i

ast other

8>><
>>:

: ð16Þ

Because askakt may be greater than 9, 1/askakt may be less
than 1/9. This is inconsistent with the definition of judging
oranges and may need to be fine-tuned, as follows:

ast
kð Þ =

F askaktð Þ s = i, t = j

1/F askaktð Þ s = j, t = i

ast other

8>><
>>:

: ð17Þ

In,

F x½ � =

9 x ≥ 9
x½ � 1 ≤ x < 9
1
1/x½ � 1/9 ≤ x < 1

1/9 0 < x < 1/9

8>>>>>><
>>>>>>:

: ð18Þ

Calculation Δij
ðkÞ and Δij:

Δij
kð Þ = C:R Að Þ − C:R Aij

kð Þ
� �

, k ≠ i, j ; k ∈N: ð19Þ

There are n − 2 improvement degrees, such as Δij
ðkÞ = C:

RðAÞ − C:RðAij
ðkÞÞ≤0. It shows that the k-th adjustment does

not help or even hinders the consistency of the judgment
matrix, so it is set to 0 in the algorithm display.

Δij is the element in the judgment matrix Aaij the n-2
maximum possible improvements. LikeΔij=0, all adjustment
directions of aij do not help to improve the consistency of
the judgment matrix.

Δij = max
k∈N
k≠i,j

C:R Að Þ − C:R Aij
kð Þ

� �h i
: ð20Þ

Calculation Tij

Tij is the adjustment strategy number corresponding to
the maximum possible improvement and Dij degree of aij
to moment consistency. If Dij =0, it means that all the
adjustment directions of aij do not help to improve the con-
sistency of the matrix.

Tij = arg max
k∈N
k≠i,j

C:R Að Þ − C:R Aij
kð Þ

� �h i
:

ð21Þ

(1) Adjust the empirical method. Let experts readjust
some elements of the judgment matrix, but this method
does have a theoretical basis. (2) Construct a consistent
judgment matrix by the method, and extract the informa-
tion of the original and consistent matrix by the formalde-
hyde method, and achieve the purpose of adjustment all the
time. (3) Using the relationship between matrix element
changes and consistency, determine and adjust the elements
that affect consistency.

3.6. Calculation of Evaluation Set. Establishing an index set
according to the evaluation index systemX = ðx1, x2 ⋯ xmÞT
and weight setw = ðw1,w2,⋯wmÞ, the relationship between
the evaluation index set Y, the factor set, and the weight set is:

Y = Wn
1À ÁT

X = 〠
m

i=1
wixi, ð22Þ

where Y is the final evaluation value of talent training.
(1) Establish a hierarchical structure of the system. (2)

Construct a pairwise comparison judgment matrix. (3) Cal-
culate the sorting weight vector of the next level to a certain
criterion of the previous level. (4) Total sorting is to calcu-
late the sorting weight vector of each scheme to the total
system target.
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4. The Whole Chain Linkage of AHP Model and
CIPP Model Talent Training Analysis
Index Analysis

Aiming at the analysis of the indicators of talent training in
the whole chain linkage, the questionnaires were distributed
through the network platform. A total of 900 questionnaires
were distributed in this study, and a total of 856 question-
naires were recovered, which were distributed to college
students and social groups, respectively. The number of
questionnaires was 467, and the effective recovery rate was
93.4%. 400 questionnaires were distributed to the public,
and 389 questionnaires were effectively recovered, with an
effective recovery rate of 97.25%.

4.1. Construct the Whole Chain Linkage Talent Training
Index System. To build the whole chain linkage talent train-
ing index system, first divide the whole chain linkage talent

training index into two elements. The first-level indicators
include five aspects: personality literacy, innovation literacy,
emotional intelligence literacy, leadership and management
literacy, and scientific literacy; two first-level indicators are,
respectively, refined for the first-level indicators, and there
are a total of 18 small indicators. The 18 impact factors are
assigned and calculated to form a quantitative evaluation
index, as shown in Table 1.

4.2. Satisfaction with Primary Indicators. Through the survey
on the satisfaction of college students and social groups with
their own first-level indicators, the satisfaction score is 5 out
of 5 points, and the obtained data is analyzed. It can be seen
from Figure 2 that in terms of personality literacy, college
students’ satisfaction with themselves is higher than the
social population, the average satisfaction of college students
is 4.2, and the average satisfaction of the social population is
3.8; in terms of innovation literacy, the satisfaction of college

Table 1: The whole chain linkage talent training index system.

Primary element Secondary elements

Personality

Independence

Career

Be realistic and diligent

Innovation literacy

Innovative mind

Creative thinking

Innovative spirit

Emotional intelligence literacy

Emotional perception

Emotional expression ability

Emotion regulation ability

Leadership and management literacy

Communication and resilience

Teamwork

Organization and coordination capacity

Scientific ethics

Basic knowledge

Professional knowledge

General knowledge

4.2 3.9
3.4

4 3.73.8
3.2

4.5 4.3

3

0
0.5

1
1.5

2
2.5

3
3.5

4
4.5

5

Personality Innovation literacy Emotional intelligence
literacy

Leadership and
management literacy

Scientific ethics

A
ve

ra
ge

 sa
tis

fa
ct

io
n

First-level indicator

College students
Social group

Figure 2: Average satisfaction level 1 indicator.
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students is higher than that of the social population; the
average satisfaction of college students is 3.9, and the social
population is 3.2; in terms of emotional intelligence literacy,
social groups are significantly higher than college students,
with an average satisfaction rate of 3.4 for college students
and 4.5 for social groups; in terms of leadership and man-
agement literacy, social groups are higher than college stu-
dents, with an average satisfaction rate of 4, the social
group is 4.3, and the difference between the two is not signif-
icant; in terms of scientific literacy, college students are
higher than the social group; the average satisfaction of col-
lege students is 3.7, and the social group is 3.7.

4.3. Importance of Primary Indicators. Through the choice of
the respondents, statistics of the data and drawing into a bar
chart can more intuitively see which respondents generally
think are more important. As can be seen from Figure 3,
most people think that emotional intelligence literacy is very
important, ranking first in “very important”, accounting for
67.13%; ranking second is leadership and management liter-
acy, accounting for 58.47%; the proportion of innovation lit-
eracy and scientific literacy is not significantly different, and
the importance of college students and social groups is sim-
ilar. Among the “more important,” most people think that
personality literacy is more important, accounting for
31.72%; among the “more important” is “scientific literacy”;

most people think that scientific literacy is not very impor-
tant, accounting for 37.03; there is little difference between
innovation literacy and leadership and management literacy;
among the unimportant, the number of people who choose
“scientific literacy” is the largest, accounting for 7.34%.

According to Figure 3, it can be seen that most people
think that emotional intelligence literacy is very important,
ranking first in “very important”; in “more important,” most
people think that personality literacy is more important; in
“less important,” most people rated scientific literacy as less
important; among “not important,” the highest number
chose “scientific literacy.”

4.4. Analysis of Indicators Based on AHP

4.4.1. Index Consistency Test Results. It can be seen from
Table 2 that the CR value of No. 1 is 0.086 and less than
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Figure 3: Importance of primary indicators.

Table 2: Consistency test of first-level indicators.

Serial number Personality Innovation literacy Emotional intelligence Leadership and management
Scientific
ethics

CR

1 0.524 0.141 0.218 0.055 0.062 5.387 0.086

2 0.221 0.427 0.093 0.06 0.199 5.36 0.082

3 0.129 0.101 0.344 0.115 0.311 5.282 0.063

4 0.169 0.294 0.147 0.222 0.169 5.077 0.017

Table 3: Ranking of the weights of the first-level indicators.

Indicator name Weights

Personality 0.25

Innovation literacy 0.23

Emotional intelligence literacy 0.2

Leadership and management literacy 0.18

Scientific ethics 0.15
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0.1, which meets the judgment requirements; the CR value
of No. 2 is 0.082 and less than 0.1, which meets the judgment
requirements; the CR value of No. The CR value of 0.017 is
less than 0.1, which meets the judgment requirements, indi-
cating that the results have good consistency and all meet the
judgment requirements.

4.4.2. Weights of Primary Indicators. According to the
method, the weight of the first-level indicators is calculated,
and the importance is sorted. As can be seen from Table 3,
among the five indicators, personal quality has the largest
weight, with a weight of 0.25; the second is innovation liter-
acy, with a weight of 0.23; the third is emotional intelligence,

with a weight of 0.2; the fourth is leadership and manage-
ment ability literacy, with a weight of 0.18; the fourth is sci-
entific literacy, with a weight of 0.15.

4.4.3. Ranking of Weight Values of Secondary Indicators. As
shown in Figure 4, the second-level weights are arranged
from large to small as being realistic and diligent > career
> organizational coordination ability = innovative thinking
= professional knowledge > innovative awareness = emo-
tional regulation ability = team awareness > independence
= innovative spirit = communication and resilience > basic
knowledge of emotions > emotional perception skills = emo-
tional expression skills = general knowledge.
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Figure 4: Weights of secondary indicators.

Table 4: Secondary index comment set.

Primary element Secondary elements Very good Good Better Poor

Personality

Be realistic and diligent 0.4 0.3 0.2 0.1

Professionalism 0.32 0.35 0.18 0.15

Organization and coordination capacity 0.3 0.4 0.15 0.15

Innovation literacy

Creative thinking 0.33 0.35 0.2 0.12

Professional knowledge 0.2 0.24 0.36 0.2

Innovative mind 0.15 0.3 0.25 0.3

Emotional intelligence literacy

Emotion regulation ability 0.3 0.25 0.3 0.15

Teamwork 0.25 0.43 0.22 0.1

Independence 0.32 0.28 0.25 0.15

Leadership and management literacy

Innovative spirit 0.37 0.2 0.25 0.18

Communication and resilience 0.25 0.37 0.23 0.15

Basic knowledge 0.25 0.37 0.2 0.18

Scientific ethics

Emotional perception 0.3 0.28 0.22 0.2

Emotional expression ability 0.4 0.3 0.15 0.15

General knowledge 0.3 0.2 0.38 0.12
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4.4.4. Comment Set for Each Secondary Indicator. Among
personality qualities, the highest value of “very good” is
independence, with a value of 0.2; the highest value of
“good” is truth-seeking and diligence, and the value of
“good” is 0.4; independence, the evaluation value is 0.2,
and the “poor” evaluation value is the highest for profession-
alism, truth-seeking, and diligence, and the evaluation value
is 0.15; in the innovation literacy, the “very good” evaluation
value is the highest for innovation consciousness, and the
evaluation value is 0.33; the highest value of “good” is inno-
vation consciousness, and the value of “good” is 0.3, the
highest value of “good” is innovative thinking, the value of
“poor” is 0.36, and the value of “poor” is the spirit of inno-
vation, and the evaluation value is 3; in the EQ literacy, the
“very good” evaluation value is the highest emotional regula-
tion ability, and the evaluation value is 0.32; the “good” eval-
uation value is the largest emotional expression ability, and

the evaluation value is 0.43; the “good” highest evaluation
value is emotional perception ability, and the evaluation
value is 0.3; and the “poor” evaluation value is emotional
perception ability and emotional regulation ability, and the
evaluation value is 0.15; in leadership and management liter-
acy, the “very good” highest comment value is communica-
tion ability and adaptability, and the comment value is 0.37;
and the “good” comment value is the team awareness and
organization and coordination ability, and the evaluation
value is 0.37; the “better” evaluation value is the communica-
tion ability and adaptability, and the evaluation value is 0.25;
the “poor” evaluation value is the communication ability and
adaptability, organization and coordination ability. The eval-
uation value is 0.18; in the scientific literacy, the “very good”
evaluation value is the largest for professional knowledge,
and the evaluation value is 0.4; the “good” evaluation value
is the largest professional knowledge, and the evaluation

Table 5: Hierarchical single order and total order table.

Primary element Weights Secondary elements
Hierarchical single
sorting weights

Hierarchical total
ranking weight

Personality 0.3021

Be realistic and diligent 0.2242 0.065

Professionalism 0.4504 0.0998

Organization and coordination capacity 0.3254 0.0651

Innovation literacy 0.2317

Creative thinking 0.2431 0.085

Professional knowledge 0.4271 0.0937

Innovative mind 0.3298 0.072

Emotional intelligence literacy 0.1124

Emotion regulation ability 0.2546 0.0518

Teamwork 0.2462 0.0651

Independence 0.4992 0.0511

Leadership and management literacy 0.1814

Innovative spirit 0.3874 0.0473

Communication and resilience 0.4732 0.0456

Basic knowledge 0.1394 0.0341

Scientific ethics 0.1724

Emotional perception 0.3346 0.0768

Emotional expression ability 0.4517 0.0926

General knowledge 0.2137 0.055
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Figure 5: Levels of first-level indicator evaluation.
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value is 0.3; the “good” evaluation value is the largest. The
highest value is general knowledge, with a review value of
0.38, and the highest value of “poor” is basic knowledge,
with a review value of 0.2, as shown in Table 4.

4.5. Analysis of Indicators Based on CIPP

4.5.1. Hierarchical Single Sorting and Total Sorting Table. As
can be seen from Table 5, among the first-level indicators,
the most weighted is personality literacy, with a weight of
0.3021; the second is innovation literacy, with a weight of
0.2317; the third is leadership and management literacy,
with a weight of 0.1814; the first is scientific literacy, with a
weight of 0.1724; the fourth is emotional intelligence liter-
acy, with a weight of 0.1124. In the second-level indicators,
the ranking weight is hierarchical. In personality literacy,
the single ranking weight of career aspiration is the largest,
with a weight of 0.4504; in innovation literacy, the single
ranking weight of innovative thinking is the largest, with a
weight of 0.4271; in emotional intelligence literacy, the
single-ranked weight of emotional control ability is the larg-
est, with a weight of 0.4992; in scientific literacy, the single-
ranked weight of team awareness is the largest, with a weight
of 0.4732; in leadership and management literacy, the single-
ranked weight of professional knowledge is the largest, with a
weight of 0.4517. In the total ranking weight of the hierarchy,
the greatest is career, followed by innovative thinking, profes-
sional knowledge, basic knowledge, and innovative spirit.

4.5.2. First-Level Indicator Evaluation Level. As can be seen
from Figure 5, the highest evaluation level is personal liter-
acy, accounting for 29.41%; the highest evaluation level is
innovation literacy, accounting for 35.29%; the highest eval-
uation level is innovation literacy and emotional intelligence
literacy. The ratio is 26.47%; the highest evaluation level is
scientific literacy, with a ratio of 32.36%.

5. Conclusion

Under the current development trend, it is very necessary to
carry out the evaluation of the entire chain linkage talent
training system with the fuzzy AHP model, which has a
great effect on the quality of talents. By using the fuzzy
AHP model and the CPII model, and comparing the results
of the two models, the weights of each indicator in talent
training are obtained. The analysis shows that in the con-
struction of the entire chain linkage talent training, it is nec-
essary to strengthen personal quality, innovation quality,
emotional intelligence quality, and emotional intelligence.
The cultivation of leadership and management ability liter-
acy, scientific literacy, etc. can better reflect the characteris-
tics of talents; however, the AHP model can more
comprehensively analyze the evaluation of the entire chain
linkage talent training system. It is very simple and conve-
nient to use AHP as an evaluation for analyzing the entire
chain linkage talent training system, and the results are also
credible, which can provide a reference for the society to
build talent training indicators, and can also serve as a basis
for decision-making by the education department. Realize
the construction of a “whole chain” linkage talent training

system, so as to build an institutional environment and a
good atmosphere that are conducive to the growth and func-
tioning of skilled talents.
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This paper studies and analyzes three aspects: DL model, English talent training, and quality evaluation analysis, so as to get more
rigorous and accurate quality evaluation results, and make relevant plans for future research directions. This paper focuses on
model and method analysis to carry out experiments and analysis on three aspects: DL, personnel training, and quality
evaluation. The experiment and inquiry of deep learning are divided into correct rate and loss. In 0-70 epoch, the highest
training correct rate is 0.975, and with the increase of training times, the training correct rate is also increasing. According to
the statistical investigation, 42.91% of English teachers are satisfied with their academic level, 38.48% with their oral English
level, 38.89% with their teaching quality, 41.02% with their teaching methods, 40.29% with their teaching spirit, and 39.88%
with their knowledge structure. At the same time, according to the statistics of students, graduates and teachers’ problems in
English talent training, the largest proportion is the poor level of teaching resources, so we should improve the efficiency from
the level of teaching resources. In order to improve the efficiency of quality evaluation method, this paper combines AF
algorithm and BQ algorithm under deep learning. The error rate of algebraic algorithm is compared. Through six groups of
sample data, it can be seen that the highest error rate of AF algorithm is 5.86% and the lowest is 0.92%, the highest error rate
of BQ algorithm is 10.70% and the lowest is 1.10%, and the highest error rate of algebraic algorithm is 10.70% and the lowest
error rate is 5%. In contrast, the error rate of AF algorithm is lower and more stable. Next, this paper compares and analyzes
the performance of the AF algorithm, BQ algorithm, and algebraic algorithm. According to the experimental results, it can be
seen that the AF algorithm is more accurate than the BQ algorithm and algebraic algorithm in accuracy, recall rate, F1,
accuracy rate, etc. Therefore, it is more intuitive and accurate to evaluate the quality of English talents training through AF
algorithm under deep learning.

1. Introduction

This paper mainly explores the quality evaluation methods of
related personnel training under the deep learning model. In
view of training loss and effective loss, with the increase of
training times, the loss does not decrease much. Next, this
paper analyzes English talents; first analyzes English teachers’
studies, oral English, quality, method, spirit and structure;
then analyzes the existing problems; and finally evaluates
and analyzes the overall quality of teachers, graduates, and
students. Finally, the evaluation methods are analyzed, and
the relevant experiments show that the error of AF algorithm
is smaller than that of BQ algorithm and algebraic algorithm.
In terms of performance, the AF algorithm is also superior to

the BQ and algebraic algorithms in precision, recall rate, F1,
and accuracy, so the AF algorithm under deep learning has
more advantages for quality evaluation.

In this paper, CNN, LN, GLM, and other models are
used to analyze multilayer neural circuits. One of the core
challenges of sensory neuroscience is understanding the
neural computational and electrical mechanisms that under-
pin the coding of behaviorally relevant natural stimuli [1]. In
this paper, multiple groups of pictures are used for recogni-
tion and analysis. Through deep learning method, simple
leaf images of healthy and diseased plants are used for plant
disease detection and diagnosis [2]. In this study, it is sug-
gested to use depth neural network to locate sound source
in reverberation environment by using microphone array
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[3]. In this paper, the fundamental solution to this problem,
therefore, the best option to counteract the effects of algal
blooms, is to improve early warning [4]. In this paper, the
background of deep learning is studied, and the develop-
ment is planned. It will go back to the original belief of con-
nectionism in brain modeling and return to its early
realization: neural network [5]. We comprehensively diag-
nosed the training and evaluation process of the deep learn-
ing model to estimate the age on the two largest data sets [6].
This paper analyzes the relevant social needs of graduates.
Information management specialty is a comprehensive and
practical characteristic discipline [7]. In order to focus on
training English scholars, the school popularizes related
activities for teachers and student service personnel. The
objectives and structure of these teacher development activ-
ities and their outcomes, as well as the impact of such train-
ing, are discussed [8]. Reflective teaching practice has almost
become the central theme of preservice teachers’ educational
level and professional growth [9]. This study examines the
second language English ability of pupils with and without
music training [10]. This paper argues that English training
in schools relies too much on spoken and written languages.
The article calls on educators, linguists, teacher trainers, and
practitioners to cooperate to carry out further research in
order to formulate policies and practices suitable for a more
inclusive future [11]. To determine and understand the
effectiveness of projects, qualitative methods should be an
important part of large-scale project evaluation [12]. This
paper briefly discusses the objective and subjective methods
of video quality evaluation [13]. In this paper, the compo-
nents of the design are analyzed in depth. Scoring function
is one of the most important components of structure-
based drug design [14]. This paper evaluates the education
and learning of e-learning. The basic nature of e-learning
as a teaching medium is quite different from face-to-face
teaching, so a new hybrid method is needed to evaluate its
impact [15].

2. Deep Learning and Training of
English Talents

2.1. Neural Network Structure. The neural structure consists
of multiple neurons, which are composed of the output
layer, hidden layer, and input layer [16]. In the modified
neural network structure, different nodes are connected with
each other [17]. The signal is transmitted from the input
layer to the hidden layer and finally to the output layer
[18], as shown in Figure 1.

As far as neural network is concerned, the hidden layer
can be a single-layer structure or single-layer structure.
When the hidden layer is a multilayer structure, it is called
a multilayer neural network structure. Neural networks are
composed of multiple neurons, and the nodes are connected
with each other even in different layers of nodes.

2.2. Cultivation of English Talents. The cultivation of English
talents includes the cultivation of language ability, cultural
awareness, thinking quality, and learning ability [19]. The
cultivation of language ability includes the cultivation of lan-

guage knowledge, language cognition, and language applica-
tion [20]. The cultivation of thinking quality includes the
cultivation of understanding, inference, and creativity [21].
Cultivating English talents from various aspects can make
the training efficiency more [22], as shown in Figure 2.

The cultivation of cultural awareness of English talents
includes cultural identity, cultural identification ability, and
cultural communication ability; learning ability includes
active learning ability, cooperative learning ability, and deep
learning ability. Through the cultivation of language ability,
cultural awareness ability, thinking quality, and learning
ability, we can promote the cultivation of English talents
and improve the efficiency of English talents cultivation.

3. Correlation Formula

3.1. Deep Learning

3.1.1. Single Neuron. Sigmoid activation function:

f zð Þ = 1
1 + exp −zð Þ : ð1Þ

Neuron activation function:

f zð Þ = tanh zð Þ = ez − e−z

ez + e−z
tanh: ð2Þ

3.1.2. Neural Network Calculation Steps. N l denotes the
number of neural network layers, Lnl is the output layer,

and aðlÞi denotes the output value of the i node of the one
layer [23].
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y1 y2 yq

h1 h2 hk hp

x1 x2 xn

...

... ...

...

Output layer

Hide layers

Input layer

Figure 1: Neural network structure diagram.
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zðlÞi is used to represent the activation value of the i node
in the l layer.

z 2ð Þ =W 1ð Þx + b 1ð Þ,

a 2ð Þ = f z 2ð Þ
� �

,

z 3ð Þ =W 2ð Þa 2ð Þ + b 2ð Þ,

hW,b xð Þ = a 3ð Þ = f z 3ð Þ
� �

:

ð4Þ

After activating the function, you can get

zl+1 =W 1ð Þa 1ð Þ + b lð Þ,

a l+1ð Þ = f z l+1ð Þ
� �

:
ð5Þ

3.1.3. Reverse Conduction Algorithm. Batch gradient descent
method is used to solve the neural network.

M sample set fðxð1Þ, yð1ÞÞ,⋯, ðxðmÞ, yðmÞÞg and single
sample ðx, yÞ.
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2
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Variance cost function.
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The parameters W and b are fine-tuned by gradient
descent method.
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ð8Þ

Calculation method of partial derivative.
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3.2. Quality Evaluation Method. Where TC is the total and
AdðCiÞ/MdðCiÞ is the number of attributes in class Ci.
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4. Model and Method Analysis

4.1. Deep Learning Analysis

4.1.1. Accuracy Analysis of Deep Learning Model Evaluation
Method. The training accuracy rate and effective accuracy
rate of the deep learning model are compared and analyzed
in different periods. The training accuracy rate changes
gently from 0 to 70 epoch, with the lowest being 0.93 and
the highest being 0.975, and the value difference is not big.
At 10 epoch, the training acc is the same as the effective
acc value, which is 0.95. In 0-70 epoch, the lowest value is
0.78 in 30 epoch, and the highest value is 0.97 in 70 epoch.
In 0-70 epoch, when the difference between training accu-
racy and effective accuracy is about 30 epoch, the training
accuracy is 0.96 and the effective accuracy is 0.78. The trend
of training accuracy and effective accuracy is the same in
other periods, as shown in Figure 3.

It can be seen from the images that the trend of train-
ing acc is the same as that of effective acc, which shows
that the deep learning model is more accurate for the
accuracy analysis of evaluation methods after many train-
ings, so DL can promote the related quality evaluation
methods. Through its numerical values, it can be seen that
DL model is more accurate for correlation analysis after
many trainings.
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4.1.2. Analysis of Loss Change of Deep Learning Model
Evaluation Method. In this experiment, by comparing and
analyzing the training loss with the effective loss, in 0-70
epoch, the values range from 0.42 to 0.18 to 0.16 to 0.1 to
0.08 to 0.06 to 0.04. At 70 epoch, the value dropped to
0.03, the training loss value shown in the image shows a
gradual downward trend, from the highest 0.42 to 0.03 at
70 epoch. It can be seen that with the increasing of training
times and epoch numbers, the training loss gradually
decreases, the numerical loss gradually decreases, and the
related loss also decreases, indicating that with the increase
of training times, the loss value of DL model decreases and
the numerical accuracy increases. By analyzing the effective
loss curve, we can see that the general trend is the same as
that of training loss. In 0-70 epoch, the value changes from
0.44 to 0.31 to 0.42 to 0.15 to 0.08 to 0.07 to 0.05 to 0.08,
and in 20poch, the value increases to 0.42. From the curve
trend, we can see that the effective loss basically shows a
downward trend with the change of training times, except
for 20 and 70 epoch. Through the trend analysis of two
curves, the loss rate gradually decreases with the increase
of training times, which shows that in order to get more

accurate change analysis, the training should make the value
more accurate, and the DL model can promote the quality
evaluation method, as shown in Figure 4.

4.2. Cultivation of English Talents

4.2.1. Evaluation of English Teachers. In order to improve
and promote the cultivation of English talents, we should
make an in-depth analysis of the evaluation of English
teachers and improve English teaching through the analysis
results, so as to fundamentally promote the cultivation of
English talents. Through the study of English teachers, oral
English, quality, methods, spirit, structure of many aspects
of teachers for a total score of 100% satisfaction assessment.
As far as academics are concerned, the highest evaluation
value is satisfaction, with 42.91% satisfaction, among which
very satisfactory, satisfactory and general evaluation satisfac-
tion is higher, and the poor and very poor evaluation per-
centages are 3.7% and 3.03%, respectively, indicating that
the relevant voters are satisfied with the academic level of
English teachers. For oral English level, the highest evalua-
tion rate of satisfaction level is 38.48%, and the lowest
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Figure 3: Training and analysis of effective accuracy.
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evaluation rate of poor level is 2.72%. As far as teaching
quality is concerned, the highest rate of satisfactory grade
evaluation is 38.89%, and the lowest rate of poor grade eval-
uation is 4.03%. The highest rate of satisfactory grade evalu-
ation of teaching methods is 41.02%, and the rate of poor
grade evaluation is 1.34%. As far as teaching spirit is con-
cerned, the highest evaluation rate of general grade is
40.29%, and the lowest evaluation rate of very poor grade
is 3.13%. As far as knowledge structure is concerned, the
highest rating rate of satisfaction is 39.88%, and the lowest
rating rate of poor rating is 1.5%. Through the evaluation
of relevant data, it can be seen that the evaluation of English
teachers is generally satisfactory [24], as shown in Table 1.

From the trend of related images, it can be seen that the
evaluation of teachers is generally satisfactory in terms of
academic performance, oral English, quality, method, spirit,
and structure, with the lowest proportion of poor and very
poor. It can be seen from the relevant evaluation rate that
voters are satisfied with teachers’ evaluation. In order to cul-
tivate English talents, we should focus on improving
teachers’ satisfaction in six aspects: academic performance,
oral English, quality, method, spirit, and structure and
improve the evaluation rate of very satisfactory grade to cul-
tivate more and better English-related talents, as shown in
Figure 5.

4.2.2. Problem Analysis. In order to better train English tal-
ents, this paper evaluates and analyzes the problems existing
in the training of English talents from three aspects: stu-
dents, graduates, and teachers. This paper makes statistics
on the problems in seven aspects of English talents training,
including practice, form, teaching and content, time, effect,
content, and level. For students, most of them think that
the poor level of teaching capital is the biggest problem, with
an evaluation rate of about 24.4%, and that the evaluation
rate is the lowest for short teaching time. Secondly, students
think that the current teaching content should be updated.
As far as graduates are concerned, most of them think that
the biggest problem in English talent training is the poor
level of teaching resources, followed by outdated teaching
content and lack of English communication practice. As
far as teachers are concerned, they think that lack of practice,
single form, and poor effect are the major problems in the
training of English talents. As can be seen from the image,
for students and graduates, teachers analyze the problems
existing in the training of English talents and draw the

following conclusions. Among graduates, students, and
teachers, they think that the poor level of teaching capital, sin-
gle teaching form, and poor effect are the main problems,
followed by a small number of graduates, students, and
teachers think that there are more or less related problems in
practice, teaching, content, and time. As shown in Figure 6.

4.2.3. Overall Quality Evaluation. Through the evaluation
and analysis of the overall quality of English talents training
from three aspects: teachers, graduates, and students, it can
be seen from the images that most teachers, graduates and
students evaluate the overall quality as good or average,
followed by poor, and finally very good or very poor. In
order to improve the evaluation of the overall quality, we
should improve the overall quality according to the analysis
of related problems and the evaluation of teachers, improve
the very good evaluation rate, and reduce the poor and very
poor evaluation rate, so as to improve the overall quality
evaluation, improve the satisfaction of teachers, graduates,
and students, and improve the efficiency and quality of
English talent training, as shown in Figure 7.

4.3. Evaluation Method of Personnel Training Quality

4.3.1. Evaluation Content. In order to evaluate and analyze
the quality of personnel training, the goal of personnel train-
ing is divided into quality goal and ability goal; the first-level
index of quality goal is divided into psychological quality,
ideological morality, and knowledge culture; the second-
level index of psychological quality is will, personality, and

Table 1: Analysis of English teacher evaluation.

Project
Evaluation of English teachers

Overall
Very satisfied Satisfied General Poor Very poor

Academic level 14.22% 42.91% 36.14% 3.7% 3.03% 100%

Oral proficiency 16.88% 38.48% 33.79% 8.13% 2.72% 100%

Teaching quality 15.24% 38.89% 33.76% 8.08% 4.03% 100%

Teaching method 33.58% 41.02% 19.12% 4.93% 1.35% 100%

Teaching spirit 12.75% 34.71% 40.29% 9.21% 3.13% 100%

Knowledge structure 13.69% 39.88% 36.12% 8.81% 1.5% 100%
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Figure 5: English teacher evaluation chart.
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self-awareness; the second-level goal of ideological morality
is divided into thought and morality; and the second-level
goal of knowledge culture accomplishment is divided into
professional and extracurricular knowledge. The first-level
index of ability goal is divided into learning, communica-
tion, and practical ability; learning ability is divided into
learning interest and skills, and practical ability is divided
into innovation and practical ability. Through the detailed
division of the first-level goal and the second-level goal in
many aspects, we can make a more in-depth evaluation of
the evaluation content in many aspects, so as to obtain a
more in-depth and accurate evaluation of the quality of per-
sonnel training, as shown in Table 2.

4.3.2. Algorithm Comparison. Through the comparison of
the AF algorithm, BQ algorithm, and algebraic algorithm,
the quality evaluation method with the best performance is
obtained. Through 1-6 sample numbers, the prediction
values of the AF algorithm, BQ algorithm, and algebraic
algorithm are compared with the expected values, so as to
obtain the relevant error rates. Sample 1 shows that the pre-
dicted value of AF algorithm is 6.65, the predicted value of
BQ algorithm is 6.43, the predicted value of algebraic algo-

rithm is 7.12, and the expected value is 6.5. Through calcu-
lation, the error of AF algorithm is 0.92%, the error of the
BQ algorithm is 1.1%, and the error of the algebraic algo-
rithm is 9.5%. In sample 2, the error of the AF algorithm is
1%, the error of the BQ algorithm is 6.2%, and the error of
the algebraic algorithm is 8%. The sample 3AF error is
2.85%, the BQ algorithm error is 2.14%, and the algebraic
algorithm error is 5.71%. The sample 4AF algorithm error
is 1.66%, BQ algorithm error is 2.16%, and algebraic algo-
rithm error is 5%. The sample 6AF algorithm error is
2.5%, BQ algorithm error is 4.29%, and algebraic algorithm
error is 10.7%, as shown in Table 3.

It can be seen from sample number 5 that the expected
value is 7, the predicted value of AF algorithm is 7.41, and
the error is 5.86%. The predicted value of BQ algorithm is
7.75, and the error is 10.7%. The prediction value of algebraic
algorithm is 6.5, and its error is 7.14%. Compared with the
expected value of 7, the error of AF algorithm is the smallest.

It can be seen from the curve trend that the error rate of
the AF algorithm is lower than that of the BQ algorithm and
algebraic algorithm, and the result is more accurate. There-
fore, in order to obtain a better evaluation method of English
talent training quality, the AF algorithm under the DL
model should be used to improve the accuracy, as shown
in Figure 8.

For performance comparison, by analyzing the accuracy,
recall rate, F1, accuracy, and other performances of the AF
model, BQ model, and algebraic algorithm [25]. Through
image trend analysis, we can see that the accuracy, recall, F
1, and accuracy of the AF algorithm is higher than the BQ
algorithm and algebraic algorithm, followed by the BQ algo-
rithm, while the algebraic algorithm has lower performance,
as shown in Figure 9.

Accuracy:

Accuracy = TP + FN
TP + TN + FP + FN

: ð11Þ

It is an index used to evaluate the classification model,
and the model predicts the proportion of the correct quan-
tity to the total.

Precision:

Precision =
TP

TP + FP
: ð12Þ

Accuracy is the difference between the average value of
each independent measurement and the known true value of
the data (the degree of agreement with the theoretical value).

Recall:

Recall =
TP

TP + FN
: ð13Þ

The recall rate is for our original sample, which indicates
how many positive cases in the sample are predicted correctly.
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Figure 7: Overall quality evaluation chart.
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F1:

F‐measure =
2 ∗ Precision ∗ Recall
Precision + Recall

: ð14Þ

It is an index used to measure the accuracy of binary
classification model in statistics. It takes into account both
the accuracy and recall of the classification model.

5. Conclusion

In order to analyze the quality of English talents training
under the deep learning model, this paper makes statistics
on the training and effective accuracy of deep learning for
many times within 0-70 epoch. Experiments show that the
curve trend of training acc and effective acc is the same,
which shows that the accuracy of deep learning is more
accurate after many times of training. In the same way, the

Table 2: Table of evaluation contents.

Talent training goal First-class index Secondary index

Quality goal

Psychological quality

Will

Personality

Self-consciousness

Ideological and moral quality
Ideological morality

Moral quality

Knowledge and cultural accomplishment
Professional knowledge cultivation

Extracurricular knowledge cultivation

Ability goal

Learning ability
Interest in learning

Learning skills

Communication skills Communication skills

Practical ability
Innovation ability

Practical hands-on ability

Table 3: Algorithm comparison table.

Sample label
AF algorithm BQ algorithm Algebraic algorithm

Expected value
Predicted value Error Predicted value Error Predicted value Error

1 6.56 0.92% 6.43 1.1% 7.12 9.5% 6.5

2 4.95 1% 5.31 6.2% 5.4 8% 5

3 7.2 2.85% 6.85 2.14% 7.4 5.71% 7

4 6.1 1.66% 5.87 2.16% 6.3 5% 6

5 7.41 5.86% 7.75 10.7% 6.5 7.14% 7

6 6.8 2.5% 7.3 4.29% 7.75 10.7% 7
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Figure 8: Algorithm error comparison diagram.

0.78
0.8

0.82
0.84
0.86
0.88

0.9
0.92
0.94

Precision Recall F1 Accuracy

AF algorithm
BQ algorithm
Algebraic Algorithms

Figure 9: Algorithm performance comparison diagram.
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training and effective loss experiments show that with the
increase of the number of experiments, the training loss
and effective loss are also effectively reduced. At the same
time, it evaluates English teachers and analyzes the existing
problems. Finally, it makes a statistical analysis of the over-
all evaluation results to improve the quality of English tal-
ents training.

In order to improve the quality evaluation method to
obtain more accurate evaluation, the error and performance
of the AF algorithm, BQ algorithm, and algebraic algorithm
are compared. Through numerical analysis, it can be seen
that the error of the AF algorithm is lower than that of
the BQ algorithm and algebraic algorithm, and the perfor-
mance of the AF algorithm is better than that of the BQ
algorithm and algebraic algorithm in numerical accuracy,
recall rate, F1, and accuracy rate. Therefore, the AF algo-
rithm under the DL model is more beneficial for evaluation
and analysis.
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In the era of intelligent network, my country’s public management services are in a transition period, and many problems have
gradually occurred, which have a certain impact on public management. In the previous management mode, the latest
management requirements could not be met, and there were many problems in the actual management process. With the
rapid development of social economy, public management is the key to promote social development. Only by constructing a
reasonable index system of public management can public management play its due role in the era of rapid development.
Therefore, this paper uses Bohr formula, Shannon formula, and entropy weight method to construct the public management
system index based on AHP. The research results of this paper are in the stage of model checking, and the accuracy of this
method is the highest in different data sets. The accuracy of big data analysis method and the original method decreases with
the increase of data sets, which reflects the obvious advantages of this method. The response time of big data analysis methods
increases gradually due to the increase of data sets, but the method in this paper grows slowly. All indicators show that the
constructed public management index system has high reliability and validity.

1. Introduction

The rapid economic development has put forward higher
and higher requirements for public management. With the
gradual improvement of the level of social modernization,
public management measures also need to be improved
accordingly. In order to continuously optimize my country’s
public management system, this paper uses Bohr’s formula,
Shannon’s formula, and entropy weight method to construct
a public management system index system based on AHP
and analyzes it in detail. This paper has received a lot of
support on the basis of previous research results. AHP is
an organic combination of qualitative and quantitative
methods [1]. AHP pays more attention to qualitative analy-
sis and judgment than general quantitative methods [2].
AHP does not require more quantitative data information
[3]. AHP is a simple and general decision-making method

[4]. AHP is to decompose the decision problem into differ-
ent levels in order [5]. AHP is a system analysis method
[6]. It is both practical and effective when dealing with
complex decision problems [7]. Public management empha-
sizes the “publicity” of management objectives [8]. On the
other hand, it emphasizes the scientific method of using
public power [9]. Public management is a management
concept and management model that is produced in
response to the defects of government management [10].
Public management emphasizes the supervision, restriction,
and regulation of public power [11]. The subject of public
administration is diverse [12]. The regulation of public
management functions [13]. An indicator system refers to
an organism composed of several interrelated statistical
indicators [14]. The establishment of the index system is
the premise and foundation of prediction or evaluation
research [15].
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2. AHP (Analytic Hierarchy Process)

Analytical hierarchy process [16] is a method of quantita-
tively evaluating qualitative conclusions by combining a
series of theories with time. By grading complex problems,
simplifying complexity, and taking weights as ideas, it pro-
vides a basis for choosing the best solution.

2.1. Features of AHP. The characteristics of AHP: (1) the
thinking of decision makers has become more logical and
hierarchical, and the overall decision-making process has
become clearer, forming a logical chain. (2) Be clearer about
the factors involved in the decision-making process and
their relationships [17]. (3) The introduction of quantitative
analysis in the judgment process can improve the scientifi-
city and logic of decision makers’ thinking and make the
decision-making process more scientific.

The advantages and disadvantages of AHP are shown in
Table 1 below.

2.2. Building a Hierarchical Model

2.2.1. Steps to Build a Hierarchical Model. Building a practi-
cal and efficient hierarchical model requires the following
steps:

Step 1. Collect and organize relevant information and
data.

Step 2. Identify the characteristics of information and
classify it.

Step 3. Build the overall structure of the target, and estab-
lish the basic hierarchical structure of the target and the tar-
get network structure.

Step 4. Extract attributes from the target structure.
Step 5. Filter out unnecessary influencing factors and

common features, and select key distinguishing features.
Step 6. Use decision-making methods to assess influenc-

ing factors.
Step 7. Discuss the selection results and make a final

decision.

2.2.2. Hierarchical Model. Hierarchical model is shown in
Figure 1.

The AHP structure model divides the relationship
among objectives, standards, and schemes into the highest
level, the middle level, and the lowest level. Among them,
the highest level represents the purpose of decision-making,
and the problem to be solved is the overall goal. The middle
tier represents factors and criteria that need to be consid-
ered. The bottom layer represents the alternatives consid-
ered when solving the problem when making a decision.

2.3. Weight Calculation of AHP

2.3.1. Subjective Weight Calculation. The steps of using AHP
to determine the index weight are as follows [18]. Establish a
progressive hierarchy model is defined as follows:

Step 1. Constructing the judgment matrix
Assuming that evaluation object R is affected by n factors

fa1, a2,⋯, ang of an index layer, according to the scaling
method, the relative importance of ai and aj to evaluation

object R is expressed in numbers, marked as aij and aji,
respectively. According to the construction of the judgment
matrix, aij and aji should satisfy the following:

aij > 0, aji > 0, aij =
1
aji

, aii = 1, i ≠ jð Þ: ð1Þ

From this, the judgment matrix composed of relative
attributes can be obtained:

A = aij
� �

n×n: ð2Þ

Step 2. Calculate the weight of each factor
The weight coefficient of each factor is the eigenvector

W of the judgment matrix [19]. It can be obtained by the fol-
lowing formula:

AW = λmaxW: ð3Þ

Generally speaking, the calculation of eigenvectors gen-
erally adopts the square root method, the power method,
the arithmetic mean method, the geometric mean method,
etc. In this article, the square root method is used to calcu-
late the weight coefficient of the index. The specific steps
are as follows:

Multiplying the values of each row of the judgment
matrix A = ðaijÞn×n, you can get the following:

Mi =
Yn
j=1

aij i = 1, 2,⋯, nð Þ: ð4Þ

Taking the n-rd root of Mi, we get the following:

Wi =
ffiffiffiffiffiffi
Mi

n
p

i = 1, 2,⋯, nð Þ: ð5Þ

Normalize the vector W = ðW1,W2,⋯,WnÞT to get the
following:

Wi =
Wi

∑n
i=1W

i = 1, 2,⋯, nð Þ: ð6Þ

The obtained matrix W = ðW1,W2,⋯,WnÞT is the
weight coefficient of each index.

Calculate the maximum eigenvalue λmax of the judgment
matrix.

λmax = 〠
n

i=1

AWð Þi
nWi

, ð7Þ

λmax =
1
n
〠
n

i=1

BWð Þi
Wi

, ð8Þ

λmax =
1
n
〠
n

i=1

∑n
j=1aijWj

Wi
, ð9Þ

where ðAWÞi is the i component of AW.
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Step 3. The consistency test of the judgment matrix
Because the comparison of the importance of indicators

is subjective, a consistency test of the judgment matrix is
required [20]. The inspection steps are as follows:

Calculate the consistency index (CI).

CI = λmax − n
n − 1 : ð10Þ

Calculate the consistency ratio (CR).

CR = CI
RI : ð11Þ

Among them, RI is the average random matching index.
The smaller the CR, the better the consistency of the judg-
ment matrix. When CR < 0:1, the difference of the judgment
matrix is considered to be within the allowable range and
has consistency.

Step 4. Get the combined weight vector
By weighted fusion of subjective weights W1 and W2, a

combined weight vector W2 is obtained [21]. The formula
is as follows:

W = W1 +W2
2 : ð12Þ

2.3.2. Objective Weight Calculation. The calculation of the
target weight can use the entropy weight method. When

the difference between the evaluation index values is larger,
the entropy value is smaller, and the amount of information
carried by the index is larger, and a larger weight can be
given to it. In contrast, indexes carry less information.

The steps to determine the index using the entropy
weight method are as follows:

Standardize the data.
Let matrix X = ðXijÞn×m, ði = 1, 2,⋯, n ; j = 1, 2,⋯,mÞ be

the original data matrix composed of n evaluated objects and
m average indicators. Normalize various types of data:

yij =
Xij −min Xij

max Xij −min Xij
, ð13Þ

yij =
max Xij − Xij

max Xij −min Xij
: ð14Þ

To get the matrix,

Y = yij
� �

n×m
: ð15Þ

Among them, yij is the j evaluation index [22]. Normal-
ize the value on the i-rd evaluation subject, and yij ∈ ½0, 1�.

Normalize the judgment matrix.

R′ = yij′
� �

n×m
, ð16Þ

Table 1: Advantages and disadvantages of AHP.

Advantage Shortcoming

Systematic approach to analysis Inability to provide new options for decision-making

Simple and practical decision-making method Less quantitative data, more qualitative components, less convincing

Less quantitative data information required The exact method of eigenvalues and eigenvectors is more complicated

A (Target layer) 

Criterion
B1 

Criterion
B2 

Criterion
B3 

Criterion
B4 

Criterion
Bm 

Scheme C1 Scenario C2 Scheme Cn

……

……

Top level

Middle layer

Lowest level

Figure 1: AHP structure model.
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R′ =
yij

∑m
i=1yij i = 1, 2,⋯, n ; j = 1, 2,⋯,mð Þ : ð17Þ

Calculate the entropy value of an evaluation index.

Hj = −
1

ln m
〠
m

i=1
yij′ ln yij′

� �
i = 1, 2,⋯, n ; j = 1, 2,⋯,mð Þ:

ð18Þ

When yij′ = 0, the objective weight coefficient of the indi-
cator is as follows:

Wi =
1 −Hj

m −∑m
j=1Hj

: ð19Þ

2.3.3. Combination Weight Calculation of AHP-Entropy
Weight Method. The combined weight model is optimized
using the least squares method [23]. Get weight W∗:

min F W∗ð Þ = 〠
n

i=1
〠
m

j=1
W∗ −Wð Þbij

� �2 + W∗ −Wið Þbij
� �2n o

:

ð20Þ

Restrictions are as follows:

〠
m

j=1
W∗ = 1,W∗ ≥ 0 j = 1, 2,⋯,mð Þ: ð21Þ

3. Construction of Public Management
System Indicators

3.1. Public Administration. Public administration is gener-
ally defined as the management activities of public organiza-
tions, especially government agencies, and the study of the
law. Public administration is the activity of a public author-
ity for the provision of public property and public services. It
is more about obtaining results and their responsibility [24].

3.1.1. Essence. The essential meaning of public management
is “public.” The theoretical system of public management
consists of public meaning and classification system [25],
as shown in Table 2.

Therefore, the essence of the significance of public man-
agement lies in strengthening and improving the responsi-
bility mechanism of the public sector itself, establishing
and developing a social public responsibility mechanism,
and fulfilling its obligations through the public sector, so
that the citizens can fully implement it. Uphold and fulfill
their obligations and public good. Ultimately realize the
interests of political domination, thereby strengthening and
maintaining the existing basic social order and strengthen-
ing the social mobilization capacity and public solidarity of
public agencies such as government public departments
and nongovernmental agencies.

3.1.2. Main Features. There are four main characteristics of
public management: public management is the activities that
take place in public organizations; the basis of public man-
agement is public power; the main task is to provide public
goods and public services to all members of society; public
organizations achieve goals and achieve good results; the
key is coordination, as shown in Table 3.

3.2. Mathematical Model of Public Administration. This
paper derives the mathematical model of public manage-
ment according to Bohr formula and Shannon formula.

3.2.1. Model Assumptions. The public management system is
a relatively closed and isolated system with less information,
energy, and material exchanges with the environment.

There are energy disparities within the public manage-
ment system and are in a state of imbalance.

3.2.2. Mathematical Model Representation Method.

S1 = 〠
n

i=1
KiSi, ð22Þ

where i is the factor affecting the relatively closed public
management system, Ki is the weight of various influencing
factors at a specific stage, and Si is the value generated
between various influencing factors.

Si = −KB 〠
n

i=1
Pij ln Pij, ð23Þ

where KB is the public management coefficient, j is the
subfactors included in each public management influencing
factor, and Pj is the probability that each subfactor affects
the public management change. Pj is defined as follows:

〠Pj = 1: ð24Þ

Because public management systems can lead to public
management inefficiencies, the formula for organizational
inefficiency can also be used to represent the internal pro-
cesses of public management systems.

Y = Re−X , ð25Þ

X = f a1X1, a2X2,⋯, anXn,ð Þ = 〠
n

i=1
aiXi: ð26Þ

Among them, Y is the efficiency of public management,
R is the structural constant of public management, Xi is the
function of the influencing factors of public management
efficiency, and ai is the weight of each influencing factor.

3.3. Building a Public Management System. This paper
builds a public management system model based on AHP,
the target layer is public management, the middle layer is
2 first-level indicators and 8 second-level indicators, and
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the program layer is 25 third-level indicators, as shown in
Figure 2.

Figure 2 describes the overall indicator system, showing
the classification and indicator names of different indicator
systems. This allocation scheme has good scientific signifi-
cance and can better evaluate the public management system.

3.4. Public Management System Indicators. According to the
meaning and characteristics of public management, using
the AHP, the public management system indicators are con-
structed from multiple levels, as shown in Table 4.

4. Experimental Analysis

4.1. Model Testing. This paper builds a public management
system index model based on AHP (analytic hierarchy pro-
cess). In order to test the effect of the model, a comparative
experiment is used to compare the effect of this method

with the big data analysis method and the original analysis
method.

The experimental samples in the model test are set to 5
different data sets of different sizes, and other factors are
excluded. The experimental samples are tested by the big
data analysis method, the original method, and the method
in this paper, and the accuracy and success rate of the three
methods are compared, as well as response time. The results
are shown in Table 5.

According to the data in Figure 3, it can be concluded
that the method in this paper has the highest accuracy in
the 7 data sets tested, the highest accuracy rate is 99.7%,
the highest accuracy rate of the big data analysis method
is 95.4%, and the highest accuracy rate of the original
method was 87.2%. It shows that the method in this paper
has the highest accuracy and the best accuracy.

As can be seen from Figure 4, the correct rate of the
method in this paper is 100%, while the correct rate of

Table 2: The essence of public management.

Essential connotation Content

Main body of public administration
In other words, it is not private enterprises and private institutions, but public institutions such

as the public sector, nonprofit sector, and third sector, as well as authoritative
institutions with government administrative agencies as the core.

The nature of public administration

All public management of human society has the nature of implementing the will of the state and
its subordinate government departments, maintaining the political order of the state, and

displaying functions, procedures, elements, and processes in the form of actions. The nature of
specific activities of public administration manifests itself differently in historical

eras and under various developing political and economic systems.

Social responsibility and obligation of
public management

Provide public services according to public needs. In addition, through a public responsibility
mechanism with strict performance goals and performance management, it is ensured that the

public management body is responsible to the general public in the competition,
and the service quality and customer satisfaction are improved.

Table 3: Main features of public administration.

Main features Content

Public management is an activity that takes place in public
organizations, and public management takes the realization
of social public interests as its overall goal

This goal can be divided into several subgoals. Subgoals tend to be
contradictory and contradictory, and these decisions and

choices often affect the directionality of values that
require balance and compromise.

The foundation of public management is public power,
which is the guarantee for coordinating
social and social resources.

Public power comes from the recognition and coercion of people by law.
Therefore, public management should emphasize public responsibility

and be overseen by society as a whole.

The main task of public management is to provide
public goods and public services to all members of society.

Both tangible and intangible goods are included in public goods. Public
services mainly include the provision of public safety and order,

as well as the resolution and handling of safety issues.

The key to achieving goals and achieving good
results in public organizations is adjustment.

Adjustment includes not only adjustment activities, but also adjustment
activities between organizations and between organizations and societies.
Since people are the center of various elements that make up people,
various complex relationships in public institutions still exist among
people, and adjustment activities are mainly carried out for people.

People have both material and spiritual needs and are also affected by
various social factors, so the means and methods

of adjustment must be diversified.
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Figure 2: Public management system model.

Table 4: Public management system indicators.

Main target
First-level
indicator

Secondary indicators Three-level indicator

Public
administration

Public service

(A) Education, science, culture,
health services

A1: per capita science and technology three expenses

A2: product excellent rate

A3: technology market turnover per capita

A4: student-teacher ratio

A5: national education expenditure as a percentage of GDP

A6: health staff

(B) Public safety services

B1: three accident rates

B2: criminal case rate

B3: Public Security Bureau cracked or opened a criminal case

(C) Weather services
C1: agricultural meteorological service point

C2: seismic monitoring station

(D) Social security services
D1: urban community service facilities

D2: rural social security network

Public goods

(E) Social infrastructure

E1: state budget capital construction and improvement
investments

E2: capital construction and renovation project completion and
commissioning rate

E3: ratio of urban nature reserve area to jurisdiction area

(F) City infrastructure

F1: city gas penetration rate

F2: city per capita public green area

F3: cities have paved road area per capita

F4: cities have public transport vehicles per 10,000 people

(G) government size
G1: administrative staff as a percentage of the total population

G2: ratio of government consumption to final consumption

(H) Resident economy

H1: per capita net income of rural households

H2: per capita disposable income of urban residents

H3: GDP per capita
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the big data analysis method and the original method is
decreasing with the increase of the data set. It shows that
with the increase of the data set, the accuracy of the big
data analysis method and the original method cannot be
guaranteed, and the accuracy will gradually decrease,
which reflects the obvious advantages of the method in
this paper.

Figure 5 intuitively reflects the obvious advantages of the
method in this paper. The minimum response time of the
method in this paper is 22ms, the minimum response time
of the big data analysis method is 49ms, and the minimum
response time of the original method is 53ms. Although
the response time gradually increases with the increase of
the data set, the method in this paper increases relatively
slowly. There is a way.

4.2. Indicator Weights. The research scope of public man-
agement takes government departments as the main body,
and the experimental analysis of index weights takes the
government departments of a city as the research scope
and the government staff as the research objects. 100 gov-
ernment workers were randomly selected as the research
objects, the data was collected through questionnaires,
and the final index weight of the public management sys-
tem was obtained according to the analytic hierarchy
process.

After calculating the collected questionnaire data
through a series of steps of AHP, the weights of each indica-
tor are obtained: the weights of public services and public
goods in the first-level indicators are 0.56 and 0.44,
respectively.

Table 5: Model test data.

Model Data set 200 500 1000 1500 3000 5000 10000

The method of this paper

Accuracy (%) 99.7 99.7 99.7 99.6 99.1 98.7 98.3

Success rate (%) 100 100 100 100 100 100 100

Response time (ms) 22 36 59 78 112 138 152

Big data analysis methods

Accuracy (%) 95.4 93.1 92.4 90.1 88.6 85.3 82.1

Success rate (%) 100 99.5 99.4 98.6 98.3 97.8 97.3

Response time (ms) 49 68 87 114 148 189 231

Original method

Accuracy (%) 87.2 84.7 83.2 78.6 75.4 74.3 70.1

Success rate (%) 100 99.3 99.1 98.2 97.5 97.1 96.8

Response time (ms) 53 79 127 156 179 276 301
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Figure 3: Accuracy in different method.
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4.2.1. Secondary Indicators. The second-level indicators are
obtained based on the first-level indicators. The weights of
the indicators at each level in the second-level indicators
are as follows: education, science, culture, health service
0.23, public safety service 0.42, meteorological service 0.17,
social security service 0.18, social infrastructure 0.3, 0.25
for urban infrastructure, 0.13 for government size, and 0.32
for resident economy, as shown in Figure 6.

The weight of each secondary indicator is above 0.1, and
most of them are between 0.15 and 0.25. The weight of pub-
lic safety service is the highest, and the weight of government
scale is the lowest. The index weights of public security ser-
vices, social infrastructure, and residents’ economy are all
greater than or equal to 0.3. The weight of each indicator
is different, indicating that the focus of public management
is different. From the weight of each indicator, it can be seen
that safety is the most concerned issue, and the weight of
public safety services accounts for 0.42. The safety of a city
is its most important guarantee.

4.2.2. Three-Level Indicators. It can be seen from Figure 7
that the weight of each indicator is different, indicating that
the importance of each indicator is different, and the focus of
government management is also different. The weights of all
three-level indicators are above 0.1, and the weights of C2,
D1, and G2 are all above 0.5. The highest indicator weight
is 0.672 for urban community service facilities. Most of the
three-level indicators are concentrated between 0.2 and 0.4.

4.3. Reasonability Test. In order to determine whether the
public management index system constructed in this article

is reasonable, 10 experts were invited to evaluate the indica-
tors established in this article, and the alpha coefficient of the
test reliability and the S-value of the test validity were calcu-
lated according to the feedback from the expert CVI.

If the experimental results show that the α coefficients
are all above 0.8, and the S-CVI values are all greater than
or equal to 0.9, it indicates that the reliability and validity
of the index system are good, and the index meets the stan-
dard and can be used. The data results are shown in Figure 8.

The data results show that the alpha coefficients of 25
tertiary indicators are all above 0.8, and the alpha coefficient
of 9 tertiary indicators is above 0.9, which is the best level,
indicating that the constructed public management indicator
system has high reliability.

The average S-CVI of the third-level indicators is above
0.9, and the highest S-CVI is 0.983. Among them, the S-
CVI of two indicators is below 0.9 but both are above 0.8,
0.832, and 0.897, respectively. It shows that the validity of
the constructed public management index system is good.

Combining the results of α coefficient and S-CVI, it can
be concluded that the public management index system con-
structed in this paper has good reliability and validity and
has certain scientific rationality.

5. Conclusion

The public management system based on AHP refers to a
major improvement of the public management index system
and has great advantages compared with other methods in
terms of accuracy, correctness, and response time. The Bohr
formula, Shannon formula, and entropy weight method
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Figure 6: Secondary indicators.

9Journal of Sensors



0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Weights

A1
A2
A3
A4
A5

A6
B1
B2
B3
C1

C2
D1
D2
E1
E2

E3
F1
F2
F3
F4

G1
G2
H1
H2
H3

Figure 7: Three-level indicators.

0.7

0.75

0.8

0.85

0.9

0.95

1

A1 A2 A3 A4 A5 A6 B1 B2 B3 C1 C2 D1 D2 E1 E2 E3 F1 F2 F3 F4 G1 G2 H1 H2 H3

𝛼 coefficient 
S-CVI

Figure 8: Rationality test.

10 Journal of Sensors



adopted in this paper have provided great help to the con-
struction of the system on a certain basis. In the era of rapid
economic development in my country, the indicators of
public management system constructed in this article have
brought new experience to the public management model.

The findings of the article show that

(1) In the model testing stage, the accuracy rate of the
method in this paper is the highest in different data-
sets, with the highest accuracy rate of 99.7%. It shows
that the method in this paper has the highest accu-
racy and the best accuracy

(2) The correct rate of the method in this paper is 100%,
while the correct rate of the big data analysis method
and the original method both decrease with the
increase of the data set, which reflects the obvious
advantages of the method in this paper

(3) The minimum response time of the method in this
paper is 22ms, the minimum response time of the
big data analysis method is 49ms, and the minimum
response time of the original method is 53ms.
Although the response time increases gradually with
the increase of the dataset, the method in this paper
increases slowly

(4) In the second-level indicators, the weights of indicators
at all levels are above 0.1, mainly between 0.1 and 0.3,
and the highest weight is 0.42 for public safety services

(5) The weights of all three-level indicators are above
0.1, and the weights of C2, D1, and G2 are all above
0.5. The highest indicator weight is 0.672 for urban
community service facilities, and most of the three-
level indicators are concentrated between 0.2 and 0.4

(6) The alpha coefficients of 25 third-level indicators are
all above 0.8, of which 9 third-level indicators have
alpha coefficients above 0.9, which are the best level.
The average S-CVI of the third-level indicators is
above 0.9, and the highest S-CVI is 0.983, and there
are two indicators whose S-CVI is below 0.9 but
above 0.8, 0.832, and 0.897, respectively. It shows
that the constructed public management index sys-
tem has high reliability and validity

It can be seen from the experimental results that public
management attaches great importance to safety. The follow-
ing focuses on improving the public management system
reform plan, improving the public management awareness of
employees, establishing a comprehensive social public man-
agement system, and paying attention to improving manage-
ment and supervision. Ensure that people’s living standards
and happiness are improved. Although the AHP-based public
management system indicators have obvious advantages in all
aspects, they still have certain limitations. This model is suit-
able for public management research. It is hoped that in the
following research, in-depth research can be carried out on
the scope of application to improve the scope of use of the
model and increase the generality of the model.
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Since the reform and opening up, China’s urbanization level has been continuously improved, and the national demand for urban
greening is also increasing. However, at present, there are many problems in domestic urban gardens, such as low management
quality and high management cost, which have a certain negative impact on urban development and residents’ life. In this
study, a digital management system of urban garden plant growth state based on sensor client/server structure, GIS
(geographic information system) sensor technology and big data technology are designed, and its practicability is tested. The
test results show that 52.90% and 40.70% of the people have positive comments on the satisfaction of the system client and the
sensor comprehensive application value of the system based on WebGIS sensor technology, respectively. The former is 12.2
percentage points higher than the latter, and the server response speed and CPU (central processing unit) resource
consumption of the former are also better. In addition, the robustness of the former is not significantly different from that of
the latter. The data show that the digital sensor management system for the growth state of urban garden plants designed in
this paper has complete and normal functions and good user experience.

1. Introduction

With the development of China’s economy and society, the
national urbanization rate shows a steady upward trend.
More and more residents choose to live in cities, which
brings greater demand for urban landscaping. Therefore, in
order to better meet the needs of residents, garden big data,
smart planting management, and other technologies are
constantly applied to urban garden management. On the
other hand, the application premise of these technologies is
to have a certain amount of relevant garden plant data.
However, at present, the garden management in most cities
in China is still mainly realized manually, and there is a lack
of garden plant growth status data. On the one hand, this
phenomenon leads to an increase in the labor cost of rele-
vant government departments in garden management. On
the other hand, managers cannot accurately grasp the
growth state of the garden they are responsible for. In view
of this, the research integrates big data and GIS sensor tech-
nology to build a digital management system for the growth

state of urban garden plants, in order to reduce the cost of
urban garden management and promote the digitization of
urban garden management process.

In the research process, GIS sensor technology is used to
collect the image data of garden plants to be tested. GIS is a
technical system for geographic data acquisition, storage, cal-
culation, analysis, and display of the earth’s surface space
including the atmosphere with the support of computer hard-
ware and software system [1]. It is a computer-based technical
tool. Technicians often integrate GIS sensor technology with
database functions to facilitate users to query and upload rele-
vant information. Because the objects of landscape vegetation
management in large- and medium-sized cities are often dis-
tributed in a wide range of regions, and there are many vege-
tation objects to collect data, urban landscape plants with
these characteristics are more suitable for data collection and
management using GIS sensor technology.

The innovation of this research is to use GIS and big data
technology to deal with the management of urban garden
plant growth state. So that the scattered, diverse, and large-
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scale garden plant data in the city can be efficiently and
accurately collected and managed. The urban garden plant
growth state system developed based on big data and GIS
sensor technology can analyze the plant growth state accord-
ing to the collected plant image data, so as to automatically
provide the fertilization. Management suggestions such as
pest control and planting are helpful to improve the man-
agement efficiency and quality of urban garden plants.

The paper consists of three parts. The first part is used to
discuss the research results and research methods of domes-
tic and foreign researchers in GIS sensor technology and
urban garden digital management. The second part focuses
on the construction of urban garden plant growth state man-
agement system based on GIS and big data technology,
including the selection of plant image data acquisition mode,
the overall architecture and function plate design of the sys-
tem, the specific structure and workflow design of each plate
function, and the development of system trial version. The
third part is to test the practicability of the system designed
by the Research Institute, including the operation efficiency
test of the server and the function test of the client, and sum-
marize the advantages, disadvantages, and application pros-
pects of the system according to the test results.

2. Related Works

Many research results show that computer technology,
including GIS and big data technology, is more and more
applied to urban garden management, which helps to
improve the efficiency and quality of urban garden manage-
ment. Yu et al. believe that the focus of plant protection and
management is to protect the soil microbial environment, so
they designed a garden management system based on GIS
sensor technology. The test shows that the system can meet
the needs of plant protection in most garden management
[2]. Chen et al. applied GIS sensor technology and Oracle
database to design an urban intelligent planning manage-
ment information system. In the system, the query statement
formulated by Oracle command is used, and the geometric
code of data dictionary is used to represent the combined
integrated data. The test results show that the impact of
the system on the environment is small and controllable,
which meets the expected standard [3]. Tresch et al. selected
81007 soil animal samples from 120 species, analyzed the
role of soil animal activities and development on plant litter
decomposition, and found that soil animal species richness
plays an important role in garden plant growth [4]. Korpilo
et al. collected tourist data of a park using the web-based
public participation geographic information system and
analyzed the impact of tourist trampling behavior on the
growth status of different species of plants [5]. Hiscock
et al.’s research team used the high-precision GIS images
obtained by overpass technology to create a multifunctional
classification system of urban land cover. Through case
study, it was found that the overall classification accuracy
reached 89.3%, which is conducive to improving the work-
ing method of urban water management [6]. Deng et al.
applied GIS sensor technology to collect and analyze the
data of community buildings in Changsha, China. The

results show that the overall accuracy is 86%. The data show
that GIS system is helpful to efficiently determine the year of
building construction [7]. In order to explore the impact of
different types of gardeners on garden management, Home
et al. selected several gardeners with different types of work
from 18 gardens in Zurich, Switzerland, for garden manage-
ment test. The test results show that the garden species rich-
ness of conservative gardeners who spend the most
management energy is the highest. It shows that a certain
degree of garden management and detection is helpful to
improve the species richness of gardens [8]. Schneider
et al. developed an application based on GIS sensor technol-
ogy and web technology to solve the problem of poor coor-
dination between private gardens and municipal planning
and insufficient utilization of the potential as a wildlife cor-
ridor and habitat. Users can provide relevant information
about their own gardens through this application. The trial
results of the application show that this application can have
a positive impact on urban sustainable planning and devel-
opment [9]. Mirshafiei et al. developed an underground
water network management system based on WebGIS sen-
sor technology to solve the water leakage problem of urban
underground pipe network. The trial effect of the system is
evaluated by the water distribution network of Tehran Dis-
trict 5. The test results show that the system improves the
safety of urban water network and has certain populariza-
tion operability [10]. Dereli built an urban land planning
and prediction system based on remote sensing data and
GIS system to solve the problems of unreasonable residential
settlements and traffic planning in rapidly developing cities.
The test results show that the system can effectively predict
the situation of land construction. It is conducive to assisting
urban land planning [11].

According to the above analysis, GIS sensor technology
has been widely used in agriculture, urban planning, and
other fields, and some application results have been
achieved. However, there are few studies on the application
of it and big data technology to urban landscape manage-
ment. Therefore, this study attempts to apply them to urban
garden plant management, in order to provide some conve-
nience and constructive suggestions for relevant managers.

3. Design of Urban Garden Digital Management
System Integrating Big Data and GIS
Sensor Technology

3.1. Data Processing and Evaluation Index Design of Urban
Garden Plant Growth State. In this section, according to
the garden plant image data collected by the sensor, the
indexes such as leaf area and coverage are extracted. At the
same time, the image is denoised, segmented, and feature
calculated for subsequent input to the urban garden growth
state management system built based on big data storage,
processing technology, and GIS sensor technology, so as to
judge the growth state of garden plants and assist profes-
sionals to manage fertilization and construction. The image
processing process and methods are described in detail
below [12].
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NDVI, fully known as normalized difference vegetation
index, is the necessary data for calculating the key growth
state indicators of vegetation. In this study, portable spectral
sensors are used to collect relevant optical signals, and then,
the reflectance R810 and R650 of vegetation in 810 nm and
650nm bands are calculated through the definition of reflec-
tance, so as to calculate NDVI through

NDVI = R810 − R650
R810 + R650

: ð1Þ

In order to further improve the signal acquisition accu-
racy, empirical formula (2) is used to correct the original
NDVI.

N NDVI = 1:3559O NDVI − 0:0474, ð2Þ

where O NDVI and N NDVI are NDVI before and after
correction, respectively. Then, take N NDVI as the variable
to calculate the leaf area index, coverage, and other indica-
tors of vegetation. These indicators are calculated by query-
ing the corresponding books, which will not be repeated
here. Then, design the image processing flow of vegetation.
First, denoise the image, and design the image denoising
flow as shown in Figure 1.

The method to detect whether there is noise in Figure 1
is to create an n × n window and use candy edge detection
algorithm to detect the window edge. If pixels with gray
value greater than 128 are found, the window is considered
invalid. The noise power Pw calculation method of the effec-
tive window is shown in

PW =
∑p∈w P x, yð Þ − �P

� �2
n × n

, ð3Þ

where Pðx, yÞ is the gray level of the pixel p in the window
and �P is the average gray level of all pixels in the window.
Then, the noise type is determined by calculating the
image kurtosis coefficient K , and the calculation formula
is as follows:

K = C4
P2
W

: ð4Þ

In equation (4), C4 represents the fourth-order central
moment of the gray value of the pixel. When K is not less
than 5, the noise is considered as salt and pepper type,
when K is not more than 3, the noise is considered as
Gaussian type, and when K is in the range of (3,5), both
kinds of noise are considered to exist. Finally, the number
of noisy windows is set as the threshold to judge whether
there is noise in the image [13].

Due to the influence of shooting ambient light, image
denoising also needs to be enhanced; otherwise, it will seri-
ously affect the computer’s recognition of image features
[14]. In this paper, a Gaussian wave algorithm is used to bet-
ter achieve Gaussian denoising. The idea of the algorithm is
to use Gaussian template to calculate the weighted sum of

the gray values of all pixels in the neighborhood of the pixel
to be processed. The weighted result replaces the gray value
of the pixel to be processed to achieve the denoising effect.
This linear smoothing method can better preserve the edge
and detail information of the image. The algorithm is simple
and easy to implement and has better visual effect and
higher accuracy. Considering that the portable hardware
device with weak performance is used to process data in this
study, the histogram equalization algorithm with the least
amount of calculation is selected to enhance the image [15].

After the image collection and preprocessing, the image
needs to be segmented in order to calculate the plant growth
index. In this study, the algorithm based on visible light
color index is used to convert the image color, and then,
Otsu (i.e., maximum interclass variance) threshold algo-
rithm is used to classify the converted image. The calculation
process is as follows. Suppose there are ni pixels with the
original gray level of M and the gray level of i; first, normal-
ize the gray histogram according to

Pi =
ni
M

: ð5Þ

In equation (5), Pi is the normalized gray value. The
occurrence probability of pixels of types C0 and C1 is
shown in

W0 = 〠
t

i=0
Pi,

W1 = 〠
M−1

i=t+1
Pi = 1 −W0:

8>>>><
>>>>:

ð6Þ

In equation (6), t is the set gray value threshold for
classifying images. Then, the average gray value of various

Input original
image

Does the image
contain noise ?

Noise type judgment

Is it salt and
pepper noise ?

Median filter the
image 

Is it gaussian
noise ?

Average filtering
of image

Output denoised
image

N

Y

Y

Y
N

N

Figure 1: Denoising process of garden vegetation image.
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types can be calculated according to formula (7).

μ0 =
∑t

i=0iPi

W0
,

μ1 =
∑M−1

i=0 iPi − ∑t
i=0iPi

1 −W0
:

8>>><
>>>:

ð7Þ

μðtÞ and μT in equation (7), respectively, represent the
cumulative gray value of the gray level range 0 ~M when
the gray level is t. See equations (8) and (9) for the calcu-
lation method.

μ tð Þ = 〠
t

i=0
iPi, ð8Þ

μT = 〠
M−1

i=0
iPi: ð9Þ

Since there is a relationship between W0μ0 +W1μ1 =
μT and W0 +W1 = 1 among the above variables, the vari-
ance within each pair of pixels can be described by

σ20 =
∑t

i=0 i − μ0ð Þ2Pi

W0
,

σ21 =
∑M−1

i=i+1 i − μ0ð Þ2Pi

W1
:

8>>><
>>>:

ð10Þ

In order to quantify the interclass variance of pixels at
gray level, the following definitions are made:

σ2W =W0σ
2
0 +W1σ

2
1,

σ2B =W0W1 μ1 − μ0ð Þ2,

σ2T = 〠
M

i=0
i − μTð Þ2Pi,

λ = σ2B
σ2W

,

η = σ2B
σ2T

:

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð11Þ

It can be seen from equation (11) that there is also a
relationship of σ2

W + σ2B = σ2T . So far, the image classifica-
tion problem is transformed into finding an optimal tm
so that when t = tm, λ and η values are the largest. There-
fore, η is selected as the objective function to obtain

σ2B =
∑t

i=0Pi∑
M−1
i=0 iPi −∑t

i=0iPi

� �2

∑t
i=0Pi 1 −∑t

i=0Pi

� � : ð12Þ

When the Otsu segmentation algorithm runs, it will
traverse the gray level within the range of [0, M-1], calcu-
late the gray level that makes equation (12) obtain the

maximum value, and take it as the optimal segmentation
threshold of the algorithm. After the image is classified
by the segmentation algorithm, the leaf area index of the
plant is estimated based on the data to deduce other
growth parameters. In this study, the commonly used
method in the industry is used to calculate the leaf area
index LA, as shown in

LA = −2 ln P0 θð Þ: ð13Þ

In formula (13), P0ðθÞ is the canopy porosity of garden
plants, and its calculation method is shown in

P0 θð Þ = Nbg
Ncount

: ð14Þ

In equation (14), Nbg is the number of pixels in the
background in the plant canopy image, and Ncount is the
total number of pixels in the image.

3.2. Construction of Urban Garden Growth State
Management System Based on Big Data and GIS Sensor
Technology. At present, the commonly used method for
trace component analysis is to use a spectrophotometer. Its
principle is to measure the absorbance by using the light
absorption characteristics of the substance, estimate the
composition of the substance by the position of the absorp-
tion peak, and estimate the content of the component by
using the height of the peak. The traditional spectrophotom-
eter is mainly used in the analysis and detection of sub-
stances, and its function is relatively single. With the
development of chip integration technology and the prog-
ress of grating technology, the spectrophotometer has
undergone revolutionary changes in function, volume, and
detection speed. For example, the use of spectrophotometer
to form a field soil monitoring network can detect the mate-
rial content of soil in real time, so that agricultural producers
can effectively improve the soil in a certain area to improve
the productivity. In order to obtain garden vegetation image
data, a specially assigned person needs to carry a smart-
phone equipped with mobile GIS application to sample the
area to be detected, which requires optimization and calcula-
tion of the trajectory of mobile sampling [16]. The research
improves the traditional fixed frequency point taking
recording method. Its principle is to appropriately increase
the frequency of position recording and judge whether the
recorder is moving or stationary according to the distance
between two adjacent positions, so as to determine whether
to record the position of the point. The calculation method
of the distance Dab between two points ðXa, YaÞ and ðXb,
YbÞ (coordinate values are expressed by longitude and lati-
tude, Xa and Xb are longitude, Ya and Yb are latitude) is

C = sin Xað Þ sin Xbð Þ cos Xa − Xbð Þ + cos Yað Þ cos Ybð Þ,

Dab =
R × arccos Cð Þπ

180 :

8<
:

ð15Þ
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In equation (15), C is the intermediate substitution var-
iable and Dab is the radius of the earth, taking 6371 km. Set
a threshold K . If the distance between the current acquisi-
tion point and adjacent track points is less than K , it will
be classified into one nearest neighbor point set. Otherwise,
another nearest neighbor point set will be created to include
it. After all acquisition points are divided, the k-means algo-
rithm is used to find the center point of each nearest neigh-
bor point set, delete other points in the set, and take the
sequential connection of each center point as the sampling
track [17].

The urban garden growth state management system of
this research is developed based on Android platform and
ArcGIS Server. The system uses client/server structure, the
client development tool is Android studio, and the server
uses eclipse as the development tool. According to the func-
tion, the whole system is divided into three layers: data stor-
age, network service, and client application [18]. The data
storage layer mainly stores spatial data and attribute data.
The storage and management of the former is carried out
through the ArcGIS spatial data engine and the spatial data
model of SQL server. The latter includes plant canopy
parameters and sampling point parameter data, which are
stored on SQL server. ArcGIS Server in the network service
layer provides map services and some GP (i.e., geoprocessing
tool). The client is an application developed based on
Android platform. Its main functions are garden plant infor-
mation management, image acquisition, sampling point
positioning, etc. Combined with the above design ideas, the
functional planning of the system is obtained, as shown in
Figure 2.

Next, the system functions in Figure 2 are designed in
turn. The user management module is used to manage the
basic information of the user, including creating and modi-
fying the user’s account and name. It can also bind accounts
to common image sensors [19]. The setting module is used
for users to modify image annotation, application language,
software update, and set image acquisition sensing mode
(manual or automatic acquisition). The function of the data
acquisition module is to collect the spectral signal data col-
lected by the sensor and calculate the NDVI, leaf area, and
other parameters of vegetation. The sampling point plan-
ning module is used to plan the sampling point scheme

according to the user’s setting preference and plant growth
law. The data management module is used to manage the
collected data, such as uploading the data to the server in
the form of JSON, sharing the data to the designated user,
and deleting and modifying the data [20]. The function of
GIS service module is realized through ArcGIS Server, which
mainly provides GIS function support and base map data for
the system. The sensor model management part is used to
store the parameter calculation program of the power plant
and send the latest calculation program to the mobile termi-
nal. In order to meet the processing and storage require-
ments of the system for urban garden big data, the
database adopts the SQLite type of Android. The sensor
database shall contain six data tables: user information table,
activity track table, track information node information
table, sampling scheme table, sampling schedule, and sam-
pling point location table. The database allows a single user
to create multiple sampling schemes. Each sampling scheme
can correspond to multiple sampling activities, and each
sampling corresponds to a unique acquisition track. Each
acquisition track is composed of multiple two-dimensional
coordinate point information.

4. Practicability Test of Urban Garden Growth
State Management System

4.1. Running Efficiency Test of Urban Garden Growth State
Management System. The hardware equipment used in this
paper includes portable plant phenotype imaging spectrom-
eter, mobile GIS application MAPGIS explorer, Xiaomi 8
smart phone, and HP war 99 workstation (as a server).
The system is designed according to the research scheme,
which verifies the practicability of the system designed in
this study. At the same time, in order to compare with the
system, the corresponding urban garden growth state man-
agement system is built by using traditional sensor and
web technology and WebGIS sensor technology commonly
used in the industry. Firstly, the response efficiency of each
system is analyzed, and the Apache JMeter test tool is used
to simulate the process that the client initiates a service
request to the server. The number of simulation request
applications starts at 1 and then increases to 50, 100,... 500
every 2 seconds. In order to reduce the test error, it is

Digital management
system of garden

plant growth state
ClientServer

User
management

User settings

Data
acquisition

Sampling
point planning

Data
management

GIS
services 

Model
management

Data
management

Software
update

Figure 2: Functions of garden plant growth state management system.
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necessary to repeat the test for 5 times under each condition
and take the average value of the data to be tested. The sta-
tistical results are shown in Figure 3.

“Big data GIS” in Figure 3 is the system designed in this
study. According to Figure 3, the corresponding time of the
system designed in this study based on big data and GIS sen-
sor technology and WebGIS sensor technology is signifi-
cantly lower than that based on sensor and web technology
calculation. When the number of simulation applications is

500, the average response time of the three is 302, 323, and
642ms, respectively. Then, count the server CPU share of
each system in the test, as shown in Figure 4.

It can be seen from Figure 4 that after the number of
simulated applications is greater than 200, the average
CPU share of the system server using SQLite database in this
study is significantly lower than the other two. When the
number of simulation applications reaches 500, the average
CPU share of the system server built based on big data and
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GIS sensor technology, WebGIS sensor technology, and sen-
sor and web technology is 42.2%, 75.3%, and 90.4%,
respectively.

4.2. Functional Evaluation of Urban Garden Growth
Management System. 36 garden management experts were
selected from China, invited to try out the client functions
of the three systems, and scored the satisfaction of various
client functions of the system according to the trial process.
The statistical scoring results are shown in Figure 5.

It can be seen from Figure 5 that there is no signifi-
cant difference in the average satisfaction scores of the

two systems based on big data, GIS sensor technology,
and WebGIS sensor technology in the data acquisition sec-
tion, but in the user setting, user management, data man-
agement, and sampling point planning sections, the
average satisfaction scores of the former are 87.6, 89.4,
92.5, and 88.5, which are 9.09%, 8.23%, 9.98%, and
11.60% higher than the latter, respectively. Then, 248 rele-
vant practitioners willing to participate in the study were
randomly selected from China to use the clients of the
three systems, and the satisfaction of the main module
functions of the clients was evaluated. The statistical
results are shown in Figure 6.
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It can be seen from Figure 6 that the system built based
on sensor and web technology has a negative evaluation on
other client function modules except response speed. Specif-
ically, the positive satisfaction of the research and design sys-
tem and the system based on WebGIS sensor technology in
response speed, ease of operation, ease of use, automation
level, rationality of management suggestions, and compre-
hensive application value modules (i.e., evaluated as “very
satisfied” and “satisfied”) is 79.30%, 52.70%, 76.70%,
37.90%, 40.00%, 52.90%, and 47.00%, respectively, 31.90%,
12.90%, 23.50%, 40.60%, and 40.70%. The former is
+32.30, +20.80, +63.80, +14.40, -0.60, and +12.20 percentage
points higher than the latter, respectively. Finally, the
robustness of the system is tested. Each system client is
tested in different climate and geographical environment,
and the image recognition accuracy is counted, as shown
in Figure 7.

As shown in Figure 7, the image recognition accuracy of
the system based on sensor and web technology is signifi-
cantly lower than the other two in various environments
because it has not undergone image denoising and enhance-
ment processing. The difference absolute values of the image
recognition accuracy of the system built based on big data,
web technology, and WebGIS sensor technology in heavy
rain, heavy snow, heavy fog, and sunny climate and hilly,
plain, plateau, desert, and grassland environment are
0.70%, 1.10%, 0.30%, 0.40%, 0.90%, 0.50%, 0.00%, 1.40%,
and 1.30%, respectively. The basic idea of particle system is
to use many small particles with simple shape as basic ele-
ments to represent irregular fuzzy objects. These particles
have their own life cycles, and they all go through three
stages in the system: generation, movement, growth, and
extinction. Particle system is a system with “life.” Therefore,
unlike traditional methods, it can only generate instanta-

neous and static object pictures. Instead, it can generate a
series of moving and evolving pictures, which makes it pos-
sible to simulate dynamic natural scenery. It can be seen that
the system designed in this study has good robustness.

5. Conclusion

Aiming at the problems of high cost and untimely manage-
ment of urban garden monitoring and management, this
study combines big data and GIS sensor technology to build
a digital management system for the growth state of urban
garden plants and tests the practicability of the system.
The test results show that the server response speed and
CPU share of the system using big data and GIS sensor tech-
nology are significantly better than other comparison sys-
tems. In terms of client functions, the average satisfaction
scores of the system built based on big data and GIS sensor
technology in user setting, user management, data manage-
ment, and sampling point planning are 9.09%, 8.23%,
9.98%, and 11.60% higher than those of the system built
based on WebGIS sensor technology, respectively. At the
same time, the former in response speed, operation diffi-
culty, convenience, automation level, rationality of manage-
ment suggestions. The change values of the proportion of
positive satisfaction evaluation in the comprehensive appli-
cation value module compared with the latter are 32.30%,
20.80%, 63.80%, 14.40%, -0.60%, and 12.20%, respectively.
In addition, the image recognition accuracy of the system
designed in this study in heavy rain, heavy snow, heavy
fog, and sunny climate and hilly, plain, plateau, desert, and
grassland environment is not significantly different from
that of the system based on WebGIS sensor technology.
The above data prove that the client function of the system
is also better. There are some limitations in this paper, and
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the research has not discussed the sensor simulation results
in different environments. This may make the generalization
ability of research results low. This needs further discussion
in future research.
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At present, there are some problems in the social security of employees in enterprises, such as incomplete security and low
reliability. According to this background, this paper studies a topological method for enterprise social security data analysis
based on data adaptive analysis strategy and strong learning data stream coprocessing. According to this background, this
paper studies a topology method of enterprise social security data analysis based on data adaptive analysis strategy and strong
learning data flow and designed a convolutional neural network method based on mutual interference deepening strategy and
advanced learning classification mode convolution neural network based on mutual interference deepening strategy and
intensive learning classification pattern. According to the coverage error strategy of different types of data, the high-precision
matching analysis of enterprise employee social security data is realized, and the Cartesian formula is used to correct the error
and topology analysis of the analysis results. According to the experimental data and results, the topology method of enterprise
social security data analysis is based on the experimental data and results. We can know that the topological method of
enterprise social security data analysis is based on convolutional neural network. Enterprise social security theory can
effectively improve the scope and speed of social security. This theory effectively completes the high-precision matching of
different types of data and indirectly improves employees’ cognition of enterprise values.

1. Introduction

At present, the whole economy is facing great adjustments
and changes, and the economic risks and uncertainties faced
by people are greatly increased. This uncertainty has a
profound impact on people’s attitudes and consumption
patterns, causing social and macroeconomic turmoil and
sharp decline. As a macrostabilizer of reform, state-owned
enterprises have provided social security in most reform
periods, creating basic conditions for stable and rapid eco-
nomic development. Social security is an inherent goal in
the operation of state-owned enterprises. Therefore, it is
not only a part of the economic benefits of state-owned
enterprises but consumes also the resources of state-owned
enterprises (in other words, it brings a burden to the produc-
tion of other products of state-owned enterprises). There-
fore, when evaluating the economic benefits of state-owned

enterprises, it is incomplete to include specific tangible
products into the output and ignore the “certainty” provided
by state-owned enterprises to the society. State-owned
enterprises have long provided unemployment insurance
for society.

At present, the social security methods adopted by enter-
prises mostly focus on the traditional recursive management
and security strategy and rarely carry out multidimensional
correlation management in combination with the needs
and matching degree of enterprise employees [1]. Since
entering the 21st century, a variety of intelligent technologies
have also developed vigorously, especially the wide applica-
tion of big data analysis and artificial intelligence technology,
which has been applied on a large scale in many industries
and has been able to solve some practical problems [2].
Therefore, how to combine big data and artificial intelligence
technology to realize the iterative upgrading of enterprise
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social security methods has become the mainstream research
direction [3]. At present, although the existing enterprise social
security system has many high relevance application rules,
there are still many deficiencies, such as inability to ensure
the comprehensiveness of enterprise employee social security
and low processing efficiency of enterprise employee social
security [4]. According to the above research background, this
research proposes a topological method for enterprise social
security data analysis based on data adaptive analysis strategy
and coprocessing of strong learning data flow.

Aiming at the problems of poor migration application and
low quality in the current enterprise social security theoretical
analysis model, this paper studies the topology model of enter-
prise social security theory based on data adaptive analysis
strategy and strong learning data flow intelligent matching
algorithm; the content of this research is divided into four
chapters. The first chapter introduces the analysis and applica-
tion background of enterprise social security data and the inno-
vative solutions proposed by this study. Based on data adaptive
analysis strategy and strong learning data flow intelligent
matching algorithm, the content of this research is divided into
four chapters. Section 1 introduces the analysis and application
background of enterprise social security data and the innova-
tive solutions proposed in this study; Section 2 summarizes
and analyzes the research status of big data application, enter-
prise social security theory, and application methods at home
and abroad. Section 3 is the data self-adaptive analysis strategy
and strong learning data flow intelligent matching algorithm
and constructs the topological analysis model of digital enter-
prise social security theory. Section 3 constructs a digital topol-
ogy analysis model of enterprise social security theory based on
data adaptive analysis strategy and strong learning data flow
intelligent matching algorithm. Combined with the multi-
interconnect Einstein constant analysis strategy, it constructs
the enterprise social security data analysis system and evalua-
tion index system based on artificial intelligence analysis. Sec-
tion 4 analyzes and verifies the feasibility and data matching
degree of the topology analysis model of enterprise social secu-
rity theory constructed in this paper and draws a conclusion.

Different from the traditional data stream matching type
and conditional judgment-based social security analysis mode,
the innovation of this paper lies in relying on the convolu-
tional neural network algorithm, combining the data adaptive
analysis strategy and the strong learning data stream intelli-
gent matching idea, to realize the enterprise social security
data. High-efficiency analysis is used to improve the utilization
of social security data. On this basis, it can quickly and accu-
rately extract high-quality and effective data information from
massive dynamic social security data, realize the efficient com-
bination of enterprise social security topology data, and use
multitransformed Einstein factors to conduct quantitative
analysis and high-accuracy fitting of different types of enter-
prise social security data types, so as to realize high-precision
matching and fitting of different types of data.

2. Related Work

At present, the research on enterprise social security mainly
focuses on theoretical research, specific case analysis, and

application of migration model, while there are few research
on combined innovation with artificial intelligence and big
data analysis technology [5]. According to the difference of
consumption record information of enterprise employees’
social security, Wei et al. proposed an adaptive matching
analysis model based on difference data analysis to realize
high-accuracy analysis and adaptation of different types of
social security data [6]. Through experiments, Masterson
et al. found that the relevance behind different types of social
security data groups is significantly different and presents
different change rules. Therefore, a high matching equip-
ment data analysis model based on difference feature analy-
sis is proposed, which can effectively improve the relevance
of different types of data groups [7]. Greatbatch and Lee
fused the social security data of multiple enterprises.
Through specific visits to enterprise employees, they found
that the employee happiness of different enterprises is
closely related to the enterprise social security data and cited
the high-precision analysis model based on the equipment
type data analysis module. The model can effectively
improve the high-accuracy matching analysis of different
types of social security data [8]. Mayro proposed a method
to establish an enterprise social security privacy database
based on multidimensional correlation data matching and
tracking analysis, which makes use of the differences of
employee rank in different enterprises to realize the redistri-
bution of packet data at all levels and realizes the high-
precision analysis and mining of social security data in terms
of utilization efficiency [9]. According to the idea of data
combination in the traditional establishment mode of social
security data collection system in a general sense, Lang et al.
effectively combine the social security data types of enter-
prises with the high-precision matching analysis strategy of
employees to achieve a high degree of unity at the data level
and put forward a data matching tracking analysis model
based on the edge effect development strategy [10]. By
highly summarizing and unifying different types of enter-
prise social security data mining models, Egevad et al. try
to realize the standardization, unified management, and
intelligent analysis of different enterprise social security data
from the perspective of intelligent distribution of the model
[11]. Based on the research and analysis of social security
theory in the literature, scholars such as Safarnejad L chose
a strength free matching analysis model of standardized
social security analysis model, which can carry out high-
strength matching analysis according to the social security
data types of different countries. This model can effectively
classify the data ideas of different strategy types and realize
the optimal utilization of different social security policies
and strategies [12]. Verganti et al. manage the loyalty and
happiness of enterprise employees from the types, classifica-
tion, and data storage of enterprise social security storage
data and realize the high-quality analysis of enterprise social
security data through adaptive and integrated tracking and
analysis of dynamic employee social security data changes
[13]. The research results of Kai et al. show that the enter-
prise social security information interaction method based
on the two in one coupling model of data acquisition and
data analysis has higher efficiency in enterprise data
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processing and can improve the accuracy of at least 10%
compared with the traditional social security data manage-
ment method [14]. In order to improve the stability and
authenticity of enterprise employee social security data, Liu
et al. have carried out various high-dimensional calculations
on different enterprise employee social security data to
achieve high-precision acquisition and discrete processing
of different types of data, which can effectively improve the
matching rate of different types of data groups, but there
are high requirements for the scope of application [15].
Goodarzian et al. have proved through experiments that
the social security data groups of different enterprises in dif-
ferent regions have obvious characteristics of simplification
and difference and can efficiently carry out high-precision
analysis on different types of enterprise data guarantee
groups [16].

To sum up, it can be seen that there are some problems
in the theoretical research of enterprise social security, such
as lagging simplification method (uneven matching of valid
data) [17–19]. Although current scholars have achieved pre-
liminary innovative applications in the data application of
social security and the application of multidimensional
change pattern matching, there are few research results in
practical application and artificial intelligence technology
iterative analysis, and there are no demonstrative achieve-
ments in the normalization and innovative application of
corporate social security data, similar to two-dimensional
spatial decomposition strategy [20, 21].

3. Methodology

With the iterative updating of different artificial intelligence
technologies in recent years, it is possible to apply big data
analysis technology in different industries [22]. In the field
of big data analysis technology, different analysis strategies
have different advantages. As a typical intelligent analysis
method, neural network algorithm plays an important role
in the development needs of enterprises [23]. However, the
traditional neural network algorithm is not suitable for solv-
ing the application problems of all industries. Some scholars
have improved the algorithm for different types of data
applications. Therefore, intelligent collaborative algorithms
based on data adaptive analysis strategies and strong learn-
ing data stream collaborative processing came into being.
The convolution neural network algorithm not only has
the advantages of fuzzy class analysis of neural network algo-
rithm; the accuracy and efficiency of data analysis have also
been greatly improved [24]. The theory of enterprise social
security has also been constantly updated with the real needs
of society, so there is also a large room for improvement.
How to apply the fast-growing big data and artificial intelli-
gence technology in recent years to the theory of enterprise
social security and realize the intelligent analysis of social
security data is the current research hotspot [25]. The prin-
ciple of intelligent collaborative algorithm based on data
adaptive analysis strategy and strong learning data stream
collaborative processing is shown in Figure 1.

In the process of coupling analysis of enterprise social
security data, convolutional neural network will evolve into

various types of business support data groups through cou-
pling management of different types of social security data
groups. When different data groups are identified with high
accuracy by compiler, their internal relevance also shows a
high change law. Therefore, it is necessary to carry out iter-
ative update processing. After different degrees of data itera-
tive processing, its internal relevance data groups will show
different types of high-accuracy translation efficiency, so its
internal interconnection influence will be characterized,
and different types of data groups will realize relevance anal-
ysis according to different digital features. Therefore, after
perfecting the social security theory database of many enter-
prises, its internal relevance presents different expression
characteristics. Then, according to its internal local efficiency
data group, it realizes the high-accuracy information extrac-
tion of different types of data groups and realizes the local
optimization and feature extraction of data.

3.1. Establishment Process of Multiple Grey Convolution
Neural Network Model Based on Big Data. For the correla-
tion analysis of various data groups, the selection standard
to eliminate unnecessary data in the data group is the result
of correlation analysis. In the process of analyzing enterprise
social security data, we can eliminate unnecessary data in the
data group through the correlation analysis of various data
groups. Then, according to the characteristics of different
types of differentiation, realize the high-intensity analysis
of its internal data. After the analysis, according to its
different correlation types, realize the high-intensity distur-
bance analysis of different data groups, then match the
correlation degree of these effective information data groups,
and finally, form the correlation data matching with differ-
entiation characteristics. Figure 2 shows the data flow oper-
ation process of the social security topology analysis model
based on the data adaptive analysis strategy and the strong
learning data flow cooperative processing intelligent collabo-
rative algorithm.

The process of data processing is divided into several
stages. The first stage is to classify n enterprise social security
data groups. These data groups are original data groups and
have obvious characteristics—each data group has m corre-
lation data nodes with different dimensions. After high-
intensity matching of these data nodes, the sequence can
be obtained as follows:

Y1 = 1 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 1ð Þ, x1 2ð Þ,⋯,x1 nð Þð Þ

x1 1ð Þ + x1 2ð Þ+⋯+x1 nð Þ ,
s

Y2 = Y1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 1ð Þ, x2 2ð Þ,⋯,x2 nð Þð Þ

x2 1ð Þ + x2 2ð Þ+⋯+x2 nð Þ

svuut ,

Y3 = Y2 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x3 1ð Þ, x3 2ð Þ,⋯,x3 nð Þð Þ

x3 1ð Þ + x3 2ð Þ+⋯+x3 nð Þ

svuut ,

YM = Yn+⋯+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x3 1ð Þ, x3 2ð Þ,⋯,xm nð Þð Þ

x3 1ð Þ + x3 2ð Þ+⋯+xm nð Þ

svuut :

ð1Þ
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Therefore, when topological analysis is required for
different types of data, only the internal weight coefficient
ℵ of Yi and Y j needs to be calculated, and the calculation
formula is

ℵ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ym + Ym+1ð Þ/ Ym + Ym−1ð Þpq
Ym − Ym−1

: ð2Þ

Then, according to the weight coefficient index, the cou-
pling degree of different types of social security data groups
is solved, and the coupling degree function is

U xð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ℵx2 + ℵ + 1ð Þx4 + 1
ℵx2 + ℵ − 1ð Þx3 + ℵ − 2ð Þx4 + 2

s
ℵii, ð3Þ

where ℵii = 1 ; i = 1, 2,⋯,m. After completing the above
analysis, it is also necessary to analyze the high-valuematching
degree according to the correlation degree of different enter-
prise types and evolve it into a low-latitude social security data
group index. The simulation results are shown in Figure 3.

The simulation results of level 1 artificial intelligence
matching analysis for different types of enterprise social
security data types are shown in Figure 4.

The simulation results of two-dimensional and three-level
artificial intelligence matching analysis for different types of
enterprise social security data types are shown in Figure 5.

The simulation results of three-dimensional 4-level arti-
ficial intelligence matching analysis for different types of
enterprise social security data types are shown in Figure 6.

It can be seen from the four groups of data results in
Figures 3–6 that after analyzing different types of enterprise
social security data groups according to different types of

Raw data input

Data output

Input layer Depth layer Output layer

CNN learning layer

Figure 1: Operation principle of intelligent collaborative algorithm based on data adaptive analysis strategy and strong learning data stream
collaborative processing.
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Figure 2: Data flow operation process of social security topology analysis model based on data adaptive analysis strategy and strong learning
data flow cooperative processing intelligent collaborative algorithm.
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high-value matching, combined with convolution neural
network algorithm, when using big data and artificial
intelligence topology analysis strategy for high-value
matching analysis, it is also necessary to perform association

calculation and processing for different types of data groups
(0/1/2/3 level AI high matching factor). Due to the need to
combine high intensity and high factor in the matching
analysis of social security data, the data model of these
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Figure 3: The corresponding simulation analysis results under the low-latitude social security data set indicators.
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Figure 4: The corresponding simulation analysis results under the social security data group index under the first-level line change.
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factors will have strong internal correlation, matching
degree, and disturbance of value function. Therefore, with
the change of topology analysis times, the redundant infor-

mation in the internal authentication database will be
dynamically updated with the incompleteness of topology.
The corresponding convolution network marking function
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Figure 5: The corresponding simulation analysis results under the social security data group index under the second-level discrete behavior
change.
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Figure 6: The corresponding simulation analysis results under the social security data group index under the three-level aggregated
behavior change.
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in this process is recorded as Ikj ðxÞ:

Ikj xð Þ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − xkj 1ð Þ
� �

/ xkj 3ð Þ + xkj 2ð Þ
� �r

+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x + xkj 1ð Þ
� �

/ xkj 2ð Þ + xkj 1ð Þ
� �r

xkj 2ð Þ + xkj 1ð Þ + xkj 3ð Þ :

ð4Þ

xkj ð∗Þ is the topology node of social security theory. After
the calculation, it is also necessary to carry out high-
precision topology analysis for different types of social secu-
rity data types. In this stage, the precision extreme value
measurement function PðxÞ is required, and its expression is

P xð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℵxkj 4ð Þ − x

xkj 4ð Þ − xkj 3ð Þ +
ℵxkj 4ð Þ − x

xkj 4ð Þ − xkj 3ð Þ

vuut : ð5Þ

In addition, after analyzing the topological structure of
different types of enterprise social security theory, it is also
necessary to measure and score different types of high-
value topological data. The expression of continuous mea-
surement function is formula (6), and the expression of dis-
crete measurement function is formula (7).

L xð Þ =
P xð Þ + xkj 4ð Þ − x

� �
/ xkj 4ð Þ − xkj 2ð Þ
� �� �

P xð Þ + P x − 1ð Þ , ð6Þ

K xð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ikj xð Þ + P xð Þ

Ikj xð Þ + P2 x‐1ð Þ +
x − xkj 1ð Þ

xkj 2ð Þ − xkj 1ð Þ

vuut : ð7Þ

xkj ð∗Þ is the topology node of social security theory.

3.2. Data Processing Process of Topological Sparse Model of
Enterprise Social Security Theory Based on Convolutional
Neural Network. In this model, in order to carry out variable
weight analysis on different types of enterprise social secu-
rity data, different types of enterprise social security data-
bases need to be updated and maintained regularly. The
iterative calculation and update of the weight coefficients
are realized by determining the data adaptive analysis strat-
egy and the strong learning data flow high-strength coinci-
dence variables. The high-intensity analysis and iterative
calculation of different types of data groups can be realized
from the two-dimensional level. The high-dimensional vari-
able weight coefficient I required in this process can be
expressed as

I =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

j−1I
k
j xij‐1
À Á

+ℵk
j +∑m

j=1I
k
j xij
À Á

⋅ℵk
j

q
Ikj xij
À Á

+ℵk
j

: ð8Þ

Specifically, there are

R2
i = 〠

m

j=1
I1j xij − 1
À Á

⋅ℵ1
j , 〠

m

j=1
I2j xij − 2
À Á

⋅ℵ2
j ,⋯,〠

m

j=1
Isj xij − s
À Á

⋅ℵs
j

 !
: ð9Þ

The above formula is the high-dimensional variable
weight coefficient in the topology analysis structure, and its
corresponding high-intensity expression function is

ℝ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℵk

j +Rk
j

Ikj xij
À Á

+ℵk
j

vuut : ð10Þ

After completing the above links, in order to further
carry out Gaussian mixture analysis on different types of
enterprise social security data and realize the analysis of high
accuracy and low error rate based on Einstein factor,
Figure 7 shows the analysis and simulation results and
changing trends of the social security weight coefficient
groups that change in different modes.

It can be seen from Figure 7 that in the process of analyz-
ing enterprise social security data, with the increase of the
number of topological structures, the coupling functions
corresponding to different types of influencing factors also
show different change laws, because different types of social
security theory databases have significant differences in
characteristics. The data analysis data of different dimen-
sions will show high-intensity extreme value changes of dif-
ferent values, and the corresponding extreme value change
function can be expressed as AðxÞ.

A xð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

j=1Y
1
j xj
À Á

+∑m
j=1I

1
j xj
À Áq

R1
j +ℵ1

j

: ð11Þ

The result under the analysis strategy after multidimen-
sional discretization can be expressed as A′ðxÞ and

A′ xð Þ = ∑m
j=1Y

1
j xj
À Á

+∑m
j=1I

1
j xj
À Á

R1
j A xð Þ : ð12Þ

After completing this link, it is also necessary to evaluate
the extreme value of different types of high-accuracy social
security value, and its internal correlation also needs to be cal-
ibrated. Therefore, in the process of fuzzy search and screen-
ing of unknown corporate social security data targets (newly
collected corporate employee social security information),
the corresponding discrete discriminant function is DðxÞ and
the expression is

D xð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β1
j + �R∑m

j=1 xj‐�x
À Á

∑m
j=1 Rj‐ �R
À Á

+ℵ1
j�x

vuut , ð13Þ

where β1
j is the topological reinforcement coefficient of

social security.

4. Result Analysis and Discussion

4.1. Experimental Design and Data. In order to analyze the
coupling and real effect of the corporate social security data
analysis topology method based on data adaptive analysis
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strategy and strong learning data stream coprocessing in the
actual process of social security data processing, it is
necessary to combine different types of high-intensity enter-
prise social security data groups for coupling management
analysis, so the corresponding confirmatory experiment is
designed. In the experiment process, the completely public
data is used, and the discrete random change rule is adopted,
and it is input into the original database enterprise employee
social security information data. In the process of coupling
analysis of different types of enterprise social security data
groups, its targeted evaluation indicators also need to be
set. Therefore, this study is screened according to the
existing international standards. Finally, 25 indicators are
selected to evaluate the randomness and accuracy of the topol-
ogy of corporate social security theory. During the experiment,
the database information of the enterprise is related to
different types of high-strength continuity characterization
functions, and industries are selected as the experimental
verification data group for topology analysis and verification.
The experimental analysis results are shown in Figure 8.

It can be seen from Figure 8 that during the experiment,
different groups have different accuracies under different
types of data processing, their corresponding high-intensity
function values have strong stability and gradual change,
and their internal correlation also shows different change
laws. This is because their corresponding data analysis rules
will also change under large data and artificial intelligence
analysis technology. Therefore, its internal relevance can be
displayed through the artificial intelligence data analysis sys-
tem, and so can the internal data relevance.

4.2. Experiment Result Analysis of Enterprise Social Security
Data Analysis Topology Method Based on Data Adaptive
Analysis Strategy and Strong Learning Data Flow Coprocessing.
From the experimental results in Figure 8 and the accuracy
analysis results of social security data in Figure 9, it can be seen
that there is little difference in volatility after analyzing the
social security data of different enterprises used in the experi-
mental process. In addition, different types of data groups also
have great differences in the correlation degree and matching
degree. In addition, amongmultiple evaluation quantifications
for perturbation analysis on different data sets, there will be
obvious differences in the internal pertinence change and cor-
relation matching degree, which will lead to obvious fluctua-
tions in the correlation data between data groups.

Therefore, it can be seen from the above analysis and
experimental results that in the process of processing
experimental data, this study combines data adaptive
analysis strategy and adopts strong learning data flow
collaborative processing method based on iterative data
high-dimensional analysis based on data adaptive analysis
strategy intelligent algorithm, which can schedule, match,
and track the enterprise social security data information of
different industries from any angle, and through the cou-
pling and error of different data and the stability differences
within the enterprise, the internal relevance platform of data
groups can be guaranteed to realize the high-intensity anal-
ysis and data representation of different data groups. Then,
according to the vector difference, length difference, and
other dimensional information of data groups in different
columns in the enterprise social security database, the

Integrated index of stability and calculation efficiency of
corporate social security database
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Figure 7: Correspondence analysis of social security weight coefficient groups that change in different modes and simulation results of
changing trends.
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iterative hierarchical division and high-intensity planning of
different social security data are realized. Finally, through
the neural network algorithm and artificial intelligence anal-
ysis technology, the high-accuracy analysis process of social
security data information in different dimensions is realized.
Finally, combined with the differences of different types of
data groups, the iterative classification is carried out to real-
ize the intelligent adaptive law of social security data in dif-

ferent enterprises, combined with the sophisticated analysis
of social security enterprise data groups, analyze the proba-
bility distribution and error coupling degree of the internal
social security data, realize the topological change analysis
and prediction of the enterprise social security data type,
and then complete the internal representation of the infor-
mation contained in the enterprise social security data and
the rapid analysis of the correlation degree.
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5. Conclusion

At present, there are some problems in the social security of
employees in enterprises, such as incomplete security and
low reliability. Based on this, this paper studies a new model
of topology optimization of enterprise social security theory
based on big data and artificial intelligence data analysis
strategy and designs an intelligent extraction model of enter-
prise employee social security data based on the coprocess-
ing method based on data adaptive analysis strategy and
strong learning data stream of different types of data, the
high-precision matching analysis of enterprise employee
social security data is realized, and the Cartesian formula is
used to correct the error and topology analysis of the analy-
sis results. The results show that the topology optimization
model with continuous digital matching pursuit and percep-
tual analysis strategy enterprise social security theory based
on convolutional neural network can effectively improve
the scope and speed of social security, effectively complete
the high-accuracy matching of different types of data, and
indirectly improve employees’ recognition of enterprise
values. Compared with the normalized and discrete tradi-
tional social security, treatments have limitations, and the
innovation of this paper is to combine the big data analysis
strategy with the artificial intelligence analysis strategy and
use the convolution neural network algorithm to intelli-
gently analyze the enterprise social security data informa-
tion. On this basis, combined with different types of
enterprise social security data, intelligent matching is carried
out according to its internal relevance and coupling, and the
factors affecting the topology accuracy of social security data
are customized. However, the enterprise social security data
analysis model proposed in this study can only conduct
high-intensity value analysis on the internal relevance of
data types and does not take other potential influencing fac-
tors in the social security database into account. Therefore,
further research can be carried out in terms of redundancy
and robustness.
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The current tourism industry has the problems of low service efficiency, poor coordinated development, and slow economic
growth in terms of service volume and economic growth. This paper is based on computable general equilibrium (CGE)
model. Firstly, a CGE data analysis model based on bee colony intensive breakthrough algorithm is established to store and
analyze the data in the whole chain of tourism. Then, combined with the comparative analysis of tourism economic data over
the years, it is fed back to the CGE model for error analysis. Finally, relevant experiments are designed to analyze the
relationship between tourism and economic growth. The correlation degree of local economic growth is analyzed. The results
show that, compared with the traditional research method of tourism economic growth based on module data analysis, this
CGE model can realize the correlation analysis of the data involved in the process of tourism economic growth and analyze
the factors affecting the speed of economic growth, which has the advantages of good reliability and strong pertinence.

1. Introduction

With the advent of the industrial 4.0 era and the rapid develop-
ment of Internet data technology, tourism also presents great
changes in service mode and business processing [1]. In recent
years, with the rapid development of blockchain technology and
the emergence and application of big data economic analysis
model and CGE model, tourism is also facing an important
transformation of digital development [2]. Therefore, data
diversification and intelligence have become the necessary con-
ditions for the future development potential of tourism [3]. On
the other hand, although there are many tourism economic
growth analysis models, there are still many problems [4]. For
example, in the analysis of the development potential of tour-
ism, the current analysis model generally does not have large-
scale applicability, and its suggestions and conclusions are quite
different from those in the actual implementation process [5].
Based on this background, this paper studies the correlation
analysis system between tourism and economic growth and
puts forward a computable general equilibrium model, which
can quantitatively analyze and characterize the internal correla-
tion between tourism and economic growth.

Aiming at the problems of poor coordinated development,
slow economic growth, and low service efficiency in the pro-
cess of market-oriented economic operation of the existing
tourism industry, this paper studies the application of CGE
model based on bee colony intensive breakthrough algorithm
in tourism economic growth, which is mainly divided into
four parts. Chapter 1 introduces the background, overall
framework, and innovation of this study. Chapter 2 introduces
the evaluation methods of tourism economic growth in differ-
ent regions at home and abroad and the research status of data
mining methods in tourism. Chapter 3 constructs the CGE
model based on the bee colony intensive breakthrough algo-
rithm and constructs the evaluation system of the correlation
between tourism and economic growth by using the Laplace
hyperbolic equation method. Chapter 4 tests the relevance
evaluation system between tourism and economic growth,
analyzes the results, and draws a conclusion.

The current mainstream analysis model of tourism eco-
nomic growth (mainly based on the quantitative correlation
analysis model based on neural network strategy algorithm
or particle swarm optimization iterative optimization strategy
algorithm) there is a disadvantage that it is necessary to set
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known parameters and gradient interval. The innovation of
this paper is to construct the correlation analysis method
between tourism and economic growth through the bee col-
ony intensive breakthrough algorithm, combined with the
CGE model in the field of artificial intelligence and image rec-
ognition technology. On this basis, the model can not only
record and store the data between tourism and economic
growth in multiple regions but also make full use of the differ-
ential information of economic growth between each tourism
area to analyze its correlation through CGE model. On the
other hand, using Laplace factor quantitative index to com-
plete the correlation analysis between tourism and economic
growth can reduce the evaluation error.

2. Related Work

The existing tourism industry has the problems of poor coor-
dinated development, slow economic growth, and low service
efficiency in the process of market-oriented economic opera-
tion. Most scholars have analyzed the correlation between
tourism and economic growth and tried to solve the above
problems [6]. In order to solve the problem of transition anal-
ysis in the development of tourism, Rockicki other scholars
put forward a comprehensive evaluation model of tourism
growth and economic analysis based on the characteristics of
regional development, so as to strengthen the analysis and
weaken the management of the internal relevance of tourism
[7]. According to the differential characteristics of different
tourism industries in development, Zhao et al. put forward a
development analysis strategy evaluation method based on
CNN network. Experiments show that tourism can play a
key role in economic growth [8]. Aiming at the problem of
high cost in the process of user growth in tourism, Lin and
other scholars used the convolution neural network algorithm
of second-order least square method to analyze the correlation
degree of factors affecting economic development and found
that there is a strong correlation between cost and user growth
strategy [9]. Aiming at the problem of low data utilization in
the development of tourism, Cao and other scholars put for-
ward an economic growth model combined with local eco-
nomic development through experimental verification [10].
According to the traditional model theory and practical expe-
rience of tourism development, Peng and other scholars found
that there are large differences in cross regional tourists’ habits
in the current local tourism areas in the process of economic
growth. Therefore, they proposed an adaptive comprehensive
evaluation method based on machine vision algorithm [11].
Hoffmann put forward a new scenic spot economic growth
method based on Tourism Group trajectory analysis, which
uses the deformed footprint map sequence to characterize
the economic development of the tourism area on a large scale
and realizes the determination of the optimal scheme in the
process of tourism economic evaluation [12]. Through quan-
titative analysis of different scenic spots, Siddig and other
scholars have made the regional tourism resources reach a
state of near infinite saturation in the process of development.
Experiments show that this strategy analysis and evaluation
method have the advantages of fast comprehensive evaluation
speed and obvious effect, but it is necessary to set the known

data gradient interval [13]. In order to further study the
influencing factors in the process of tourism economic develop-
ment, scholars such as Gilliland et al. proposed a variable step
economic data analysis method combined with the idea of com-
putable general equilibrium model. This method can effectively
improve the income of tourism, but it is necessary to set known
parameters and data gradient interval [14]. Rui and other
scholars put forward a new tourism economic growth analysis
method based on K-means image recognition strategy accord-
ing to the macroeconomic theory in economy and established
a multifactor coupling analysis model. The model also needs
to set known parameters and gradient interval [15]. Aiming at
many unreasonable problems in the process of tourism eco-
nomic development, Paroussos and other scholars put forward
a feature recognition and analysis strategy based on neural
network. After practical verification, the results show that the
economic evaluation method based on image recognition and
analysis strategy has good evaluation effect and is suitable for
the comprehensive evaluation of the development of charac-
teristic scenic spots in tourism [16]. Feuerbacher and other
scholars have made a comprehensive evaluation from the
aspects of the selection of evaluation forms for the economic
development of tourism, the classification of evaluation scenic
spots, and the management ability of regions. Experimental
experiments are carried out in different regions. The results
show that it can improve the profitability of scenic spots [17].

Based on the above research results, we can know that in
the current research on tourism and economic growth, in
the mainstream analysis models of tourism economic growth
(mainly based on neural network algorithm or particle swarm
optimization algorithm), most of them need to set the known
data gradient interval as a priori information [18–20]. On the
other hand, in the quantitative evaluation of tourism eco-
nomic development, most economic development analysis
models need to summarize the industrial data of different
ranges first and then conduct unified analysis and processing,
which leads to the overall analysis efficiency becoming very
low [21, 22]. Therefore, it is of great significance to study the
correlation analysis method between tourism and economic
growth based on computable general equilibrium model.

3. Methodology

3.1. Application of Computable General Equilibrium Model
Based on Bee Colony Dense Breakthrough Algorithm in
Economic Growth Analysis. Bee colony dense breakthrough
algorithm is one of the commonly used algorithms in data
mining. This method solves the calculation problems with
high dimension and large amount of data by simulating the
idea of cooperative movement of bee colony in the process
of group survival and realizes the sampling solution of com-
plex problems. The computable general equilibrium model
(CGE) includes three salient features. The first is “general.”
That is, it makes an external setting for the behavior of
economic subjects. In this model, one of the representative
features is the pursuit of utility maximization. Manufacturers
follow the decision-making principle of cost minimization
and also include economic subjects such as government, trade
organizations, importers, and exporters, which respond to
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price changes [23]. Secondly, it is “equilibrium,” which means
that it includes two aspects of demand and supply. Many
prices in the model are determined by both supply and
demand, and price changes finally make the market realize
equilibrium [24]. Finally, it is “computable.” This is because
the model reflects actual data and actual economic problems,
which is closer to reality, involving industrial policy, income
distribution, environmental policy, employment, etc. [25].
Therefore, the CGE model combined with bee colony inten-
sive breakthrough algorithm can well solve the problem of
correlation analysis between tourism and economic growth.
The data correlation analysis process of tourism and economic
growth based on CGE model is shown in Figure 1.

3.2. Data Analysis Process of CGEModel in Tourism Economic
Growth. The tourism policy means concerned by the tourism
CGE model are also divided into two categories: the first cate-
gory is various tourism related laws, regulations, standards,
and orders formulated by administrative means. The other is
market-based and various economic means represented by
tax, including direct tourism tax and indirect taxes such as
hotel tax, gambling tax, and sales tax. In view of the above
two types of policies, CGE model mainly discusses the impact
of tourism industry policies on production (mainly including
cost and productivity) and consumption (focusing on macro
income and tourist welfare) in economic activities.

In order to better study the correlation between tourism and
economic growth and conduct quantitative evaluation, after
establishing the CGE model, it is necessary to quantitatively
discuss the data analysis process of CGE model in tourism
economic growth. According to the necessary conditions of
macroeconomic model, it is necessary to design the operation
threshold, termination condition, and evaluation standard of
CGE model. Therefore, the economic growth operation thresh-
old function QðxÞ, the termination condition function WðxÞ,
and the preliminary quantitative evaluation function EðxÞ are
set as follows:

Q xð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑p

k=1x
2
k/x2k+1/k�xp

q

∑k
p=1k�xp

, ð1Þ

W xð Þ = p!
1 + �xp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 + xk + xp

�xp+k−1

s
, ð2Þ

E xð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑p

k=1 xk‐�xp
À Á2 +∑p

k=1 xk + �xp
À Á2q

k + 1ð Þ�xp
: ð3Þ

xk is the daily operation data of tourism, p is the total num-
ber of users of tourism, k is the service type of tourism, and �xp is
the average data of quarterly economic growth.

After normalizing the above three functions, the corre-
sponding expression is as follows:

Q′ xð Þ = 1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑p

k=1x
2
k/x2k+1

k∑p
k=1 x + �xp/1 + �xp

À Á2

vuut , ð4Þ

W ′ xð Þ = p + 1ð Þ!
p + �x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 + xk + xp

�xp+k−1

s
, ð5Þ

E′ xð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 +∑p

k=1 xk + �xp
À Á2q

1 + k∑p
k=1 x + �xp/1 + �xp

À Á2 : ð6Þ

Through the statistics of tourism economic growth data
in different regions, it is divided into regions according to
the growth rate, and different types of economic growth data
are distinguished in high dimensions to form multiple data
envelopment analysis centers, and their data center groups
are input into this CGE model. The simulation analysis
results of these data groups on the correlation degree of
tourism economic development are shown in Figure 2.

It can be seen from Figure 2 that the change trends of the
three groups of databases are similar and are within a rela-
tively stable change range, and the association analysis accu-
racy of the second group of databases is the highest. This is
because after setting the operation threshold, and it is also
necessary to quantitatively sort the relevant data affecting
economic growth according to the utilization rate and carry
out variable weight analysis. The module length analysis
function AðxÞ, the economic growth solution function SðxÞ
, and the nondisturbing error function DðxÞ used in the vec-
tor comparison process in the above simulation analysis
stage are as follows:

A xð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xj j2 +m xj j + ffiffiffiffiffi

xj jpq
ffiffiffiffiffiffiffiffi
k xj jp

+m xj j2 +
ffiffiffi
k

p , ð7Þ
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

k=1
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/m xj j + k xj j2 +mk

r

3mk +
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p ,

ð8Þ

D xð Þ = kS2 xð Þ +mA xð Þ
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + A xð Þ

km

� �s
: ð9Þ

jxj is the module length of tourism economic data vector,
and m and k are the quantitative value and change type in
the process of tourism economic growth, respectively. After
fuzzifying the above three functions, the corresponding
expression is as follows:

A′ xð Þ =
∑m

k=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xj j2 +m xj j + ffiffiffiffiffi

xj jp
/k xj j +m xj j2 + k

q

m + k
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S′ xð Þ = k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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m
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mA kxð Þ + kS kxð Þ : ð12Þ
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jxj is the module length of industrial economic data vec-
tor, andm and k are the number and type of tourism industry,
respectively. In this stage, the economic growth simulation
analysis results of CGEmodel on two types of random tourism
economic data are shown in Figure 3.

It can be seen from Figure 3 that under the CGE model
based on the bee colony dense breakthrough algorithm, with
the increase of the number of simulation analysis, the corre-
lation index of economic growth data in the two types of

data shows different trends, and there are four intersections,
because in general, due to the problem of computer pro-
gramming, at present, the economic growth data analysis
method in the tourism information data management sys-
tem cannot reach the level of artificial intelligence. There is
inconsistency in the information analysis and data feature
extraction between the economic data content of tourism
in different regions and the economic information value of
tourism stored in the cloud.

3.3. Simulation Verification Process of Quantitative Analysis of
Economic Growth Combined with CGE Model. Based on the
above analysis results, in order to further improve the accuracy
of the analysis process of the correlation between tourism and
economic growth, this part makes an accurate comparative
analysis of a number of economic data within the tourism
industry. The analysis process is shown in Figure 4.

For the known tourism economic development data, the
corresponding identification error rate and correlation eval-
uation results are different, because for the calculation and
identification of similarity, it can be corrected, compensated,
and classified through the computable general equilibrium
model according to the difference and similarity of data
information in the tourism economic process. The simula-
tion analysis results after correction are shown in Figure 5.

It can be seen from Figure 5 that the repair amount of tour-
ism data under the CGEmodel is different, and the difference is
obvious. This is because although the disturbance amount of
the CGE model analysis method is very small, the data itself
will have some differences, so there will be less data informa-
tion reflected in the final analysis process. Finally, in the process
of analysis, the high self-adaptive evaluation function ZðxÞ and
similarity function XðxÞ based on bee colony dense break-
through algorithm are introduced, and their mathematical
expressions are as follows:
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Figure 1: The analysis process of data association degree between tourism industry and economic growth based on CGE model.
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where x represents different economic growth data pro-
cessing samples, k and j represent different numbers, and p
represents the maximum number. In the process of error
reduction of CGE model and result correction of overall oper-
ation function, it is necessary to normalize the sample data.
The function set determined by the central data used in this
process is as follows:

P xð Þ = l + rx
lx + r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l + rð Þ ∑m

i=1x − 1 +∑r
i=1xð Þ

x

r
, ð15Þ

where it represents the tourism economic growth function
with certain rules, x represents different processing samples,
and l and r represent different economic growth analysis rules.

4. Result Analysis and Discussion

4.1. Confirmatory Test of Correlation Analysis between
Tourism and Economic Growth Based on CGE Model. After
constructing the tourism and economic growth evaluation
system based on CGE model, it is necessary to verify and
analyze its practicability and scientificity. Therefore, this
study combines the tourism economic data of Beijing in
recent 5 years as the experimental data to verify. The prelim-
inary analysis results of three groups of experimental data
during the experiment are shown in Figure 6, in which the
horizontal axis represents the number of experiments and
the vertical axis represents the standardized correlation eval-
uation value based on CGE model.

As can be seen from Figure 6, under the bee colony dense
breakthrough algorithm, with the increase of the number of
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Figure 3: Economic growth simulation analysis results of two types of stochastic tourism industry operating data based on CGE model.

Relevance analysis rules

Economic data
extraction 

Data mining engine

CGE model Database

Data processingData server

Tourism 
data input

Figure 4: Accurately compare and analyze multiple economic data within the tourism industry.

5Journal of Sensors



RE
TR
AC
TE
D

experiments, the number of consistent data shows a trend of
decreasing first and then stable. Compared with the data group
without correction factor, the tourism data group with correc-
tion factor has more standardized correlation and economic
growth data. This is because the operationmethod adopted this
time is the improved tourism economic correlation analysis
model combined with the CGE model of bee colony intensive
breakthrough algorithm, and the threshold parameters of three
data envelopment sets are set to characterize the correlation
between tourism and economic growth. In addition, the CGE
model will be based on the tourism user group data of Beijing,
China, in recent 5 years. Through the comparative analysis of
different parameters, it ensures the equal weight of each data
in the process of correlation analysis, so as to reduce the data

analysis error in the experimental process and improve the
objective accuracy and persuasion of the experimental process.

4.2. Experimental Results and Analysis. In the process of ana-
lyzing the experimental results, this study is based on the
revenue and expenditure data disclosed by all scenic spots
in Beijing in recent 5 years. The experimental group adopts
CGE model, and the control group adopts the analysis
model of conventional method (modular data analysis).
The analysis results are shown in Figure 7.

Through the analysis of the results in Figure 7, it can be
found that under the CGE model, the error of data correla-
tion analysis is getting lower and lower, and the evaluation
accuracy of the control group in the process of analyzing
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Figure 5: Simulation analysis result after correction based on CGE model.
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the economic cycle of tourism is lower and lower. Therefore, in
the process of actual tourism revenue creation, it is necessary to
set different types of threshold management in combination
with the economic characteristics of tourism in different
regions, so as to realize the efficient coordination of the rela-
tionship between tourism and regional economic growth.

5. Conclusion

At present, the tourism industry has the problems of low ser-
vice efficiency, poor coordinated development, and slow eco-
nomic growth in terms of service volume and economic
growth. Compared with the disadvantages of setting known
data gradient interval in the current mainstream tourism eco-
nomic growth analysis model (mainly based on genetic control
strategy algorithm or particle swarm optimization iterative
optimization strategy algorithm), this paper studies the analysis
model based on computable general equilibrium (CGE) model.
Firstly, a CGE data analysis model based on bee colony inten-
sive breakthrough algorithm is established to store and analyze
the data in the whole tourism chain. Then, combined with the
comparative analysis of tourism economic data in previous
years, it is fed back to the CGEmodel for error analysis. Finally,
relevant experiments are designed to analyze the relationship
between tourism and economic growth. The correlation degree
of local economic growth is analyzed. The results show that,
compared with the traditional research method of tourism eco-
nomic growth based on module data analysis, this CGE model
can realize the correlation analysis of the data involved in the
process of tourism economic growth and analyze the factors
affecting the speed of economic growth, which has the advan-
tages of good reliability and strong pertinence. This paper still
has some limitations: the error analysis content of data correla-
tion analysis is too short. It is necessary to discuss the economic
characteristics of tourism in different regions. Not detailed

enough in terms of protecting multiple security of data, there-
fore, this paper makes an in-depth study on the enhancement
of tourism security and regional economic growth in different
regions.
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With the dawn of a new era, ideological politics education plays an increasingly high role in college education, so the
responsibilities given to ideological politics teachers in universities are increasing. The traditional teaching quality estimate
model lags behind in accuracy, precision, and recall rate. Therefore, aiming at this phenomenon, this paper puts forward a
teaching quality evaluation model for ideological politics teachers in universities based on the structural equation model. The
purpose is to improve the estimated test time and improve the evaluation accuracy and accuracy. The research results of the
article show the following: (1) The comparison results of the four models show that the estimate results of the model
constructed in this paper have the highest accuracy, accuracy, and recall, with an average accuracy of 98.49%, an average
accuracy of 98.31%, and an average recall rate of 98.28%. (2) After testing, the structural equation model takes the least time,
with an average test time of 9.4ms, which is far lower than the test time of the other three models. (3) According to the
statistics of the weight of each index, among the first-class indexes, the weight of teachers’ self-evaluation is the lowest, and the
weight of students’ evaluation is the highest, accounting for 0.625. The weights of the middle class, teaching implementation,
and teaching and educating people in the secondary indicators are all above 0.5, and most of the rest are between 0.2 and 0.4.
(4) For the formal estimate of teachers’ teaching quality, the results show that the scores of the test subjects are above 90
points, the highest score is 99, and the average score is 94.5, which meets the test standard. (5) Finally, the model is evaluated,
and it is concluded that each score is above 4.5, the highest score is 4.9, and the average score is 4.7, indicating that the model
meets the standards and is highly recognized in people’s hearts.

1. Introduction

Ideological politics education is in the stage of rapid devel-
opment, so it is necessary to establish a scientific and reason-
able estimate system of teaching quality. Ideological politics
education is a particularly important subject in the current
social development. The responsibility of ideological and
political teachers is self-evident. Therefore, we should pay
attention to improving the teaching quality of ideological
and political teachers. Structural equation modeling is a reli-
able and flexible statistical method [1] and has a high value,

especially for evaluation research. Now, it has become a pop-
ular method [2], used to estimate complex models with
potential variables and their relationships. Evaluation
researchers are increasingly interested in structural equation
model technology [3]. The structural equation model is of
great significance in evaluation research [4]. The advantage
of this method is that the analysis can be replicated accord-
ing to the matrix and information specific to the model [5].
This model describes one of the most prominent research
methods across multiple disciplines [6]. The structural equa-
tion model is a comprehensive statistical method [7]. It is
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mainly used to test hypotheses about the relationship
between observed variables and potential variables. Struc-
tural equation modeling now uses the maximum likelihood
method to deal with missing data [8]. This is a technology
widely used in instrument verification and model testing
[9]. We use this method to evaluate the teaching quality of
teachers [10]. On the basis of teaching quality management
in colleges and universities, the evaluation model of teaching
quality is constructed by using the analytic hierarchy process
[11]. The evaluation of education quality needs to go
through the stages of task determination, standard pro-
posal, development, and exploration [12]. To construct
the quality evaluation system of ideological politics educa-
tion in colleges and universities, we must adhere to the
leadership of the Party, seek quality orientation in moral
education, and pay attention to the internal and external
coordination of ideological and political education quality.
For the sake of improving teachers’ teaching quality, we
can implement the evaluation method of teachers’ teaching
quality [13]. The model takes student evaluation as the
main body [14]. It is helpful to master teachers’ teaching
situations and improve teaching quality. The evaluation
of teachers’ teaching quality is the judgment of teachers’
values [15].

2. Theoretical Basis

2.1. Structural Equation Model

2.1.1. Introduction to Structural Equation Modeling. The
structural equation model (SEM) is also called a causality
model [16]. In the 1870s, Swiss scholars put forward this
method by combining the measurement characteristics of
factor analysis with the regression modeling characteristics
of path analysis.

2.1.2. Structural Equation Model Expression. Structural
equation modeling includes a measurement model and
structural model. Formula (1) is the structural model, and
formulas (2) and (3) are the measurement equations. The
mathematical expression is as follows:

η = Bη + Γξ + ζ,  ð1Þ

y =Λyη + ε, ð2Þ

x =Λxξ + δ, ð3Þ
where η represents endogenous latent variables, ξ represents
exogenous latent variables, and ζ represents random term

Table 1: Estimate principles of teachers’ teaching quality.

Principle Content

Objectivity
principle

The teaching quality estimate is aimed at measuring, analyzing, and evaluating the effectiveness of teachers’ teaching
work. Its evaluation standards, evaluation methods, and attitudes of evaluation subjects must be objective to ensure the

authenticity of evaluation results.

Systemic
principle

Teachers’ teaching quality is influenced by many factors such as teaching attitude, teaching methods, and teaching
means. For the sake of reflecting the real teaching effect, teachers’ teaching quality evaluation must comprehensively
consider various influencing factors and adopt qualitative and quantitative methods to comprehensively evaluate.

Testability
principle

Evaluation indicators must be measurable, so that the evaluation subject can quickly and accurately make judgments
according to the evaluation indicators.

Guiding
principle

The evaluation results should be inspiring and guiding and should point out the future direction for the evaluators.

Table 2: Modeling steps of structural equation model.

Step Content

Model building
To establish the model, we must first fully understand the development of research content and establish the model on
the basis of the correct theory. It should be fully aware of the various relationships between emerging variables and

identify potential variables and observed variables and their relationships.

Model
identification

Model identification is to judge whether the structural equation model can run and fit successfully after introducing
data. There are three types of recognition: unrecognized, just recognized, and overrecognized.

Model fit
Model fitting is to import the collected data into the Amos software for parameter estimation. Firstly, the measurement
model is estimated and tested by confirmatory factor molecules, and then the structural model is estimated and tested

by path analysis.

Model evaluation
Model evaluation refers to judging whether the index value of the output results meets the preset fitness standard of the
model after the establishment of the structural equation model, including the absolute adaptation criteria and relative

adaptation criteria of the model.

Model correction
After model fitting, if the fitting index reflects that the model fitting is not good, it needs to be adjusted by model

modification. Model revision should be cautious. It is necessary to add or delete variables according to the fitting index
and adjust the path or parameters to achieve the best fitting degree.
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vectors. y and x are both observable variables, and ε and δare
random vectors.

2.2. Maximum Likelihood Estimation Method. Maximum
likelihood estimation (MLE) is the most commonly used
means in structural equation modeling [17].

2.2.1. Discrete Type. If the population X is discrete, its prob-
ability distribution is listed as

P X = xf g = p x ; θð Þ, ð4Þ

where θ is an unknown parameter. The joint assignment law
of ðX1, X2,⋯, XnÞ is

Qn
i=1pðxi ; θÞ [18]. The probability of

the observed value is

L θð Þ = L x1, x2,⋯, xn ; θð Þ =
Yn
i=1

p xi ; θð Þ: ð5Þ

Then LðθÞ is the likelihood function of the sample.

2.2.2. Continuous Type. If the population X is continuous, its
probability density function is

f x ; θð Þ, ð6Þ

where θ is the unknown parameter. Assuming that a
group of observations of ðX1, X2,⋯, XnÞ is ðx1, x2,⋯, xnÞ
[19], the function is

L x1, x2,⋯, xn ; bθ� �
=max L x1, x2,⋯, xn ; θð Þ: ð7Þ

bθðX1, X2,⋯, XnÞ is called the maximum likelihood esti-
mator of θ.

2.3. Covariance Matrix. A structural equation model is a sta-
tistical method to analyze the relationship between variables
based on the covariance matrix of variables [20].

2.3.1. Concept. Let X = ðX1, X2,⋯, XNÞT be an n-dimen-
sional causal variable, the matrix.

C = cij
À Á

n×n =
c11 ⋯ c1n

⋮ ⋱ ⋮

cn1 ⋯ cnn

0
BB@

1
CCA, ð8Þ

where C is the covariance matrix of an n-dimensional ran-
dom variable X, which is denoted as DðXÞ.

cij = Cov Xi, Xj

À Á
, i, j = 1, 2,⋯, n: ð9Þ

2.3.2. Properties. There are three properties of the covariance
matrix:

cov X, Yð Þ = cov Y , Xð ÞT ,
cov AX + b, Yð Þ = A cov X, Yð Þ,
cov X + Y , Zð Þ = cov X, Zð Þ + cov Y , Zð Þ:

ð10Þ

2.3.3. Application. Because

f x1, x2ð Þ = 1
2πσ1σ2

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − ρ2

p exp
(

−1
2 1 − ρ2ð Þ

"
x1 − μ1ð Þ2

σ21

− 2ρ x1 − μ1ð Þ x2 − μ2ð Þ
σ1σ2

+ x2 − μ2ð Þ2
σ22

#)
,

ð11Þ

Model settings

Model identification

Model fit

Model evaluation

Model correction

Figure 1: Structural equation model evaluation steps.
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The introduction matrix is

X =
x1

x2

 !
,

μ =
μ1

μ2

 !
,

ð12Þ

and the covariance matrix of ðX1, X2Þ is

C =
c11 c12

c21 c22

 !
=

σ21 ρσ1σ2

ρσ1σ2 σ22

 !
, ð13Þ

then

C−1 = 1
det C

σ22 −ρσ1σ2

−ρσ1σ2 σ2
1

 !

= 1
σ2
1σ

2
2 1 − ρ2ð Þ

σ22 −ρσ1σ2

−ρσ1σ2 σ2
1

 !
:

ð14Þ

Because

X − μð ÞTC−1 X − μð Þ = 1
det C x1 − μ1, x2 − μ2ð Þ

σ22 −ρσ1σ2

−ρσ1σ2 σ2
1

 !
x1 − μ1

x2 − μ2

 !
,

ð15Þ

then the probability density of ðX1, X2Þ is

f x1, x2ð Þ = 1
2πð Þ2/2 det Cð Þ1/2

exp −
1
2 X − μð ÞTC−1 X − μð Þ

� �
:

ð16Þ

2.4. Evaluation of Teachers’ Teaching Quality

2.4.1. The Purpose of Teacher Teaching Quality Evaluation.
The purpose of the teachers’ teaching quality estimate is to
test the results of teachers’ “teaching” and students’ “learn-
ing” [21].

2.4.2. Principles of Teacher Teaching Quality Evaluation. The
principles of teachers’ teaching quality estimate include
objectivity, systematicness, measurability, and orientation
[22], as shown in Table 1.

2.4.3. Evaluation Methods of Teaching Quality. The evalua-
tion methods of teaching quality mainly include qualitative

Teacher teaching quality evaluation

Teacher self-
assessment Student evaluation Peer review Supervisory

evaluation
Leadership
evaluation

 

Figure 2: Assessment system of teachers’ teaching quality.

Table 3: Teachers’ teaching quality appraisal system.

System Appraisal content and method

Teacher self-
assessment

Teachers evaluate teaching from three respects: before, during, and after class.

Student evaluation
Students can evaluate teachers’ teaching quality from three aspects: classroom performance, classroom teaching, and

curriculum effectiveness.

Peer review
Peer teachers evaluate teachers’ teaching quality from three aspects: teaching design, teaching implementation, and
teaching reform by checking the teaching plan, listening to lectures, and participating in teaching and research

activities.

Supervisory
evaluation

Teaching supervision evaluates teachers’ teaching quality from four aspects: teaching approach, teaching substance,
teaching means and methods, and teaching effect by means of patrolling and listening to classes.

Leadership
evaluation

Leaders evaluate teachers’ teaching quality from three aspects: teaching preparation, teaching process, and teaching
and educating people through teaching plan inspection and lectures.
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Table 4: Teaching quality appraisal indicators.

Main target Primary index Secondary index Tertiary index

Teacher’s teaching
quality

Teacher self-
assessment

Before class
Dedicated, hardworking, and passionate about teaching

Well prepared before class

In class

The teaching content is rich and informative

Introduce cases and link theory with practice

Explain the regulations clearly, highlighting the important and difficult
points

Integrate the ideological politics elements of the course

Can effectively adjust the classroom atmosphere

Students acquire knowledge and skills

After class
Carefully correct homework, patiently guide, and answer questions

Diagnose and improve classroom teaching actively

Student
evaluation

Classroom performance

Serious attitude and good manners

Full of energy, strong affinity

The language is vivid and stimulates students’ curiosity

Classroom teaching

Rich teaching resources

Advanced teaching methods and flexible methods

Linking theory with practice, appropriate cases

Respect for students, harmonious relationship between teachers and
students

Be able to answer questions for students carefully and patiently

Classroom effectiveness
Mastered the basic knowledge and basic skills

Broadened horizons

Peer review

Instructional design

Teaching goals are clearly defined

Accurately grasp the key points and difficulties of teaching

Appropriate use of teaching methods and means

Attach importance to the cultivation of students’ innovative practical
ability

Teaching
implementation

Rigorous and serious academic attitude

Lectures are refined, vivid, and accurate

Emphasis on teacher-student communication, active atmosphere

Students acquire knowledge and skills

Teaching reform
Actively carry out research on teaching reform

Continuously improve teaching and improve quality

Supervisory
evaluation

Teaching attitude
Prepare carefully and prepare well

Full of energy and passion

Teaching content

Proficient in content and a large amount of information

Difficulties are highlighted, and the structure is clear

The explanation is refined and vivid

The organic integration of “ideological politics education” and teaching

Teaching methods and
means

Advanced methods and flexible teaching methods

The relationship between teachers and students is harmonious, and the
atmosphere is active

Teaching effect
A high degree of achievement of teaching objectives

Arouse students’ curiosity

Leadership
evaluation

Teaching preparation
Careful preparation of lessons, full of content

Rich teaching resources such as videos and courseware

Teaching process

Rigorous attitude, dignified appearance

Full of energy, strong affinity

Accurate lectures, highlighting important and difficult points

5Journal of Sensors
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evaluation and quantitative evaluation: qualitative evalua-
tion refers to the value judgment of the evaluated person,
which is to draw a qualitative conclusion according to the
specific performance of the evaluation subject to the eval-
uated person in all aspects. Quantitative evaluation means
that the value judgment of the evaluator is the use of
mathematical methods to evaluate the specific perfor-
mance of the evaluator in various aspects to draw a
conclusion.

2.5. Ideological and Political Education. Ideological politics
education is mainly to integrate ideological politics educa-
tion into the classroom and explain its basic theory, ideolog-
ical values, and spiritual pursuit that contemporary youth
should have. As the successors of the Party and the country,
we should have correct political thoughts and walk on the
correct ideological politics road.

In a sense, ideological politics education is to improve our
ideological pursuit, enrich our spiritual thoughts, let us have
correct life values, and make powerful contributions to the
party and the country.

3. Model Building

3.1. The Modeling Procedure of Structural Equation Model.
The modeling steps of the structural equation model are
divided into modeling, model recognition, fitting, evalua-
tion, and modification [23], as shown in Table 2.

Among them, the number of parameters to be solved in
model identification t should satisfy

t ≤ p + qð Þ p + q + 1ð Þ
2 : ð17Þ

p + q is the number of observed variables.
The evaluation procedure of the structural equation

model is shown in Figure 1.

3.2. Construction of Teacher Teaching Quality Evaluation
System. The appraisal system of teachers’ teaching quality
mainly consists of teachers’ self-appraisal, students’
appraisal, peer appraisal, supervision appraisal, and leader-
ship appraisal [24], as shown in Table 3.

Table 4: Continued.

Main target Primary index Secondary index Tertiary index

Regulation cleaning, explain in simple language

Flexible teaching methods and advanced methods

Teaching and educating
people

Students acquire basic knowledge and skills

Reflect “Lide Shuren”

Students’ interest is nurtured and stimulated

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

80.00%

90.00%

100.00%

1 2 3 4 5 6 7 8 9 10

Structural equation modeling Big data model

Deep learning model Traditional evaluation model

Figure 3: Comparison of accuracy rates.
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The evaluation system of teachers’ teaching quality is
shown in Figure 2.

3.3. Evaluation Index of Teaching Quality. According to the
analytic hierarchy process, a five-dimensional analysis
model of the teaching quality of ideological politics teachers
in universities is constructed, and the Tertiary Index is estab-
lished. The Primary Index includes teacher self-appraisal,
student appraisal, peer appraisal, supervisory appraisal, and
leadership appraisal; the Secondary Index includes 16 before,
during, and after class; the Tertiary Index includes 50 such
as “seriously correcting homework, patiently tutoring, and
answering questions” and “conscientious attitude and decent
behavior.”

By comparing the importance of the Secondary Index to
the Primary Index and the importance of the Tertiary Index
to the indicators, the weights of the Secondary Index and the
Tertiary Index can be obtained. The index system is shown
in Table 4.

3.4. AHP. AHP is a qualitative evaluation means [25]. The
procedure of the AHP is divided into the construction of
the evaluation index model, the construction of the judg-
ment matrix, the determination of index weight, and the
consistency test.

The calculation process of AHP is as follows:

Nij =
Aij

∑n
j=1Aij

i, j = 1, 2, 3⋯ , nð Þ: ð18Þ

The sum of each row vector of a matrix is

Tij = 〠
n

i=1
Tij i, j = 1, 2, 3⋯ , nð Þ: ð19Þ

The normalized matrix is

Wij =
Ti

∑n
i=1Ti

i, j = 1, 2, 3⋯ , nð Þ: ð20Þ

In the consistency check, the largest eigenroot λmax is
computed as follows:

λmax = 〠
n

i=1

AWð Þi
nWj

, ð21Þ

where ðAWÞi represents the first i element of vector AW.
The one-time indicator CI is calculated as follows:

CI = λmax − n
n − 1 : ð22Þ

The consistency ratio CR is

CR = CI
RI

: ð23Þ

4. Experimental Analysis

4.1. Model Checking. In order to see the test results of this
model more intuitively, this experiment will select

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

80.00%

90.00%

100.00%

1 2 3 4 5 6 7 8 9 10

Structural equation modeling Big data model

Deep learning model Traditional evaluation model

Figure 4: Comparison of accuracy rates.
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traditional evaluation models, deep learning models, and big
data models for comparative analysis. We will randomly
select 100 ideological and political students from a univer-
sity, 10 people will form a group, and a total of 10 groups
will be tested. The test sample is students’ evaluation of the
teaching quality of ideological politics teachers.

4.1.1. Accuracy Comparison. First of all, the accuracy of the
model will be tested so as to test the correctness of the model
when evaluating the teaching quality of ideological politics
teachers in the university. It is shown in Figure 3.

From Figure 3, we can see that the model constructed
in the text has the highest evaluation precision, with an
average evaluation precision of 98.49%. Compared to the
other three models, this model is 4.25% higher than the
big data model, 8.12% higher than the deep learning
model, and 12.97% higher than the traditional evaluation
model. Therefore, this model has higher accuracy and
superiority.

4.1.2. Accuracy Comparison. Accuracy means that the error
of the test result is within the specified range. By comparing
the accuracy of the four models, we can know the superiority
of the model. It is shown in Figure 4.

It can be seen from Figure 4 that the structural equation
model has the highest accuracy, with an average accuracy
rate of 98.31%. Compared with the other three models, it
is 3.64% higher than the big data model, 8.8% higher than
the deep learning model, and 16.73% higher than the tradi-
tional evaluation model.

4.1.3. Comparison of Recall Rates. Recall refers to the rate of
correct predictions in a sample. The recall comparing results
of the four models are shown in Figure 5.

It can be seen from Figure 5 that the recall rate of the
structural equation model is the highest, the highest value
is 99.6%, and the average recall rate is 98.28%. Compared
with the other three models, it is 4.73% higher than the big
data model, 10.12% higher than the deep learning model,
and 18.22% higher than the traditional evaluation model,
so this model is better.

4.1.4. Test Time Comparison. The four models were tested 10
times, and the time spent on their tests was recorded. The
results showed that the structural equation model took the
least time, with an average test time of 9.4ms, which was
much lower than the test time of the other three models. It
is shown in Figure 6.

According to the results, we conclude that the structural
equation model test takes the least time, which can greatly
reduce the research time of teaching quality estimate and
improve the work efficiency.

4.2. Indicator Weights. For the evaluation research of politi-
cal science teachers’ teaching quality in universities, it is nec-
essary to determine the weight coefficient of each index, so
as to be more accurate in the evaluation of teaching quality.

4.2.1. Primary Indicators. For the general goal of teaching
quality ideological politics teachers in universities, we need
to construct a comparison matrix C by comparing five

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

80.00%

90.00%

100.00%

1 2 3 4 5 6 7 8 9 10

Structural equation modeling Big data model

Deep learning model Traditional evaluation model

Figure 5: Comparison of recall rates.
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Figure 6: Test time comparison.
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Figure 7: Primary indicators.
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first-level indicators:

C =

1 1/5 1/3 1/4
5 1 3 2
3 1/3 1 1/2
4
2

1/2
1/4

2
1/2

1
1/3

1/2
4
2
3
1

2
66666664

3
77777775
: ð24Þ

The weight coefficients of five first-level indicators can
be obtained by calculation.

The specific weights of the first-level indicators are
shown in Figure 7.

4.2.2. Secondary Indicators. The specific weights of the sec-
ondary indicators are shown in Figure 8.

From Figure 7, we can see that the weight of teacher self-
evaluation is the lowest, and the weight of student evaluation

80
82
84
86
88
90
92
94
96
98

100

Fraction

Before class

After class

Class teaching

Teaching design

Teaching reform

Teaching content

During class

Class performance

Class implementation

Teaching effect

Teaching process

Teaching implementation

Teaching attitude

Teaching methods and means

Teaching preparation

Teaching and educating people

Figure 9: Teaching quality evaluation.
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Figure 8: Secondary indicators.
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is the highest, accounting for 0.625. The weight of each indi-
cator is different, which means that each indicator has differ-
ent standards and focuses on the evaluation of ideological
politics and teachers’ teaching quality. Some indicators are
important, and some indicators are relatively unimportant
and are only used as a reference. According to Figure 8, we
can know that the weights of class, teaching implementation,
and teaching and educating people are all above 0.5, and the
rest are between 0.2 and 0.4.

4.3. Evaluation of Teaching Quality. This experiment will
evaluate an ideological politics teacher in a university. The
experiment will use the model designed in this article to esti-
mate the teaching quality of ideological politics teachers in
universities according to the indicators mentioned above.
Taking the secondary index as the evaluation standard, the
results are shown in Figure 9.

According to the results in Figure 9, the scores of each
evaluation index are above 90, the highest score is 99, and
the average score is 94.5. This model test can effectively
reflect teachers’ teaching problems, and teachers can find
out their own teaching deficiencies in time and then make
corrections.

4.4. Model Evaluation. For the sake of proving the practica-
bility of the model, we asked the reviewers mentioned in the
first-level index to score the model, with a total score of 5
points, and the average score above 4.5 indicates that the
model has a high recognition among teaching system per-
sonnel. The scoring situation is shown in Figure 10.

As can be seen from Figure 10, the scores of each reviewer
are above 4.5, the highest score is 4.9, and the average score is
4.7, indicating that the model meets the standard.

5. Conclusion

The new era gives us college students more responsibilities,
and ideological politics education is one of the ways to perfect
our ideological height. The traditional evaluation model has a
certain lag, so this paper designs a new model to improve this
problem. The evaluation model of teaching quality of ideolog-
ical politics teachers in high school based on the structural
equation model designed in this paper improves the correct-
ness, precision, and recall on the basis of the traditional evalu-
ation model and shortens the test time. It helps reviewers
improve their work efficiency and is of great significance in
the research of evaluating teaching quality.

The findings of the article show that
(1) The comparison results of the four models show that

the evaluation results of the model constructed in this paper
have the highest accuracy, accuracy, and recall rate, with an
average accuracy of 98.49%, an average accuracy of 98.31%,
and an average recall rate of 98.28%

(2) After testing, the structural equation model takes the
least time, with an average test time of 9.4ms, which is far
lower than the test time of the other three models

(3) In the first-level indicators, the weight of teachers’
self-evaluation is the lowest, and the weight of students’ eval-
uation is the highest, accounting for 0.625. The weights of
the middle class, teaching implementation, and teaching

4.3

4.4

4.5

4.6

4.7

4.8

4.9

5

Score

Teacher self-assessment

Student evaluation

Peer reviewSupervisory evaluation

Leadership evaluation

Figure 10: Model appraise.
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The application of motion capture system in basketball game can intercept the highlights of the game and improve the viewing
effect. In order to improve the tracking performance of target tracking algorithm and the efficiency of traditional basketball
tracking system, a correlation filtering algorithm combining multiple color features is adopted in this study. A dhcf as
algorithm based on multicolor feature is established. The adaptability of traditional KCF algorithm in scene attributes such as
rapid target change and illumination change is mainly studied. The success rate of multicolor tracking algorithm can reach
78.2%. At the same time, based on the traditional kernel correlation filter, the algorithm combines the discriminant color
descriptor and the direction gradient histogram. The results show that the success rate and accuracy of the algorithm in otb50
are 84.2% and 82.5%, respectively. In addition, excellent tracking performance is reflected in various scene attributes.
Therefore, the algorithm can improve the target tracking performance of the traditional kernel correlation filter, especially
solving the adaptability of the traditional algorithm in the scene of light change, fast target movement, and so on.

1. Introduction

With the development of information technology, multime-
dia technology is constantly updated and upgraded and has
been applied to many fields. The application of motion cap-
ture system in basketball can intercept the highlights of the
game and improve the viewing effect. In addition, in basket-
ball training, frame-by-frame analysis of elite athletes’
actions through motion capture technology can improve
the teaching quality [1]. The motion capture system needs
to capture the movements of the target athletes accurately
and quickly. In the process of basketball game, the athletes’
speed is very fast, which is a great challenge to the perfor-
mance of the system. The traditional tracking algorithm will
carry out a large number of sample training in the sampling
process, its operation process is more, and the real-time per-
formance of the algorithm is poor. Kernel correlation filter
(KCF) tracking algorithm has attracted extensive attention
because of its efficient computing power. Based on the
KCF algorithm with multicolor features, an adaptive multi-

feature kernel correlation filter tracking algorithm is pro-
posed, which has more advantages in algorithm efficiency
than the traditional correlation filter.

The tracking algorithm can be divided into two types:
discriminant and generative. The correlation filter belongs
to discriminant algorithm in the tracking algorithm. Com-
pared with generative algorithms, discriminant algorithms
such as correlation filtering have better real-time perfor-
mance and operation speed, so it has become the main
research method in the field of target tracking [2]. The
KCF algorithm combined with multiple color features can
reduce the impact caused by the change of target action. It
can select multiple groups of color features and select the
color descriptor with better tracking effect. Therefore, it
has better target tracking ability.

The innovation of this study is that the adaptive sample
set is used in the original kernel correlation filter. When the
target moves too fast or is blocked, it is easy to form a large
amount of invalid and redundant information, which will
affect the target tracking efficiency of the algorithm. The
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adaptive sample set can filter these interference information,
so as to improve the target tracking accuracy and real-time
performance of the motion capture system.

This research is divided into four parts. The first part
comprehensively describes the current target tracking
research of correlation filter algorithm, and the second part
discusses and optimizes the multifeature KCF algorithm.
The third part is the test and application effect analysis of
the KCF algorithm of adaptive sample set used in this study.
The fourth part summarizes the results of this study, reflects
on the shortcomings of the experiment, and points out the
direction for the follow-up research.

2. Related Work

Gong et al. proposed a KCF algorithm based on multichan-
nel memory model. They use multichannel memory to
establish a classifier update model. The model includes a
control channel and two execution channels, which are used
to store the target template and store the parameters and fea-
tures of the classifier, respectively. Experiments show that
the algorithm can still have the accuracy and robustness of
target tracking in the case of target deformation and occlu-
sion [3]. On the basis of multifeature fusion and superpixel,
Zhang et al. proposed a correlation filter tracking algorithm,
which reconstructs the appearance of the target through
overlap analysis and deletes redundant information. Com-
pared with the classical KCF algorithm, this algorithm has
greatly improved the tracking success rate and accuracy
and still has stability in complex environment [4]. Zhu
et al. proposed a correlation filter based on learning spatio-
temporal consistency, which makes the correlation filter
have good adaptability when tracking target changes [5].
Masood et al. proposed a cohesion method to detect the tar-
get through the maximum average correlation height filter-
ing algorithm. Compared with recent similar algorithms,
this algorithm has smaller tracking error [6]. Sun et al. com-
bine color and depth features and propose an average peak
correlation energy tracking algorithm. Experiments show
that the algorithm can effectively describe the appearance
of the target and update the model through the confidence
level, so as to improve the performance of the algorithm [7].

Xie et al. select and maintain the correlation filter
through in-depth learning and then use a large number of
videos to train the target appearance decision network.
Experiments show that the target tracking accuracy of this
method is more than 80%, which greatly improves the per-
formance of correlation filter [8]. Wang et al. used the
hybrid correlation filter for target tracking and used the
combination of global filter and local filter to locate the tar-
get. The results show that the algorithm can well adapt to the
complex situation that the target is occluded or changes rap-
idly [9]. The target tracking algorithm adopted by Yang et al.
includes tracker, learning mechanism, and detector and
introduces adaptive correlation filter. Experiments show that
the algorithm can cope with the changes of illumination and
target attitude [10]. Wang et al. proposed a target tracking
algorithm based on correlation filter, which adopts the way
of adaptive correction weight to deal with the problem of

inaccurate target tracking. Experiments show that this
method has greatly improved the tracking accuracy com-
pared with the traditional target tracking algorithm [11].
Fang et al. have adopted a target tracking algorithm based
on deep regression network. Compared with the current
mainstream tracking algorithms, this algorithm has advan-
tages in overlap ratio [12]. Bf and Hc proposed the long-
term tracking method and combined the context features
in the correlation filter. Experiments show that the algo-
rithm can achieve good tracking effect when the appearance
of the target changes greatly [13]. Yuan et al. combine the
multifeature fusion model with the scale change detection
method, so that the algorithm can deal with the scale change
of the target, so as to improve the tracking performance. The
results show that the algorithm shows good tracking perfor-
mance in experiments [14].

The current research results show that the traditional
KCF algorithm has good target tracking efficiency. However,
if the target is deformed or blocked, the tracking accuracy
and real-time performance of KCF algorithm will be seri-
ously affected. A large number of scholars have improved
the KCF algorithm for this problem and achieved some
research results. In this study, for several scene attributes
that affect the algorithm, KCF algorithm combining multiple
color features is used. The samples are compressed by adap-
tive sample set, so as to improve the target tracking effect of
the algorithm in complex scenes.

3. Kernel Correlation Filter Tracking Algorithm
Combining Multiple Color Features

3.1. Kernel Correlation Filter Tracking Algorithm with
Multiple Color Features. Histogram of oriented gradient
(HOG) feature is a feature descriptor used for object detec-
tion in computer vision and image processing. Hog feature
is formed by calculating and counting the gradient direction
histogram of the local area of the image. Based on the tradi-
tional correlation filter algorithm, KCF algorithm introduces
the kernel method and the feature of histogram of oriented
gradient (HOG), which improves the shortcomings of the
traditional algorithm in gray value and single channel fea-
ture. Therefore, KCF algorithm has higher target tracking
accuracy, especially in the case of light change and image
deformation. However, if the target size and direction
change, the target tracking effect of KCF will be weakened
[15]. In high-intensity basketball games, the tracked target
players are easy to be blocked by other personnel or equip-
ment in the field. In order to improve the application effect
of KCF algorithm in motion capture system, this study com-
bines KCF tracking algorithm with a variety of color features
to make up for the deficiency of hog feature in adapting to
target changes. The operation structure of the target tracking
algorithm is shown in Figure 1.

In the process of selecting color features, a discriminant
color descriptor (DD) is used to obtain stronger model
tracking performance. After fusing hog and DD features, a
discriminant color feature hog correlation filter (dhcf) is
proposed [16]. DD can freely select the required dimensions.
First, divide the initial color space into x color words,
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expressed as W = fw1,w2,⋯,wxg. Then, set a group of data-
set classes as C = fc1, c2,⋯,cig, and the mutual information
calculation of the discriminant power of color words on
dataset classes is shown in

I C,Wð Þ =〠
i

〠
t

p ci,wtð Þ log p ci,wtð Þ
p cið Þp wtð Þ : ð1Þ

In formula (1), the joint distribution function pðci,wtÞ
and the prior distribution functions pðciÞ and pðwtÞ can be
obtained by measuring the actual dataset. Set a cluster with
y clusters as Wc = fW1,W2,⋯,Wkg, one cluster represents
a group of color words, and the total decline of all words in
the cluster is shown in

ΔI =〠
j

〠
wt∈Wj

πtKL p C wtjð Þ, p C Wj j

� �� �
: ð2Þ

The objective function of formula (2) is optimized to
ensure that all clusters are connected with the lab space.
The optimized algorithm operates alternately in the follow-
ing two steps. The first step is to calculate the clustering
mean, as shown in

p C Wj

��À Á
= 〠

wt∈W

πt

∑wt∈Wπt
p C wtjð Þ: ð3Þ

The second step is to assign each color word to the near-
est cluster, as shown in

E mð Þ =〠
t

ψI
t mtð Þ + ψC

t mtð ÞÀ Á
+ 〠

s,tð Þ∈ε
ψ ms,mtð Þ: ð4Þ

In formula (4), mt represents the number of clusters
assigned to the color word wt . The penalty term of color
block not belonging to the main component is expressed as
ψC
t ðmtÞ = αCð1 − f tðmtÞÞ. Then, in order to enhance the

smoothness of color representation, ψðms,mtÞ =

0 if ms =mt

αD otherwise

(
operation is carried out. The algorithm

performs cyclic operation and stops execution after ΔI is sta-
ble at a certain threshold. ΔI color descriptors can be divided
into three common forms: dd-11, dd-25, and dd-50 accord-
ing to different expected dimensions. At present, the most
widely used feature is color names (CN). Then, color label-
ing is carried out according to different algorithm eigen-
values. Under different color discrimination, the accuracy
of the calculation results in this paper can be greatly
improved. According to the research of Li et al., the tracking
performance of dd-11 feature is lower than that of CN, while
the tracking performance of dd-25 and dd-50 is higher than
that of CN feature. At the same time, dd-50 and dd-25 have
similar tracking success rate, but dd-50 has more advantages
in tracking accuracy [17]. Therefore, this study uses dd-50 as
the color descriptor of the algorithm. In kernel correlation
calculation, the Gaussian kernel of KCF algorithm is
expressed

k x, x′
� �

= exp −
1
σ2

x − x′
 2� �

: ð5Þ

In formula (5), σ represents the functional bandwidth of
Gaussian kernel. In the cyclic shift, the generating vector of
the kernel correlation matrix is shown in

kxx′ = exp −
1
σ2

xk k2 + x′
 2 − 2F−1 x̂∗ ⊙ x̂′

� �� �� �
: ð6Þ

In order to improve the accuracy and efficiency of the
recommendation system at the same time, a new triangular
distance recommendation algorithm based on multichannel
feature vector is proposed. In equation (6), F represents the
discrete Fourier transform function and x = x1, x2,⋯, xc

Initial target state

Manual marking

object detection

Input image

Target status

Feature representation Observation model

Tracking initialization

Test image

Generation model

Discriminant model
Location prediction

Figure 1: Structure of target tracking algorithm.
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represents the multichannel feature vector of an image. In
the Gaussian kernel function, the expression of multichannel
is

kxx′ = exp −
1
σ2

xk k2 + x′
 2 − 2F−1 〠

c

x̂∗ ⊙ x̂c′
 ! ! !

:

ð7Þ

The target tracking performance of KCF algorithm is
greatly affected by color features [18]. In order to improve
the tracking performance of color features and optimize
the performance of the algorithm, this study combines DD
and hog through feature cascade and proposes dhcf algo-
rithm based on KCF algorithm. Hog features have adaptive
advantages in image deformation and light changes, and
DD features have advantages in image size and direction
changes. After the fusion of the two features, dd-hog, a fea-
ture vector with strong tracking ability, is formed. The
expression of dd-hog eigenvector is shown in

x = d1,⋯,dm, h1,⋯,hn½ �: ð8Þ

In equation (8), d = d1, d2,⋯, dm represents the DD
color vector extracted in the image, and h = h1, h2,⋯, hn
represents the hog feature vector. The extraction of hog fea-
ture is consistent with that of KCF. The extraction of DD
feature is by mapping the value of RGB to its color clustering
probability, and the table does not contain the value of RGB.
The calculation of the descriptor is shown in

index = floor R/8ð Þ + 32 ∗ floor Gð Þ + 32 ∗ 32 ∗ floor B/8ð Þ:
ð9Þ

In formula (9), R, G, and B refer to the vector represen-
tation of each dimension on the image, and index refers to
the mapping index of RGB on dd50. The flow of dh-kcf algo-
rithm is shown in Figure 2.

3.2. Application of Multifeature Correlation Filter Algorithm
in Basketball Motion Capture/Algorithm Optimization. In
order to reduce the influence of invalid information and
redundant information on the target tracking efficiency of
the algorithm, an adaptive sample set is adopted based on
dhcf algorithm. The training sample set is expressed as
fðxj, yjÞgnj=1, and n represents the number of sample sets.

The search for the target appearance model parameter θ is
shown in

J θð Þ = 〠
n

k=1
L θ ; xi, yið Þ + λR θð Þ: ð10Þ

In formula (10), X represents the sample space and xj
∈ X represents one of the eigenvectors of the sample space.
Y represents the label set and yj ∈ Y represents the corre-
sponding label. xi, yi represents a training sample, Lðθ ; xi,
yiÞ represents the loss function of the training sample, and

the loss function corresponding to the training sample is
expressed as L : Ω ∗ X ∗ Y ⟶ R. λ is a constant coefficient,
and R : Ω⟶ R represents a regular function. When train-
ing the filter, if only the first frame is used as the model fea-
ture, the filter will not be able to adapt in time when the
target changes [19]. Therefore, after the training set is
updated, the filter needs to learn the target model features
in the first frame of the new training set. The general expres-
sion of training sample weight is shown in

J θð Þ = 〠
t

k=1
αk 〠

nk

j=1
L θ ; xik, yikð Þ + λR θð Þ: ð11Þ

In equation (11), k represents the number of frames and
j represents the number of training samples. The j training
sample in the k frame is expressed as ðxjk, yjkÞ. nk represents
the number of samples contained in the training set. The
number of frames k is in the interval of ½1,⋯,t�, and t repre-
sents the sequence number of the current frame. αk is a con-
stant term. The higher the value of αk, the stronger the
influence of sample fðxjk, yjkÞgnkj=1 will be. The update of

the model is realized by controlling the weight. The update
strategy of KCF algorithm is as shown in

xt = 1 − γð Þxt−1 + γx,bα = 1 − γð Þbα t−1 + γbα:
(

ð12Þ

In formula (12), γ is the model update rate, t represents
the sequence number of the frame, x is the target feature,
and bα represents the filter. In the KCF algorithm, the
updates of the model and filter are synchronous, and the

Start

Initialize
filter 

Obtain the next frame
tracking window

Obtain HOG
feature vector

Obtain DD50
feature vector

DD-HOG feature vector

forecast location

Filter training

Filter updating 

Last frame

End

Initial 
frame

Y

N

Feature extraction

Feature cascade

Rapid detection

Feature extraction
Y

N

Figure 2: Target tracking flow chart of DHCF algorithm.
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Figure 3: Comparison of tracking success rate and tracking accuracy of four features.
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Figure 4: Comparison of tracking success rates of four features in BC, FM, IPR, and OPR scene attributes.
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weight of the previous frame will gradually decay, while the
weight of the latest frame will gradually increase. In order to
improve the weight of recent samples while maintaining the
update rate, the research adopts the way of compressing
samples. Set the training sample set to s = s1, s2,⋯sN and si
∈ k, k ∈ ð1,⋯,tÞ. Set the sample weight to W =w1,w3,⋯
wN , and the loss function is

J θð Þ = 〠
N

k=1
wk 〠

nk

j=1
L θ ; xik, yikð Þ + λR θð Þ: ð13Þ

In formula (13), N represents the size of the sample set,
and N < t. ∑N

k=1wk∑
nk
j=1Lðθ ; xik, yikÞ represents the weight

value of the k sample. ∑N
k=1wk = 1 and wk ≥ 0. The sample

set is constructed by replacing the sample with the minimum
weight. Since the sum of weights is fixed, when the sample
set is reduced, the weight of the recent sample is increased
accordingly. The KCF algorithm learns from the training
sample image, and the two-dimensional Gaussian distribu-

tion centered on the target of the training sample is the out-
put of the training, as shown in

gi =〠e− x−xjð Þ2+ y−yjð Þ2/σ2 : ð14Þ

In formula (14), f i represents the sample image, gi rep-
resents the training output, and σ represents the spatial
bandwidth of the Gaussian function. In order to make the
algorithm track the target accurately when the target is
deformed or occluded, the peak to sidelobe ratio (PSR) is
used as the index of confidence in this study. However,
under the definition of traditional PSR, the filter is difficult
to adapt to the drastic changes of the model [20]. Therefore,
this study introduces adaptive sample weight based on PSR
and redefines the sample weight after each update, so that
the filter can reduce the learning of invalid information in
the process of rapid model change. κ represents the thresh-
old of PSR and γ represents the update rate. When PSR >
κ1, the tracking is in a normal state, which is the standard
update rate γ1. When κ < PSR < κ, the model changes rap-
idly, and the update rate is γ2. When PSR < κ2, the model
changes rapidly and is in a distorted state, and the update
rate is γ2. After improving the KCF algorithm through
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Figure 5: Comparison of tracking success rate of four features in DEF, OCC, SV, and IV attributes.
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adaptive sample set, DHCF-adaptive sample and DHCF-AS
algorithm are obtained. The original update strategy is as
shown in

ât = 〠
N−1

K=1
W kð ÞA kð Þ + γâ,

xt = 〠
N−1

K=1
W kð ÞX kð Þ + γx:

8>>>>><>>>>>:
ð15Þ

In formula (15), W represents the sample weight set, γ
represents the adaptive sample weight value obtained
according to PSR, A represents the historical filter set, and
X represents the historical target feature set. Dhcf-as algo-
rithm uses the initial image position to train the filter in
the first frame, and then, each frame uses the target position
of the previous frame for detection and updates the target
position through the maximum response value.

4. Test Results of Kernel Correlation Filtering
Algorithm Based on Multiple Color Features

4.1. Performance Test of Improved dhcf Algorithm Based on
KCF Algorithm. In the algorithm performance test experi-

ment, the KCF algorithm uses dd-hog feature and three gen-
eral features such as hog, cn-hog, and CN for target tracking
test, so as to compare the target tracking performance of the
four features (the KCF algorithm using dd-hog feature is the
dhcf algorithm proposed in this study). In this experiment,
otb50 and otb100 are used as test datasets. Otb50 represents
50 groups of video frame sequences, and otb100 represents
100 groups of video frame sequences. The comparison of
the four features in target tracking accuracy and target track-
ing success rate is shown in Figure 3.

As can be seen from Figure 3(a), in the comparison of
tracking success rate, the tracking success rate of dd-hog fea-
ture can reach 78.2%, followed by cn-hog feature, which is
76.3%. Hog feature and CN feature have lower tracking suc-
cess rates, which are 73.4% and 68.2%, respectively. As can
be seen from Figure 3(b), the tracking accuracy of dd-hog
is still the highest among the four features, which is 75.1%.
The tracking accuracy of cn-hog and hog features is similar,
70.2% and 69.7%, respectively. The tracking accuracy of CN
feature is the weakest, only 60.2%. Therefore, compared with
the traditional KCF algorithm using only hog feature, the
dhcf algorithm using dd-hog feature improves the target
tracking success rate by 4.8% and the tracking accuracy by
5.4%. Dhcf algorithm which combines hog feature and color
feature has better performance than traditional algorithm. In

20

0

60

40

100

80

Su
cc

es
s r

at
e 

(%
)

Repetition rate threshold

0.2 0.8 1.00.4 0.6

(a) Success rate of target tracking in OTB50

20

0

60

40

100

80

D
ist

an
ce

 a
cc

ur
an

cy
 (%

)

Center position error threshold

10 40 5020 30

(b) Accuracy of target tracking in OTB50

20

0

60

40

100

80

Su
cc

es
s r

at
e 

(%
)

Repetition rate threshold

0.2 0.8 1.00.4 0.6

(c) Success rate of target tracking in OTB100

20

0

60

40

100

80

D
ist

an
ce

 a
cc

ur
an

cy
 (%

)

Center position error threshold

10 40 5020 30

DHCF-AS
DHCF

KCF
CN

(d) Accuracy of target tracking in OTB100

Figure 6: Comparison of tracking success rate and tracking accuracy of four algorithms in OTB50 and OTB100.
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order to test the target tracking performance of dhcf algo-
rithm in complex scenes, this study will test the tracking suc-
cess rate of dhcf algorithm in several scene attributes. Several
conventional scenes are background clutter (BC), fast
motion (FM), in-plane rotation (IPR), and out of plane rota-
tion (OPR). The experimental results are shown in Figure 4.

Figure 4 shows that the dd-hog feature has obvious
advantages in the scene attributes of background clutter,
in-plane rotation, and out of plane rotation. Its tracking suc-
cess rates are 78.6%, 77.2%, and 72.8%, respectively, which is
2.3% higher than that of the slightly lower level feature. Dd-
hog has no obvious advantage only in fast-moving scene
attributes, and the tracking success rate is 1.2% higher than
that of cn-hog. The KCF algorithm with four different fea-
tures will be compared in four scene attributes: target defor-
mation (DEF), target occlusion (OCC), scale variation (SV),
and illumination variation (IV). The results are shown in
Figure 5.

Figure 5 shows that dd-hog algorithm still has the best
tracking success rate compared with the other three features
in the scene attributes of DEF, OCC, SV, and IV, which are
76.3%, 77.6%, 73.5%, and 79.1%, respectively. Therefore,
dhcf algorithm using dd-hog as color feature can use differ-
ent scene attributes and show excellent target tracking effect.
Dhcf algorithm solves the tracking ambiguity problem

caused by scene changes in traditional algorithms to a cer-
tain extent, so as to improve the efficiency and robustness
of the algorithm.

4.2. Effect Test of Improved dhcf-as Algorithm in Target
Tracking. This study uses MATLAB software to run dhcf
and dhcf-as algorithms. In order to verify the application
effect of dhcf-as algorithm in target tracking, CN, KCF, dhcf,
and dhcf-as algorithms are compared in otb50 and otb100
test sets. Among the algorithm parameters, the Gaussian
kernel bandwidth is 0.5, the regularization term is 10-4,
and the update rate is determined according to the PSR
value. The size of hog cell is 9 bins, and the size of hog block
is 4 cells. The comparison results are shown in Figure 6.

As can be seen from Figure 6, in the otb50 test set, the
tracking success rate of dhcf-as algorithm can reach 80.9%,
and the tracking success rate in otb100 can reach 84.2%.
The tracking accuracy of dhcf-as algorithm in otb50 and
otb100 is 79.2% and 82.5%, respectively. In the two test sets,
the performance of dhcf-as and dhcf algorithms is higher
than that of KCF and CN, and dhcf-as has more advantages
than dhcf. In otb50, the tracking success rate of dhcf-as algo-
rithm is 4.2% higher than that of dhcf algorithm, and the
tracking accuracy is 1.7% higher than that of dhcf algorithm.
In order to test the performance of dhcf-as algorithm in
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Figure 7: Target tracking comparison of each scene attribute of four algorithms in OTB100.
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different scene attributes, the tracking results of four algo-
rithms in different scene attributes are compared. The com-
parison results of tracking success rate and accuracy values
of the four algorithms are shown in Figure 7.

As can be seen from Figure 7, dhcf-as has the highest
tracking success rate of 56.5% in BC scene attributes and
the lowest success rate of 44.7% in SV scene attributes. In
the SV scenario, dhcf algorithm has the highest success rate,
with a value of 47.3%, which is 2.6% higher than dhcf-as
algorithm. The tracking success rate of dhcf-as algorithm
in SV scene is lower than that of dhcf algorithm, but it is still
higher than that of KCF and CN algorithms. In addition,
dhcf-as algorithm has the best tracking success rate and
tracking accuracy among several scene attributes. Therefore,
compared with the traditional algorithm and the improved
algorithm, the improved dhcf-as algorithm has more advan-
tages in tracking performance. However, dhcf-as algorithm
needs further improvement. The algorithm can be applied
in other scenes. Compared with CN hog, hog, and CN, dhcf
algorithm can show the highest tracking performance in var-
ious scenarios. Among various scene attributes, dhcf as algo-
rithm has the best tracking performance. Only in the scene
of scale change, its tracking performance is lower than that
of dhcf algorithm. Therefore, in the future experiments, we
should enhance its adaptability under the scale change sce-
nario. It is necessary to improve its adaptability to scale
changes and its tracking performance.

5. Conclusion

In order to improve the performance of basketball motion
capture system, based on kernel correlation filtering algo-
rithm, this paper proposes a dhcf as algorithm based on
multicolor features, which mainly studies the adaptability
of traditional KCF algorithm in scene attributes such as
rapid target change and illumination change. The experi-
mental results show that the tracking success rate of dhcf
algorithm combined with multiple color features can reach
78.2% and the tracking accuracy can reach 75.1%. Compared
with CN hog, hog, and CN [21], DD hog can show the high-
est tracking performance in various scenarios. The tracking
success rate and accuracy of the improved dhcf as algorithm
in otb50 test set are 80.9% and 79.2%, respectively, and in
otb100 test set are 84.2% and 82.5%, respectively. Among
various scene attributes, dhcf as algorithm has the best track-
ing performance. Only in the scene with scale change, its
tracking performance is lower than dhcf algorithm. There-
fore, in future experiments, dhcf as algorithm will be further
improved to enhance its adaptability in scale change
scenarios.

In this paper, the adaptive sample set is applied to the
original kernel correlation filter. When the target moves
too fast or is blocked, it is easy to form a large amount of
invalid and redundant information, which affects the target
tracking efficiency of the algorithm. The adaptive sample
set can filter these interference information, so as to improve
the target tracking accuracy and real-time performance of
the motion capture system. The research has some limita-
tions; for example, the paper does not simulate the filtering

algorithm and so on. Therefore, further modifications are
needed in future research.
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In this era of data explosion, in order to make better use of data, people need to collect information to analyze and judge future
decisions. For enterprises, the management of time, capital, and decision-making can directly affect the acquisition of enterprise
profits. The sooner we analyze financial data, the earlier we use an intelligent system to assist management and promote operators
to make reasonable business decisions. Traditional enterprise data management is very backward and has few functions. In order
to achieve the purpose of optimal allocation of enterprise resources, information-based financial management. According to the
financial status and functional requirements of enterprises, the specific functions of the system are designed. The method based on
edge computing has a high reference value. This paper puts forward a financial management system of intelligent analysis. It can
provide rich solutions to financial problems. Data mining and analysis of financial situation provide support for decision-making
management of enterprises. The research results show that (1) after 10 times of inspection and adjustment, the system grade is all
D grade, and there is no defect. (2) There is no abnormality in system response time; the average response time of F1, F2, F3, and
F4 functions is in line with expectations. The fluctuation of time range is no more than 3 s; the overall average response time is 1 s.
(3) After CPU detection, the CPU of the system is less than 70% of the expected utilization rate. The system is qualified. (4) The
whale algorithm is used to combine new and old tasks. After comparison, it has an excellent performance in computing resources
and delays energy consumption. Some follow-up improvement work needs to be optimized.

1. Introduction

With the continuous innovation of information technology
and the advent of the era of big data, the world has quietly
undergone unimaginable changes. With the change of com-
puter technology, it must be the innovation and develop-
ment of all walks of life. For many enterprises in China,
the continuous improvement of the economic system puts
forward more and stricter requirements for enterprises. This
promotes the optimization of enterprise business practice in
disguise. According to the existing scientific and technolog-
ical support, establish a scientific financial system to reduce
management pressure. So far, there are many works and
researches on intelligent finance in the market, which pro-
vide a reference for the design ideas of this system.

Adopt a business intelligence method to support data
analysis of a company system [1]. Artificial intelligence,
information system risk management, and enterprise entre-

preneurship contribute to the influence of decision manage-
ment [2]. Based on the FCM clustering algorithm, a fuzzy
decision model is established to intelligently evaluate and
analyze the financial performance of enterprises [3]. Build-
ing models based on artificial intelligence and machine
learning involves financial analysis and decision-making
policies [4]. For the application of distress prediction and
evaluation cases in financial decision-making, a multistan-
dard decision-making assistant model is proposed, and ran-
dom forest and bagging CART perform well [5]. Based on
edge computing, a new data processing system is proposed
for analysis [6]. Design a financial intelligent decision sup-
port system for company statistics and information research
[7]. In order to achieve the purpose of scientific decision-
making and management, the existing distributed data-
sharing platform is used to build a financial decision-
making analysis system in colleges and universities [8].
Internet plus builds an intelligent financial decision support
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information system in the era of big data to promote the dig-
ital transformation of finance [9]. Discuss the architecture
and application trend of the intelligent financial system for
enterprises [10]. In view of the abnormal financial data of
enterprises, the convolution neural network is used to clas-
sify, evaluate, and analyze the constructed time series finan-
cial data [11]. According to the deep learning model, edge
computing and artificial intelligence are integrated to
develop edge intelligence [12]. The multiagent to design
financial risk early warning information assistant decision-
making system to reduce the incidence of corporate financial
risk was introduced [13]. This paper analyzes the application
of the intelligent financial system in scientific research insti-
tutions and provides a reference for application cases [14].
Artificial intelligence is widely used to accurately predict
financial problems of enterprises [15].

The above literature describes the research direction and
the architecture design of the system. Use a variety of tech-
nical guidelines to explore, and explain the problem from
many aspects and angles. On the basis of a distributed sys-
tem, the B/S mode is selected, and various data sources are
merged into a database to improve data utilization efficiency.
Finally, the performance and indexes of the system are tested
to verify the influence of edge computing on the minimum
cost and delay energy consumption of the system.

2. Theoretical Basis

2.1. Edge Computation. MEC [16]. Edge computing is an
important part of 5G. Traditional network mobile services
no longer meet the requirements. The proposal of edge com-
puting can effectively solve the problem of cloud comput-
ing’s own shortcomings and provide better services from
the fundamental principle. NFV [17] and SDN [18]: they
are the main technologies involved in MEC. It can provide
computing services nearby and sink the resources of the
server to the users. Because the nodes of edge computing
are distributed on the access network side, the core network
can better protect users’ privacy and reduce the security risk
of virus attack than cloud computing without bearing the
pressure of data uploaded by users. In addition, edge com-
puting adopts a distributed method to design cloud servers.
Even if a single point has a small probability of downtime,
the whole network service will not collapse. All kinds of
computing services concentrated on the server can reduce
the energy consumption of the terminal. ECC Alliance has
designed the specific architecture of edge computing to pro-
mote cloud edge collaboration. The top level is the central
cloud, which is the most important and powerful data pro-
cessing platform. This architecture connects the cloud server
and the edge computing server part well with the core net-
work. At the bottom is the user of the terminal. It includes
mobile phones, cameras, sensors, and other terminals. The
middle part belongs to the core layer, which can not only
receive the tasks uploaded by the terminal but also cooperate
with data and control in the central cloud, as shown in
Figure 1.

The cost in edge computing is analyzed. This kind of cost
is not needed in the general traditional sense, and it is not

the material and resource expenditure. The cost here belongs
to abstract cost, which shows the user’s experience in the
form of cost. The better the user experience, the lower the
cost of edge computing.

(1) Delay cost [19]

C = αL, ð1Þ

where C represents the calculation amount of the task; α
represents a variable coefficient, which is taken according to
the actual situation; and L represents the size of the file.

(2) Energy consumption cost

Because the server of edge computing is not sensitive to
energy consumption, when analyzing the cost of energy con-
sumption, only the energy consumption on the terminal is
analyzed. Due to the characteristics of the 5G network, the
energy consumption of edge computing is far less than the
processor energy in computing tasks, which can improve
the experience of user terminals.

(3) Comprehensive cost

Mainly based on weight, the delay cost and energy con-
sumption cost are transformed into superimposed problems.
Consider the cost comprehensively.

2.2. Data Mining. In the past, the information accepted by
people was relatively simple, but with the continuous

Cloud server

Core network connection

Edge computing server
MEC

Wired
connection

Terminal UE Wireless connection

Figure 1: MEC architecture diagram.
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development and change of science and technology, it was
widely used. In the era of big data, these massive redundant
data come, which brings a lot of burden to people. With too
much information, it is easy for people to ignore the really
valuable information, resulting in the failure of information
distance. If people want to select the data they need from
these data and use algorithms to search for useful informa-
tion, they need to do data mining. According to these data,
we can predict the future trend and make decisions and
judgments. This is the value of this technology, as shown
in Figure 2.

2.3. OLAP Technology. OLAP [20]. It is a practical and effi-
cient tool. Using this tool, we can help query and process
historical data, provide an intuitive interface for inquirers,
and help operators to obtain massive valuable things. As a
result, the workload of users and those who do not use the
tool is obviously compared. Users become more flexible
and efficient and can make correct and accurate judgments
quickly. Finally, the results can be given quickly. Many oper-
ations of the whole process are very transparent, as shown in
Table 1.

2.4. System Model

(1) Communication submodel

r = B log2 1 + SNRð Þ: ð2Þ

Communication rate takes Shannon capacity; B is the
bandwidth occupied by the wireless channel; SNR is the
signal-to-noise ratio after passing through the channel.

Considering superimposed noise and electromagnetic
wave channel loss:

SNR = hP
σ2 : ð3Þ

Wired connection between base station and edge com-
puting server. The allocation scheme of communication
bandwidth is determined by the search algorithm. Adjust
and allocate communication resources in an iterative way.

Finally, the purpose of optimizing the system cost is
achieved.

(2) System cost modeling

Consider the case where the server of edge computing
has remaining resources. If you choose to uninstall to edge
server computation:

Time overhead situation:

Tc
j = Tt + Tc: ð4Þ

Energy consumption of terminal:

Ec
j = Ttpj: ð5Þ

In addition, there are

Tt =
l j
r j
,

Tc =
cj
f j
:

ð6Þ

When the transmission rate reaches the ideal state, there
is

r j = Bj log2 1 +
pjhj
σ2j

 !
: ð7Þ

Select local calculation, and the corresponding ones are
as follows:

Tl
j =

cj
f lj
,

El
j = κ f lj

� �2
cj:

ð8Þ

Consider the comprehensive cost of the system:

Pj = aj ajT
c
j + βjE

c
j

� �
+ 1 − aj
À Á

ajT
l
j + βjE

l
j

� �
: ð9Þ

User interface Model evaluation Data mining engine

Database/data
warehouse server

Other
information
repositories

World wide
Web

Data
warehouseDatabase

Data cleansing,
integration, selection

Figure 2: Data mining structure.
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Total cost [25]:

P = 〠
J

j=1
Pj: ð10Þ

To sum up, the objectives and tasks of optimization are

min P =min 〠
J

j=1
Pj

s:t:〠
J

j=1
ajBj ≤ B,

〠
J

j=1
f j ≤ F,

aj ∈ 0, 1f g:

ð11Þ

Redistribute the task set with the following optimization
goals:

min P =min 〠
K

k=1
Pk + 〠

I

i=1
Pi

 !

s:t:〠
J

j=1
akBk ≤ B,

〠
J

k=1
f k ≤ F + 〠

I

i=1
bi f

c
i ,

〠
K

k=1
akck − 〠

J

j=1
ajcj ≤ 〠

I

i=1
bic

free
i ,

ak ∈ 0, 1f g,
bi ∈ 0, 1f g:

ð12Þ

2.5. Search Optimization Algorithm. In this paper, the system
cost is modeled under the scenario of edge computing mode.

Taking the whale-based algorithm as an example, the whale
algorithm is improved. In this way, the edge calculation of
the system at the cost minimization is discussed.

Define the fitness function as

fitness1 Xð Þ = C + penalty function1 + penalty function2:
ð13Þ

The newly defined fitness function is

fitness2 Xð Þ = C + penalty function1 + penalty function2
+ penalty function3:

ð14Þ

WOA is optimized and improved to prevent the optimi-
zation result from being affected by the optimal whale falling
into the local optimal solution. The specific algorithm flow is
shown in Figure 3.

(1) Surrounding predation

C = 2 rand,
D = CX tð Þrand − X tð Þ�� ��,

a =Wmax −
Wmax −Wminð Þt

Tmax
,

A = 2a rand − a,
X t + 1ð Þ = X tð Þbetter − AD,

ð15Þ

where rand is a matrix of random numbers with values
between 0 and 1, C is the swimming factor, D stands for
the distance between the individual and the leading whale,
t represents the current number of iterations, T represents
the maximum number of iterations, a represents the conver-
gence factor, and A is the convergence coefficient.

(2) Bubble netting

Table 1: Main features of OLAP.

Characteristic Description

Online [21]

The needs of customers are a problem that needs careful consideration. In order to reflect the true information of users,
it is necessary to transform data. Customers can observe and infer their own needs by analyzing the future results. For
customer requests, the system needs to respond quickly to the requests in terms of response time. If you do not get the
response of the system for a period of time, it may affect the correctness of the analysis results. The client is likely to lose

certain data information.

Analytical
Analyze the logic of relevant data and analyze the specific data situation. There are two points in total: internal data

analysis of analysis tools; on the OLAP platform, the statistical results of customers are further analyzed.

Informational
[22]

The system can save valuable information anytime and anywhere. These are all survived by the history it needs to
obtain. The storage space of this information needs to combine the performance and efficiency of a data warehouse.

Rethink and position them.

Multidimensional

It is different from a relational database. Relational databases belong to flat relationships [23]. OLAP data warehouse is
from a variety of dimensions and a variety of angles to analyze and introduce the law of data. In a data warehouse, the
latitude of data is the most basic and important, also known as the latitude table [24]. The fact table can be extracted

separately.
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X t + 1ð Þ =Debl cos 2πlð Þ + X tð Þbetter: ð16Þ

(3) Random search

D = CX tð Þrand − X tð Þ�� ��,
X t + 1ð Þ = X tð Þrand − AD:

ð17Þ

3. Design of Intelligent Financial Analysis and
Decision System

3.1. Present Situation and Demand Analysis

(a) Present situation analysis

Up to now, the financial management system of small
and medium-sized enterprises is simple, the functional
structure is not complex, and the business application that
can be realized is very few. At present, enterprises have the
following problems: with the continuous production and

operation of this process, more and more information and
data, loose enterprise management, will accumulate a large
number of useful or useless business data. The task of finan-
cial analysis is huge, and the manpower and material
resources are not fully utilized, resulting in certain unneces-
sary losses. Group enterprises cannot monitor and view key
financial indicators in time and cannot effectively compare
with historical data. In addition, the financial system itself
lacks a secure login path, which is at risk of being leaked
and maliciously attacked. And the connection between sub-
systems is not close, and multiple sets of superimposed sys-
tems cause trouble in use. As a result, enterprises urgently
need to adapt to the development of the times and actively
coordinate the work of finance and various departments.

(b) Requirement analysis

(1) Strong creativity: it should conform to the character-
istics of the enterprise itself, and its style should be
distinct and unique

(2) Strong maintainability: the background maintenance
program interface of the system

(3) Efficiency: the design of the system page is simple
and beautiful. Browse as quickly as possible and
highlight the main information

(4) Reasonable structure: the system setting should be
reasonable and conform to people’s browsing habits

(5) Safety and stability: while fully considering the site
access performance, we should pay special attention
to the safety and stability of the site

(6) Strong concurrency: the system is required to sup-
port multi-input operation, establish cache mecha-
nism, and provide users with access speed

(7) Portability and continuity: it is convenient for future
upgrading and transplantation. strive to reduce the
secondary development cost of enterprises

(8) Platform-independent: changing the operating plat-
form or database only needs to be changed through
simple settings

(9) Interactivity: the system requires interaction, and the
feedback mechanism of the front and back office sys-
tems is established. Realize automatic response
mechanism and high interaction

3.2. Database Design. According to the actual situation of the
enterprise itself and the basic principles of design, the exclu-
sive database mode belonging to the enterprise is designed.

(1) Data granularity

Because of the complex operation of enterprises every
day, a large amount of data and information will be gener-
ated. This system adopts the strategy of dual data

Begin

Initialization
parameter

calculate fitness
function

Division of
population

Search in
subpopulation

Hybrid computation

Are the
conditions met?

Yes

End

No

Figure 3: Flow chart of whale algorithm.
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granularity. To store data, the database is a very important
part of the system, which mainly stores and operates various
data. We can clearly see the transformation and change of

historical data. Whether it is the detailed data of recent
months or the historical data of a certain year, it can be
found through the database, as shown in Figure 4.

Applications

OLAP data navigation

OLAP database

Communication
submodel System cost model

Metadata Data warehouse

Data acquisition platform

General
ledger

Database Fixed
assets

Fund
liabilities

Profit ······

Data acquisition
platform

Data warehouse
cente

Multidimensional
analysis model

OLAP cube computation, edge
computation

OLAP data navigation
platform

OLAP data analysis
support platform

Application layer

Figure 7: Architecture of the system.

Table 2: Test environment.

Project Content

Web server tomcat 6

Database server MySQL 5.7

Development platform Eclipse Indigo

Development language JDK 1.6

Development framework Struts2 + Spring 3.0 + Hibernate 4.1.6

Acceptance PC Windows 7, Windows 10

Acceptance database service Windows 10

Table 3: Evaluation criteria.

Hierarchy Hierarchical description of system problems

A Seriously affect the operation of the system or the use of users

B Functional defects, which affect system operation or user use

C It can be modified as appropriate without affecting the operation of the system

D Defect-free
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(2) Data flow

Through ETL technology, the data scattered in each sub-
system is copied and concentrated in the transaction data-
base for integration and processing. The data of the system
comes from merging different data sources. In this way, var-
ious financial data indicators can be comprehensively ana-
lyzed. The flow direction of the data set of the system,
leveraging the SQL Server data platform, is shown in
Figure 5.

3.3. Function Module Design. This system mainly realizes
four analysis functions, including management, index,
finance, and comparison. Use F1, F2, F3, and F4 to represent
these four functions. There are 4 to 5 subfunctions under
each function, as shown in Figure 6.

3.4. System Architecture Design. We mainly show the data
architecture of the system. Collect different database data
into the data collection platform; then, through the data
warehouse, the processed data through several models,
OLAP data calculation, and analysis; finally, through the
data navigation of OLAP, the data is transmitted to the
application program for the final system decision-making,
as shown in Figure 7.

4. Experimental Analysis

4.1. Development Environment. The test environment of the
system is mainly configured by the current mainstream soft-
ware and hardware. In this test environment, our system can
run normally and perform well. In this performance test, we
use the JMeter tool based on JAVA to test, as shown in Table 2.
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In order to better analyze and evaluate the system, we set
up some evaluation criteria to determine the current status
of the system. In the design of the system, if the problem
reaches the A, B grade, it must be modified to solve the prob-
lem before the next system design can be carried out, as
shown in Table 3.

4.2. System Test

4.2.1. Systematic Review. According to the function module
designed in the third chapter of this paper, it is divided into
four major functions, with a total of 18 subfunctions. This
system review mainly evaluates the classification of these
18 subfunctions. A total of 10 adjustments and modifications
have been made to the test group. Every time the test group
tests, it is committed to reducing the number of A, B, and C
grades and increasing the number of defect-free functions.
Until the final system functions are all D grades, the number
of A, B, and C grades is 0. There are no defects, so as to com-
plete the state evaluation of the system, as shown in Figure 8.

4.2.2. Response Time. The test scheme we plan is to measure
the page response time of the four functions of the system.
The set conditions are as follows: a test scenario with a max-

imum concurrent user of 100; set the assembly point to 70;
gradually increase ten users per second. We can find that
no anomalies occurred during the whole test. Therefore,
the abnormal rate of system response is 0%. The average
response time fluctuation of the four functions (F1, F2, F3,
and F4) is less than 3 s. Their overall average response time
is about 1 s. The results of all functional tests meet the
expected requirements, as shown in Figure 9.

4.2.3. CPU Utilization. Our experiment sets the expected
goal as follows: the CPU utilization rate of the system should
not exceed 70%; once exceeded, it is regarded as an unqual-
ified index, which needs to be adjusted and modified until
the utilization rate is reduced to below 70%. The system test-
ing tends to be stable, and we check the CPU utilization of
different functions according to the number of requests per
second. We can find that with the increase of the number
of requests, the CPU utilization trend of all functions is
steadily increasing. The maximum CPU utilization rate of
the system is 34%; the minimum utilization rate is 2%. In
terms of functions alone, CPU utilization is up to 40% of
F4 functions. To sum up, the system passed the CPU test,
which was less than 70% of the expected utilization rate,
and the system was qualified, as shown in Figure 10.

4.3. Edge Computing Task Optimization. The iteration times
of edge calculation have a great influence on the algorithm.
Therefore, we must fix the parameters of related simulation
experiments well. Due to space constraints, we only show
some values, as shown in Table 4.

(a) Constant parameter scheme

The whale algorithm is used to combine the old and new
tasks for experiments. It is compared with the new task
method, random unload method, all local method, and all
upload method. We can find from the figure that it is obvi-
ous that the method in this paper is more dominant.
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Figure 10: CPU utilization.

Table 4: Parameters.

Parameter name The value of the parameter

Number of iterations 500

Number of terminals 25

Terminal data transmission power 0.5W

Delay specific gravity ~U(0,1)
Terminal computing capability 500MHz

Scale setting 60

Population number 4

Spiral characteristic constant 1
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Whether it is the total cost of task time or energy or the sys-
tem cost, this method consumes the least resources and
improves the system performance more, as shown in
Figure 11.

(b) Computing resources

Using the control variable method, the factor of calcula-
tion resources is changed, and other parameters remain
unchanged. Here, computing resources refer to the total
route processing capacity in the edge server. Total cost,
which is the worst way, completely abandons the profit effect
brought by edge calculation. The benefits brought by this
method are the most obvious. However, we should note that
the method of the new task is only slightly worse than the
method in this paper. After reaching a certain bottleneck
of computing resources, the gap between the two methods
is equal and the system cost is similar, as shown in Figure 12.

(c) Delay energy consumption

When determining the offload decision, we can find that
the delay energy consumptions of random upload, all local,
and all upload are all fixed values. They are no longer
affected by computing resources and will not change with
the increase of resources. However, the method in this paper
and the method of new tasks still decrease with the increase
of computing resources. Among them, the strategy effect of
this method is the best, as shown in Figure 13.

5. Conclusion

According to the various financial requirements of the devel-
opment of enterprises in compliance with the times, a mul-
tisource database is established, and the architecture and
functions of the intelligent system are analyzed and designed
by using the edge computing platform. After analysis and
verification, the research results of this paper show the
following:

(1) In order to evaluate the performance of 18 functions
of the system, grade evaluation of functions is carried out.
After 10 adjustments, all functions are D-level, that is, the
state without defects. (2) The abnormal rate of system
response time is 0%. The average response time of F1, F2,
F3, and F4 functions is in line with expectations. Their time
range fluctuation is less than 3 s. The overall average
response time of the system is about 1 s. (3) After testing,
the whole system runs, and the maximum CPU utilization
rate is 34%; at the smallest, it was only 2%. The system has
passed CPU detection. Test less than 70% of the expected
utilization rate, and the system is qualified. (4) This paper
chooses the whale algorithm to combine the old and new
tasks. It has an excellent performance in computing
resources and delays energy consumption.

For enterprise managers, the system designed in this
paper is a good auxiliary tool for decision analysis; it can
intuitively view data from various sources and conveniently
observe the final financial situation. Our system basically
meets the performance requirements of intelligent finance.

However, it still needs further improvement and perfection.
For example, improve the details of the system and expand
the application scope of the financial system; perfect each
functional module of the system to make the decision closer
to reality and more accurate; better integration, design, and
operation of databases; optimize the computing resources
of edge computing. Based on the above, this paper can con-
sider more factors in more practical scenarios, which is a
long-term optimization work.
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Compared with the previous accounting information system (hereinafter referred to as AIS), the dynamic and changing
environment of accounting cloud service, cloud storage away from enterprise entities, service modules selected for purchase,
and seamless dynamic configuration. With the emergence of new situations such as the reconstruction of accounting
information processing process, the emergence of new features increases the information risk of enterprises. Therefore, taking
reasonable and effective measures can enable enterprises to intuitively understand whether AIS is credible in the accounting
cloud service environment. Referring to the existing research system in the field of reliability evaluation, this paper analyzes the
current situation of accounting cloud service and its characteristics compared with the previous AIS and divides it into four
parts: normative inspection, index calculation, and reliability calculation to illustrate the method system for measuring the
reliability of accounting cloud service. This paper analyzes the reliability requirements and reliability attributes of accounting
cloud services and constructs a reliability evaluation grade model combined with fuzzy comprehensive evaluation to guide the
selection of users and the quality management of cloud accounting suppliers. Considering the complexity and dynamics of AIS
reliability evaluation in accounting cloud service environment, the reliability of AIS is also affected by the complex call
relationship between modules; combined with the complex network theory, a reliability analysis and evaluation method of
accounting cloud service based on complex network are proposed.

1. Introduction

The concept of “Internet plus” has always been well known by
all walks of life. Today, enterprises are increasingly aware that
with the advent of the era of big data, advanced data processing
and information management mode will bring unlimited pio-
neers and practical benefits to enterprises [1]. Cloud account-
ing applies cloud computing, a big data solution, to the field
of accounting informationization. While reducing the cost of
accounting informatization construction and maintenance of
enterprises, it will provide high-quality services such as seam-
less connection with external information systems of enter-
prises and auxiliary scheme analysis of big data processing
with efficient and convenient financial business processing

and optimized service resources updated by cloud computing
in real time [2]. Compared with the previous accounting infor-
mation systems, the dynamic environment of cloud accounting
is full of changes, far away from the service modules selected by
enterprise entities for cloud storage and purchase, seamlessly
connected and dynamically configured, and the emergence of
new conditions and new features such as the reconstruction
of accounting information processing flow increases the infor-
mationization risk of enterprises [3]. Therefore, reasonable and
effective measures should be taken to let enterprises know
whether AIS can be trusted in the cloud accounting environ-
ment that they want to purchase intuitively or have already
used. Its informatization risk is very important in the popular-
ization and development of accounting cloud services.
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2. Complex Network Theory

2.1. Related Indicators of Complex Networks. There are vari-
ous indexes to highlight the characteristics of complex net-
works [4]. Combined with the key points of this paper, the
following indexes are selected and introduced.

2.1.1. The Diagram of the Network. In theory, a graph allows
for multiple lines. However, if a graph is simple, it means that
the graph has nomultiple edges. In addition, there is no ring in
the simple pattern, and the simple pattern contains rings [5].
When each arc has a corresponding line value, it is a weighted
network; otherwise, it becomes a powerless network. For
example, Figure 1 is a complex network diagram of metal
trade and a visual description of system structure. Visualiza-
tion technology is one of the most important technical tools
when using complex network theory to study [6]. So without
explanation, readers can read this picture.

In Figure 1, the connections between different network
nodes are represented, and the connections between differ-
ent enterprises illustrate the correlation and economic busi-
ness connection of enterprises. By calculating the entry, exit,
and related indicators of complex networks, we can evaluate
those core enterprises.

2.1.2. Network Density. This indicates the tightness between
the vertices of the network. In complex networks, network
density is usually used to describe the overall density and
development trend [7]. In a complex network with N verti-
ces, the network density can be expressed by

d Gð Þ = 2M
N N − 1ð Þ : ð1Þ

The acquisition range of network density is always
within the interval [0, 1]. In the actual network, it is found
that the maximum value of network density is 0.5.

Centrality and center potential can be near centrality and
near center potential and intermediate centrality and inter-
mediate center potential.

2.1.3. Spot Degree and Spot Degree Distribution. This is the
number of rows owned by vertex i degree k vertex i. In directiv-
ity network, point degree is divided into input degree and out-
put degree. The input of a vertex is the number of arcs entering
the vertex, and the outgoing degree of the corresponding vertex
is the number of arcs outgoing from the vertex. They are the
same only in the case of simple graphs. In addition, we can refer
to the concept of point distribution, which refers to the distri-
bution of each vertex point degree and is used to explain the
overall distribution of network point degree.

2.1.4. Average Shortest Path. Path refers to the distance
between vertex i and vertex j, which is denoted as dij. At
the same time, the network diameter refers to the longest
path between any two vertices, which is denoted as D, that is,

D =max dij: ð2Þ

In addition, the so-called average path refers to the
average value obtained from the distance between any two
vertices, which is denoted as L, that is,

L = 1
1/2ð ÞN N + 1ð Þ〠i≥j

dij, ð3Þ

where N is the number of network nodes.
K kernel defines a relatively dense subnet, which is help-

ful to find a vertex set with closer relationship, and can
describe several characteristics that cannot be expressed in
degree distribution.

2.2. Basic Model of Complex Network. K-shell algorithm
measures the node influence of projects in the network,
and PageRank algorithm integrates the node influence of
projects and the diffusion relationship between projects to
realize project portfolio selection [8], where the importance
of nodes is measured based on the location attributes of
nodes in the network.

Cs ið Þ = K ið Þγ × 〠
N

j=1
wij

 !μ" #1/γ+μ
, ð4Þ

where KðiÞ denotes the degree value of the i-th node, wij

denotes the weight value of the connection between node i
and its adjacent node j, and γ and μ are adjustable parameters.

The classical PageRank ranking algorithm for web pages
mainly pays attention to the transfer relationship between
nodes in the network, and the priority ranking matrix con-
structed is as follows:

PR pið Þ = 1 − d
N

+ d 〠
pj∈M pið Þ

PR pj
� �

L pj
� � , ð5Þ

where P1, P2,⋯, PN denotes web pages, MðpiÞ denotes the
set of web pages linked to web pages p, LðpjÞ denotes the
number of web pages linked to web pages pj, N is the total
number of web pages, and d is the damping coefficient,
which is usually 0.85.

Figure 1: Complex network diagram of metal trade in a certain
place.
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The maximum eigenvalue of the priority ranking matrix
PR is entered into the corresponding eigenvector R, which
can lead to the priority ranking of each node in the network,
as shown in

MR∗ = λ∗R∗: ð6Þ

2.2.1. Regular Network Model

(1) Global Coupled Network Model. Globally coupled net-
work is the most typical regular network model. As shown
in Figure 2(a), it refers to the arc connected between any two
vertices in the network. The results show that if the network
size is the same, the globally coupled network has significant
characteristics, such as the shortest average path and the larg-
est cluster coefficient, compared with other types of network
models. This network model can reflect the cluster character-
istics or small-world characteristics of the actual network to a
certain extent, but because most living networks cannot be
described in this model, the study of the actual network of
global coupled networks has considerable defects.

(2) Nearest Neighbor Coupled Network Model. The nearest
adjacent coupling network is a network model with low
aggregation degree, but it is also a model studied by theory
and practice. As shown in Figure 2(b), each vertex is con-
nected to a nearby K/2 vertex arc (K is even). This model
belongs to a highly clustered network. Therefore, the average
path when K is large is as follows.

L ≈
N
2K ⟶∞, ð7Þ

where K is even and N ⟶∞.

And the clustering coefficient of the nearest neighbor
coupling network is

C = 3 K − 2ð Þ
4 K − 1ð Þ ≈

3
4 : ð8Þ

As a result, it is difficult for this model to realize the pro-
cess that requires overall coordination.

(3) Star Coupled Network (Star Coupled Network). Star
coupled network is also a typical complex network model. Its
structural feature is that the center is a vertex, and all vertices
other than that are only connected to the middle vertex, but
there is no interconnected relationship between them as
shown in Figure 2(c). The average path of themodel is approx-
imate to 2, and the class coefficient is approximate to 1.

2.2.2. Scale-Free Network Model. The research on complex
network patterns in the past usually ignores two very impor-
tant characteristics. One is growth; that is to say, the overall
scale of the network expands with the increase of time and
information. Second, it is priority connectivity, which means
that the newly generated vertices of the network are easily
connected with vertices with high point value.

Based on the above-mentioned two-point characteristics,
the formation mechanism of BA scale-free network model is
to add new vertices in turn to the existing network and con-
nect n original vertices. In addition, the probability that the
newly added vertex and the cause vertex are connected with
each other is set to p.

P = ki
∑kj

i ≠ jð Þ, ð9Þ

where k represents the point degree value of vertices. There-
fore, the average path length of BA scale-free network is

L∝
log N

log log N : ð10Þ

After t-step priority connection, the clustering coefficient
is

C = n2 n + 1ð Þ2
4 n − 1ð Þ ln m + 1

m

� �
−

1
m + 1

� � ln tð Þ½ �2
t

: ð11Þ

At present, there are three methods to describe the point
degree distribution of BA dimensionless network, including
continuous field theory, rate equation method, and master
equation method. The asymptotic results obtained are identical,
in which the point distribution function of BA dimensionless
network derived using the master equation method is shown.

P kð Þ = 2n n + 1ð Þ
k k + 1ð Þ k + 2ð Þ ∝ 2n2k−3: ð12Þ

It is found that the point degree distribution of BA dimen-
sionless networkmodel can be expressed by power law function
approximation.

As mentioned above, the characteristics of the complex
network model are summarized as shown in Table 1.

3. Construction of Accounting Cloud Service
Credibility Analysis Method System

In this chapter, in the accounting cloud service, 10 modules that
enterprises often customize are taken as research objects, and
the reliability measurement method system is constructed. In
addition, it is assumed that all enterprises have the conditions
to obtain the same accounting services, and all suppliers can
provide similar services. This chapter selects and constructs a
complex network model from reliability indicators and divides
it into four parts: normative inspection, index calculation, and
reliability calculation to explain the method system of measur-
ing the reliability of accounting cloud services (Figure 3).

3.1. Credibility Index Selection Based on Complex Network

3.1.1. Principle of Selecting Credible Indicators. In this paper,
complex network is used as a tool to measure the reliability
of accounting cloud services, but there are many indicators
in complex network theory. In order to choose the indicators

3Journal of Sensors
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Table 1: Characteristics of complex network model.

Model name
Average path length L Clustering coefficient (0 ≤ C ≤ 1) Distribution

lawQualitative Quantitative Qualitative Quantitative

Globally coupled network Larger L = 1 Larger C = 1 Function
distribution

Nearest neighbor
coupling network

Larger L⟶∞ Larger C ≈ 3/4 Function
distribution

Star coupling network Larger L⟶ 2 Larger C⟶ 1 Function
distribution

Small-world network Larger L pð Þ < <L 0ð Þ Smaller C pð Þ∝ C 0ð Þ Poisson
distribution

BA scale-free network Smaller L∝ log N/log log N Smaller C = n2 n + 1ð Þ2/4 n − 1ð ÞÀ Á
ln m + 1/mð Þ − 1/m + 1½ � ln tð Þ½ �2/tÀ Á Power law

distribution
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Figure 2: Regular network model.
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that play a practical role in this paper, the following princi-
ples should be followed [9].

(1) Principle of relevance

(2) The principle of comprehensiveness

(3) Principle of comparability

(4) Principle of quantification

3.1.2. Selection of Specific Credible Indicators. This paper
chooses the reliability index of accounting cloud service based

on complex network theory. At the same time, because third-
party organizations such as accounting and auditing have no
influence on the reliability of accounting cloud services, the
selection of indicators does not consider strengthening the
content related to reliability attributes and discusses them
from two aspects: basic reliability attributes and key reliability
attributes [10].

(1) Basic Reliable Attribute Measurement Index. The basic
reliability attributes must meet the reliability level of all
accounting cloud service systems. It means that the informa-
tion exchange between cloud accounting modules is correct
and timely. Based on this requirement, this paper chooses
network density, centrality, and centrality in complex net-
work theory and measures the integration of accounting
cloud services.

(2) Key Trustworthy Attribute Measurement Indicators. Key
reliability attributes can be divided into different levels.
Based on complex network theory, this paper mainly focuses
on the measurement of maturity, stability, and hierarchy and
chooses the following reliability indicators.

(1) Spot degree and spot degree distribution

(2) Average shortest path

(3) k-nucleus

3.2. Normative Inspection and Calculation of
Credible Indicators

3.2.1. Conformity of Normative Inspection. To analyze the
reliability of accounting cloud services, we must first confirm
whether they are normative.

Vertex setting

Construction of complex network
model

Normative
inspection

Index
calculation

Core module
division

Module
Independence

Key trusted
attribute index

Basic trust worthy
attribute index

Credibility measure

Figure 3: Schematic diagram of accounting cloud service credibility measurement system.
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Figure 4: Complex network of contracted accounting cloud services.
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(1) Module Independence. Cloud accounting system is
customized by enterprises in terms of modules, and eachmod-
ule should be relatively independent. According to the process
of accounting business, accounting treatment belonging to
each module should also be able to be carried out indepen-
dently. Therefore, if the complex network of cloud accounting
is reduced to the network with secondary modules as its ver-
tex, it meets the basic requirements of accounting business
and can be said to be normative.

Figure 4 is a diagram using complex network analysis soft-
ware. In addition, the old connectors of each vertex before
shrinking will be replaced by new connectors attached to the
new vertex. For example, all information transfer relationships
between the purchase module and the general ledger module
are replaced by connectors connecting the purchase module
and the general ledger module. Therefore, cloud accounting
has the independence of modules, and each module works
independently, which is normative and can meet the require-
ments of basic reliability attributes.

(2) Core Module Partition. Using complex network theory, the
modules in cloud accounting are divided into “core module,”
“semiedge module,” and “edge module,” and the three core
modules will participate in accounting business more than
edge module.

Table 2: Vertex approach centrality.

Serial number Approximate centrality Vertex number Serial number Approximate centrality Vertex number

1 0.342808438 6 11 0.2631854 116

2 0.2983375 179 12 0.26092996 163

3 0.29429692 166 13 0.26092896 165

4 0.291159 46 14 0.259863947 7

5 0.28896613 146 15 0.25951097 164

6 0.28212703 100 16 0.25880769 122

7 0.27965861 183 17 0.25810821 128

8 0.27482514 65 18 0.257759794 4

9 0.267527 52 19 0.25706596 99

10 0.26491085 145 20 0.25637582 120

Table 3: Vertex intermediary center degree.

Serial number In the intermediary center Vertex number Serial number In the intermediary center Vertex number

1 0.63674192 6 1 0.12056193 146

2 0.34341395 179 2 0.07357198 52

3 0.27608892 166 3 0.07208597 91

4 0.24249014 46 4 0.07098372 17

5 0.21576191 146 5 0.06354360 116

6 0.16063104 100 6 0.06144943 129

7 0.15761182 183 7 0.05794528 12

8 0.15404517 65 8 0.05259543 147

9 0.14969503 52 9 0.05174976 56

10 0.126338751 145 10 0.0486913 61

Table 4: Degree frequency distribution table.

Cluster Freq Freq% CumFreq CumFreq% Representative

1 105 54.6874 142 54.6875 vl

2 37 19.2709 105 73.9584 v8

3 12 6.2500 154 80.2082 v7

4 9 4.6874 163 84.8958 V4

5 8 4.1668 171 89.0623 v12

6 5 2.6042 176 91.6667 v46

7 5 2.6042 181 94.2706 v57

8 5 2.6042 186 96.8750 6s

9 1 0.5208 187 97.3954 v145

10 1 0.5208 188 97.9167 v183

12 1 0.5208 189 98.4373 v77

17 1 0.5208 190 98.9583 v166

19 1 0.5208 191 99.4792 v15

23 1 0.5208 192 100.0000 v6

Sum 192 100.0000 — — —
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3.2.2. Calculation of Trustworthy Indicators

(1) Calculation of Basic Trustworthy Attribute Index. (1)1.
Network Density. Calculated by complex network software,
the network density of accounting cloud services selected
in this chapter is 0.01325252, which indicates that only
1.35252% of all possible arcs actually appear on the network.
In real networks of similar scale, it is not uncommon for the
density value to be so low. The network density index is
meaningful when comparing, so when selecting cloud
accounting products, we can apply each index to measure
the integration of optional products, judge the reliability,
and give priority to purchase. At the same time, the aggrega-
tion degree between the total calculation module and other
modules in the accounting cloud service system is high,
and the association between some relatively independent
asset modules and other modules is relatively loose.

Network density can be used to describe the density of
interconnected edges between nodes in a network. Online
social networks are often used to measure the intensity and
evolution trend of social relationships.

Accounting cooperation between different enterprises in
accounting service enterprises can be described by complex
network, through which different enterprises’ economic
business and services can be analyzed.

(1)2. Proximity to Centrality and Proximity to Centrality
Potential. The acquisition range of the proximity of each
module is obtained by calculation, and Table 2 is summa-
rized. Due to the limited space, this chapter lists the top 20
vertices close to centrality. As can be seen from Table 2,
the proximity centrality of Module 6 is the largest, with a
value of 0.3249. Therefore, the general ledger module is
located in the middle of the network but is not the highest
value that might appear in a network of the same size. At
the same time, the difference of all vertices close to centrality
of the network is not big; for example, the values of 163 and
165 are 0.2609, and the variation of vertex proximity of the
network is small, the degree of centralization is low, and
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Figure 5: Distribution of accounting cloud service degree.

Table 5: Distribution table of entry frequency.

Cluster Freq Freq% CumFreq CumFreq% Representative

0 51 26.5624 51 26.5622 v1

l 108 56.2501 159 82.8127 v5

2 13 6.7708 172 89.5833 v8

3 5 2.6042 177 92.1875 v4

4 5 2.6042 182 94.7917 v52

5 3 1.5625 185 96.3541 v91

6 4 2.0832 189 98.4373 v57

7 2 1.0418 191 99.4792 v77

22 1 0.5208 192 100.0000 v6

Sum 192 100.0000 — — —

Table 6: Output frequency distribution table.

Cluster Freq Freq% CumFreq CumFreq% Representative

0 67 34.8958 67 34.8958 v5

1 85 44.2708 152 79.1667 vl

2 18 9.3750 170 88.5417 v6

3 3 1.5625 173 90.1042 v12

4 9 4.6875 182 94.7917 v71

5 3 1.5625 185 96.3542 v77

6 3 1.5625 188 97.9167 v100

7 1 0.5208 189 98.4275 v65

9 1 0.5208 190 98.9583 v183

12 1 0.5208 191 99.4792 v166

17 1 0.5208 192 100.0000 vl5

Sum 192 100.0000 — — —

Table 7: Distance between two random vertices.

Distance 1 2 3 4 5 6

Even number of points 484 2110 4560 7780 8324 6642

Distance 7 8 9 10 11 —

Even number of points 4064 1808 660 176 36 —

7Journal of Sensors



RE
TR
AC
TE
D

the integration is not high, so it can be seen that the perfor-
mance of reliability close to centrality is better.

This distance is described by approaching the central
potential from the perspective of the whole network. By cal-
culation, the near center potential value of accounting cloud
service is 0.27278020, which plays an important role in
quantifying reliability and comparing with other networks.

(1)3. Intermediary Centrality and Intermediary Centrality
Potential. The calculated mediation centrality is arranged
in descending order, and the first 20 nodes are shown in
Table 3. It can be seen from the table that the mediation
degree of the accounting cloud service ranges from 0.00 to
0.6367, with a large degree of variation, so the reliability of
the mediation center degree performs well. In addition, the
intermediary center potential of this accounting cloud ser-
vice is 0.6188, which is higher than the close center degree.
It is shown in Table 3.

(2) Calculation of Key Trustworthy Attribute Index. (2)1.
Degree and Degree Distribution. This paper uses point and
point distribution to evaluate the maturity of cloud account-
ing. Accounting cloud services are network-oriented, but
there are no heavy edges and rings, and the sum of degrees
and degrees, so the arcs are symmetrical first. That is to
say, it is discussed to change arcs in one direction or both
directions into directionless edges.

From Table 4, we can know that the three nodes with the
highest point value are voucher processing module, final set-
tlement module, and inventory outbound module. This
means that it is in the most active state in cloud accounting.
The calculation shows that the average point value of sym-
metric network is 2.525. Cloud accounting shows better
maturity and high reliability in point value.

The relationship between accounting cloud service dis-
tribution and distribution frequency can be fitted as

y = axb: ð13Þ

According to Table 4, the degree distribution diagram of
the complex network of cloud accounting is shown in
Figure 5.

In fact, the complex network of accounting cloud ser-
vices is a simple directional graph, that is, an arc connected
to the vertices of the network. Therefore, as described in
Tables 5 and 6, it is necessary to calculate the in-value and
out-value, respectively. The highest value is the voucher pro-
cessing module, and the highest value is the sales invoice
module, which meets the actual accounting requirements
and has high consistency.

(2)2. Average Shortest Path. As can be seen from Table 7, the
number of points with distances of 4 and 5 is the most even,
and the distance between the two modules in cloud account-
ing is about 4 to 5. Therefore, the accounting cloud service
system has relatively tight structure, high stability, low prob-
ability of errors, and high reliability.

(2)3. k-Nuclei. Because k-cores are nested, the hierarchy of
accounting cloud services is represented by deleting k-cores
in order lower than the highest value. By calculation, in the
case of four cores (k = 4), the network crashes into a rela-
tively dense system, and the visual image is shown in
Figure 6.
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Figure 6: Accounting cloud service 4-core network.

Table 8: Cloud accounting credibility index value.

Indicator symbol Indicator name Index value

x1 Network density 0.0132

x2 Near-center potential 0.2729

x3 Intermediary center potential 0.6187

x4 Average point value 2.5314

x5 Average shortest path 4.9643

x6 K-nucleus 4

Table 9: Credibility index scoring table.

x1 x2 x3 x4 x5 x6
x1 0.5 1 0 0 0 1

x2 0 0.5 0 0 0 1

x3 1 1 0.5 0 0 1

x4 1 1 1 0.5 1 1

x5 1 1 1 0 0.5 1

x6 0 0 0 0 0 0.5

Table 10: Reliability index score.

u1 u2 u3 u4 u5 u6
2.5 1.5 3.5 5.5 4.5 0.5

Table 11: Normalized weight of credibility index.

a1 a2 a3 a4 a5 a6
13.88% 8.34% 19.46% 30.56% 25.00% 2.76%
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This shows that accounting cloud services have a better
level, and different accounting information users can obtain
necessary information at different levels. Therefore, there is
better reliability.

4. Experiment

4.1. Trustworthiness Measures. In order to improve the reli-
ability of accounting cloud services more intuitively, this
paper uses fuzzy comprehensive evaluation method to ana-
lyze the complex network reliability of accounting cloud ser-
vices, measure its reliability correctly, and provide the basis
for comparison and optimization.

In this paper, six indexes about the reliability of the
whole complex network are selected. Set X = fx1, x2, x3, x4,
x5, x6g is used as the index value of cloud accounting, and
its index value can be summarized as shown in Table 8.

4.2. Determining Weights. Because each index has different
influence degree on reliability, it is necessary to evaluate
the influence degree of each index. In this paper, the pecking
order diagram method is used to determine the weights of
the above six reliability indexes, respectively.

4.2.1. Importance Evaluation. Based on the influence of
structural indexes on reliability in complex network theory,
this paper evaluates the above indexes as shown in Table 9.

The reliability index scores are U = ful, u2 ⋯ u6g, and
the reliability index is added with the scores, and the scores
of each index are shown in Table 10.

4.2.2. Weight Calculation. A = fa1, a2, a3, a4, a5, a6g is the
weight of reliability indicators. According to the above reli-
ability index scores, formula (14) is used for unification,
and the weight values of each index are calculated as shown
in Table 11.

ai =
ui
∑uk

: ð14Þ

Set the final credibility of accounting cloud services to R.
Formula (15) is used here to measure the reliability of
accounting cloud service products.

R =〠aixi: ð15Þ

When the data is brought in, R = 2:2706; that is, the
credibility of the accounting cloud service is 2.2706.

To sum up, the credibility evaluation method of
accounting cloud services based on complex network pro-
posed in this paper is highly practical.

4.3. Comparative Study on Credibility of Accounting Cloud
Service Products. In this chapter, according to the 12 selected
accounting cloud service products, complex network models
are constructed, respectively. According to the reliability
analysis method of accounting cloud service proposed above,
the reliability index of each product is calculated and compa-
rable reliability index data is obtained, and a detailed analy-
sis is carried out.
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Figure 7: Relationship between network size and network density.

Table 12: Comparison of cloud accounting credibility.

Product name 1 2 3 4

Reliability (R) 2.2705 2.2463 2.3231 2.2312

Product name 5 6 7 8

Reliability (R) 2.2396 2.2391 2.2814 2.1998

Product name 9 10 11 12

Reliability (R) 2.1961 2.2502 2.1887 2.2082

9Journal of Sensors



RE
TR
AC
TE
D

As shown in Figure 7, the relationship between network
size and network density is represented by a visualization
diagram and a fitting function.

As shown in Figure 7, there is a negative relationship
between network density and network size. That is to say,
with the increase of network scale, the network density will
become smaller and smaller. In addition, the linear function
fitting is y = −0:0001x + 0:0349, and R2 is 0.78. Therefore,
for enterprises, if many cloud accounting modules are
selected, the network scale will expand rapidly and the net-
work density will decrease, which will affect the integration
of cloud accounting.

Use Equation (15) to calculate the reliability of the sam-
ple cloud accounting products, and the results are shown in
Table 12.

As shown in Figure 8, a bar chart of the availability of
accounting cloud services can be drawn according to Table 12.

It can be clearly seen from the figure that the reliability
of No. 3 product is the highest. 11 products have the lowest
reliability. Therefore, the reliability evaluation method of
accounting cloud services based on complex network can
clearly evaluate and compare the reliability of accounting
cloud services and can provide the basis for product selec-
tion and optimization.

5. Conclusion

From the research results of this paper, the current mainstream
accounting cloud service network density is very low. In many
practical complex networks, such low network density is not
uncommon, but the low network density has a great impact
on the integration of accounting cloud services. At the same
time, this paper also finds that the core potential of accounting
cloud services is quite different, and their comprehensiveness is
different. Integration is also the basic reliability attribute of
accounting cloud services, and the overall reliability is very
important. Therefore, this paper suggests that accounting cloud
service providers develop more integrated new accounting
cloud services. Moreover, on the premise of ensuring its basic
and important reliability attributes, the reliability is improved.
Moreover, for the existing accounting cloud services, providers
should make every effort to optimize the network density,

make it have greater density and shorter path length, and
improve integration and reliability. Only when suppliers con-
tinuously optimize the reliability of accounting cloud services
can they export more and better accounting cloud services to
the market.
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In recent years, with the rapid development of science and technology, people’s demand for the quality of daily production and life
has gradually increased, and all localities are gradually urbanized. The convenient use of water conservancy, transportation,
environment, medical treatment, power grid and other aspects of cities in any country affects people’s healthy life. Therefore, it
is urgent to build a smart city. For smart city, intelligent identification and management is a very large and complex problem.
As one of the high and new technologies, the intelligent recognition of machine vision derived from artificial intelligence has
always been a hot spot of great concern. It just provides convenience for the development of smart city and becomes the
development direction of smart city construction in the future. Based on this, the role of machine vision is to connect with the
computer through wireless sensors such as cameras to simulate an eye that can represent human visual function. This
simulated eye can be recognized intelligently in real time. It transmits the recognized information to the computer, and the
computer will analyze and process the obtained information for judgment and recognition. This paper will mainly use the
optimal threshold segmentation algorithm based on Machine Vision video processing to solve the problem of urban intelligent
recognition, and use a specific algorithm to solve some difficulties and obstacles in intelligent recognition. The traditional
optimal threshold segmentation algorithm, the optimal threshold segmentation algorithm and the improved optimal threshold
segmentation algorithm are experimentally compared. After experimental comparison, it is found that the optimal threshold
segmentation algorithm, the improved optimal threshold segmentation algorithm and the traditional optimal threshold
segmentation algorithm can intelligently identify the types of buildings and urban traffic signs in the city, Compared with the
improved optimal threshold segmentation algorithm, the improved optimal threshold segmentation algorithm improves the
response speed, real-time performance, stability and accuracy of the algorithm. Therefore, the optimal threshold segmentation
algorithm after the well meets the needs of building the system, and can be useful in the process of intelligent recognition. This
improvement is also necessary, which is conducive to the subsequent system construction.

1. Introduction

With the gradual improvement of people’s production and
living standards, the convenience of life [1] has become the
basic requirement of people’s multi city life, and cities cover
all aspects, including urban environmental problems [2],
urban traffic problems [3], urban population flow problems
[4], urban medical problems [5], etc, Intelligent identifica-
tion [6] and management of all aspects of the city can effec-
tively improve the happy life index [7] of the city Bureau and

provide many conveniences to urban residents. If you want
the city to become intelligent [8], you mainly rely on getting
information and data from all aspects of the city [9]. People
mainly rely on their eyes to obtain the main information
[10], but it must be within the visible range of the naked
eye, so the information obtained is very little, and the infor-
mation obtained by human eyes can be said to be insignifi-
cant in such a huge range of cities. The development of
machine vision technology [11] provides a new idea for
building a smart city. Machine vision just solves the problem
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of regional limitations [12]. In all parts of the city, the infor-
mation obtained by human eyes is simulated by camera [13]
and other wireless sensor devices [14] and transmitted to
computer [15] for processing and analysis. It can realize
the functions of guidance, positioning, measurement, detec-
tion and recognition. People’s eyes obtain information not
only through their eyes, but also through their eyes to obtain
surface information and transmit it to the brain. The brain
operates at high speed to quickly analyze and process the
obtained information into deeper information that is easier
to understand. Machine vision is based on the principle that
human eyes see everything in the world [16]. Wireless sensor
devices such as cameras are equivalent to human eyes, build
a bridge and send it to the brain behind the computer for
rapid analysis and processing, so as to obtain deeper infor-
mation data behind it. Due to the changeable and complex
urban environment, the traditional detection method [17]
has a single feature, and machine vision divides the urban
area [18]. For the method based on single frame image, the
single frame image algorithm [19] is used for detection and
recognition, with fast processing speed; Based on the method
of stereoscopic reference [20], images from different angles
are captured from multiple cameras with different vision.
Machine vision has obvious advantages over traditional
vision. Compared with traditional manual detection, human
eye judgment is subjective and sometimes makes mistakes.
Machine vision can eliminate the interference of human
subjective factors and avoid the detection results that vary
from person to person. Not only that, it can also quantita-
tively analyze and describe the indexes of the tested objects
[21], which reduces the detection and classification error
and improves the efficiency and accuracy. Build a smart city
to achieve healthy, reasonable and sustainable economy,
harmonious, safe and more comfortable life, and intelligent
information technology in management.

Nowadays, with the rapid development of science and
technology, all aspects of people are gradually becoming
intelligent, so the construction of smart city is urgent.

2. Machine Vision Endows Smart City

2.1. Smart City. Smart cities integrate information technol-
ogy or innovative technology into urban construction, open
and integrate urban systems and services, improve resource
utilization efficiency, optimize urban governance service sys-
tem and improve citizens’ quality of life. Smart city con-
struction includes intelligent technology, intelligent
industry and intelligent application. It is mainly reflected
in transportation, power grid, medical treatment, environ-
mental protection and many other aspects. The basic archi-
tecture of smart city is shown in Figure 1 below:

There are four aspects to build a smart city. One is the
decision support system, including data mining and scenario
analysis; Second, the operation and management system,
including smart government affairs, smart commerce, etc;
The third is shared service facilities, through service-
oriented architecture such as cloud computing, and the
fourth is data infrastructure, including basic database and
thematic database; The last is the network infrastructure,

including wireless communication network, optical fiber
communication network and so on.

The former can comprehensively and deeply perceive.
Through sensor technology, various sensor devices and
intelligent systems are used for intelligent identification
and three-dimensional perception, timely and actively ana-
lyze and process information such as urban environmental
changes, so as to realize real-time perception of urban envi-
ronment, improve urban environmental perception ability,
and ensure the normal and efficient operation of various sys-
tems. The second is ubiquitous broadband connection. As a
neural network in the smart city, it can be carried out ran-
domly on demand to enhance the ability of urban intelligent
service; The third is intelligent integration application,
which integrates people’s wisdom through a new generation
of perception technology, creates a smart city brain, pro-
motes the combination of cloud and end, and promotes
the intelligent integration of various application facilities;
Fourth, people-oriented continuous innovation. Smart city
construction is people-oriented and citizens participate.
Gather the strength of the masses, proceed from the needs
of the masses, cooperate and innovate, and jointly build an
emerging city to achieve sustainable economic, social and
environmental development. The machine vision algorithm
generally has the method based on single frame image. The
single frame image algorithm is used for detection and rec-
ognition, and the processing speed is fast; based on the ste-
reo method, images from different angles are captured
from multiple cameras with different vision.

2.2. Machine Vision Technology. The main principle of
machine vision is to analyze and process the image informa-
tion obtained by wireless sensor devices such as cameras and
transmit it to the computer for in-depth analysis. The neural
network is constructed by the method of deep learning, and
the massive image data are learned to realize the accurate
analysis of the object to be measured, and finally can be used
for actual detection, measurement and control. Generally
speaking, it is to simulate an eye that can represent human
visual function by computer. It can realize the functions of
guidance, positioning, measurement, detection and recogni-
tion. Machine vision technology has the advantages of high
speed, large amount of information and many functions. It
can basically complete high-intensity and complex comput-
ing work in any scene. A typical machine vision system is
shown in Figure 2 below:

As shown in Figure 2, the machine vision system can
enable the optical image system and image capture system
to identify, analyze and process in the intelligent execution
module through image acquisition and digitization and
intelligent workstation. Machine vision technology can
quickly and accurately capture a large number of signals,
which is convenient for automatic processing and processing
control information concentration. Compared with tradi-
tional manual measurement, it can eliminate the negative
impact of various factors of individual subjects, avoid mea-
surement varying from person to person, and make quanti-
tative analysis and description of the indicators of measured
objects, so as to reduce the classification error of
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Figure 1: Basic architecture of smart city.
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measurement and improve efficiency and accuracy. Building
an intelligent city will realize healthy, reasonable and sus-
tainable enterprise operation, harmonious, safe and more
comfortable people’s life, scientific, intelligent and
information-based management.

2.3. Urban road Intelligent Recognition Technology. For the
construction of a smart city, the intellectualization of urban
roads is an important branch, especially important. It is a
basic project, which has an important impact on people’s
production and life. Therefore, due to the high automation
of pavement, people can more friendly solve the practical
social problems such as urban traffic congestion, events, air
pollution and so on. The main function of machine recogni-
tion technology is road identification and tracking. First,
identify the road marking line in front, the curvature in
the horizontal direction of the road and the road surface
with correct marking for the driving of motor vehicle lane;
Identify the pavement boundary, the curvature of the hori-
zontal pavement and the location and orientation of the
motor vehicle lane boundary on the road surface without
indication; Identify the use of lane change in the front or
adjacent sections; Using pavement boundary characteristics
to provide real-time processing, monocular vision to identify
and track large objects in the front section, and to evaluate
the movement of vehicles in front through monitoring and
tracking; The pitch angle of visual inspection is used to
enhance the accuracy of pavement boundary characteristics
evaluation; By monitoring and tracking the movement of
other vehicles in adjacent sections, high-speed manual driv-
ing is used; By detecting the intersection, we can know its
length and locate the center position, which can be used to
control the road turning behavior; Using color image to
identify road markings can improve the poor real-time per-
formance; Real time performance can be achieved by distin-
guishing the relative motion of mobile Walker and
automatic vehicle; Determine whether there are motor vehi-
cles and the safe lane change by detecting the front and rear
motor lanes; Finally, by analyzing the decline of image con-

trast, the field of view can be estimated in foggy days. That is,
Figure 3 shows the key technologies of urban road detection,
and Figure 4 shows the system flow chart:

According to the system flow chart, this intelligent rec-
ognition technology first loads the image of the detected
Road, then carries out image preprocessing and processing,
generates road information according to the processing
results, and finally stores the information.

2.3.1. Filtering of road Image. An original image that has not
been processed has some problems such as noise interfer-
ence to some extent, because these noise interference affect
the quality of the image, resulting in the image becoming
blurred and unclear, and the key feature points of the image
to be detected become difficult to find. In this case, it
becomes very difficult to analyze and process the image.
The purpose of image smoothing is to eliminate the interfer-
ence factors on the image. This method is also called low-
pass filtering. The main purpose of this algorithm is to carry
out spatial filtering algorithm. Generally, spatial filtering
algorithm superimposes several signals within a certain spa-
tial range and occupies the same frequency band.

Kalman filtering algorithm uses the linear state equation
to optimally estimate the influence of noise interference in
the obtained data. It is conducive to computer programming
and is the most widely used filtering method. The algorithm
estimates the real-time data and the corresponding state of
the previous moment, and recurses through the system state
transition equation. For any dynamic system, Kalman filter-
ing model can be divided into state and observation equa-
tions:

Xk = Fk/k−1Xk−1 +Gk−1Wk−1 ð1Þ

Lk =HkXk +Vk ð2Þ
WhereXk represents the n-1 order state vector at time k,

Lk represents the m-1 order state vector at time k, Gk−1
represents the system time n×m Dynamic noise matrix of
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Figure 2: Typical machine vision system.
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order r, Fk/k−1 indicates that the system changes from time
k-1 to time k n×n order state transition matrix, Vk repre-
sents the observation noise of order m-1 at time k of the sys-
tem, Hk represents the system K time m×n order
observation matrix. Set Wk is dynamic noise, Vk is the
observation nois.

BP network can also be called back propagation neural
network. Its structure can be simply divided into three

layers: feedforward, multi-layer and perceptron network.
This algorithm repeatedly trains the collected sample data,
and constantly modifies the network weight and threshold
to minimize the error and achieve the desired goal for the
output data. BP generally includes input layer, middle layer
(hidden layer) and output layer. Each layer consists of sev-
eral neuron groups and is completely connected with the
previous layer by switching weights. In the input layer, when
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Figure 3: Key technologies of urban road detection.
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an input neuron receives a signal, it is transmitted to each
neuron in the middle layer (hidden layer). In the middle
layer (hidden layer), each neuron calculates the sum, and
then the nonlinear activation function is used to generate
the output signal and transmit it to the output layer. The
processing of the last message transmitted to the output
stage, that is, the subsequent upward increase, is considered
to have been completed, and the starting layer is responsible
for displaying the results to the outside world. If an actual
loss occurs and the output does not match the expected out-
put, an error return multiplication process needs to be per-
formed. Output error starts from the output, adjusts and
updates the weight and threshold of each layer, and gradu-
ally converts the transmission to the middle layer and input

layer. The process of repeated information forward expan-
sion and error recovery is to adjust the weight of each layer
of the whole neural network.

In the calculation process, only when the set training
times or the calculated global network error is less than the
general value, if the global error accuracy error is very small,
the whole learning process of the algorithm ends. If you are
not satisfied with the results, you must update the training
mode. A round of learning process runs again until the final
conditions are met, and the BP three-layer network model
can meet the requirements of high precision.

Kalman algorithm and BP algorithm have their own
advantages. They are widely used in many fields such as
machine vision technology and have very high practical
value. However, there are still some deficiencies in the appli-
cation of these two algorithms to the construction of smart
city. For example, Kalman algorithm must be based on the
existing accurate model and existing data for calculation.
For large and complex systems, the establishment of accu-
rate model and data acquisition are not so easy, and the
measurement accuracy can not be realized. BP algorithm
can meet the needs of high precision, but it has some prob-
lems, such as small part, slow speed and weak ability to
external interference. In order to avoid these problems, the
gray value of the image must be processed first:

f x, yð Þ = 1
M

〠
x,yð Þ∊S

f x, yð Þ ð3Þ

In formula (1), the processing of image details is also
weakened. Therefore, the combination of average method

T

P (z)
Pb (z)

Po (z)

Eo (T)Eb (T)

0 z

Figure 5: Schematic diagram of optimal threshold selection.

Table 2: δ interval and number of samples.

δ interval of
Number of
samples

δ interval of
Number of
samples

[5, +) 0
[-0.75,
-0.25)

988

[4,5) 0
[-1.25,
-0.75)

128

[3,4) 8 [-2, -1.25) 32

[2,3) 14 [-3, -2) 18

[1.25,2) 27 [-4, -3) 6

[0.75,1.25) 124 [-5, -4) 0

[0.25,0.75) 891 [-4, -) 0

[-0.25,0.25) 2764

Table 1: Steps of fast median filtering.

Step Implementation method

First
step

Establish a (2n+2)× (2n +1) filter window and move 2 steps along the image line sequence

Step 2 After each move, first sort all elements in the window to get the (2n+2)× (2n +1) element sequence

Step 3
Using (2n+1) elements other than ((2n+1)× (2n+1), respectively, move the median pointer by the method described above to

obtain the last median pointer;

Step 4 Go to the first window element and carry out one, two or three steps for the whole image in order until the end.
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and weighted average method can improve the problem of
image detail blur. The expression is:

g m, nð Þ = 〠
M

i=−M
〠
N

j=−N
W i, jð Þf m − i, n − jð Þ ð4Þ

In publicity (2), w (i,j) represents the value to be
weighted for the corresponding pixel, which can be changed
appropriately as needed. Generally speaking, in order to
keep the average gray value of the processed image
unchanged, the sum of each coefficient in the template is 1.

Median filtering, this algorithm can simultaneously
remove the noise of the image and protect the image target
boundary from being blurred. The nonlinear processing
technology is adopted, and its expression is:

f x, yð Þ =median Sf x,yð Þ
n o

ð5Þ

Where s is the field of point (x, y).
The steps of fast median filtering can be divided into 5

steps, as shown in Table 1 below:
Compared with the traditional median filter, the fast

median filter algorithm can find the median of two windows
in one arrangement, and the processing speed is also signif-
icantly improved. However, in the process of use, it should
be noted that the window size should be appropriate, and
too large window will also lead to the loss of effective signal,
which will increase significantly.

This involves four concepts: shape sum, shape difference,
shape opening and shape closing. Shape opening is expan-

sion state and shape difference is corrosion state

F,G ⊆ E2, f x, yð Þ ð6Þ

I.e. form and (expansion):

f ⊕ g x, yð Þ =max i, jð Þ f x − i, y − jð Þ + g i, jð Þ½ � ð7Þ

Poor morphology (corrosion):

f ⊖ g x, yð Þ =min i, jð Þ f x − i, y − jð Þ + g i, jð Þ½ � ð8Þ

Form on:

f⊚g x, yð Þ = f ⊕ g f ⊖ g x, yð Þ½ � ð9Þ

Morphological closure:

f ⊙ g x, yð Þ = f ⊖ g f ⊕ g x, yð Þ½ � ð10Þ

For the shape, because the shape on and shape off have
the corresponding smoothing function, the singular points
in the shape can be detected. Shape opening can remove
all edge burrs and isolated patches in the image,

2.3.2. Image Edge Extraction. The identification of image
boundary information is a key attribute to obtain image fea-
tures in image recognition. It exists in the target, target,
background and region. It is very key in image analysis
and human vision. Generally, the boundary of the image is
divided into two characteristics: orientation and amplitude.
The image changing along the boundary orientation is uni-
form, while the image perpendicular to the boundary orien-
tation changes sharply. The boundary detection operator
checks the neighborhood between pixel points and measures
the gray change rate. It also includes the definition of orien-
tation and the way of convolution using directional deriva-
tive or mask. Robert boundary detection operator is also
an operator that uses local difference operator to find pixel
boundary. Its expression is:

G f x, yð Þ½ �½ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f x, yð Þ − f x − 1, y − 1ð Þ½ �2 + f x − 1, yð Þ − f x, y − 1ð Þ½ �2

q
ð11Þ

Where f (x, y) is an input image with integer pixel
coordinates.

2.4. Optimal Threshold Segmentation Algorithm. When pro-
cessing the image, we will pay attention to the conspicuous
part of the image, and ignore other details. However, the

Table 3: Specific implementation method of improved optimal threshold segmentation algorithm.

Step Implementation method

First
step

The system is initialized and the initial image is segmented row by row and column by column using the traditional optimal
threshold segmentation algorithm

Step 2 Use T0
i segment the next frame image to get T

Step 2 To T0
i is assigned T, and the second step is repeated

Group A

Group B

Group C

Figure 6: Intercepted images.
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neglected parts may also have corresponding characteristic
meanings. For the overall graph, they can be called the fore-
ground or target of the graph, while other parts of the graph
that are not interested are called the background of the over-
all graph, which is the graph segmentation task. To segment
the picture, the first step is to divide the picture into several
special regions in advance. These regions should have special
properties, and then extract the key targets. This method is
threshold segmentation. The first key of the threshold seg-
mentation algorithm is to set the threshold points first, and
compare the threshold with the gray value on the pixel
points one by one, while the image cutting expands each
image in parallel, and the cutting results can directly obtain
the image area. In the process of segmentation, we hope to
reduce false segmentation as much as possible, so the opti-
mal threshold method can just avoid this problem. Shown
in Figure 5 below:

p zð Þ = Pbpb zð Þ + Popo zð Þ

p zð Þ = Pbffiffiffiffiffiffi
2π

p
σb

exp −
z − μbð Þ2
2σ2b

" #
+ Poffiffiffiffiffiffi

2π
p

σo

exp −
z − μoð Þ2
2σ2o

" #

ð12Þ

If μb < μo,

Eb Tð Þ =
ðT
−∞

po zð Þdz

Eo Tð Þ =
ð∞
T
pb zð Þdz

ð13Þ

Then the total error probability is:

E Tð Þ = PoEb Tð Þ + PbEo Tð Þ ð14Þ

In order to minimize the threshold of the error, e (T) can
be derived from t so that the derivative is zero, and the noise

of the whole image comes from the same noise source, then:

σb = σo ð15Þ

Then you can get:

T = μb + μo
2 + σ2

μb − μo
ln Po

Pb

� �
ð16Þ

Verification probabilityPb = Po Or the noise variance is
0, then:

T = μb + μo
2 ð17Þ

3. Improved Algorithm of Optimal
Threshold Segmentation

In the optimal threshold segmentation algorithm, in order to
solve this problem, each row and column of the image are
regarded as an image unit, respectively, and the impact of
the change of contrast will be greatly reduced. However,
when a row or a column of pixels is used as a pixel unit, it
will take a lot of time to complete the parameter comparison
of the mixed probability density function between the target
and the background, which will greatly increase the pressure
of the system, and the corresponding real-time performance
will become worse. Then the algorithm for improving the
optimal prediction threshold will clarify the definition of
the optimal prediction threshold, But at the same time, it
also increases the real-time performance of calculation. First,
the initial value of the threshold value shall be initially
divided, and its expression is:

T = Tmin + Tmax
2 ð18Þ
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Figure 7: Running time.
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Then iterate:

T = u1 + u2
2 ð19Þ

3.1. Concept of Optimal Threshold in Segmentation. In gen-
eral, the pixel gray distribution of the image follows the nor-
mal distributionX ~Nðμ, σ2Þ Where x is the gray sample
population. Then the confidence is:

1 − α = 0:995 ð20Þ

The confidence interval of gray value obtained can be
identified as the interval of gray value:

Int− �X − uα/2

ffiffiffiffiffi
S2

n

r !
, Int+ �X + uα/2

ffiffiffiffiffi
S2

n

r !" #
ð21Þ

Overall mean:

�X = 1
n
〠
n

i=0
xi ð22Þ

Where xi is the sample, n is the number of samples, as μ
Estimate of. be σ2The estimated value of 2 is:

S2 = 1
n − 1〠

n

i=0
xi − �X
� �2 ð23Þ

last:

T = Int+ �X + uα/2

ffiffiffiffiffi
S2

n

r !
+ 1 ð24Þ

Table 4: Identification and detection results of three algorithms.

Serial
number

Optimal threshold segmentation
algorithm

Improved optimal threshold
segmentation algorithm

Traditional optimal threshold
segmentation algorithm

Recognition
accuracy

Running time
(MS)

Recognition
accuracy

Running time
(MS)

Recognition
accuracy

Running time
(MS)

A 78% 58 98% 48 58% 95

B 69% 50 97% 47 47% 83

C 70% 62 99% 58 62% 97

Group C

Group B

Group A
School

Figure 9: Image data.
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Figure 8: Recognition accuracy.
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3.2. Improved Optimal Threshold Segmentation Algorithm
for Sequential Images. At this time, the light of two light
sources is fixed, and the light of two images is fixed, then
make:

Ti i = 90,∧,239ð Þ
T∗
i i = 90,∧,239ð Þð

ð25Þ

Where Ti andT
∗
i The relative error of is:

δ = Ti − T∗
i

Ti
× 100% ð26Þ

For this algorithm, extract δ 5000 independent samples
of δ It is divided into 15 sections, as shown in Table 2 below:

As shown in Table 3 below:

Table 5: Identification and detection results of three algorithms.

Serial
number

Optimal threshold segmentation
algorithm

Improved optimal threshold
segmentation algorithm

Traditional optimal threshold
segmentation algorithm

Recognition
accuracy

Running time
(MS)

Recognition
accuracy

Running time
(MS)

Recognition
accuracy

Running time
(MS)

A 85% 69 99% 58 61% 95

B 78% 77 97.9% 56 53% 83

C 79% 93 99.5% 63 64% 97
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Figure 10: Running time.
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Figure 11: Recognition accuracy.
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4. Experimental Simulation

In order to test the accuracy and operation speed of the algo-
rithm of the development system, the optimal threshold seg-
mentation algorithm, the improved optimal threshold
segmentation algorithm and the traditional optimal thresh-
old segmentation algorithm are used to intelligently identify
the types of urban buildings and urban traffic signs. Urban
buildings can generally be divided into civil buildings, indus-
trial buildings and agricultural buildings, Civil buildings can
be subdivided into residential buildings and public build-
ings; Urban traffic signs can generally be divided into seven
categories: warning signs, prohibition signs, indication signs,
direction signs, tourist area signs, road construction safety
signs and auxiliary signs.

4.1. Intelligent Recognition of Urban Building Types. This
experiment will be divided into three groups for recognition.
The above three algorithms will recognize and analyze the
images intercepted in the aerial view of urban buildings.
The intercepted images are shown in Figures 6–8:

From the Table 4, comparing the three algorithms, the
slowest running speed of the improved optimal threshold
segmentation algorithm is 58 MS/frame, the fastest is 47
MS/frame, and the average running speed is 50ms/frame;
The slowest running speed of the optimal threshold segmen-
tation algorithm is 62 MS/frame, the fastest is 50ms/frame,
and the average running speed is 56 MS/frame; The slowest
running speed of traditional threshold segmentation algo-
rithm is 97ms/frame, the fastest is 83ms/frame, and the
average running speed is 92ms/frame. In the recognition
accuracy, the improved optimal threshold segmentation
algorithm also has the highest accuracy. Therefore, the opti-

mal threshold segmentation algorithm is the best regardless
of the real-time and accuracy of detection.

4.2. Intelligent Identification of Urban road Sign Types. They
will be divided into three groups for identification, and the
urban road sign images will be intercepted for identification
and analysis. The intercepted road sign images are shown in
Figure 9 below:

The detection results of the three algorithms are shown
in Table 5, Figures 10 and 11.

From the experimental data, the recognition results and
running speed of the improved optimal threshold segmenta-
tion algorithm are more accurate and faster than the other
two algorithms. The slowest running speed of the optimal
threshold segmentation algorithm is 93ms/frame, the fastest
is 69ms/frame, and the average running speed is 73ms/
frame; The average running speed of the improved optimal
threshold segmentation algorithm is 59 MS/frame; The aver-
age running speed of the traditional threshold segmentation
algorithm is 91 MS/frame. In the recognition accuracy, the
improved optimal threshold segmentation algorithm also
has the highest accuracy. Therefore, the optimal threshold
segmentation algorithm is the best regardless of the real-
time and accuracy of detection.

4.3. Compare the Response Speed of the Three Algorithms. In
order to verify the real-time and accuracy of the improved
optimal threshold segmentation algorithm, the improved
optimal threshold segmentation algorithm will be compared
with the improved optimal threshold segmentation algo-
rithm and the traditional optimal threshold segmentation
algorithm. The experimental environment will be in CPU:
PIV 1.7 g; Memory: 512M; The image size is 320× 240.

When building the system, the algorithm is the founda-
tion and foundation of a system. The response speed of the
algorithm determines the quality of the system. Therefore,
it is also very important to compare the response speed of
the algorithm. Five groups of experiments will be conducted,
with no unit of milliseconds. The experimental data results
are shown in Figure 12 below:

80
81
82
83
84
85
86
87
88
89
90

1 2 3 4 5

Optimal threshold segmentation algorithm
Improved optimal threshold segmentation algorithm
Traditional optimal threshold segmentation algorithm

Figure 12: Experimental data results.

Table 6: Accuracy results of three algorithms.

Algorithm Accuracy

Optimal threshold segmentation algorithm 98.61%

Improved optimal threshold segmentation algorithm 99.95%

Traditional optimal threshold segmentation algorithm 94.25%
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The improved optimal threshold segmentation algo-
rithm also has the lowest response time.

The accuracy results of the three algorithms are shown
in Table 6 and Figure 13:

In terms of the accuracy of the number of processed
image frames, the improved optimal threshold segmentation
algorithm has higher accuracy than other traditional optimal
threshold segmentation algorithms and the improved opti-
mal threshold segmentation algorithm, and the processing
accuracy is also increasing according to the increase of the
number of processed frames. The accuracy of the improved
optimal threshold segmentation algorithm is higher than
other traditional optimal threshold segmentation algorithms
and the improved optimal threshold segmentation algo-
rithm, and the processing accuracy is also increasing accord-
ing to the increase of the number of processing frames.

4.4. Evaluation Results. In this experiment, the algorithm
intelligent recognition experiment is carried out under the
rainy and sunny conditions, as well as the congestion and
unblocked conditions of road conditions in the urban envi-
ronment. Rainy days, low visual conditions, sunny days,
high visibility; Road congestion has a certain impact on the
response time and accuracy of intelligent identification algo-
rithm, but the improved optimal threshold segmentation
algorithm in this paper is better than the other two algo-
rithms, so the improved algorithm is very necessary for
building the system.

For different scenarios, the accuracy of the improved
optimal threshold segmentation algorithm is greatly
improved. Compared with the unmodified optimal thresh-
old segmentation algorithm, it is improved in terms of algo-
rithm response speed, real-time performance, algorithm
stability and accuracy. Therefore, the optimal threshold seg-
mentation algorithm after the well meets the needs of build-
ing the system, and can be useful in the process of intelligent
recognition. This improvement is also necessary, which is

conducive to laying the foundation for the subsequent sys-
tem construction.

5. Conclusion

After the analysis of the above four stages, first of all, the
intelligent identification and management construction of
smart city will be of great help to people’s production and
living. It is very convenient for people and can effectively
improve the quality of life. For smart city intelligent identifi-
cation management, this is indeed a very large and complex
project. It can not be completed only by relying on people’s
hands in many aspects such as urban environment, roads,
transportation and so on. Machine vision is the crystalliza-
tion of human wisdom. As a branch of artificial intelligence,
it collects and analyzes all kinds of information in the city by
means of wireless sensor devices, and solves a great problem.
As one of the emerging technologies, machine vision will
also become a hot research object in the future. It can be
applied not only to the construction of smart cities, but also
to many large manufacturing industries such as industrial
manufacturing, which can provide great help in economic
development and construction.

Nevertheless, today, with the development of science and
technology, the existence of artificial intelligence can be felt
only in the first and second tier cities. For cities with slightly
backward development, artificial intelligence is not so com-
mon. Therefore, in the future, scientific and technological
innovation still needs continuous efforts and learning, so as
to stand first in the world and truly improve people’s quality
of life, Therefore, the development of machine vision still
has a long way to go.

Data Availability

The experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Figure 13: Accuracy rate of frame number of processed image.
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In the past 20 years, although there are many achievements in the model analysis and research, there are still problems of low data
utilization and low accuracy. This paper analyzes the mental health level of college students based on chaotic algorithm. At the
same time, the application of computer monitoring algorithm to students’ real life psychology is discussed. According to
different types of mental health analysis models, the high-precision matching analysis of different students is realized. At the
same time, according to the personality characteristics and psychological changes of different students, the model is established
and analyzed. Finally, an experiment is designed to carry out practical application and data analysis of the mental health
analysis model. The results show that the intelligent analysis model based on computer chaos algorithm has better
classification effect. In addition, the algorithm can also make different evaluation strategies according to the different
personality of students and can carry out multidimensional classification for college students of different majors. It has
effectively increased the proportion of college students’ mental health groups. Compared with the current mainstream
algorithms, the algorithm used in this study can adaptively classify college students of different majors. The accuracy of the
experimental results is improved by at least 37% compared with the traditional method, and the error is low.

1. Introduction

The emergence and development of mental health education
in colleges and universities in China have experienced a tor-
tuous process. It is influenced not only by national politics,
economy, and culture but also by the international mental
health movement. With the unremitting efforts of the major-
ity of psychological workers, mental health education in col-
leges and universities in China has begun to take shape and
becomes an indispensable educational content for cultivat-
ing high-quality talents for socialist construction. Psycholog-
ical education is an indispensable quality education course
in higher education [1]. At present, college students are
prone to various psychological problems because of their
great psychological pressure [2]. Although there are many
researches on college students’ mental health at home and
abroad, there are still no good research results that can be
directly applied, and many methods still need to be analyzed

in combination with specific psychological problems [3].
This paper combines computer monitoring technology and
data to better study, discusses the internal psychological
expression of students, and realizes the expression analysis
of high-quality characteristics of psychological education [4].

Based on this background, this paper studies the applica-
tion of computer chaos algorithm in intelligent analysis,
which is mainly divided into four chapters. The first chapter
briefly introduces the application background and computer
monitoring technology and the chapter arrangement of this
study. Chapter 2 briefly introduces the research status of col-
lege students’ mental health model at home and abroad and
summarizes the shortcomings of the current research. The
third chapter constructs the analysis model of college stu-
dents’ mental health based on computer chaotic algorithm.
Through the disturbed intelligent analysis of different types
of college students’ psychological data, it realizes the high-
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intensity representation of its internal correlation and carries
out centralized control according to its internal error to
improve the accuracy of the model. In Chapter 4, the practi-
cal application effect of the intelligent analysis model con-
structed is tested. By analyzing its high-intensity analysis of
different data and interactive data coupling processing, the
accuracy verification and analysis of the model are realized.
The experimental results show that compared with the com-
mon mental health analysis matching model dominated by
human interference, this paper makes a chaotic analysis of
students’ mental health. The results show that the modified
method has high accuracy and low error rate.

The innovation of this paper is to use chaotic algorithm
to analyze students’ psychology. According to the psycho-
logical performance characteristics of students of different
majors, the district distinguishes students of various majors.
It creatively realizes psychological iterative analysis. The
results show that chaos algorithm and coupling analysis
can improve the accuracy of group psychoanalysis
algorithm.

2. State of the Art

In recent years, scholars have made great achievements in
the research of college students’ mental health, but there
are still many areas to be improved in different types of men-
tal health analysis models and corresponding computer
monitoring applications, such as high accuracy matching
and differential feature construction of mental health analy-
sis models [5]. In the process of studying, researchers Son
et al. found that different types of health problems need dif-
ferent methods to solve. Therefore, they proposed a high-
intensity and multitype synergetic mental health analysis
system, which can effectively improve the efficiency of differ-
ent types of psychotherapy [6]. Wang et al. found that differ-
ent types of data groups have different differentiation
characteristics, so they provided a traceable mental health
network [7]. According to the characteristics of computer
monitoring system, Barik et al. intelligently analyze different
types of mental health models, classify different data, and
use “meta learning” algorithm for in-depth analysis [8].
Zou et al. proposed a psychological analysis model of facial
emotion recognition. According to the age characteristics
of different students, different correlation schemes of psy-
chological problems are put forward [9]. Kaveh et al. have
adopted an intelligent adaptive allocation strategy for college
students according to different types of college students’ psy-
chological thinking. The experimental results show that this
strategy can carry out feature recognition and intelligent
analysis according to its internal differences, which is more
suitable for the psychological health treatment [10]. Accord-
ing to the differences in thinking of college students in differ-
ent majors, Li et al. adopted neural network analysis strategy
and adopted different types of mental health therapy [11].
Fu et al. rely on different types of high-end databases of
mental health to carry out mental health communication
and treatment for college students of different majors and
put forward an adaptive mental health analysis model [12].
Georgieva et al. carry out intelligent matching and tracking

of different types of databases according to different strate-
gies of mental health therapy, and their internal relevance
has good analysis and boundaries. Therefore, they can better
complete the diagnosis and analysis of different mental
health, but many parameters need to be determined in
advance [13].

To sum up, it can be seen that the currently constructed
intelligent analysis models of college students’ mental health
cannot efficiently complete the targeted treatment analysis of
college students, and different model data need to be classi-
fied. Therefore, there are improvements in convenience and
universality [14–16]. On the other hand, there are few
research results combined with computer monitoring tech-
nology [17–19]. Therefore, it is very necessary to apply com-
puter monitoring model to students’ psychological analysis.

3. Methodology

3.1. Application of Monitoring Method Based on Computer
Chaotic Algorithm in Intelligent Analysis of College
Students’ Mental Health. Chaos theory is an active frontier
field developed in recent decades. It is an important branch
of nonlinear science. It is known as three important scientific
discoveries in the 20th century together with quantum phys-
ics and relativity [20]. Chaos is a disorder determined by
order, which is similar to a random phenomenon. Chaos is
a common phenomenon in nature and human social sys-
tems, but it is not easy to study. It is only due to the devel-
opment of nonlinear science and the improvement of
computer that chaos research becomes possible, forms a pre-
liminary theory, and then begins to explore its practical
application value [21]. In terms of solving the mental health
problems of college students, computer chaos algorithm
needs to conduct coupling analysis on different types of data
groups first and then discrete processing. Therefore, this
kind of algorithm is more marked and targeted than other
artificial intelligence algorithms, and its basic thinking prin-
ciple is shown in Figure 1 [22]. On the other hand, with the
development of intelligent technology, different types of
computer monitoring algorithms have different characteris-
tics in analyzing different types of data groups, and their
internal relevance will be different [23]. In the process of
splitting mental data information, its internal relevance will
also show the characteristics of high-intensity discrete differ-
ence analysis [24]. By using computer chaotic algorithm and
image processing technology, its internal relevance and per-
tinence will also be different to varying degrees, and decen-
tralized jurisdiction will be realized according to its
internal unique characteristics, which is easier to realize the
early analysis of mental health problems [25]. This analysis
method shows the advantages of more convenience and
speed.

3.2. Establishment Process of Psychological Intelligence
Analysis Model Based on Computer Chaotic Algorithm. After
the data groups of different types of mental health problems
are divided, the differentiation characteristics of the internal
correlation data groups show different types of decentralized
characteristics, and different types of data groups appear,
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which can realize the early specific behavior analysis of dif-
ferent mental health data groups. Therefore, it is simulated
and analyzed in combination with the computer monitoring
network. The data simulation and analysis process is shown
in Figure 2.

It can be seen from the simulation analysis results in
Figure 2 that although the trends of mental health training
data sets of different ages and majors are similar, their corre-
sponding common problem types and pyramid level propor-
tion are different, and the difference is obvious. This is
because after the combination of different types of computer
monitoring networks and chaotic algorithms, its internal
ultra-high-intensity matching analysis data group will carry
out feature classification, and its internal model features will
combine the advantages of Chaotic Hybrid Algorithm to
realize pyramid hierarchical intelligent management and
data difference and then show the change characteristics
with similar trend. The difference of college students’mental
health is mainly reflected in the corresponding color differ-
ence after the mental health problems are converted into
data. It can be represented by color histogram, in which
the color histogram P can be expressed as

P = ∑n
i=1b

2
i !

1 +∑n
i=1b

2
i !
, ð1Þ

where b is the strength of computer chaotic nodes. After
the analysis of different types of data groups, their internal
relevance and true intensity have obvious differential classi-

fication features. It is very important to extract quantitative
features from images and analyze them. Figure 3 shows the
quantitative model analysis results.

According to the results of Figure 3, after the computer
chaotic algorithm and monitoring network are used to clas-
sify the mental health data, its internal relevance and differ-
entiation can be quickly divided and reflected through the
pyramid hierarchical structure. This is because different
types of computer monitoring networks and computer cha-
otic algorithms can complete better data classification and
data retrieval according to different types of data groups,
so as to deal with college students’ mental health problems
in advance.

HSV =
ffiffiffi
P

p
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1b
2
i !/r! g − rð Þ!

q
ffiffiffiffiffiffiffi
rW

p : ð2Þ

The bundle histogram of chaotic space is used to reflect
the vector characteristics of chaotic space, and multiple vec-
tors in monitoring space are standardized and quantified.
The component corresponding to the vector algorithm of
each monitoring space is synthesized into a normalized
eigenvector, and its expression is

L =
lim

s⟶∞

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rW2 + bP2p

lim
s⟶∞

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bW2 + rP2

p , ð3Þ
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Figure 1: Computational thought of computer chaos algorithm.

3Journal of Sensors



RE
TR
AC
TE
D

0 200 400 600 800 1000 1200 1400 1600 1800 2000
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

×106

Co
m

pu
te

r c
ha

os
 p

yr
am

id
 h

ie
ra

rc
hy

Mental health intelligent analysis data training times

Chaos training set
Classic training set Different age training sets

Different professional training sets

Figure 2: Data training process based on computer chaos algorithm.

Pyramid graded 
training group

Pyramid center 
data set

Original data set

Figure 3: Pyramid-level classification results of computer network monitoring simulation analysis.

4 Journal of Sensors



RE
TR
AC
TE
D

where L is the quantitative response value of the chaotic
vector and the monitoring vector, and its size reflects the
mutual interference degree and the discrete frequency
between the chaotic vector and the monitoring vector. Dif-
ferent types of mental health data sets have L-dimensional
vectors. The chaotic square function is a hypercentric dis-
crete function, and the formula is expressed as

R Skð Þ =
lim

k⟶∞
nk

L
, ð4Þ

where Sk represents the standard degree of discretiza-
tion and nk represents the width limit of the square func-
tion. After completing the standardized analysis, it is very
important to analyze and sift out mental health data. The
formula is

R Sk+1ð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R Skð Þ2 + n2

q
, ð5Þ

where n is analyzed according to the standard degree
and error deviation degree of chaotic vector and RðSk+1Þ
reflects the accurate frequency of the matching degree
between chaotic square function and college students’
mental health analysis. After scoring the mental health
data of college students, the saturation function UL‐1 is
extracted with the help of chaotic analysis structure:

UL‐1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑P SLð Þ

W
ffiffiffi
2

p
S1

� �
vuut : ð6Þ

Assuming that UL‐1 can be normalized by combining
the modulus and direction of chaotic vector, its internal
relevance and mental health matching degree will also
show different changes. Therefore, extract and analyze
the maximum value of the corresponding chaotic vector
from UL‐1 and set it as the upper limit of the standard ref-
erence interval, then the basic reference value of RðSLÞ
value in chaotic space can be set to 0.1, and the simulation
analysis results are shown in Figure 4.

As can be seen from the figure, in different students’
psychological data, the corresponding monitoring results
and chaotic analysis frequencies are different, and the ref-
erence standard value will also show different change
trends, because different types of data groups analyze dif-
ferent types of coupling data. It is necessary to carry out
high-intensity fitting with the help of chaotic space match-
ing analysis network. Therefore, after completing the high-
intensity analysis of mental health, it is also necessary to
carry out accuracy analysis combined with chaotic space
vector. The mental health standard vector of college stu-
dents specified in chaotic space belongs to hðxÞ, and x is
used to represent the label of different types of mental

health data groups. Then, the corresponding standardized
chaotic discriminant function can be expressed as

h xð Þ = w
ffiffiffi
x

p + bx
w + b

: ð7Þ

Under the high-intensity mental health analysis model,
in order to ensure the accuracy of its analysis, the follow-
ing conditions need to be met:

yi h xð Þ + n½ �
b

ffiffiffiffi
w3

p +w
ffiffiffi
b3

p ≥ 0: ð8Þ

Under the computer monitoring system and chaos
analysis algorithm, the corresponding analysis matching
truth function TðxÞ is

T xð Þ = sgn
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

i=1
aiyi xi × xð Þ + b ∗

s( )
: ð9Þ

In order to further improve the accuracy of college
students’ mental health analysis, it is necessary to add sig-
nificance classification conditions under different monitor-
ing models:

yi h xð Þ + n½ � − 1
b

ffiffiffiffi
ζi

p > 0: ð10Þ

Under the limitation of significance, the formula corre-
sponding to the collimation function ϕðw, ζÞ is

ϕ w, ζð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w2k k3 + 2/3ð ÞM ∑n

i=1ζið Þ
q

b +w
, ð11Þ

where M represents the chaos degree determination
function.

It is necessary to add a standardized coupling factor
expression system. At this time, the corresponding standard-
ized judgment function in the corresponding computer
monitoring network system will be transformed into

T ′ xð Þ = sgn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

i=1
aiyi xi × xð Þ + b ∗

�����
�����

vuut
8<
:

9=
;, ð12Þ

T ′′ xð Þ = sgn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

i=1
aiyi xi × xð Þ + b ∗

�����
�����3

vuut
8<
:

9=
;, ð13Þ

T ′′′ xð Þ = sgn
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1aiyi xi × xð Þ + b ∗j j4
p

b3

( )
: ð14Þ

After analyzing the mental health data groups of differ-
ent types of college students, combined with their significant
characteristics, it is necessary to conduct value scale analysis
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in different types of mental health models. At this time, the
corresponding value scale function is

Z xj, xi
À Á

=
lim

δx⟶0
δ + 1ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − xj
�� ��q� �

/δ2
n o

xi − xj
�� �� : ð15Þ

After calculating the value scale, it is necessary to con-
duct high-intensity characterization analysis on different
mental health model data groups, and the simulation analy-
sis results of computer monitoring under different differen-
tiated conditions are shown in Figure 5.

0

5

10

15

20

25

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

N
um

be
r o

f o
cc

ur
re

nc
es

 o
f c

ha
ot

ic
an

om
al

y 
da

ta
 se

t

Mental health database self-training times

Computer monitoring team
Computer chaos training group

Figure 4: Psychological analysis of children’s models in different degrees.

0 5 10 15 20 25
350

400

450

500

550

600

650

700

750

800

850

Frequency of increase in sample size

Cr
os

s-
va

lid
at

ed
 ex

ac
t v

al
ue

Chaos pyramid dataset
Monitoring training group
Computer simulation training dataset

104

Figure 5: The simulation analysis results corresponding to the cross-validation method.

6 Journal of Sensors



RE
TR
AC
TE
D

As can be seen from Figure 5, when the number of sam-
ples of college students’ mental health data increases, the
threshold of its corresponding incremental function changes
significantly, but the curve change law corresponding to the
three groups of simulation results is consistent, because dif-
ferent types of data groups have obvious differences in their
internal relevance under the analysis of computer chaotic
neural network. However, there is little difference in the cor-
relation between groups, so it presents the characteristics of
“overall similarity and local difference.”

4. Results

4.1. Analysis of Psychological Model under Chaotic
Algorithm. Accurate matching analysis of the psychological
characteristics of different student groups in chaotic algo-
rithm is a limited problem to be solved. It is necessary to
carry out differential analysis and processing of their internal
relevance. The processing strategy used in this experiment is
the hybrid strategy of computer monitoring network and
computer chaotic analysis network. The matching degree
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of this strategy ensures that when different types of college
students’mental health problems are analyzed, their internal
relevance and differences are more clearly analyzed and
quantified in the form of numbers. Figure 6 is the prelimi-
nary experimental results of the computer chaotic algorithm
analysis model.

In the three groups of data in Figure 6, the branch accu-
racy indexes of the results corresponding to the computer
chaos method in the process of processing and analyzing
the data of three different groups are also different, but when
different types of data groups realize the expression of “spac-
ing,” their internal relevance also shows great differences,
and such results also meet the experimental expectations.
In addition, in the computer monitoring system, combined
with the actual analysis of college students’ psychological
problems, both compact design and multifunctional design
can be adopted to minimize the instability of the computer
chaotic pyramid. Therefore, the computer chaotic algorithm
can effectively combine the characteristics of deep learning
to realize its differential analysis and error control.

4.2. Results and Analysis. On the basis of students’ psychoan-
alytic health model computer monitoring application pro-
posed in this study, the evaluation index is used as a
reference. In the process of iteration and evaluation, if the
frequency of the output of the network and the chaos dis-
tance of a memory vector is 0 (or close to 0), it can be con-
sidered that this mental health problem is successfully
identified by the chaotic vector. If the output of the network
and the chaos distance of multiple memory vectors are more
than 1, it is considered that the probability of successful rec-
ognition of mental health problems is low. Therefore, data
monitoring and chaos analysis strategies play an important
role in classification, which will directly affect the analysis
accuracy. The experimental analysis results are shown in
Figure 7 (RGB and HSV evaluation strategies).

As can be seen from Figure 7, when analyzing different
types of data groups, the experimental group using com-
puter chaos strategy has the lowest error degree of corre-
sponding data results, and its jumping and disturbance are
also the lowest. This is because after using computer moni-
toring network and chaos analysis strategy, when the corre-
sponding value of the Q parameter in the tracking analysis is
the preset random value, the corresponding value of the Q
parameter in the tracking analysis will appear δ. When it is
1, the accuracy is 82.5%; Q value is 20, random parameter
δ. When it is 10, the accuracy is 77.5%; Q value is 50, ran-
dom parameter δ. When it is 50, the accuracy is 67.5%; Q
value is 70, random parameter δ. When it is 5, the accuracy
is 90%.

5. Conclusion

In the past 20 years, although there are many achievements
in the model analysis, there are still problems of low data uti-
lization and low accuracy. The study makes an applied anal-
ysis on the psychology of students through computer model
monitoring. Firstly, an intelligent analysis model of mental
health based on computer chaotic algorithm is established.

Combined with the different psychology of students in dif-
ferent majors, different types of analysis strategies are used
to establish different visual network models. Secondly, com-
bined with different computer monitoring and analysis
models, different types of college students’ mental health
problems are classified and analyzed. Finally, combined with
different analysis strategies, the normalization analysis and
error matching characterization of different types of mental
health data groups are carried out. The results show that
the algorithm used in this study can carry out adaptive clas-
sification for college students of different majors, and the
accuracy of the experimental results is improved by at least
37% compared with the traditional methods, and the error
is lower. However, this paper does not discuss the automatic
classification of renderings for college students’ psychologi-
cal design, which needs to be analyzed and discussed from
the application scope of different algorithms and the
regional differences of students.
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Sensor arrangement is the primary link of landfill structure health monitoring, and the number of measuring points and the
quality of data directly affect the effect of modal identification. Therefore, how to ensure the service safety of landfill structure
has become an important research content in the field of landfill structure health monitoring. In this paper, the stress wave
propagation principle and stress wave detection theory are analyzed, and an optimal sensor arrangement method based on
AGSA (adaptive gravity search algorithm) algorithm is proposed. Use CS (Cuckoo search) algorithm to optimize the objective
function value. The corresponding response value is calculated by the finite element model, and the initial proxy model is
constructed. By comparing and analyzing the results of model correction, it is found that the error of parameters before and
after correction is less than 2.5%. It is further verified that AGSA algorithm can be used to solve the optimal sensor placement
problem. In this paper, the use of structural health monitoring technology for health diagnosis and performance evaluation is
an important means to ensure structural safety, prolong service life, and reduce maintenance cost. As the primary link of
structural health monitoring, sensor system directly determines the accuracy of structural safety diagnosis.

1. Introduction

With the rapid development of industry, hazardous waste
disposal has become a major environmental problem faced
by countries all over the world. At present, the disposal of
solid hazardous waste in China is mainly landfill [1]. An
extremely important problem to be considered in landfill
treatment is the impact on the surrounding environment.
To prevent the water pollution caused by the solution leach-
ing of waste and rainwater runoff, the anti-seepage lining
system of landfill is an essential facility. The investigation
shows that the impervious layer will be damaged due to
mechanical or artificial nonstandard operation during con-
struction, and the impervious layer will leak due to uneven
settlement of foundation, shrinkage deformation, and chem-
ical corrosion during operation. Landfill leachate produced
by rain dripping and fermentation contains a large number
of toxic and harmful components. When there is leakage
in landfill, these toxic and harmful components seep into
the ground along with landfill leachate, polluting the sur-

rounding soil and groundwater, and the groundwater pollu-
tion caused by this seriously threatens people’s life, health,
safety, and quality of life [2].

China’s landfill waste accounts for such a large propor-
tion of the total waste disposal. How to improve the level
of landfill and make it a real “sanitary” landfill instead of a
general “landfill” is the most urgent problem to be solved
in China’s waste disposal and also an urgent problem to be
solved by Chinese environmental protection workers. Jiang
et al. [3] point out that some landfills have poor seepage con-
trol effect and obvious groundwater pollution due to poor
environmental geological and hydrogeological conditions
or poor construction quality. Zhijun et al. [4] have developed
the steel wire grid detection technology, which is to lay two
layers of steel wires under the impermeable membrane, each
layer of steel wires is arranged in parallel, clay is used as the
medium, and the vertical distribution of the two layers of
steel wires is grid-shaped, and the existence and location of
leakage points can be judged by detecting whether the upper
and lower layers of steel wires have short circuits. This
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detection method is low in operation cost and easy to install,
and is suitable for long-term leakage detection of landfill.
Sun and Ge [5] studied the double-electrode method, dipole
method, and electrode grid method, and successfully devel-
oped a leakage detection system based on high-voltage DC
method, which solved the problems of large amount of col-
lected data and long transmission distance caused by large
detection area of landfill. Zheng et al. [6] combine effective
independence method with modal kinetic energy method,
and put forward a fast calculation method of effective inde-
pendence method coefficient, which avoids the problem of
matrix inversion. Dai et al. [7] introduce the constraint
equation into the expression of kinetic energy or strain
energy of the system to reduce the mass or stiffness matrix.
The principal coordinates that play a major role in modal
response are reserved as measuring points. Yulianti et al.
[8] combine information redundancy function with TMAC
(Three-dimensional Modal Assurance Criteria), establish a
sensor TMAC, and propose a hierarchical wolf pack algo-
rithm to optimize the layout of 3D sensors. Huang et al.
[9] solve the problem that it is difficult to accurately identify
and select the high-order vibration modes in the weak axis
direction of the structure due to the coupling vibration of
nodes, aiming at the optimized sensor arrangement method
based on simplified model. Yu et al. [10] By combining the
condition number index of information entropy sensitivity
matrix with Fisher information matrix criterion by weight,
a multi-target sensor optimal arrangement method is pro-
posed, which can be robust and accurate in parameter iden-
tification, and the effectiveness of the method is verified by a
certain launch pad as an example.

The working principle of stress wave detection technol-
ogy is similar to that of earthquake detection system. The
initial purpose of stress wave detection technology is to
detect the geological changes in mines. At present, although
some achievements have been made in the research of stress
wave detection technology in China, most of the stress wave
detection systems that have been built at present still rely on
the introduction from abroad [11]. In this paper, an optimal
arrangement method of landfill structural sensors based on
stress wave detection technology is proposed. Through the
determination of the sensor optimal arrangement scheme
of the improved optimization algorithm, the foundation is
laid for the information acquisition of structural modal
parameter identification. The improved intelligent optimiza-
tion algorithm is introduced into the agent model to modify
the structure model, which improves the precision of the
structure’s mathematical model.

In this paper, the principle of stress wave propagation
and the theory of stress wave detection are analyzed, and a
sensor optimal layout method based on adaptive gravity
search algorithm (AGSA) is proposed. Research and innova-
tion contributions include the following: (1) Vibration
detection cannot be used for the detection of high vibration
and noise equipment, but the effective signal frequency band
of stress wave monitoring is high. This paper can solve this
problem well and is suitable for the detection of high vibra-
tion and noise equipment. (2) Through the sensitivity anal-
ysis of the main parameters in the algorithm, the optimal

parameters of AGSA algorithm for solving the optimal sen-
sor placement problem are determined. (3) Solve the param-
eter correction value through CS. After introducing CS, it is
found that the parameter error before and after correction is
less than 2.5%. It can be seen that the introduction of CS
usually improves the effect of model correction. Selecting a
limited number of locations from large-scale nodes to be
tested in order to achieve the optimal layout effect is the core
problem of this paper.

This paper is divided into five parts. The first part
expounds some achievements in the research of stress wave
detection technology in China. The second part describes
the research methods and analyzes the overall design of the
sensor optimization layout toolbox. At the same time, the
stress wave signal processing is discussed. The third part
analyzes the optimal layout of landfill structure sensors.
The fourth part analyzes the results. Vibration detection
cannot be used for the detection of high vibration and noise
equipment, but the effective signal frequency band of stress
wave monitoring is high, which can solve this problem well
and is suitable for the detection of high vibration and noise
equipment.

2. Research Method

2.1. Overall Design of Sensor Optimization Layout Toolbox.
Optimal sensor placement is a problem integrating struc-
tural dynamics, finite element theory, advanced mathemat-
ics, and computer programming language, which involves
complex basic theories of many disciplines and disciplines.
With the continuous research of scholars at home and
abroad, the theory and method of optimal sensor placement
are constantly being innovated and developed. In the exist-
ing sensor arrangement methods, the modeling error and
the prediction error caused by measurement noise are usu-
ally assumed to be a vector that obeys Gaussian distribution
[12, 13]. This assumption does not give the specific physical
meaning of modeling error, and cannot consider the influ-
ence of modeling error on the uncertainty of modal identifi-
cation and sensor arrangement. In the sensor arrangement,
it is meaningful to separate the measurement noise and
modeling error from the prediction error, give the concrete
manifestation of modeling error, and further discuss the
influence of modeling error on the uncertainty of modal
identification.

In structural dynamics, the modal vectors of structures
are mutually orthogonal. However, in the actual test, due
to the limitation of measuring instrument accuracy and
environmental influence such as noise, the modal vector of
the tested structure cannot be completely orthogonal. When
the optimal arrangement of sensors is unreasonable, some
important modal information will be lost. According to the
structural dynamics, the modal vectors of each order on
the structural nodes are orthogonal to each other. However,
because the degree of freedom of testing with sensors is far
less than the measurable degree of freedom of the structural
model, and affected by the measurement error, it is difficult
to ensure the orthogonality of the measured modal vectors.
If the sensors are not properly configured, the spatial

2 Journal of Sensors



intersection angle between modal vectors will be too small,
and important structural information will be lost [14].

In order to solve the orthogonality problem caused by
measurement error, the modal guarantee criterion is used
in this paper. MAC (Modal Assurance Criteria) can effec-
tively evaluate the orthogonality of modal vectors, choose a
larger spatial intersection angle, and keep the characteristics
of the original model as much as possible. The orthogonality
of modes and the integrity of modal information are
ensured. Therefore, in this paper, MAC is used as the fitness
function of optimal sensor placement to evaluate the inde-
pendence of each test mode. The expression for MAC is:

MACi,j =
φT
i ⋅ φj

� �2

φT
i ⋅ φi

� �
φT
i ⋅ φj

� � , ð1Þ

where i, j is the modal vector of order i and order j,
respectively.

The quantitative index to evaluate the sensor configura-
tion effect in MAC criterion is the maximum value of
off-diagonal elements of MAC matrix. The goal of sensor
configuration optimization algorithm is to minimize the
maximum off-diagonal elements of MAC matrix. In the
optimization method, this is a minimization problem, and
the objective function is described as:

f φslcð Þ =min max
i≠j

macij
� �

: ð2Þ

0 ≤ f ðφslcÞ ≤ 1 i, j = 1, 2,⋯, s. The idea of solving the
optimization problem is to constantly select the degree of
freedom of measuring points from φ, update the content
ofφslc, and minimize the value of objective function f , that
is, to achieve the goal of continuously optimizing the sensor
configuration scheme.

The sensor optimization layout toolbox can complete the
sensor optimization layout of the test structure by itself
without the operator having in-depth theoretical foundation,
professional scientific research personnel, and any program-
ming operation, which improves the timeliness and initiative
of engineers in monitoring the actual project, and has very
important practical engineering significance.

The post-processing module of toolbox (result display
and report output) should include the test structure model,
calculation parameters, evaluation criteria, and the selection
of candidate measuring points, and the final layout scheme
can be visually output by visual layout renderings. No matter
researchers or engineers, they can study the optimal arrange-
ment of sensors in any kind of engineering structure through
the toolbox. The development concept of the functional
module of the sensor optimization layout toolbox is shown
in Figure 1:

2.2. Stress Wave Signal Processing. The stress wave signals
collected in the working equipment all contain the damage
properties of the equipment, but at the same time they are
also mixed with a lot of noise, such as environmental noise,
equipment vibration, and voltage fluctuation. The only way

to get the stress wave signal is to use the stress wave sensor
to get the original stress wave signal [15, 16], and then pro-
cess it by hardware or software to get effective signal data.
The original stress wave data processing methods can be
divided into two types: parameter analysis and waveform
analysis.

Wavelet transform overcomes the shortcomings that the
window size does not change with frequency, and can pro-
vide a “time-frequency” window that changes with fre-
quency. It is an ideal tool for signal time-frequency
analysis and processing. Its main feature is that it can fully
highlight the characteristics of some aspects of the problem
through transformation, and can analyze the localization of
time (space) frequency. In this paper, wavelet denoising is
realized by hardware, and the collected stress wave signal is
processed by hardware. The biggest advantage of wavelet
transform is that it solves the problems that Fourier trans-
form and windowed Fourier transform cannot solve while
ensuring the accuracy of time domain and frequency
domain. With the in-depth study of wavelet transform,
wavelet transform has been applied to a wide range of fields
and plays a very important role in modern data processing.

The research of wavelet transform has become a new and
flourishing field. The mathematical meaning of wavelet
transform is the inner product of given function xðtÞ and
wavelet basis function, which is defined as follows:

ψj,k tð Þ = 1ffiffiffiffiffi
jj jp ψ

t − k
j

� �
; a, b ∈ R, a ≠ 0: ð3Þ

Among them, the parameter j is a scaling factor or a scal-
ing factor, which reflects the amplitude change and width of
the wavelet function. The parameter k is a translation factor
or a time shift factor, which reflects the advance or lag of the
wavelet function on the time axis. The family of wavelet
functions ψj,kðtÞ is obtained by translation and expansion
of wavelet function ψðtÞ, and ψðtÞ is also called mother
wavelet.

The mathematical expression of wavelet transform is:

X j, kð Þ =
ð
x tð Þψj,k tð Þdt: ð4Þ

Because wavelet transform adopts multi-resolution
method, it can well describe the non-stationary characteris-
tics of signals, such as spikes, edges, and breakpoints. It
can denoise according to the characteristics of signal and
noise distribution at different resolutions, and wavelet trans-
form can flexibly choose the basis.

The continuous wavelet transform of a signal f ðtÞ ∈
L2ðRÞ is defined as:

W a, bð Þ = 1ffiffiffiffiffi
aj jp ð

R
f tð Þϕ t − b

a

� �
dt b ∈ R, a ∈ R − 0f g: ð5Þ
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If f ðtÞ is continuous at t, f ðtÞ can be reconstructed as:

f tð Þ = 1
Cϕ

∬2Wf a, bð Þϕa,b tð Þ da
a2

db: ð6Þ

From the point of view of signal processing, wavelet
function is a high-pass filter. It has a window function with
variable window shape. For high-frequency signals, the time
window becomes narrower and the frequency window
becomes wider, which is beneficial to the description of sig-
nal details. For low-frequency signals, the time window
becomes wider and the frequency window becomes nar-
rower, which is very suitable for detecting transient abnor-
mal signals entrained in normal signals and displaying
their components [17].

The principle of landfill leakage detection system based
on stress wave detection technology is similar to that of
earthquake monitoring system. The hardware design mainly
includes the selection of stress wave sensor, the design of
front-end conditioning modules such as amplification cir-
cuit and analog-to-digital conversion circuit, and the design
of back-end digital processing modules such as data storage
module, communication module, and human-computer
interaction module. The hardware schematic diagram of
stress wave detection system is shown in Figure 2.

The stress wave detection system mainly consists of
three parts: data processing terminal, data collector, and
stress wave sensor. The signal collected by the stress wave
sensor is preliminarily screened by the filter circuit, then
the filtered analog signal is analog-to-digital converted by
the analog-to-digital conversion circuit, then the signal is
amplified by the programmable amplifier, then the signal is
sent to the main control chip for storage and preliminary

analysis, and finally the data is transmitted to the data pro-
cessing terminal by Ethernet communication.

2.3. Optimal Arrangement of Landfill Structure Sensors. In
practical situations, strain sensors are often placed at large
deformation positions of structures to obtain local deforma-
tion information of structures as much as possible. There-
fore, in the proposed multi-type sensor arrangement
method, firstly, the large deformation position of the struc-
ture is taken as the initial arrangement position of the strain
sensor, such as the mid-span position of each span of the
multi-span landfill structure [18]. Then, the displacement
modal shapes of structural joints are estimated by using the
strain modal shapes at the strain positions, hoping that the
positions of strain sensors can contain as much information
as possible about the displacement modal shapes of joints.

After determining the specific position of the strain sen-
sor, it is necessary to add sensors such as acceleration to the
existing sensor arrangement. Here, the displacement modal
shapes are obtained by using MAC criterion parity, and
the arrangement of acceleration sensors is guided. When
the value of the maximum non-diagonal element of MAC
is less than 0.2, the distinguishability between the obtained
vibration mode vectors is acceptable. Therefore, it is hoped
that the maximum off-diagonal element value of MAC cor-
responding to the modal shapes comprehensively obtained
by strain sensors and acceleration sensors will be as small
as possible.

Or similar symmetrical sensor positions contain approx-
imate modal information, so it is necessary to avoid the
occurrence of such redundant modal information as much
as possible. Here, a redundancy coefficient is used to mea-
sure the similarity of displacement modal shapes corre-
sponding to different positions, that is, the redundancy of
the displacement modal information contained:
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Figure 1: Optimization of sensor layout toolbox operation process.
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Rij = 1 −
Φi −Φj

		 		
Φik kF + Φ j

		 		
F

, ð7Þ

where Rij is the redundancy coefficient of displacement
mode shape between the i and j degrees of freedom; Φi,Φj

represents the displacement modal shape line vector corre-
sponding to the i and j degrees of freedom, respectively;
k⋅kF represents the Frobenius norm. If the value of Rij is
close to 1, it means that these two positions contain nearly
the same information of displacement modes, and only
one of these two positions can be reserved.

We apply AGSA (adaptive gravity search algorithm)
algorithm to the solution of low-dimensional test function,
and the optimal placement of sensors is a discrete problem
of 0-1 programming, so it is necessary to adjust the encoding
mode of the adaptive gravity search algorithm to ensure that
AGSA algorithm can solve the optimal placement of sensors.

The points to be arranged for the optimal arrangement
of sensors are all nodes of the landfill structure, so in the
coding process, 0 is used to indicate that no sensors are
arranged at this node, and 1 is used to indicate that sensors
are arranged at this node. The way of double coding is
shown in Tables 1 and 2:

The ordered pair ðxi, siÞ composed of additional code xi
and variable code si is used to represent the sensor arrange-
ment results corresponding to individual i in the population
[19]. This double coding method enables AGSA algorithm
to solve the problem of optimal sensor placement.

Firstly, the finite element model of the landfill structure
is established, and the modal matrix of all nodes of the
model is obtained by modal analysis. The obtained modal
matrix is used as the input value, and the degrees of freedom
corresponding to all nodes are used as the candidate points
for sensor arrangement.

Secondly, assuming that the number of points to be
selected is n, and the number of sensor layout points is set
to m, the n candidate positions are numbered integer from
1 − n in turn.

The binary values calculated by different position com-
ponents xij are different, so it is necessary to set a threshold
δ to satisfy the following formula:

sij =
1 if sij > δ

0 else

(
: ð8Þ

In order to speed up the particle convergence, mutation
operator is introduced into the particle velocity formula to
increase the guiding effect of the global optimal solution
on particles. The expression of mutation operator is shown
in formula (9).

η = rand pdg tð Þ − xdi tð Þ
� �

: ð9Þ

In the process of updating the position, the calculated
acceleration and velocity components will be non-integer.
Therefore, the location update in this paper is shown in
the following formula:

vdi tð Þ = ran d2 × vdi tð Þ + adi tð Þ,
xdi t + 1ð Þ = rand xdi tð Þ + vdi t + 1ð Þ

� �
,

ð10Þ

where rand is an integer function, which ensures that the
updated particle position component is in integer form.

The position component of the particle is an integer ran-
domly generated from [-5,5]. During the position update of
the particle, the value range may be exceeded. Therefore, this
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Figure 2: Hardware system of stress wave detection system.
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paper stipulates that when the position component is greater
than 5, take 5; when the position component is less than -5,
take -5.

Figure 3 is a flow chart of optimal sensor arrangement
based on AGSA algorithm.

Influenced by various uncertain factors, there are inevi-
tably errors between the established finite element model
and the test model. Therefore, it is necessary to use dynamic
correction method to correct the established finite element
model. The basic idea of model updating is to make the
modal analysis results consistent with the experimental
results by constantly changing the parameters of the finite
element model [20].

CS (Cuckoo search) algorithm solves the optimization
problem by simulating the parasitic brooding of cuckoo in
nature. The research shows that Cuckoo search has good
search accuracy and efficiency. The formula for updating
the path and location of cuckoo nesting is:

xt+1i = xti + α ⊕ Levy λð Þ, i = 1, 2,⋯, n,
α = α0 xit − xtbest

		 		, ð11Þ

where xti represents the nest position of the ith nest in the t
generation; ⊕ represents point-to-point multiplication; α is
the step size, and the adaptive LevyðλÞ of the step size real-
ized by formula is Lévy flight random search path; xtbest rep-
resents the best individual in the t generation.

CS algorithm has attracted the attention of many
scholars because of its advantages such as few parameters,
simple operation, and easy realization. Therefore, CS is used
to solve the optimization problem in the model updating in
this paper.

3. Result Analysis

In the health monitoring of landfill structure, strain sensors
are usually placed at the large deformation position of the
structure to obtain the local deformation information of
the structure. On the benchmark model of landfill structure,
considering the monitoring of large deformation informa-
tion, the positions of strain sensors are initially located on
four mid-span sections. The strain mode shapes need to
contain as much information of displacement mode shapes
as possible to avoid invalid estimation. Therefore, the posi-
tion of the strain sensor must meet both the conditions of
being in the large deformation section of the structure and
containing enough information of displacement modes.

Because the mid-span section where the strain sensor is
located is located at the node position of the element, the
strain modal shapes at each section are related to the node
displacement modal shapes of two adjacent beam elements.
Table 3 gives the numerical values of the error quantification
indexes at eight estimated node positions.

It can be seen from Table 3 that the estimation errors of
displacement modal shapes at these eight estimation nodes
are similar. Because the division of beam elements in the
finite element model is basically uniform, and the transfor-
mation matrices of each element are almost identical, the
relative estimation errors of displacement modal shapes of
the eight estimated nodes are similar.

Figure 4 shows the trend diagram of the off-diagonal ele-
ment value of the maximum MAC matrix of the displace-
ment modal shape matrix with the number of acceleration
sensors under four different redundancy thresholds (1, 0.6,
0.4, and 0.2).

It can be seen from Figure 4 that when the number of
acceleration sensors increased is less than 3, the maximum
MAC off-diagonal element values under different redun-
dancy thresholds are the same. This shows that after adding
the first several acceleration sensor positions, the redun-
dancy coefficient between the existing sensor arrangement
positions is less than 0.2, so the same position can be selected
under different redundancy thresholds.

When the redundancy threshold is 0.6 or 1, the number
of positions of acceleration sensors that can be increased
exceeds 15. With the decrease of the redundancy threshold,
the performance of sensor arrangement on MAC criterion
is getting worse, and the number of acceleration sensors that
can be increased is also getting smaller. If the number of
available measuring points is less, the performance of
MAC criterion will naturally deteriorate.

When calculating the optimal arrangement of sensors,
each working condition is calculated continuously for 5
times, and the optimal value is taken as the final value of
the objective function. After calculation, the objective func-
tion values under four working conditions are shown in
Table 4.

It can be seen from Table 4 that the objective function
value of TMAC (Three-dimensional MAC) criterion when
35 sensors are arranged is less than that of 25 sensors, but
there is little difference between them. The arrangement
schemes obtained under working conditions (1) and (2)

Table 1: Dual coding mode.

Extracode Variable code

x 1ð Þ sx 1ð Þ
x 2ð Þ sx 2ð Þ
⋮ ⋮

x ið Þ sx ið Þ
⋮ ⋮

x fð Þ sx fð Þ

Table 2: Double coding result.

Extracode Variable code

4 0

2 1

1 0

6 0

7 1

2 0

8 1
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are mainly distributed on the second ring, the third ring, and
the outer ring support structurally. It shows that the increase
of the number of sensors makes the modal identification
effect better and improves the discrimination between vibra-
tion modes. The layout scheme obtained by TSVD (three-
dimensional singular value ratio criterion), that is, working
condition (3) and working condition (4), has better struc-
tural distribution than that obtained by TMAC criterion.

Figure 5 shows the graph of the maximum off-diagonal
elements in each column vector of TMAC matrix. It can be
clearly seen that the maximum value of 8 column vectors
is 0.0378 and the minimum value is 0.0103. It can be seen
that the optimal sensor placement results obtained by AGSA
algorithm can meet the needs of practical engineering, and it
also proves that AGSA algorithm is feasible for solving the
optimal sensor placement problem.

With the introduction of CS, the performance of the
proxy model of landfill structure, which is constructed by
Kriging model, RBF (radial basis function), SVM (support
vector machine), and RSM (Response Surface Methodol-
ogy), is evaluated, respectively.

Assuming that the test parameter values are within the
range of finite element parameter values, CS is used for iter-
ative optimization. The number of nests is 25, and the

Enter relevant
parameters
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Initialize the
particle position

Transform to
obtain m sensors

Calculate
fitness value

Adaptive adjustment
of attenuation factor

Update particle

Calculate the particle
optimal value

Update p
g

Meet the
termination conditions?

N

NN

Output optimal
solution pg

End

Y

Y

Y

f(p
best

)<f(p
g
) p

i
 = p

best

Figure 3: Optimal sensor layout process.

Table 3: Error quantification index values of 8 estimated node
positions.

Node number Index value (10-2)

1 1.67

2 1.71

3 1.82

4 1.71

5 1.66

6 1.73

7 1.81

8 1.82
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Figure 4: Maximum number of off-diagonal elements in MAC
matrix.

Table 4: Objective function values of sensor optimal layout under
four working conditions.

Working
condition

Evaluation
criteria

Number of
sensors

Objective
function value

1 TMAC 24 0.5238

2 TMAC 36 0.5122

3 TSVD 24 6.6247

4 TSVD 36 6.2239
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maximum number of iterations is 120. The iterative conver-
gence curves of the evolution process of the four proxy
models are shown in Figure 6.

From the figure, it can be seen that the objective func-
tion can converge to 0 when the number of iterations is
before 20 times, which indicates that the CS’s optimization

ability is stable and the four proxy models meet the accu-
racy requirements.

Through the model modification of the same truss struc-
ture, the modification results of four proxy models are
shown in Figure 7.

It can be seen from the comprehensive analysis that after
the model modification of the same landfill structure, after
the introduction of CS, the four proxy models have good fit-
ting accuracy for the modification of the finite element
model, and the error of the parameters before and after the
modification is less than 2.5%. Considering the accuracy
and operation efficiency at the same time, compared with
other agent models, Kriging model has higher accuracy,
shorter average operation time, and better comprehensive
performance.

4. Conclusion

Sensor layout is the primary link of landfill structural health
monitoring. The number and location of sensors directly
affect the quantity and quality of monitoring data, and then
affect the uncertainty of modal identification. How to select
a limited number of locations from large-scale nodes to be
tested in order to achieve the optimal layout effect is the core
problem of this paper. Vibration detection cannot be used
for the detection of high vibration and noise equipment,
but the effective signal frequency band of stress wave moni-
toring is high, which can solve this problem well and is suit-
able for the detection of high vibration and noise equipment.
Using the double coding method to initialize the population,
the above problems are solved, and the AGSA algorithm
successfully solves the problem of optimal sensor placement.
Through the sensitivity analysis of the main parameters in
the algorithm, the optimal parameters of AGSA algorithm
for solving the optimal sensor placement problem are deter-
mined. The frequency response function is solved by mini-
mizing the target parameter, and the frequency difference
is corrected. After introducing CS, it is found that the
parameter error before and after correction is less than
2.5%. It can be seen that the introduction of CS usually
improves the effect of model correction. This paper has
some innovation, but different types of sensors are not dis-
cussed separately, so further analysis is needed in future
research.
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In today’s big data era, China’s radio and television broadcast volume has reached an unprecedented height, and it is diversified in
quality and content richness. The realization of big data model accelerates the transformation of radio and television and
constantly reaches new movie-watching heights. In the era when TV dramas, movies, animation, radio stations, and We Media
are prevalent, big data is being experimentally analyzed through professional digital technology and effective methods of media
integration of radio and television. In order to make China’s radio and television industry present a strong industrialization
development trend, it is necessary to have a suitable network system to form a pillar, so as to play a substantial role in the
development of this industry. Choosing the appropriate evaluation system to evaluate the broadcast volume, ratings, box office
volume, and profit income of the mass media is also a breakthrough stage of today’s technical ability. The experimental results
of this paper show that (1) from the ratings of only 15% in 2010 to 75% today, the successful investment of radio and
television in the market has been realized, and the efficient development of modern technology has benefited the people. (2)
Department executives are mainly in charge of the economic lifeline of enterprises, and 70% of economic indicators is the
embodiment of small workload and high voice of key tasks, which are the main roles in performance evaluation. (3) The
accuracy of the old index is only 75 while the new index is 90, so selecting excellent performance indicators is also responsible
for performance appraisal. (4) The development of radio and television from urban to rural areas, from 0% of the market to
12.23% of the rural areas, is a manifestation that the development of modern science and technology benefits the whole people.
Only when performance evaluation is fed back to the market can it adapt to the next stage of reform and improve the
enthusiasm of employees.

1. Introduction

With the advent of the information age, the emergence of
mobile Internet makes radio and television have new devel-
opment concepts and goals. In the era of Internet and new
media, all TV stations have a strong market competition,
and they are carrying out deepening reforms in order to
achieve good economic benefits. The development of each
TV station has a set of powerful color theory system, but
the change can maximize the benefits and gain a foothold

in the market. Nowadays, most city TV stations tend to
develop private enterprises, and few enterprises have studied
the development trend of state-owned enterprises, so that
radio and television cannot develop comprehensively and
efficiently. Therefore, the performance evaluation of radio
and television media industry is the current reform road.
This paper analyzes the demand of media industry for all-
media talents under the background of media convergence
and points out the problems existing in the construction of
all-media talents [1]. Adopting principal component method
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and clustering method in multivariate statistical analysis,
this paper makes a preliminary study on the performance
evaluation method of radio and television stations [2]. This
paper analyzes and compares the company’s operating per-
formance and financial situation, puts forward the methods
to optimize the film and television industry chain [3], con-
structs the financial competitiveness evaluation model of
the company, and strengthens the content management
and brand benefit measures to improve the current manage-
ment mode of the company [4]. This paper analyzes how to
evaluate the value of TV drama projects and puts forward
how to establish a standard evaluation model [5]. This paper
constructs the evaluation index system of TV drama project
value and discusses the political standards of TV drama pro-
ject [6]. This paper analyzes the advantages and disadvan-
tages of developing 5G in radio and television and
expounds the development goals and paths of 5G in radio
and television [7]. The “signal-based method” is adopted to
control the behavior of synchronous propagation of signals
[8]. This paper describes the synchronous communication
behavior implemented by the network, puts forward the
legitimate interests of broadcasting organizations, and real-
izes the technology in legislation [9]. This paper analyzes
the narrative method of documentary film and television
and its value and probes into the related expression methods
[10]. This paper discusses that technological innovation is
driving TV media to accelerate the transformation to con-
verged media, and three periods are follows: media conver-
gence, converged media, and intelligent media [11]. This
paper probes into the characteristics, motivation, and path
of media convergence and provides reference for relevant
practitioners to study and practice [12]. This paper intro-
duces the importance of journalism professionals to the
new development of media integration and analyzes the
strategies for cultivating high-quality journalism profes-
sionals [13]. This paper deeply explores the path of integra-
tion and transformation of prefecture-level TV media and
new media in China and provides some reference opinions
for the sustainable development of prefecture-level TV
media [14]. This paper studies the environment of media
convergence and expounds the training methods of radio
and television news professionals [15].

2. Management Method Based on
Performance Evaluation

2.1. Performance Evaluation Method. Performance evalua-
tion is based on the assessor corresponding to the corre-
sponding assessment standards, and the implementation
process needs the assistance and cooperation of the assessor.
After the results are summarized and approved, the assess-
ment report is formed, and finally, the performance evalua-
tion is implemented. The process is shown in Figure 1.

2.1.1. Performance Evaluation Method of Printing
Machinery Association

(1) DEA Method. DEA method [16] analyzes the market
development situation according to the input resources to

expand it and produce huge products. The relevant interest
rate is calculated from the input and result data. DEA
models are usually CCR and BCC models. The compressed
input ratio is defined as DMU [17]. That is, as shown in

DMU = 1/Max
Min : ð1Þ

Its Max and Min distributions represent output expan-
sion ratio and input compression ratio.

(2) CCR Model. CCR model [18] is based on the static DEA
method to carry out the actual efficiency value and compare
it with efficiency 1. The model is shown in

Max∑
s
r=1uryro

∑m
i=1vixio

≤ 1 ð2Þ

s:t
∑s

r=1uryrj
∑m

i=1vixij
≤ 1, j = 1,⋯, n ð3Þ

ur , vi > 0, r = 1,⋯, s, i = 1,⋯,m ð4Þ
Among them, the input index number is m, the output

index number is s, xij, and yij, and the weight coefficient is
vi and ur .

(3) Linear model. Linear model [19] is the transformation of
CCR model. The formula expression is

Max〠
s

r=1
uryro ≤ 0

s:t:〠
s

r=1
uryrj − 〠

m

i=1
vixij ≤ 0, j = 1,⋯, n

〠
m

i=1
vixio = 1

ur , vi > 0, r = 1,⋯, s, i = 1,⋯m

ð5Þ

(4) Dual Model. In dual model [20], the formula is as follows:

F =Minθo

s:t:〠
n

j=1
λjxr j ≤ θoxio, i = 1,⋯,m

〠
n

j=i
λjyij ≥ yro, r = 1,⋯, s

λj ≥ 0, j = 1,⋯, n

ð6Þ

where θO represents the production efficiency of DMU.
Xij and Yij are input vectors and output vectors, respectively.
J represents the contribution rate.
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(5) Guided CCR Model. In guided CCR model [21], the cal-
culation formula is as follows:

F =Maxφo

s:t:〠
n

j=1
λjxij ≤ xio, i = 1,⋯,m

〠
n

j=1
λjyr j ≥ φoyro, r = 1,⋯, s

λj ≥ 0, j = 1,⋯, n

ð7Þ

When θO = 1, the DEA calculation is valid.

(6) BBC Model. BBC model is based on the assumption of
DEA calculation method, which is divided into two parts:
input model and output model of oriented BBC.

(6)1. Input-oriented BBC Model. In input-oriented BBC
model [22], the formula is as follows:

F =Minθo

s:t:〠
n

j=1
λjxij ≤ θoxio, i = 1,⋯,m

〠
n

j=1
λjyr j ≥ yro, r = 1,⋯, s

〠
n

j=1
λj = 1

λ j ≥ 0, j = 1,⋯, n

ð8Þ

(6)2. Output-Oriented. In output-oriented [23], the formula
is as follows:

F =Maxφo

s:t:〠
n

j=1
λjxij ≤ xio, i = 1,⋯,m

〠
n

j=1
λjyr j ≥ φoyro, r = 1,⋯, s

〠
n

j=1
λj = 1

λ j ≥ 0, j = 1,⋯, n

ð9Þ

BBC model adds convexity hypothesis and realizes the
efficiency calculation of reward. There are three kinds of effi-
ciency evaluation: comprehensive efficiency, pure technical
efficiency, and scale efficiency.

2.1.2. Tobit Regression Method. Tobit regression method
[24] represents a large efficiency value between 0 and 1.

The regression model is as follows:

Yi = βo + βtXi + μi, ð10Þ

whereIdenotes DMU,Yidenotes the efficiency value of
theith DMU,Xidenotes the explanatory variable,βtdenotes
the coefficient to be estimated, andμtdenotes the error,
obtained by Tobit model consistent estimator [25].

3. Performance Evaluation and Analysis of
Radio and Television Development

3.1. Nature of Performance Evaluation Indicators

3.1.1. Systematic. In the road of developing radio and televi-
sion, due to the influence of environmental and human fac-
tors, there are obvious differences in project progress.
Therefore, enterprises should consider the engineering prac-
ticability of the whole system and remove unnecessary loca-
tion factors when carrying out year-end performance
evaluation. In the selection of evaluation indicators, the key
indicators are conducive to analyzing the malpractice effects
of evaluation indicators. Integrating the performance of
multiple departments cannot be evaluated separately, which
is not conducive to the fairness and justice of the assessment.
Choosing the mode of seeking common ground and differ-
ent existence at the same time of broadcasting assessment
reflects the system characteristics of broadcasting system.

3.1.2. Comprehensiveness and Orientation. The object and
subject of evaluation is the expenditure of diversified perfor-
mance evaluation, and it is also the key point of develop-
ment in the era of big data. Different evaluation objects
choose different evaluation criteria, stand at different angles,
and have different degrees of control over key points of per-
formance. From the perspective of fiscal revenue, the assess-
ment content of the ratio of expenditure to income is
considered:; If it is an analysis angle on the technical level,
it should be the assessment content of the technical level
and the speed of completion progress; from the manager’s
point of view, the efficiency of work progress and economic
income efficiency of the whole enterprise should be the
assessment standard. Therefore, it is the qualitative and
quantitative standard to analyze the assessment points from
different angles. At the same time of assessment, there
should be a degree of relaxation. Not all indicators are par-
ticularly important. It is necessary to judge whether the indi-
cators meet the assessment requirements from the
perspective of comprehensive consideration.

3.1.3. Operability. In the face of sufficient data to employees
and the entire enterprise, performance appraisal is the right
to determine the evaluation. The results of performance
evaluation are the embodiment of achievements, rankings,
and grades, and no matter what the results are, they are
the evaluation of your labor results in a year. Reasonable
operation while carrying out different evaluation types is

4 Journal of Sensors
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the correct choice, which is to follow the principle of opera-
bility. Visual analysis and convenience of a large amount of
data are the basic principles of fairness and justice in the
actual situation of examiners. Each enterprise has its own
number of indicators, and invalid indicators are abandoned,
effective indicators are evaluated, and the overall index sys-
tem is convenient for efficient operation.

3.1.4. Validity. The validity of the index needs to find the
corresponding evaluation index according to the evaluation
object and structure organization, so as to give full play to
the validity of the data. In order to truly reflect the develop-
ment trend of radio and television enterprises, we should fol-
low the effective principle in order to clarify the
development potential of television enterprises. The content
of the index system followed by the effectiveness and the
function of the evaluation subject are interrelated, so as to
effectively analyze the evaluation results. Undertaking corre-
sponding functions and work contents is an effective
embodiment of the evaluator’s ability, and the correspond-
ing work scope indicators are the effective performance of
functions.

3.2. Principles of Constructing Performance
Evaluation Indicators

3.2.1. Principle of Integrity. Analyzing the results of perfor-
mance appraisal of TV enterprises, the selected evaluation
index should be constructed according to individual labor
achievements and market living environment: considering
the development status of radio and television, taking into
account the people’s feelings and national conditions, and
comprehensively considering the evaluation criteria, in
order to fully reflect the activity characteristics, finance,
and characteristics of radio and television.

3.2.2. Principle of Flexibility. The performance appraisal of
radio and television should be adjusted flexibly according
to the change of environment. Different cities and regions
have obvious characteristics, and seeking local characteris-
tics is an effective measure for development. From the results
of performance evaluation, we can know the development of
each region, so as to make corresponding reform measures.
Flexible evaluation indicators for local representatives in dif-
ferent regions can ensure high-quality performance evalua-
tion results.

3.2.3. Operability Principle. The subject and object of evalu-
ation must be based on the index embodiment of radio
and television, so as to realize the most basic operation.
The setting of indicators is not only easy to use but also use-
ful. Only by satisfying the most basic evaluation significance
can the operability and significance of indicators be guaran-
teed. Only when the index is expressed effectively and the
collected data is clear and standardized as far as possible
can the index play its role.

3.2.4. Minimization Principle. According to the criterion of
assessment experience, half of the total input and output
indicators can be selected to maximize the success of evalu-

ation. Too many evaluation indexes will only cause the diffi-
culty of work and reduce the effectiveness of evaluation.
Therefore, on the premise of ensuring integrity and effective-
ness, the selected indicators should try their best to minimize
the number.

3.3. Weight Distribution of Performance Evaluation
Indicators. The weight distribution of performance evalua-
tion is related to the selection of future indicators of the
whole enterprise. The higher the weight index, the higher
the importance in the index system. Therefore, the weight
distribution given to the overall benefit index of the project
should occupy an important position in the whole perfor-
mance evaluation index system. The relevant weights of
indicator classification are shown in Figure 2.

In the index system, the weight distribution of indicators
should select the assessment angle of evaluation. Radio and
television have its own personality indicators, which are
direct indicators covered according to the characteristics of
TV programs, and have more assessment significance than
substantive indicators. In the performance appraisal, we
should evaluate objectively and seek common ground and
difference. The assessment involves various contents and sit-
uations, and the indicators are diversified and difficult to
predict, with strong comprehensiveness. When we select
indicators, we should make it clear that quantitative indica-
tors, ordinary indicators, personality indicators, and result
indicators will be given a large weight ratio.

3.4. Optimization Analysis of Performance Indicators. Rea-
sonable optimization of indicators has great advantages for
enterprises and development, which improves the broad-
casting rate of radio and television, and effectively improves
the ratings. Facing the optimized index, the technical level of
enterprises will be improved and the economic benefits will
be maximized. The optimization feedback is shown in
Figure 3.

From the beginning of collecting evaluation data of indi-
viduals or topics, employee performance appraisal forms can
be formed according to the data, and performance evalua-
tion can be carried out. The evaluation results are conve-
nient to correct the problems of employees or enterprises
in time, take the results for effective feedback of perfor-
mance, and then apply them to the results analysis for in-
depth analysis. After reaching the final adjustment, it can
be analyzed and used cyclically.

3.5. Performance Evaluation Report. Every performance
appraisal reflects the results of personal efforts and the finan-
cial income of enterprises, which is a summary of the year.
In radio and television, it is an important indicator of reform
in the coming year, realizing the development pattern of
improving ratings and expanding broadcasting range. The
practicality of evaluation implementation is shown in
Figure 4.

In the radio and television evaluation system, in order to
meet the ultimate goal of enterprise operation and high
income, there will be value orientation, control objectives,
and feedback correction measures. Among them, the
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evaluation value orientation has the characteristics of practi-
cality, dynamics, and relevance. In the control objective, it is
influenced by input factors, output factors, and efficiency
factors.

4. Experimental Analysis of Radio and
Television Performance Evaluation

4.1. Analysis of Input-Output Ratio. According to the quan-
titative analysis of enterprise ratings, input index, and output
index in recent years, the development and future situation
of radio and television in recent years will be observed. As
shown in Figure 5.

According to the data in Figure 5, the lack of popularity
of the Internet in 2012-2015 led to less than 40% of the audi-
ence rating, and most people still could not enjoy TV and
film. Correspondingly, with the opening of the market and

the rise of Internet TV, it immediately caused the investment
of merchants and made corresponding gains. This is also the
embodiment of economic growth and efficient development
of data visualization, which leads to the efficient develop-
ment of radio and television.

4.2. Weight Analysis of Characteristic Indicators in
Performance Evaluation. The rise of the era of big data con-
firms the efficient development of radio and television cul-
ture level and also actively promotes the realization of
broadcasting reform system. On the premise of keeping
objective performance evaluation, we use the weight ratio
of multiple indicators to analyze the shortcomings of radio
and television to provide reference objects. The performance
evaluation weights are shown in Figure 6.

It can be seen from the chart that different positions have
different proportions in job performance evaluation.

Determine the fuzzy
comprehensive

evaluation factor set
U

Establishing the
comment set V of

comprehensive
evaluation

The single factor
evaluation is carried

out, and the
evaluation matrix R

is obtained

The evaluation
results are analyzed

and processed

Select the
composition operator
and combine W and

R into B

Determine the weight
vector W of

evaluation index "Analytic hierarchy process +
entropy method" 

comprehensive weighting w

Figure 2: Index weight distribution diagram.

Collect data

Employee performance
appraisal form

Implement assessment

Confirmation of results

Performance feedback

Improvement and
 adjustment

Result application

Figure 3: Performance indicator optimization process chart.
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Economic indicators account for the highest weight ratio,
which also shows that economic promotion is the first devel-
opment purpose of enterprises. With the corresponding
increase in the tasks of basic employees, there is also an
improvement in basic functional indicators. It can also be
known from the figure that in the index embodiment, the
sum of the performance evaluation weight ratios of relevant
personnel is equal to 1.

4.3. Comparative Analysis of Index Optimization. The indi-
cators selected for radio and television performance evalua-
tion directly affect the trend of assessment results.
According to the characteristics of different varieties, differ-
ent trading periods, and different profit models, the high effi-

ciency indicators are specially selected. The comparative
analysis of optimized data is shown in Figure 7.

Obviously, it can be seen that the success of the new
index in different assessment items is obviously improved,
which makes the assessment results more accurate. How-
ever, the combination and fitness need to be improved, so
as to make the assessment more smooth and successful.
No matter what position there are suitable assessment indi-
cators to match, which not only improves convenience but
also makes it smoother.

4.4. Analysis of Asset Operation Efficiency. Combined with
the assets invested by GAC media before and after and some
liabilities, it is known that the investment and success of
radio and television assets have been significantly improved.

Radio and television performance evaluation system

Framework (high-level control
objectives) Evaluation toolset

Evaluation value
orientation

Specific control
objectives Feedback correction

Practicality Dynamics Correlation

Input factor Output factor Efficiency
factor

Figure 4: Performance evaluation system diagram.
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From the financing structure of short-term loans, notes pay-
able, and long-term loans, we can know that the overall debt
ratio of enterprises has been greatly reduced and the income
has increased significantly. The analysis of fiscal revenue
combined with operational capability is shown in Figure 8.

Account receivable turnover rate is equal to the ratio of
operating income to account receivable, which indicates
the number of account receivable turnover in one year. From
the experimental data of radio and television, it can be seen

that compared with the annual turnover times, there is an
obvious increase, but there will also be a downward trend
in the economic period. For example, 12.65 times in 2014
decreased by 2.9 times compared with 15.55 times in 2013,
which depends on the economic environment.

Inventory turnover is the ratio of operating costs to
inventory, representing the number of inventory turnover
during the year. The number of inventories is not the more
the better, but according to the turnover needs of
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enterprises, too much waste and too little turnover cannot be
opened. Since 2011, the inventory quantity has obviously
increased, but it has always maintained a relatively high
level, which proves the improvement of inventory capacity
and management level. From 0.97 in 2011 to 2.56 in 2019,
the quantity has increased, that is, a historical high level
has been produced.

Total asset turnover rate is the ratio of operating income
to total assets, which indicates the number of total asset
turnover in the middle of the year and reflects the average
time required for enterprises to convert total assets into cash.
Under the average level of 0.33 turnover times of total assets,
there are still ups and downs in different years. It is higher
than the average value, and it also expresses the increase of
asset scale and sales revenue.

4.5. Market Share of Radio and Television. City, suburbs,
towns, and rural areas in the process of realizing network
integration are obviously uneven progress, which also shows

that the growth of market share in different regions is obvi-
ously different. Realizing the integration of urban and rural
network is an important strategy for future development.
Only by continuously improving the layout of wired net-
work can we achieve market share, combined with market
area analysis, as shown in Figure 9.

Facing the economic development of different regions,
the economy of big cities is obviously higher than that of
other regions, that is, the number of people with modern
facilities will be higher than that of other regions, and there
is a primary market. With the improvement of economic
level, people’s willingness to enjoy life is enhanced, and the
universality of television is increasing. From 0 market in
rural areas to 12% market today, it shows the success of
Internet and the efficient development in the era of big data.
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4.6. Research on Measurement System Based on Customer
Satisfaction. Customer satisfaction is an effective evaluation
of enterprise development, which reflects the reputation
image of enterprise development in the crowd. The index
analysis of radio and television on customer satisfaction
measurement system is shown in Figure 10.

Enterprises get feedback problems according to the feed-
back analysis of users’ satisfaction and then adopt the corre-
sponding after-sales service to solve the problems. Being a
user is the core of the first service gradient, which requires
not only user satisfaction but also user perception as the ulti-
mate service goal. This is the key practice to gain a foothold
in the market and have good market praise. Let consumers
feel at ease and be willing to buy many times in order to
maximize the benefits and expand the market.

5. Conclusion

During the decades of Internet revolution, radio and televi-
sion are developing rapidly. In these decades, radio and tele-
vision are more specialized and have more people-friendly
channels, which have been deeply loved by people. Through
the effective analysis of digital technology of big data model,
the market development of radio and television is known,
which is beneficial for enterprises to realize comprehensive
and in-depth reform. Using the effective analysis of data,
we can know the market demand and the services that
should be provided in the future in time. According to the
future demand and industry development, it is an effective
plan for the construction of radio and television, and it is
also a challenge for the industry in the future. With the lim-
ited combination of “triple play,” China’s media industry
will make unprecedented progress and achieve a high-
quality leap. In order to better provide broadcasting prod-
ucts to the public, a good platform and channel support will
be needed to achieve good services.

According to the analysis of the research results of this
paper, the following points are summarized: (1) the develop-
ment of radio and television is a practical change based on
the analysis and assessment of modern data, which makes
a profound analysis of adapting to the changes of the times
and the development of modern enterprises. (2) Reasonable
evaluation of performance is not only the responsibility of
managers, but also the performance results are a powerful
embodiment of the development of the enterprise in one
year. Effective assessment reflects the advantages and disad-
vantages of the assessor, thus guiding the next stage of work
of employees. (3) The development of radio and television is
to determine the actual sales situation of the market through
the feedback of customer satisfaction. Service is the first,
which plays a vital role in the construction of media indus-
try. (4) Economic investment is the performance of paying
attention to enterprises, and high capital must be invested
in order to obtain high returns. Radio and television is a nec-
essary road for the development of service industry and mass
market.

This research content and lack of items: (1) There is no
consideration of human factors in the performance evalua-
tion, which leads to the fairness of some assessors, and

should be strictly standardized. (2) With the diversity of
big data products, that is, the data is generalized and false,
so the evaluation is strictly based on the experimental data.
(3) There is a single index that cannot evaluate the perfor-
mance of the assessors, and all-round indicators will be used
to effectively evaluate the evaluation index of the enterprise
collective. (4) From the perspective of the managers of per-
formance evaluation, the quantification of evaluation will
approach equality, and ignoring the understanding of the
purpose of evaluation will be an invalid evaluation.
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With the increase of sports industry and various sports events, forecasting methods play an irreplaceable role in the competition
system. At the same time of prediction, the selected calculation method, implementation scheme, model establishment, and other
key implementation aspects have high technical requirements. In the whole prediction model, how to solve the problem of
competition development is predicted and analyzed, and the best solution is selected for screening and evaluation, so as to
significantly improve the prediction accuracy of the whole model. Understand the cause of the problem and solve it. Second, in
the process of solving the problem, use the relevant forecasting technology theory to determine the weighted weight coefficient
method of the combination forecasting model. In this paper, before the competition, select the best combination of forecasting
model to sports-related personnel simulation cases and form a comparative analysis. Finally, through the combination of
prediction experimental methods for the effective results of the problem, and in the later development process to get a new
prediction model. In the actual process of forecasting, facing the complex combination of forecasting systems, the selected
evaluation theme and the uncertainty of objects will produce great forecasting errors. Through excellent improvement, the
defects of the combined forecasting model have been overcome, and the forecasting accuracy has been improved, which will
greatly enhance the good development of physical education. The coordination mechanism, guarantee mechanism, and
competition organization mechanism of sports competition alliance should be analyzed through prediction model. Spread
Chinese sports culture, improve the level of sports competition, and carry out research and analysis on the prediction model of
sports competition. The experimental results in this paper show that (1) the prediction process is generally tested in extremely
unstable environment, so it will have a certain impact on the prediction accuracy, that is, there are data with the highest
measurement accuracy of 0.99 and the lowest measurement accuracy of 0.92. (2) Different calculation methods will be selected
for different prediction models of competitions. For example, the error coefficients of SSE are 1.6859, 1.8338, and 1.6161,
respectively, which proves that different models have different contents in prediction. (3) The comprehensive promotion of
sports competition will need more prediction models to select and promote. In the progress of the times, the prediction
value shows an increasing trend, from 2.4 billion cubic meters to 3.3 billion cubic meters, which is the perfect realization of
the prediction model. (4) In the structure of the forecasting model, the weighted geometric combination forecasting model is
obtained by the statistical investigation and analysis of relevant personnel, which is the best combination forecasting model
of sports competition with the optimal weight coefficient of 1.9, the forecasting value of 33.95, and the forecasting accuracy
of 0.9996.

1. Introduction

With the advent of the new era and the rapid progress of
human concepts, sports competition has become the
achievement of the times in the era of science and technol-
ogy. In today’s sports competitions, it endows Li with exten-

sive knowledge and rich interest. On the one hand, it
analyzes the physical talent of athletes in sports; on the other
hand, it inherits personal moral norms and national glorious
beliefs in sports competitions. Under the strict competition
rules, the physical collision and the game of ways and strat-
egies greatly improve the enjoyment of the competition and
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show the manpower, material resources, and financial
resources paid by a country to train sports talents. Under
the common restriction of referees and rules, sports compe-
titions carry out competitive contests between events and
athletes in an orderly manner, which is a competition form
that we try our best to own for glory. The successful develop-
ment of sports competition reflects the country’s high atten-
tion to the cultivation of athletes, and it is also an effective
way to show the national sports achievements to the world.
By using the methods of literature review, Delphi method,
questionnaire survey, and statistical analysis, this paper puts
forward the implementation strategy of sports league [1].
This paper probes into the internal conditions for maintain-
ing the overall benefits and development of sports profes-
sional league and further analyzes the external factors such
as politics, economy, legal system, and culture needed for
the development of the league [2]. It is analyzed that
strengthening the construction and development of campus
sports competition is an important work of campus culture
construction [3]. This paper analyzes the influence of college
sports competition on campus culture, and sports competi-
tion is an indispensable and important part of campus cul-
ture [4]. High-level sports events rely on a strong
university alliance system, which innovates the competition
management system and business operation mode [5]. By
using the methods of literature review and interview, this
paper studies the main application and future development
of information technology in competitive sports [6]. Sort
out the related aspects of sports event management literature
and research and comprehensive description of the data [7].
This paper analyzes the resource conditions of sports events
and determines the index system of the resource conditions
of sports events [8]. This paper analyzes the structure and
characteristics of American middle school sports competi-
tion system and concludes that American middle school
sports competition mainly adopts hierarchical competition,
hierarchical competition, and season competition system
[9]. This paper analyzes the current situation of student
orientation competition organization in China and puts for-
ward some suggestions on further standardizing and perfect-
ing the competition organization of student orientation
competition in China [10]. This paper probes into the envi-
ronmental mechanism of the formation of sports competition
organization and the comprehensive cognitive logic of creat-
ing the formation mechanism of sports competition organiza-
tion [11]. By exploring the concept and goal, organizational
structure, competition system, development effect and evalua-
tion of American middle school sports competition, a com-
plete competition system has been formed [12]. Twelve task
modules of competition organization and management, such
as the establishment of competition organization and the clos-
ing of competition work, are compiled, and the conclusion
that competition is the core of large-scale sports events [13]
is drawn. This paper analyzes the management and operation
mechanism of sports organization, excavates the advantages of
local sports resources, and offers characteristic physical educa-
tion courses [14]. It reveals the inherent laws of the organiza-
tion and management elements of ball games and produces a
series of specialized operation skills [15].

2. Theory of Combined Prediction Model of
Sports Competition

2.1. Basic Idea of Combination Forecasting Model. From the
prediction information of individual items, the effective
combination of sports competition models is known, and
the corresponding weight coefficients are weighted.

Standard combination forecasting model [16], as shown
in the following formula:

y = 〠
k

i=1
wiyi: ð1Þ

Wi expresses the weight of yi in k prediction models.

2.2. Classification of Combination Forecasting Models. Clas-
sify according to different competition events and different
combination forms.

Linear combination forecasting [17].

f = l1 f1 + l2 f2 +⋯ + lm f m, ð2Þ

where L is the weighting coefficient of the prediction
method.

Nonlinear combination forecasting [18].

f = g f1, f2,⋯, f mð Þ: ð3Þ

Optimal and nonoptimal combination forecasting [19].

max minð Þϕ = ϕ l1, l2,⋯, lmð Þ, ð4Þ

s:t:
〠
m

i=1
li = 1

li ≥ 0, i = 1, 2,⋯m

8><
>:

9>=
>;: ð5Þ

When solving the optimal combination forecasting
model, the nonoptimal combination forecasting model is
carried out when negative numbers appear.

Find the weight of positive weight combination forecast-
ing model for nonoptimal solution.

Arithmetic average method [20].

wj =
1
J
, j = 1, 2,⋯J: ð6Þ

Arithmetic average method is also called equal weight
average method. The advantages are simple calculation and
equal weights, the disadvantages are no primary or second-
ary, and the prediction effect is poor.

Reciprocal variance method [21].

ωj =
Dj

−1

∑j
j=1Dj

−1
, j = 1, 2,⋯, J , ð7Þ

where Dj represents the sum of squares of errors. The
calculation method is shown in the following formula:
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Dj = 〠
N

i=1
xi − x̂ið Þ2: ð8Þ

Mean square reciprocal method [22].

ωj =
Dj

−1/2

∑J
j=1Dj

−1/2 , j = 1, 2,⋯, J: ð9Þ

Standard deviation method [23].

ωj =
1

J − 1 1 −
Sj

∑J
i=1Sj

 !
, j = 1, 2,⋯, J: ð10Þ

Sj is the standard deviation of the model [24]. Its calcu-
lation formula is

Sj =
1

N − 1〠
J

j=1
xi − x̂ið Þ

 !1/2

: ð11Þ

2.3. Weighted Geometric Average Combination Forecasting
Model. Predict the single prediction model and calculate
the fitting value of the single prediction model at T
time. The calculation formula is shown in the following
formula:

Q̂t =
Y m

i = 1
Qli

it : ð12Þ

li satisfies

l1 + l2+⋯+lm = 1, li > 0, i = 1, 2,⋯,mð Þ: ð13Þ

Calculate logarithmic values [25].

ln Q̂t =〠
m

i = 1
li ln Qit , ð14Þ

f =〠
N

t = 1
etj j =〠

N

t = 1
〠

m

i = 1
lieit

�����
�����: ð15Þ

The eit calculation formula is

eit = ln Qt − ln Qit: ð16Þ

Calculate the minimum error and carry out weighted
geometric average combination forecasting model for the
objective function.

min f Lð Þ = 〠
N

t=1
〠
m

i=1
lieit

�����
�����, ð17Þ

〠
m

i = 1
li = 1, li ≥ 0, i = 1, 2,⋯,m: ð18Þ

2.4. Combination Forecasting Model with Optimal
Weighted Coefficients. The combination forecasting model
with variable weighting coefficient is used to calculate, which
improves the accuracy and stability of themodel and facilitates
the simulation and analysis of weights. The calculation
formula of the weighted combination forecasting model is

Q̂t =〠
m

i = 1
litQit: ð19Þ

The weighting coefficient at time t.

〠
m

i = 1
lit = 1, t = 1, 2,⋯N ,

lit ≥ 0, 1 = 1, 2,⋯,m, t = 1, 2,⋯,N:

ð20Þ

Calculate the prediction error when the combined predic-
tion value of et is t. The formula is shown in the following
formula:

et =Qt − Q̂t =Qt−〠
m

i = 1
litQit =〠

m

i = 1
lit Qt −Qitð Þ:

ð21Þ

Let f be the sum of squares of the combined forecasting
errors of the optimal nonnegative variable weighting coeffi-
cients, then, the variable weighting model of the minimum
objective function is

min f = 〠
N

t=1
〠
m

i=1
〠
m

j=1
lit l jteitejt , ð22Þ

s:t:
〠

m

i = 1
lit = 1, t = 1, 2,⋯,N ,

lit ≥ 0, i = 1, 2,⋯,N:

8><
>: ð23Þ

l jt is the T-time weighting coefficient of the J-th prediction
model, and ejt represents the prediction error at T-time.

One

Lt = l1t , l2t ,⋯lmtð ÞT ,
Et = e1t; ;e2t ,⋯emtð ÞT :

ð24Þ

Then

et = LTt Et , e2t = LTt EtE
T
t Lt , ð25Þ

where Lt represents the weighting coefficient column
vector; Et represents the prediction error column vector; E
Tt represents the covariance matrix.

Second

L = LT1 , LT2 ,⋯,LTN
À ÁT

: ð26Þ
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L is a dimensional column vector, which can show non-
negative weighted coefficient column vector.

That is, the sum of squares of prediction errors f of com-
bined prediction is expressed as

f = LTEL: ð27Þ

The prediction model matrix of the minimum sum of
squares of errors criterion is

s:t:
min f = LTET ,
RtL = 1, t = 1, 2,⋯,N ,
L ≥ 0:

8>><
>>: ð28Þ

The effective development of variable weight combina-
tion forecasting model is to adapt and change with the pas-
sage of time, find the corresponding weights, and align the
corresponding forecasting stages.

3. Experimental Analysis of Combined
Prediction Model of Sports Competition

3.1. Basic Steps of Competition Combination Prediction. In
order to achieve accurate, reasonable, and efficient predic-
tion, we must have a special person to arrange the work
and carry out the work in a planned way, so as to achieve
the maximum realization of the prediction effect. Realize
the advantages of sports competition combination projects
and analyze them quickly. The basic steps are as follows.

(1) Determine the purpose of the forecast

Before forecasting, we should know the problems to be
solved this time and what purpose and significance should
be achieved. After finding the prediction purpose and start-
ing the prediction work, first collect materials and data. In
the prediction work, it is inevitable that there will be devia-
tions and misjudgments. Each competitor who is the object
of prediction has his own characteristics, so the work is com-
plicated. Forecasters will adopt different methods and collect
different data, that is, when carrying out forecasting, they
should make careful and targeted forecasting according to
the actual situation.

(2) Investigate, collect, collate, and review data

Prediction work will need to be prepared in advance to
identify, but the data collected to ensure high accuracy and
comprehensive, otherwise, will have a huge impact on the
prediction results. Before predicting, make sure to predict
the personal situation of the participants, corresponding
technical characteristics, competition situation, competition
events, historical awards, and recent status, etc. Checking
and processing the collected data to obtain the optimized
data will greatly improve the prediction accuracy. The purpose
of this is to have data for reference when choosing the predic-
tion model, which greatly saves the prediction time.

(3) Selecting relevant prediction algorithms and con-
structing prediction models

After the effective collation, audit, and adjustment of
the previous data, the appropriate prediction method is
selected according to the data analysis results to establish
a prediction model and start calculation and analysis. The
rationalization of data and the high efficiency of prediction
methods greatly improve the level accuracy of the model.
With quantitative and qualitative prediction methods, ath-
letes will know the next preparation and training intensity
in advance.

(4) Analyze the prediction error

Errors in prediction are inevitable, but they are control-
lable. In the prediction work, the prediction error needs to
be minimized and controlled at the same time, and then
the causes are analyzed and the improvement methods are
put forward. Analyze the prediction results obtained by dif-
ferent prediction algorithms, and seek the opinions of rele-
vant experts to analyze and identify when analyzing and
judging errors. Make further investigation on the prediction
results, make deeper inspection and discrimination, and
strive to minimize errors.

(5) Prediction conclusion and experimental analysis
report are obtained

The conclusion will be written into an experimental
analysis report and report to the corresponding prediction
object, the first realization of the experimental conclusion
will be the greatest significance of the experiment. Conclu-
sion of the report will greatly improve the confidence of
competitors and professional training and lay a solid foun-
dation for improving competition results.

3.2. Combination Prediction Model of Sports Competition. In
the process of abstract competition, the number of com-
petitions is calculated and executed automatically, which
can simulate the final results obtained by different players
in the number of competitions. Every athlete has his own
competition level. Some athletes can give full play to
their advantages in some competitions, but there are also
competitions that they are not good at. Through the
measurable, evaluable, and usable results of sports com-
petition, combined with the number of competitions, we
can analyze and predict the achievements of the athlete
in this sports meeting. Its prediction model is shown in
Figure 1.

The data acquisition of competition times becomes the
prepreparation stage, which is transmitted to the feature
engineering, and the parameters are adjusted by machine
learning algorithm. To achieve modeling training, in which
feature engineering and model training are coordinated with
each other. After completing the training stage, the integra-
tion of models is realized, and the performance prediction
model is obtained. Through the abovementioned results
and analysis and improvement, the athletes can achieve the
key training specialty competition.
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3.3. Based on the Analysis of Sports Competition Organization
Structure. The development of modern competition system is
the product of continuous optimization and the result of orga-
nizational prediction. As themanagement and punctual devel-
opment of sports competitions, the preparatory work before is
extremely important and the guarantee of the successful devel-
opment of competitions. Constructing relevant departments
with clear division of labor, simplifying competition organiza-
tion system, improving work efficiency, establishing distinc-
tive modern sports events, and carrying forward the fighting
spirit of athletes are all the achievements of competition orga-
nization system construction. The following is an analysis of
the organizational structure of sports competitions.

It can be seen from Figure 2 that in the management orga-
nization structure of the Sports Committee, administration and
party affairs are mainly responsible, and other relevant person-
nel cooperate in their work. In view of the development of

sports events and the cultivation of athletes, the development
of physical education is conducive to the cultivation of excellent
athletes. The hierarchical management of each management
level and teaching and research office puts forward the opera-
tion mechanism with high quality and high requirements and
forms a professional information and data processing center.

3.4. Analysis of Prediction Model of Sports Competition
Operation. Sports events change dynamically with scale,
goal, and environment, which belong to dynamic model.
This requires the establishment of a complex information
management system to maintain and operate. Therefore,
on the basis of establishing the model, the model can be real-
ized and operated by effective and reasonable calculation
and design methods. The purpose of this is to standardize
the model according to the factors of dynamic environment,
diversification goal, and scale increase.

Data acquisition Data
preprocessing

Feature
engineering

Model trainingModel integrationModel prediction

Model effect
evaluation Re-training

Parameter
adjustment of

machine learning
algorithm

Figure 1: Sports competition prediction model diagram.

Organizing committee of games

Physical education steering
committee Sports academic committee

Administration

Directly affiliated party
branch

Physical
education
teaching

and
research
section

Group
competition

teaching
and

research
section

Physical
health

monitoring
room

Integrated
office

Sports
ground

equipment
management

room

Trade
union

Party affairs

Figure 2: Flow chart of competition organization structure of sports meeting.
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According to the essential characteristics of sports com-
petition and management operation, the sports operation
model should analyze and study each competition node
and summarize the essential goal of the activity. Summarize
the analysis contents involved in the establishment of sports
event model as follows:

(1) Analysis of the operating environment of sports
competition

The operation model of sports competition is a kind of
behavior standard made according to the change of compe-
tition environment, and the analysis of operation environ-
ment is the first condition. A thorough analysis of the
dynamic environment will help managers to effectively make
temporary changes to the event and greatly improve the
overall running progress of the event. The development of
sports events will promote the politics, economy, and culture
of all parts of the country rapidly, so it is necessary to con-
sider these factors and make relevant analysis. Sports com-
petition and internal and external environmental factors
are an interactive relationship, which is a situation of mutual
influence and mutual promotion. The relationship is shown
in Figure 3.

(2) Operation of sports event management elements

Event management refers to the use of relevant functions
and techniques in the process of competition, in accordance
with the rules of the overall system of the overall analysis
and control of the competition. Plan, organize, coordinate,
control, and manage all stages of the competition to achieve
efficient competition operation conditions. It is purposeful,
organized, and innovative. It manages all aspects of event
planning, on-site management and facilities and equipment,
and shapes a good competition environment.

(3) Construction of sports event operation model

In view of the abovementioned competition working
environment and the function analysis of managers, financial

resources, material resources, and manpower, the detailed and
systematic construction will bemade, and the operationmodel
of sports events will be constructed, which is expressed as
follows in Figure 4.

4. Feedback Analysis of Competitive Sports
Prediction Model

4.1. Analysis on the Problems Existing in the Structure of
Competition Combination Forecasting Model. In the compe-
tition organization and management structure, we should
not only consider the factors of national policies but also
consider the influence of human factors. Athletes and coa-
ches have certain views on the competition organization
structure, and they all deal with problems according to the
structural criteria. Under the condition of ensuring the
smooth development of the competition, we should do our
own basic principles and take basic responsibility in the face
of mistakes, so as to be in line with the spirit of sports strug-
gle. By investigating the feedback of athletes and coaches on
the organizational structure, the following Figure 5 shows.

Both coaches and athletes have a certain understanding
of organizational structure, and both think that organiza-
tional structure is an indispensable part of the whole compe-
tition. As can be seen from the figure, most coaches and
athletes think that the competition organization structure
is incomplete, among which there are 24 people in total.
Athletes are more willing to express their views than coa-
ches, while coaches are clearer in distinguishing things.
Compared with the unclear division of labor among depart-
ments, there are 15 athletes, which is much more than 4 coa-
ches. A competition team should communicate with each
other while analyzing problems.

4.2. Overall Correlation Evaluation of Combined Forecasting
Model. Obtaining excellent results from competition results
for many times is conducive to enhancing athletes’ training
confidence. Data analysis of the current situation of the eval-
uation methods of competition excellence in the National
Games can effectively reflect the performance of the

Technical factors

Social and cultural
factors

Economic factors

Demographic factor

Political and legal
factors

Operation and
management
structure of

sports events

Figure 3: Influencing factors of internal and external environment of sports event operation institutions.
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methods on competition results. The analysis results of the
error coefficient of the combined forecasting model are
shown in Figure 6.

It can be seen from the figure that the error coefficients
of linear and nonlinear forecasting models, weighted geo-
metric average combination forecasting model, and optimal
weighted coefficient combination forecasting model are
(1.6859, 0.3585, 0.1298, 0.0123, and 0.0044), respectively;
(1.8538, 0.3578, 0.136, 0.0122, and 0.0045); (1.6161, 0.3555,
0.1271, 0.0122, and 0.0045). For the three forecasting
models, in terms of overall effect and performance, the
weighted geometric average combination forecasting model
is more accurate and standard in calculating errors. The
selection of sports competition model is also practical and
efficient.

4.3. Analysis of Forecast Value of Various Combination
Forecast Models. In order to promote the development of
sports competitions and implement the strategic develop-
ment of national fitness, it is proposed to add mass events
in the development strategy to enrich the competition forms
and promote the coordinated development of competitive
sports and mass fitness. The result of prediction is to analyze
the relevant evaluation of the model through the prediction
accuracy of the prediction model, and whether it can guide

Planning Implementation and
control Closing

Assumption stage
Investigation and

feasibility study stage
Project establishment

stage

Cost control and
financial management,

risk management,
human resource

management, schedule
planning, site

management and sports
event brand building

Cost calculation
Contract closure

Data text archiving
Summary of the meeting

Guiding principles
of sports activities
and competitions

Value conversion
process Single sporting event

Sports events with
brand influence Update Sustain

Figure 4: Expression of sports event model.
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the evaluation standard of sports competition level. Selecting
the prediction results of sports competition results from
2011 to 2021, the prediction accuracy and prediction value
data of three prediction models for sports event evaluation
are as follows in Figure 7.

By arranging the measured competition prediction
values, it is obvious that the height measurement and predic-
tion values of the prediction model show an increasing trend
in recent years. Among them, the weighted prediction model
is close to the satisfactory prediction value of 3.5 billion
cubic meters with the prediction value of 3.3 billion cubic
meters. Efficient measurement and almost optimal predic-
tion will effectively play the role of prediction model.

4.4. Prediction Accuracy of Single Prediction Model. When
forecasting, it is inevitable that due to the influence of envi-
ronment and other factors, the prediction will have certain
deviation, which will lead to the fluctuation of prediction
accuracy. Every year, the level of athletes’ performance will
be different, and some even decline because of their age.
According to the competition prediction accuracy of differ-
ent combination prediction models in recent years, the effec-
tiveness of the models is analyzed. The relevant data are
shown in the following Figure 8.

In the experimental measurement, a new effective com-
bination forecasting model will be calculated based on the
order of measurement. In 2011, the accuracy of linear and
nonlinear prediction models was 0.99, while the other two
prediction models were only 0.93, which could not reach
the prediction value. The accuracy is not high enough to
meet the effective establishment of the model, and the high
accuracy of the prediction model will be realized with the
birth of the improved model.

4.5. Evaluation Results of Organization Prediction Model
Operation. In order to ensure the normalization and ratio-
nalization of sports competition organization and operation,
the results of organization and operation will be evaluated.
Among them, the evaluation level is effectively analyzed,
which will explain whether the competition is a complete
success. If there are dissatisfaction, make corresponding
improvements through the result analysis.

4.5.1. Test of Related Contents of Competition Prediction
Model Evaluation. From the coaches and athletes to the sit-
uation of this competition questionnaire analysis, get the sit-
uation of this activity. Make a reasonable analysis of the
evaluation of this competition, look at the competition ratio-
nally, and keep the concept of “friendship first, competition
second.” The organizational evaluation results are shown in
Figures 9–11.

From the design validity, content validity, and structure
validity of competition evaluation, the evaluation analysis
is carried out, and the number of people is selected for
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models.
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statistical investigation. There are some problems in the
whole evaluation system. Among them, 50% of athletes
and coaches think that the evaluation design is imperfect.
In the evaluation content, 28% of people think that the con-
tent is general, which is not enough to evaluate and cannot
meet the evaluation requirements; 32% of structural person-
nel think that the evaluation grade is good and can be used
to sort the results in sports competitions, but it lacks a cer-
tain degree of completeness. According to the analysis of
organizational evaluation, the shortcomings of the whole
organization will be found, and better experiences and les-
sons will be extracted in the next development.

5. Conclusion

Competition is the main achievement of sports training, and
the main purpose of sports competition is to win by striving
for excellence and defeat other players. According to the
rules of the competition, the competition shows the athletes’
physical strength, skills, and psychological endurance, as
well as the coach’s tactical system. With the expansion of
the scale of sports events, competition will be carried out
and competed more widely all over the world. It reflects
the professionalism and skill of sports industry in various
countries, which is the display process in the arena. “A few
minutes on stage, ten years off stage” describes the hardship
of athletes in training, and it is also the great spirit of striving
for the honor of the country and itself. The development of
sports competitions will promote the popularization and
promotion of sports, and the established competition system
will be continuously improved, from grass-roots attention to
high-level embodiment. According to the experimental con-

tents of this paper, the summary is put forward: (1) predict-
ing and analyzing the future in sports competition will
greatly increase the effect of athletes getting high results in
the competition, and facilitate coaches to arrange guiding
tactics. (2) Competitive culture is often spread and cultivated
through the window of sports competition, which is not only
limited to keeping fit but also promotes the development of
human society. (3) With the increase of modern sports, the
value and significance will be more extensive, which is a
long-term realization from promoting economic level to
enriching national culture. (4) At the same time of sports
competition, the evaluation and analysis of the results after
the competition are beneficial to the technical reinforcement
of many athletes, the results are obviously improved, and the
championship is one step closer.

This paper studies the lack of content and analysis: (1)
lack of subjective judgment awareness of athletes, more
training according to the requirements of coaches, resulting
in individual cannot play out the characteristics and advan-
tages of performance. (2) In the statistical analysis of the
number of people selected, the evaluation only based on
the selection of internal personnel and did not conduct a
sample survey on outsiders, resulting in the lack of data.
(3) The combination model is the calculation and prediction
of the highest level of sports competition, but now it is
limited to the implementation of development and popu-
larization. (4) The competition organization structure is
not complete, but it does not complete the organization.
The next research content will be to put forward the corre-
sponding solutions through the integrity of the competition
organization and carry out in-depth experimental analysis.
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The Olympic Games is a comprehensive social and cultural activity with the most complicated system and the largest scale. With
the development of the Olympic Games, the ecological problems brought by the Olympic Games have attracted increasing
attention, and the sustainable development of the Olympic Games has been put on the agenda. Based on the comprehensive
index of Ecological Carrying Capacity (ECC), Environmental Kuznets Curve, and carbon footprint analysis of the Olympic
Games host city competition cycle, this study analyzes three modes of ECC of the host city: light urban ecological burden
mode, heavy urban ecological burden mode, and overload urban ecological burden mode. Based on the temperature sensor
and GPS positioning, the land surface temperature change map of Tokyo, Japan, from 1990 to 2015 is obtained, and the heat
island effect of Tokyo is obtained. This paper analyzes the case of using sensors for intelligent event management such as
venue detection in the sustainable development plan of the 2020 Tokyo Olympics; the idea and practice of thrifty hosting of
2022 Beijing Winter Olympics and 2022 Hangzhou Asian Games holds that in most cases, the ECC of the host city of the
Olympic Games is under great pressure, so it is necessary to pay attention to the ECC of the host city. The sustainable
development of the Olympic Games is an important issue in the development of the Olympics, but the sustainable
development plan of the Olympics is still being explored. It is suggested that the sustainable development of the Olympic
Games needs to evaluate the ECC of the host city in the whole cycle, establish the principle of ecological priority to avoid the
overload mode of ecological burden, strive to achieve carbon neutrality in the competition, and practice the idea of scientific
frugality in running the competition.

1. Introduction

The Olympic Games is a comprehensive social and cultural
activity with complex system and large scale. From the bid
to the hosting of the Olympic Games, huge costs need to
be invested. When Albert, France, hosted the Winter Olym-
pics in 1992, more than 30 hectares of forests were
destroyed, and tens of thousands of animals and plants lost
their living environment, resulting in the rapid disappear-
ance of many local biological species. During the two weeks
of the 2004 Athens Olympic Games, a total of 50 tons of
CO2 was emitted, and after the whole event, the CO2 emis-
sion was about 500,000 tons, which brought a serious impact
on the national ecological environment [1]. Therefore, in the

process of hosting the Olympic Games, it is inevitable to
consider: while maximizing the economic and social benefits
brought by the competition, how to reduce the negative
impact of the competition on the urban ecological environ-
ment, effectively avoid the risks of the urban ecological envi-
ronment and promote the sustainable development of the
ecological environment of the host city. These are the impor-
tant issues for the sustainable development of the Olympic
Games. Although the Olympic Agenda 2020 adopted at the
end of 2014 takes reducing the cost of bidding and hosting
the Olympic Games and sustainable development as impor-
tant issues, it is regarded as an effective reform plan to pro-
mote the sustainable development of the Olympics.
However, the high budget cost of the Olympic Games has
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put the thrifty Olympic Games plan pushed by the Interna-
tional Olympic Committee (IOC) to the test. Ultimately, the
irreversible and unsustainable environmental problems such
as waste of resources and ecological destruction caused by
hosting the Olympic Games are the stumbling blocks to
the development of the Olympic Games. Therefore, hosting
the Olympic Games is not only an “economic account” but
also an “environmental account.”

2. The Sustainable Development of the
Olympic Games

The world sports governance system represented by the
United Nations and the IOC formally brings “sustainability”
into the global sports policy framework. In 2012, the United
Nations designed Sustainable Development Goals (SDGs)
based on sustainable theory as the strategic framework of
global development from 2015 to 2030. And in article 37
of “Transforming Our World: 2030 Agenda for Sustainable
Development” [2], it is pointed out that “sports are also an
important factor to promote sustainable development.” In
response to the United Nations concept of sustainable devel-
opment, in December 2014, the IOC put forward in Olympic
Agenda 2020 that “sustainability should be incorporated
into all aspects of the Olympic Games and the daily opera-
tion of the Olympics.” As the most outstanding Olympic
Games in the world, the Olympic Games adopted the sus-
tainable development standards of the United Nations in
resource management and took them into real actions. In
2015, as a “permanent observer,” the IOC released “The
Contribution of Sports to the United Nations Post-2015
Development Agenda and Sustainable Development Goals:
Position of the IOC” [3], which concluded that sports can
support the sustainable development of human society. In
December 2016, the IOC issued the Sustainable Develop-
ment Strategy (IOC Sustainable Strategy), which promoted
sustainability as the “working principle” of the Olympics
and supported and implemented the sustainable develop-
ment agenda of the United Nations [4]. With the implemen-
tation of sustainable development by the IOC in an all-
round way, other international sports organizations also
regard it as the core concept of running the Games.
Table 1 shows the development of the Olympics towards
sustainability.

3. Ecological Carrying Capacity Model of
Olympic Games

3.1. Comprehensive Index of ECC. The comprehensive index
of ECC refers to the combination of various carrying capac-
ity indexes in a certain way, and the ECC is calculated by
using parameters such as ecosystem carrying capacity index,
ecosystem pressure index, and ecosystem carrying pressure
degree. Different indexes have different advantages, and
integrating the advantages of each index may form a more
accurate comprehensive index of ECC. The general equation

is as follows:

ECC = f α, β, γ⋯⋯ð Þ: ð1Þ

In the equation, α, β, γ … … are respective carrying
capacity indexes. The comprehensive application of various
carrying capacity indexes can reduce the influence of human
subjectivity on the results, among which fuzzy analytic hier-
archy process, grey relational comprehensive analysis
method, and multifactor relational analysis method [5] are
also introduced into the comprehensive carrying capacity
evaluation system.

3.2. Environmental Kuznets Curve (EKC). Based on a large
number of data analysis and empirical tests, American envi-
ronmental economists Grossman and Krueger found that
the environment deteriorated first and then improved with
the increase of per capita income between environmental
quality and economic growth and thus extended EKC to
describe the changing trend of the relative relationship
between environmental quality and economic development
in a country or region [6]. As shown in Figure 1, the most
representative of EKC model is quadratic polynomial func-
tion relation, which is a simplified measurement model com-
monly used in the world at present:

y = a + b1x + b2x
2 + ε: ð2Þ

In this equation, y is the environmental pressure index; x
is the economic development index; a is a constant term,
usually representing the characteristic parameters of a coun-
try or region; b1 and b2 represent the coefficients of the first
and second terms of x; and ε is a random error term.

3.3. Analysis of Carbon Footprint during the Event in Host
Cities of Olympic Games. The IOC is the first international
sports organization to propose sustainable development
and introduce carbon footprint to measure the environmen-
tal impact of events. At the Olympic Conference held in
Paris in 1994, the IOC specially discussed sports and envi-
ronment, and in 1996, the environmental and sustainable
development clauses were included in the Olympic Charter
[7]. The concern of the IOC for sustainable development
has directly promoted the attention of the Olympic Games
Organizing Committee (OGOC) of the bid countries and
host countries to environmental issues. In 2004, when Lon-
don applied for the 2012 Summer Olympics, it emphasized
that environmental quality and sustainable development
were the key contents of London’s bid. In the 2008 Beijing
Olympic Games, the IOC introduced the environmental
impact assessment of carbon footprint on the Olympic
Games. Subsequently, the host cities of all previous Summer
Olympic Games and Winter Olympic Games attached great
importance to sustainable development and adopted various
measures in venues, energy use, material selection, garbage
disposal, transportation, and other aspects to reduce the
environmental burden of the Olympic Games. According
to the requirements of the IOC, from 2030 onwards, the
OGOC will be required to reduce and compensate the

2 Journal of Sensors



RE
TR
AC
TE
D

carbon emissions directly related to its operation, so as to
ensure that the positive impact of the Olympic Games on cli-
mate is greater than the negative impact [8]. Using carbon
footprint to assess the impact of the Olympic Games on
the ecological environment of the host city makes it possible
to analyze the environmental impact of the Olympic Games
and reduce carbon emissions through corresponding mea-
sures. According to the relevant documents of Tokyo Olym-
pic Organizing Committee, the carbon emissions of Olympic
Games can be divided into three stages: pre-Games, in-
Games, and after-game. In pre-Games stage, the carbon
emissions mainly come from the construction of supporting
facilities for the competition. During the game, the carbon
emissions mainly derive from the activities related to the
competition; after the game, the operation and maintenance
of venues emit most of the carbon [9]. Figure 2 shows the
proportion of carbon footprint in different stages of the
Olympic Games.

3.4. ECC Model in the Host Cities of Olympic Games.
According to the threshold theory of ECC and EKC theories,
this paper analyzes the relationship between the host city
and the quality of ecological environment and draws the fol-
lowing conclusions: (1) When the impact of the Olympic
Games on the ecological environment is below the warning
line of ECC, then with the economic development, measures
can be taken to restore the ecology. (2) When the impact of
the Olympic Games on the ecological environment exceeds
the warning line of ECC, but it has not yet exceeded the limit
of ECC, with the development of economy, taking corre-
sponding measures can make the ecology recover slowly.
(3) When the impact of the ecological environment of the
Olympic Games exceeds the ecological carrying limit, it will
cause irreversible damage to the ecology. Even with the eco-
nomic development, it is extremely difficult and slow to
repair the ecological environment. According to the actual
situation of the host cities of previous Olympic Games, the

Table 1: Development of the Olympics towards sustainability.

Years
Related key
Olympic
Games

Events related to the Olympics
World trends regarding

sustainability

1992
Albertville
(winter)

Albertville 1992: criticism of destruction of the natural environment

Rio Earth Summit
United Nations Framework

Convention on Climate Change
(UNFCCC) initiated

1994
Lillehammer
(winter)

Lillehammer 1994: first “greening” initiative for the Olympic Games
The Centennial Olympic Congress: the environment becomes the third

pillar of Olympism (alongside sport and culture)

1996
Modification of the Olympic charter: incorporates “environment” and

“sustainability” in the basic principles

1999
Olympics’ Agenda 21: sets out the basic concepts and practical activities of

environmental conservation in the sports world

2000
Sydney

(summer)
Sydney 2000: “Green Olympic Games” is a key theme

2010
Vancouver
(winter)

Vancouver 2010: advanced approach to sustainability for the games
Aichi Biodiversity Targets of the
United Nations Convention on

Biological Diversity

2012
London
(summer)

London 2012: the first sustainable Olympic and Paralympic Games
United Nations Conference on

Sustainable Development (Rio+20)
ISO 20121 launched

2013 Tokyo is selected to host the 2020 games

2014
Olympic Agenda 2020: sustainability is included in all aspects of the

Olympic Games and within the Olympics daily operations

2016
Rio de Janeiro
(summer)

IOC sustainability strategy: sustainability is included as a working principle
of the Olympics

G7 Toyama Framework on Material
Cycles

2020
Tokyo

(summer)
Tokyo 2020: aims to showcase a model of a sustainable society which
humankind pursues and work integrally on sustainability challenges

Target year set in the Aichi
Biodiversity Targets Paris

agreement begins

2022
Beijing
(winter)

Beijing 2022 releases low-carbon management pregames report showcasing
carbon-neutral games

Sustainability for the future Beijing 2022 releases pregames sustainability
report

Beijing 2022 has compiled and published the sustainable sourcing guide,
sustainable sourcing code, and sustainable sourcing technical criteria

2022
Hangzhou

(Asian games)
IDEA: green, smart, thrifty, and civilized
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ECC of the host cities of Olympic Games is catalogued into
the following three modes.

3.4.1. Light Urban Ecological Burden Mode. The first is the
ideal development model. The EKC implies that the ecolog-
ical threshold as an important prerequisite is large enough or
the ECC is large, which assumes that no matter how serious
the pollution is, it is reversible and recoverable for the eco-
logical environment, indicating that the critical point or
inflection point of the EKC always exists. As shown in
Figure 3, when the carrying capacity of population,
resources, transportation, and land in the development of
the city hosting the Olympic Games reaches the inflection
point, the degradation of environmental quality has not yet
reached the threshold of ECC and is controlled within the
warning line of ECC. However, after the inflection point,
due to reasons such as the enhancement of environmental
protection awareness of the organizers of the host city and
the increase of environmental protection investment, the
coercive force of the development of large-scale events on
the ecological environment gradually decreases, which can
realize the synchronous and benign development of large-
scale events and urban ecosystem. This model depicts a
bright future for the development of the urban Olympic
Games; that is, the competition is well developed, and the
quality of urban ecological environment is also restored.

3.4.2. Heavy Urban Ecological Burden Mode. The second is
the mode of heavy urban ecological burden. As shown in
Figure 4, when the overweight carrying capacity of popula-
tion increases, resource consumption, environmental pollu-
tion, traffic jam, and other factors in the Olympic Games
break through the warning line of ECC and reach the inflec-
tion point in conjunction with the urban ecosystem; its coer-
cive force is within the threshold of ECC, and the trend of
ecological environment degradation can still be contained
in time to promote the coordinated development of the
event and the city; otherwise, it will face the irreversible
upward inflection point of environmental aggravation and
deterioration.

3.4.3. Overload Model of Urban Ecological Burden. The third
is the overload model of urban ecological burden. The EKC
depicts the relationship between economy and environment,
in which the environment deteriorates first and then

improves. However, people often witness that the environ-
ment in the development of sports events has not improved
after deterioration, and the degree of degradation continues
to rise, which ultimately affects the development of sports
events. As shown in Figure 5, the initial stage of the compe-
tition is not obviously affected by the competition level and
scale restrictions; that is, when the warning line of ECC is
broken through, no attention is paid to it; then, when the
scale of the competition expands beyond the critical point
of reversibility, it crosses the threshold of ECC to automati-
cally adjust and restore the elastic range, resulting in a series
of urban ecological crises such as population explosion,
resource depletion, environmental deterioration, and ecolog-
ical imbalance, showing a serious overload state, which is
embodied in the overload of urban traffic carrying capacity
caused by population explosion, overload of urban land car-
rying capacity caused by excessive consumption of
resources, and environmental pollution. When the develop-
ment of the competition reaches the critical point, it is not
only difficult to curb the serious degradation of the ecologi-
cal environment quality but also makes the technical diffi-
culty of controlling environmental pollution and ecological
degradation increase, and its economic and social costs will
exceed the range that the city can bear, making the eco-
nomic, social, and environmental benefits unable to achieve
the expected purpose.

4. Practice and Feedback of Sustainable
Development of 2020 Tokyo Olympic Games

4.1. Analysis of the ECC of Tokyo City. Heat island effect is
an important index to evaluate the impact of human activi-
ties on the ecological environment of megacities. The Olym-
pic Games is the most complex and largest comprehensive
social and cultural activity in the world, and the host cities
of the Olympic Games are almost all megacities in the world.
Tokyo is a superlarge city in the world, and its impervious
surfaces such as buildings and roads are distributed on a
large scale and densely. In addition, a large number of
human activities have produced a large amount of urban
metabolism such as water and heat. This kind of “super-
large” has a strong external interference on the urban eco-
system, and its urban heat island problem is far greater than
that of other small and medium-sized cities and rural areas.
As shown in Figure 6, through the temperature sensor and
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Figure 1: Environmental Kuznets Curve.
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GPS positioning detection, the land surface temperature
change chart of Tokyo, Japan, from 1990 to 2015 was
obtained, and the heat island effect of Tokyo, Japan, was
obtained. This paper uses the heat island effect to analyze
the ECC of Tokyo from 1990 to 2015.

As shown in Table 2, during the period of 1990-2015, the
proportion of Tokyo’s temperature rising area (35.35%) is
higher than that of its temperature decreasing area
(14.12%) (Table 2), which shows that Tokyo’s cities are also

in a warming trend in general during the research period.
During the research period, Tokyo’s cities expanded greatly,
occupying a large amount of ecological land. In addition, the
proposed layout model of “multi-center and multi-group”
was not well implemented, and a good green separation zone
could not be formed among groups, resulting in a substantial
increase in the surface temperature level. It can be found that
at the beginning of hosting the 2020 Tokyo Olympic Games,
the urban ecology of Tokyo was overloaded. If the
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Figure 2: Estimated carbon footprint of the Olympic Games.
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investment in the Olympic Games is blindly increased, it is
very likely that the Tokyo Olympic Games will be over-
loaded, causing irreparable damage to the ecological
environment.

4.2. Practice and Feedback of Sustainable Development Plan
for 2020 Tokyo Olympic Games. From their own needs, the
Japanese government and the Tokyo Metropolitan Govern-
ment responded to the reform call of the IOC and made sus-

tainability one of the most important tasks of the Tokyo
Olympic Organizing Committee. The medium- and long-
term goal of the Tokyo Metropolitan Government is to build
it into a model of harmonious coexistence between highly
developed society and environment in large cities around
the world, and this long-term development vision coincides
with the goal of the IOC to promote the sustainable develop-
ment of the Olympic host city. As shown in Figure 7, in
order to realize the sustainability vision and objectives of
the Tokyo Olympic Games, the Tokyo Olympic Organizing
Committee has formulated a detailed sustainability strategy
and work list, which defines the key areas and specific work
objectives of the sustainability work in preparation, hosting,
and post-Games.

4.2.1. Active Response to Climate Change. Climate change is
a major global challenge in the 21st century. It has become
an international consensus and the general trend to actively
respond to climate change and promote low-carbon devel-
opment. The IOC clearly stated that the direct and indirect
greenhouse gas emissions caused by the Olympics should
be managed, and the impact of climate change should be
adapted according to the actual situation of the activities
[12]. In order to cope with climate change, the Tokyo Olym-
pic Games set the goal of “zero carbon” and promised to
contribute to the temperature control goal set by the Paris
Agreement of the United Nations Framework Convention
on Climate Change concluded in 2015. Through the use of
renewable energy and energy-saving measures, it laid the
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Figure 5: Overload model of urban ecological burden.
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Figure 6: Surface temperature changes of Tokyo from 1990 to 2015 [10].

Table 2: Statistics of surface temperature changes of Tokyo from
1990 to 2015 [10].

Changes Ranks Area/km2 Proportion/% Total proportion/%

Down

-4 2.65 0.05

14.12
-3 15.79 0.26

-2 231.44 3.86

-1 596.23 9.95

Level 0 3027.8 50.53 50.53

Up

1 1398.82 23.34

35.35

2 553.93 9.24

3 139.32 2.33

4 22.49 0.38

5 3.54 0.06

6 0.01 0.00

Total — 5992.02 100.00 100.00
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foundation for Japan to build a carbon-free society and
become a model for global response to climate change. As
shown in Figure 8, in the field of tackling climate change,
the main work included carbon accounting of benchmark
emission level, determination of specific content of measures
to tackle climate change and carbon management. Measures
to deal with climate change were also classified into three
categories: measures to avoid carbon emissions, measures
to reduce carbon emissions through energy saving and
renewable energy utilization, and carbon compensation
measures. Through the Olympic carbon accounting work,
the Tokyo Olympic Organizing Committee determined that
the emission benchmark level for the whole life cycle of the
Olympic Games was 3.01 million tons of carbon dioxide.
In order to avoid carbon emissions, about 60% of the Olym-
pic Games used existing facilities, which had been expected
to reduce the emission level to 2.93 million tons. In addition,
carbon emissions from various activities were further
reduced through other energy-saving measures and renew-
able energy utilization measures: for example, Tokyo actively
used low-pollution and energy-efficient transportation
means such as fuel cell vehicles and plug-in hybrid vehicles;
clean and energy-saving vehicles were used 100% during the
Olympic Games to ensure that the average carbon dioxide
emission intensity (G-CO2/km) generated by vehicles used
in the Olympic Games was at a low level; seven permanent
venues in Tokyo were equipped with renewable energy sys-
tems including about 513 kW solar photovoltaic, 462 kW
solar photothermal, and about 1523MJ geothermal. 100%
of the electricity used during the Olympic Games came from
renewable energy. Tokyo also made full use of the advan-
tages of domestic hydrogen energy technology to fully use
pure hydrogen energy in the planned Olympic village and
its community. As shown in Figure 9, the Tokyo Olympic
Organizing Committee promoted some management plans

for climate issues, such as the 2020 tourism demand man-
agement plan and procurement-related management plans,
so as to promote all sectors to participate in activities to mit-
igate and adapt to climate change and encourage people to
choose a more sustainable lifestyle. The Games carbon foot-
print (the amount of CO2 and other emissions) was expected
to be about 3,010,000 t-CO2 without any measures. How-
ever, this was reduced by about 280,000 t-CO2 as a result
of implementing avoidance and reduction measures such
as the use of rentals or leases, use of existing venues, renew-
able energy use, and adoption of energy saving facilities.

4.2.2. Effective Resource Management: The Idea of “Frugality”
in Running the Competition. In order to carry out sports
activities and hold sports events, it is necessary to consume
a lot of resources to build sports venues, produce sports
equipment, and provide energy, water, and food, as well as
some technical services, such as sensor technology, are also
needed as the basis for the event. Therefore, when preparing
and hosting the Olympic Games, it is very important to
adopt effective resource management methods to achieve
the goal of sustainable development. The new main arena,
the new national arena, is designed with a “Traditional and
stylized”roof made of wood and steel, using wood from 47
Japanese prefectures almost everywhere inside the main
arena, advocate and the surrounding environment into one
of the “Forest Stadium”; the spectator did not install air-con-
ditioning, the use of natural wind to achieve the cooling
effect. In the construction of other closed sports arenas, a
distributed multipoint monitoring system is installed
according to the Indoor Stadium Environment, combined
with temperature and humidity sensor technology, TVOC
air quality sensor technology, automatic monitoring tech-
nology, and wireless technology, to achieve indoor stadium
air quality, temperature and humidity, formaldehyde

Timeline for “Developing the Tokyo 2020 Olympic and Paralympic games sustainability plan”

2013

Tokyo was selected
to host the games

The Tokyo 2020 organising
committee was established

Outline of the Tokyo
2020 games vision

Tokyo 2020 games
foundation plan

[Urban planning and sustainability
commission]

Sustainability plan High-level
sustainability plan

Sustainability plan
version 1

Sustainability plan Progress
report

Pre-games
report

Post-games
report

G
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es
 p

er
io

d

version 2

Fundamental
principles

Timber

1st edition 2nd edition

Paper, palm oil

Implementation

Certification

Establishment

Establishment and
implementation

[ISO20121 ESMS]

Agricultural products,
livestock products,

fishery products

Sustainable sourcing code

Event sustainability management system

[Indivisual codes]

[Grievance mechanism]

2014 2015 2016 2017 2018 2019 2020 2021

Legacies

Figure 7: Timeline of the Tokyo Olympics Sustainable Development Plan [11].
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content, and CO2 parameters monitoring; by controlling
humidifier and fan, the environmental parameters can be
adjusted and controlled, in order to create the best indoor
stadium environment and to ensure the normal perfor-
mance of athletes and audience comfort. The resource man-
agement of Tokyo Olympic Games mainly focused on the
reuse and management of waste and put forward the goal

of “zero waste” for the Olympic Games. Tokyo Olympic
Organizing Committee implemented targeted resource man-
agement measures in the whole supply chain process of
Olympic Games preparation and hosting, with the goal of
stopping deforestation and land destruction caused by
resource utilization, and minimizing the negative impact of
waste and the consumption of economic circulation system

Amount of
CO2

emissions
Tokyo games

BAU Tokyo games
(review of venues)

Tokyo games
(after implementing

measures)
(to be updated in the

next edition)

Reduction through
the implementation

of measures

Operation

Construction

Construction
Operation

Spectators

Reduction through
the review of venues

Spectators

Figure 8: Carbon footprint of the Tokyo Olympics [12].

Contribution to achieving SDGs,
relevance with the Paris agreement, etc.

-Scope and method of estimation
-Carbon footprint upon BAU/ the

Formulation of the
concent of offset

Clarification of how to
implement PDCA of
the entire games and
the role of each
function

Twelve
specific
targets

Counter-
measures

Management

Avoidance
measures

Clarification of
greenhouse

gas emissions
related to the

games

Estimation of carbon footprint

Goal of climate change: towwards zero carbon

: BAU approximately 3.01 million t-CO2
: After the review of the venues approximately 2.93 million t-CO2

Reduction measures

Energy
conservation

Carbon management

Renewable
energies

Offset

Through the tokyo 2020 games, the foundation of decarbonisation is going to be built so that it will be an important boost to realise goals set forth by the paris
agreement and SDGs. To realise that, plans for the games will be established to avoid, reduce, and offset CO2 emissions to mitigate climate change and to provide
information on the overall carbon management.

review of the venues

Figure 9: Tokyo 2020 “Zero Carbon Plan” [12].
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and environment. Tokyo Olympic Organizing Committee
mainly achieved the quantitative goal of efficient use of
resources and waste reduction through strict procurement
management; specifically, 99% of the items and commodities
purchased in the Olympic Games were reused or recycled.
During the operation of the Olympic Games, 65% of the
wastes were reused and recycled. In Tokyo, relevant laws
and management plans were formulated for waste disposal,
and a lot of successful experiences were accumulated. In
order to reduce the overuse of packaging materials, espe-
cially to prevent the impact of plastic packaging and dispos-
able products on the ecosystem through marine pollution,
the Tokyo Olympic Organizing Committee followed the
national strategy of recycling plastic resources formulated
by the Ministry of the Environment of Japan and the rele-
vant regulations of the Tokyo Metropolitan Government
and formulated procurement rules, which restricted the pro-
curement of items and commodities that were easy to recycle
and simply packaged. The Tokyo Olympic Organizing Com-
mittee formulated a recycling and recycling policy to man-
age procurement projects in a comprehensive way. In
addition, it also tried to introduce some new management
modes to help manage resources effectively: it introduced
asset tracking system into asset management; it encouraged
material leasing and recycling; indoor air conditioners for
the Tokyo Olympic Games, for example, were basically
leased, which were returned for other purposes after the
competition; it provided more easy-to-understand garbage
classification and identification maps to the public; it
launched a horizontal recycling plan, which only allowed
the use of recyclable and reusable plastic beverage bottles

during the Olympic Games. In order to promote the concept
of resource conservation, the Japanese government began to
recycle old household appliances and mobile phones in
2017. In three years, it collected about 79,000 tons of small
household appliances, and 6.21 million used mobile phones,
from which 32 kilograms of gold, 3,500 kilograms of silver,
and 2,200 kilograms of copper were extracted for making
Olympic medals.

4.2.3. Protection of Natural Environment and Biodiversity.
Sports activities are closely related to the natural environ-
ment. Natural resources such as clean air and water, unde-
veloped land, and healthy ecosystems such as green urban
areas, mountains, forests, rivers, lakes, and oceans are
important foundations for some sports activities. Tokyo also
expected to take advantage of the opportunity of hosting the
Olympic Games to further improve the urban ecological
environment, protect biodiversity, form a rich ecological
network, enhance the comfort and attraction of the city,
and transform Tokyo into a city that is more harmonious
with nature. The Tokyo Olympic Organizing Committee
built more green spaces around the stadium to protect and
upgrade the existing green areas. The infrastructure con-
struction of the competition avoided cutting down trees.
According to Ramsar Convention, Kasai Jiming Marine Park
was designated as a wetland reserve. In the construction of
the competition venue, measures such as transplanting local
trees were taken to protect biodiversity. The main roads in
Tokyo, where Olympic marathon and walking race pass, as
well as the roads near the competition venues, were made
to be green belts that could shade athletes and spectators.
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In Tokyo, sidewalks blocking the solar heat were paved
along roads over 130 km in some competition areas. This
can also reduce the adverse effects of urban heat island effect
on competitors, spectators, and staff. Another important
task for environmental protection is water resource protec-
tion. Tokyo Olympic Organizing Committee, with the hope
of improving the original water circulation environment of
the city, conducted substantial water resource protection
and sewage treatment measures, such as water quality and
temperature research in Odaiba Marine Park and real-time
monitoring through underwater screens; improving the
water quality of moat around the palace garden; building
sewage treatment facilities to reduce the pollution load dis-
charged into rivers, oceans, and other waters during heavy
rainfall; and sewage treatment by installing advanced water
circulation facilities. In the procurement process, the com-
mittee also added explicit provisions to the procurement
regulations formulated to ensure that all products and ser-
vices were obtained in compliance with relevant environ-
mental laws and regulations, so as to protect biodiversity
and prevent environmental pollution in procurement.

As shown in Figure 10, the figure describes the carbon
footprint of the Tokyo 2020 Games. The Tokyo 2020 Games
had lower carbon footprint than previous Olympic Games,
because no new infrastructure was constructed specifically
for the purpose of the Tokyo 2020 Games, and currently,
available venues and facilities were fully utilized for effective
uses after Tokyo was selected as the host city. The total
amount of carbon footprint based on the BAU case is 3.01
million t-CO2 which is lower than the carbon footprints of
the London 2012 Games (about 3.45 million t-CO2 based
on BAU case) and the Rio 2016 Games (about 3.56 million
t-CO2 based on BAU case). In addition, the carbon footprint
of the case with the review of venues is 2.93 million t-CO2,
indicating that greenhouse gas emissions are reduced by
using existing venues.

4.2.4. ECC Overload of 2020 Tokyo Olympic Games.
Although the Tokyo Olympic Games issued a series of plans
for sustainable development of events, the overload of ECC
and adverse effects of ecological environment in the process
of running the games were not uncommon. Bloomberg
reported on July 14th, 2021, that residents near the competi-
tion venue complained that “Tokyo Bay stinks”, but in the
subsequent broadcast of the competition, the water quality
did look rather muddy. Before the official start of the compe-
tition, some athletes abandoned the competition because of
the water quality of swimming pool, and some athletes vom-
ited after landing from the swimming pool. The Tokyo
Olympic Organizing Committee set unrealistic procurement
standards for sustainable development, which further dam-
aged the ecological environment. The American-based envi-
ronmental organization Rainforest Action Network (RAN)
found that some of the wood used in the construction of
the venues of the 2020 Tokyo Olympic and Paralympic
Games were cut down from the tropical forest containing
the habitat of the endangered species orangutans. According
to the report, the environmental protection organization
confirmed that plywood manufactured by Indonesian enter-

prises was used in the construction site of Ariake Arena in
2018, and a number of related enterprises as supply sources
were found in the nonpublic information. The environmen-
tal protection organization analyzed the situation of tropical
forests in Kalimantan island managed by these enterprises,
finding that in 2016 and 2017, when it was possible to supply
timber to the venues, the forest area decreased by about
7,000 hectares in total.

4.2.5. Controversial Measures of Sustainable Development
Plan of 2020 Tokyo Olympic Games. Many initiatives of
thrifty competition in the sustainable development plan of
Tokyo Olympic Games have been accused of being flashy.
At the beginning of the preparation, the Tokyo Olympic
Organizing Committee announced that the 3R concept of
“Reduce,” “Reuse,” and “Recycle” should be regarded as
one of the leading concepts of the Olympic Games. Among
those comments, the 18,000 sets of cardboard beds in the
Olympic Village were the most controversial topic. These
beds, the first try in the history of the Olympic Games, were
all made of recycled materials, which were put together like
“paper boxes.” These cardboard beds caused many doubts in
terms of safety, price, and comfort. However, it is estimated
that the total price of the whole set of bedding is 150,000-
250,000 yen (US $1400-2300). Moreover, all medals of this
Olympic Games were unprecedentedly made of recycled
electronic waste. In 2017, based on the concept of environ-
mental protection, the Japanese government launched the
collection activities of used mobile phone appliances. In
more than two years, nearly 79,000 tons of small household
appliances and 6.21 million old mobile phones were col-
lected from the whole country, from which about 32 kilo-
grams of pure gold, about 3,500 kilograms of pure silver,
and about 2,200 kilograms of copper were extracted. Finally,
all the medals of Tokyo Olympic Games were made with
these recycled and refined metals. Tokyo took pride in
applying recycled electronic waste to make gold medals.
However, the gold medals were painted off just after the
Olympic Games.

5. Summary

5.1. In Most Cases, the Host City of the Olympic Games Is
under Great Ecological Carrying Pressure, and Attention
Should Be Paid to the ECC of the Host City. Because of the
particularity of the Olympic Games, most of the Olympic
Games, especially the Summer Olympic Games, are almost
held in the world’s megacities, and now the world’s mega-
cities are under the pressure of ecological environment over-
load without exception. The investment in the Olympic
Games is huge, and the period from the bid to the competi-
tion is often as long as 5-10 years. During the competition,
tens of thousands of athletes, journalists and spectators will
flood into the host city and the surrounding areas of sports
venues in a short period of time. The transportation, accom-
modation, and energy consumption during this period will
generate huge carbon emissions, which will easily cause huge
ecological pressure on the host city. During the competition,
the ecological burden of the host city is often overloaded,
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causing great difficulties for the postcompetition recovery.
Therefore, at the beginning of the application, it is necessary
to assess the ECC of the host city, make relevant plans,
reduce carbon emissions, strive for carbon neutrality, and
properly handle the problem of excessive ecological carrying
pressure of the city caused by the competition.

5.2. The Sustainable Development of the Olympic Games Is
an Important Issue in the Development of the Olympics, but
the Sustainable Development Plan of the Olympics Is Still
Being Explored. Sustainable development is an inevitable
topic in the Olympics. In recent years, the Olympic Organiz-
ing Committee has issued a large number of documents on
sustainable development. Whether it is the 2020 Tokyo
Olympic Games or the 2022 Beijing Winter Olympics, the
sustainable development plan is an important agenda. Rela-
tively speaking, however, the sustainable development of the
Olympics is still a new agenda, and there is still much room
for improvement in terms of concept interpretation and
practical operation. Especially in terms of frugality, it is nec-
essary to avoid the appearance of “formal” frugality and
“false” frugality. Starting from the purpose of hosting the
Games and the actual situation of the host city, we should
realistically introduce a scientific and achievable frugality
scheme to further improve the sustainable development plan
of the Olympic Games.

6. Suggestions

6.1. Full-Cycle Assessment of the Host City’s ECC. The eco-
logical and environmental problems faced by the host city
in the process of hosting the Olympic Games put forward
a severe test on the supporting power of resource consump-
tion, the degree of environmental pollution, and the ability
of maintaining a certain living standard population. Any
events that exceed the ECC will seriously affect the sustain-
able development of the city. Therefore, the ECC is an
important basis to measure whether the urban environment
is in harmony with the competition activities. Therefore,
before the competition, we should strengthen the evaluation
of the ECC of the competition and at the same time build a
multifactor urban ECC estimation model related to the soil,
water, atmosphere, and sound environment related to the
competition, so as to comprehensively and quantitatively
estimate the urban ECC and provide technical support for
the construction of the evaluation system of urban ECC.
Strengthen the monitoring of the ecological environment
of the host city. The process of hosting the Olympic Games
involves the reception of foreign tourists, the transportation
of personnel and goods, the holding of the Olympic Games,
the maintenance of venues and auxiliary facilities, etc., so
that the eco-environmental stress factors in the host cities
of the Olympic Games are characterized by multisource het-
erogeneity, complexity and variability, wide spatial and tem-
poral distribution, large regional span, etc. Therefore, the
eco-environmental monitoring in the process of hosting
the Olympic Games should be based on diversified business
databases. Focusing on the demand of early warning infor-
mation of eco-environmental risks in the host cities, the rel-

evant information in the fields of eco-environmental risk
sources, atmosphere, soil, water, sound environment, etc.
in the process of hosting the events will be integrated to form
an environmental information database, and a complete eco-
environmental risk monitoring system will be built to
dynamically monitor the eco-environment of the host cities
during the events. After the Games, strengthen the restora-
tion and compensation of the host city’s ecological environ-
ment. After the Games, on the premise of following the
principles of “ecological priority, sustainable development
and equal rights and responsibilities” and according to the
damage degree and present situation of the Olympic Games
to the ecological environment, a reasonable ecological envi-
ronment restoration scheme is formulated. Ecological com-
pensation, as a benefit coordination and balance
mechanism between the competition and the ecological
environment, is the inevitable choice for the sustainable
development of the Olympic Games and the urban ecologi-
cal environment by constantly optimizing and adjusting
the distribution relationship among stakeholders and realiz-
ing the mutually beneficial symbiosis among environmental
protection actors.

6.2. Establish the Principle of Ecological Priority and Avoid
the Overload Mode of Ecological Burden. To host the Olym-
pic Games, the host cities generally put improving the ECC
in the strategic height of sustainable development, which
means that they should advocate green environmental pro-
tection, highlight green images, shape green brands, and
establish the principle of ecological priority. The host cities
should strictly enforce the environmental protection system,
select the best control scheme, and control investment to
reduce the air pollution around the city. It is also necessary
to improve the quality of urban ecological environment
and slow down the greenhouse effect and heat island effect
in order to improve the natural environment and maintain
the ecological balance. To host the Olympic Games, host cit-
ies need to avoid the overload mode evolved from the over-
load operation of bottleneck elements. Moreover, they can
neither take the economic growth mode of excessive
resource consumption and excessive environmental pollu-
tion nor stop or even sacrifice development to protect the
resources and environment of the city. Instead, seeking the
scientific, sustainable, and coordinated development is the
only choice. Meanwhile, they should actively explore an
effective development path in terms of improving the ECC
of the city.

6.3. Strive to Achieve Carbon Neutrality during the Event.
During the Olympic Games, the venues will gather a large
number of people, producing all kinds of domestic garbage,
leaving a variety of carbon footprints, and causing a heavy
burden on the environment. At the same time, the venues
will consume a lot of water, electricity, gas, and so on when
emitting plenty of carbon. Facing these challenges, the host
city can take carbon neutralization measures, such as energy
saving and emission reduction technology, recycling, gar-
bage sorting, etc., and strengthen the audience’s awareness
of carbon neutralization in order to realize carbon
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neutralization in venues. Event organizers or venue man-
agers should provide green travel, green catering, and other
services as much as possible and reduce the carbon footprint
during large-scale events by providing degradable products,
using energy-saving and environmentally friendly and recy-
clable materials, reducing solid wastes and using disposable
plastic products. The carbon neutrality of the competition
can be understood as offsetting the carbon dioxide generated
by the competition through energy saving and emission
reduction technology or afforestation, so as to achieve the
relative “zero emission” of carbon dioxide. For example, Bei-
jing 2022 Winter Olympics and Winter Paralympics pro-
posed to realize carbon neutrality and zero emission, and
the concept of green and low carbon has been deeply inte-
grated into the design, construction, and operation of
venues, thus forming the accounting methodology of green-
house gas emissions of Beijing Winter Olympics. The green
and low carbon measures adopted will ensure the realization
of carbon neutrality in the preparation and holding of the
events. In the long run, the experience of carbon neutrality
in Beijing 2022 Winter Olympics and Paralympic Winter
Games will lead to the fulfillment of carbon neutrality.

6.4. Scientific Practice of Frugality in Running Competitions.
Thrift is the guiding concept of the Olympic Games, and it
cannot be rigidly required. As a large-scale public activity
in modern society, sports events are held because of their
great value. The objectives of the competition usually
include political benefits, economic benefits, social benefits,
etc. Focusing on these objectives, the host city should con-
sider the integrity and coordination of resource management
and form standards and scales for evaluating the efficiency of
resource use, so as to measure the input and output effects of
competition resources and implement frugal competition.
This study draws a conclusion that thrifty competition
should be started from the following three aspects: (1) Infra-
structure construction and public facilities support. Accord-
ing to the idea of thrifty competition, the design of
competition venues should adhere to the principles of prac-
ticality, intelligence, and green; optimize resource allocation
by means of Internet and Internet of Things; and avoid bud-
get overruns and environmental pollution. In terms of public
facility support, the ideas of intelligence, green, and frugality
should be followed, and modern logistics technology should
be introduced to improve the operation efficiency of the
transportation system with efficient, safe, timely, and reliable
logistics operation. In terms of the scale and quantity of
venue construction, it is necessary to transform and expand
the existing stadium resources in the city and surrounding
cities and gradually promote the preoperation concept of
competition venues. Take Beijing Winter Olympic Games
as an example. When bidding for the Winter Olympic
Games, China has three major ideas, one of which is holding
a thrifty Olympic Game. The most costly two aspects of the
Beijing Winter Olympic Games are competition preparation
(about US $1.56 billion) and venue construction (about US
$1.51 billion), totaling about 3 billion US dollars, which is
1/5 of the 2018 PyeongChang Winter Olympics and 1/15
of the 2014 Sochi Winter Olympics. The biggest expense of

the Olympic Games credits to infrastructure and venue con-
struction; the overspending of the Olympic Games in the
past proves the fact. Among the 12 competition venues of
the Beijing Winter Olympics, five of them were the old
venues of the 2008 Olympic Games, including the Bird’s
Nest, the National Aquatics Center, and the Cadillac Arena,
which can be directly transformed and reused. For example,
the Bird’s Nest was used for holding the opening ceremony
of the Beijing Winter Olympics again, and the National
Aquatics Center was transformed into the Ice Cube. The
total value of these venues exceeds 700 million yuan. The
strategy of replacing the old with the new has helped Beijing
save half of the venue construction fee. In addition, some
hardware of BOCOG is leased directly to enterprises on a
rental basis, which not only saves the cost but also reduces
the later expenses. Through calculation, the mode of renting
and purchasing can save more than 30% of equipment cost.
Moreover，Organizing Committee use items to get funds.
65% of the $1.51 billion cost of venue construction comes
from enterprise investment. For example, the Winter Olym-
pic Village in the three major competition areas will be
reused after the competition, in which Beijing and Zhangjia-
kou Olympic Village will be sold directly as commercial
housing, while the Winter Olympic Village in Yanqing com-
petition area will be transformed into a holiday hotel in sce-
nic spots, as well as the National Alpine Ski Center and the
National Ski Jumping Center, all of which will serve as tour-
ist attractions after the competition. (2) Investment structure
and operational efficiency. Investment structure and opera-
tion efficiency directly affect the benefit of running the com-
petition. We should take advantage of the opportunity of the
Olympic Games to guide the optimization and upgrading of
the urban industrial structure, widen the width of the Olym-
pic economy, arrange the Olympic investment reasonably,
and promote the integration and development of the Olym-
pic Games and cities. It is necessary to improve the opera-
tional efficiency of the Olympic Games; establish an all-
round, multilevel, and multiechelon investment system; pro-
vide a good investment and financing environment;
strengthen the supervision of funds; make overall arrange-
ments for construction funds; optimize various forms of
financing structures; strengthen project supervision; scientif-
ically determine the scale of budget estimates; improve the
scientificity of project design; improve the supervision and
restraint mechanism; and ensure the clean and efficient
preparation of the Olympic Games. For example, BOCOG’s
budget for expenses is confidential and strictly reduces the
construction cost. BOCOG’s budget for the preparation of
events is based on the balance of payment strategy. The spe-
cial funds of the IOC total 1.56 billion US dollars in sponsor-
ship ticket revenue, brand authorization, and other income,
just balancing the budget of 1.56 billion US dollars for the
preparation of events. (3) Etiquette activity investment and
personnel and organization control. Too much investment
in etiquette activities, a huge number of staff and overstaffed
organization have been bothering the organizers. Both the
number of staff and organization of the Olympic Games
and the input of the etiquette activities should under strict
control. According to the actual needs of the events, we
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Adolescents are the future of national development, but according to effective surveys, it can be found that the health of the youth
system in my country is in a state of decline. At present, the reasons for the decline of the youth system in our country are caused
by many factors, such as poor sports awareness and too much academic stress. The main reason is lack of exercise. Based on the
deep learning method, this paper analyzes the importance of physical fitness training for adolescents, and proposes to improve the
service system of physical fitness training for adolescents, and promote the formation of a guarantee mechanism for physical
fitness training for adolescents. The research results of the article are as follows: (1) Before receiving the training, the test
results of various indicators of the experimental group and the control group were basically the same, and there was no major
difference. The T test results showed that the P values of the two groups were both above 0.05. Explain that before training,
the initial situation of the two groups can be regarded as the same. After receiving the special training, the general condition of
the members of the conventional training group was slightly improved compared with the test before the training. Compared
with the experimental group, they performed pull-ups, throwing a 2Kg medicine ball on the spot, running 30 meters, reaching
a height on approach, moving half a meter, and repeating. The P values of the cross-test scores are all less than 0.05, indicating
a large gap between the two. Among them, the P value of the 30-meter run is lower than 0.000, which has a very significant
difference, while the P value of the fast clean and jerk 20 kg and the 60s double shake is greater than 0.05. It can be seen that
there is no significant difference between the control group and the experimental group after these two assessments. The
experimental results also show that the trainees who received the mode training method have been improved in various
indicators of physical fitness, and the experimental results and the traditional mode training have been greatly optimized.
(2) In the simulation test analysis experiment, the statistical average of exercise time is 5.784, which is the highest
statistical average among the five variables, and the statistical average of physical fitness is 2.436, which is the lowest in
the statistical results. There is no significant difference between the statistical average of the quality and the daily exercise
situation. In the sensitivity test, the evaluation accuracy of the deep learning methods is the highest among all models.
When the number of iterations reaches 50, the evaluation accuracy can reach 1. (3) After running on the test set, the
article proposes that the accuracy rate of the physical training model based on the deep learning algorithm is 89.12%, and
the improved accuracy rate can reach 92.46%, which is the one with the highest index value among the four models in
the experiment. The AUC curve values of the article and the improved system are very stable. The AUC value before the
improvement remains around 0.90, and the AUC value after the model improvement also remains at 0.97. After running
on the mixed test set, the performance of the four methods has declined to a certain extent, but the performance of the
model proposed in this article is still the highest among the four models, and the AUC curve values of the improved
system are very stable. Yes, the AUC value has been maintained at 0.95, and the AUC value before the improvement is
stable within the range of 0.90-095. The research data also show that the recognition accuracy of the physical training
method of the deep learning algorithm is the highest.
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1. Introduction

The development and progress of a nation depend on the
physical and mental conditions of adolescents, and the phys-
ical fitness training of adolescents is an important factor
affecting the healthy development of adolescents. With the
support of today’s highly advanced technology, the commu-
nication technology between governments is developing day
by day. Sports and teaching activities have also become
important conditions for the prosperity of the country. We
should pay attention to sports health teaching, which not
only designs the healthy growth of the youth system, but also
affects the future of the nation and the development of the
country. In middle and high schools with heavy academics,
students should also have sufficient exercise time, and form
a healthy lifestyle and cultural leisure. Literature [1] con-
cluded that a certain amount of exercise can lead to a reduc-
tion in risk factors. Literature [2] analyzed the necessity of
physical exercise in this age group of students. Reference
[3] illustrates the importance of developing practical abilities
in sports culture and sports. Literature [4] explains that the
future life of each nation and the development of the country
depend on the physical and mental conditions of the youth.
Reference [5] illustrates that physical exercise and a positive
attitude towards physical activity must be one of the basic
areas of activity in higher education institutions. Literature
[6] analyzes the use of special equipment in the current
special physical training, and proposes the key elements
and principles to be followed in the special physical training.
Literature [7] analyzed exercise motivation and concluded
that exercise can increase the motivation of students and
students. Literature [8] analyzes the significance of physical
training, the problems existing in physical training, and the
characteristics of football. Literature [9] discusses the use
of physical training as a substance abuse prevention inter-
vention for youth in Illinois. Literature [10] conducted a
historical survey of physical exercise activities in youth
groups and found that there was no identifiable physical
training program in early youth group activities. Literature
[11], on the basis of analyzing the importance of youth
physical exercise, proposed a service system to improve the
quality of youth physical exercise. Literature [12] finds out
the problems existing in the physical training of youth
basketball players and proposes corresponding solutions
through literature data, field investigation, and logical analy-
sis. Reference [13] discusses the physical fitness training
strategy of shooting athletes in the physical fitness training
stage. The literature [14] promoted the change among ado-
lescents’ physical exercise and promoted the progress of
physical exercise in China. Literature [15] studied whether
the reaction time of intellectually disabled people could be
improved through exercise program, and the experimental
results showed that the reaction time of intellectually dis-
abled youth could be improved through exercise program.

2. Analysis of Adolescent Physical Training

2.1. Analysis of the Importance of Physical Fitness Training
for Adolescents. “Physical training” is a popular word in

the sports industry in recent years, and it is also the research
direction of many experts in the field of sports. “Physical fit-
ness” refers to the ability of the human body to adapt to the
human living environment without external force [16]. In
the process of physical growth, adolescents receive a certain
degree of physical training, which will achieve a multiplier
effect. In the process of youth physical training, scientific
training can not only make the youth’s physical quality sur-
pass that of their peers, but also prolong the physical quality
of high-level youth athletes [17]. The group of teenagers
mainly includes primary and secondary school students.
This is the golden stage of their physical growth and devel-
opment. Physical training is very important to them. Only
by insisting on scientific physical training methods can the
body be in the process of physical training. Physical fitness
is improved.

2.2. Build a Youth Physical Fitness Training Service System.
The youth physical training service system consists of
4 modules, namely, the application layer, the ability
layer, the adaptation layer, and the physical layer. The
application layer mainly includes four functional modules:
physical fitness training, physical fitness testing, physical
fitness self-checking, and physical fitness evaluation. The
4 molds are technically supported by the hybrid cloud
security system and the hybrid cloud operation and main-
tenance system. The specific functional modules are shown
in Figure 1.

2.3. Improve the Guarantee Mechanism of Physical Fitness
Training for Young People. At present, there are many rea-
sons for the decline in physical health of young people in
our country, such as insufficient physical activity, more
social incentives, and weakening of concept and awareness,
and the biggest reason is insufficient physical training. To
clarify and improve the goals and tasks of youth physical
fitness training to promote physical health, based on the
actual situation of youth physical fitness training, to seek
the core value of the construction of the guarantee mech-
anism of youth physical fitness training to promote phys-
ical health service system under the constraints of different
regions and resources, is the realization of youth physical
fitness training. It is a strategic measure to construct the
system and mechanism of physical health service so as to
maximize the effect of health service. It is suggested that
youth physical fitness training to promote physical health
services should be listed as the local sports development
strategy, and incorporated into the local national economic
and social development plan, improve the coordination
mechanism, clarify the responsibilities of each department,
and grasp the key points, difficulties, and phased goals of
the operation mechanism. Combined with the local reality,
strengthen the investment and guarantee for the weak
links of the youth physical fitness training to promote
the physical health service system, make overall planning
and coordination, and continuously improve the level of
the development of the physical health service for young
students.
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3. Construction of Youth Physical
Training Model

3.1. Sampling of Sports Information for Young Athletes. The
article divides the level 1 of the youth physical training effect
evaluation into N levels, which are 2, namely:

X 0ð Þ = ∪
N

i=1
X ið Þ: ð1Þ

Youth sports statistical function [18]:

min F = R2 + A〠
i

εi

s:t : ∅ xið Þ − ok k2 ≤ R2 + εi and εi ≥ 0, i = 1, 2,⋯
ð2Þ

max 〠
i

αiK Xi, Xið Þ −〠
i

〠
j

αiαjK Xi, Xj

À Á

s:t: :〠
i

αi ≤ 1 and 0 ≤ αi ≤ A, i = 1, 2,⋯
ð3Þ

The correlation distribution of the constraint parameter
sets RN and XN for establishing the evaluation of the effect
of physical fitness training for adolescents is:

p RN = ri
À Á

= p XN = Xi Xik =j jrij, angle Xið ÞÀ Á
, ð4Þ

X t0 + iΔtðf g, i = 0, 1,⋯,N − 1: ð5Þ
Optimization set for teen training [19]:

X = s1, s2,⋯,sk½ �n = Xn, XN−T ,⋯,Xn− m−1ð ÞT
� �

: ð6Þ

The expression for constructing a statistical analysis
model for evaluating the effect of physical fitness training
for adolescents:

dz tð Þ
dt

= F zð Þ, ð7Þ

make:

f sið Þ = f x1ð Þ, f x2,⋯,f xnð Þð Þð : ð8Þ

Parametric distribution model [20]:

P nið Þ = pk prkj
��� = 1, k = 1, 2,⋯,m

n o
: ð9Þ

Distribution of mechanical characteristics of adolescent
physical training:

λ = 1
1 + α ∂S/∂tð Þ2

, ð10Þ

k̂μ t + 1ð Þ = k̂μ tð Þ +Q t + 1ð Þ × ∂F̂μ/Mg

∂t
−
∂S
∂t

K̂μ tð Þ
" #

,

ð11Þ
in:

Q t + 1ð Þ = P t + 1ð Þ ∂S
∂t

, ð12Þ

P t + 1ð Þ = 1
λ

P tð Þ − P2 tð Þ ∂S/∂tð Þ2
λ + P tð Þ ∂S/∂tð Þ2

" #
, ð13Þ

∂S
∂t

= r
Vc

∂ωw

∂t
: ð14Þ
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Figure 1: Adolescent physical training module diagram.
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bution factor for the evaluation of adolescent physical fitness
training effect, F̂μ is the characteristic distribution amount of
adolescent physical fitness training effect evaluation, and ωw
is the adaptive weighting coefficient.

3.2. Training Effect Evaluation Model Optimization. Let
Xð0Þ = ðXð0Þð1Þ, Xð0Þð2Þ,⋯,Xð0ÞðnÞÞ be the original data and
Xð1Þ = ðXð1Þð1Þ, Xð1Þð2Þ,⋯,Xð1ÞðnÞÞ be the one-time accumu-
lated data sequence of the Xð0Þ-sequence, where:

X 1ð Þ 1ð Þ = X 0ð Þ 1ð Þ, ð15Þ

x 1ð Þ kð Þ = 〠
k

i=1
x 0ð Þi: ð16Þ

The fuzzy scheduling function to obtain the evaluation
of adolescent physical training effect is:

Xj t + 1ð Þ = pj t + 1ð Þ ∓ β × mbestj t + 1ð Þ − Xj tð Þj

× ln 1
uj t + 1ð Þ

 !
:

ð17Þ

Let Zð1Þ be the mean sequence of Xð1Þ:

Z 1ð Þ = Z 2ð Þ 1ð Þ, Z 1ð Þ 3ð Þ,⋯:Z 1ð Þ nð Þ
� �

, ð18Þ

Z 1ð Þ Kð Þ = 1
2 x 1ð Þ kð Þ + x 1ð Þ k − 1ð Þ
� �

: ð19Þ

Then, there are:

x 0ð Þ Kð Þ + az 1ð Þ kð Þ = b: ð20Þ

Among them, a is the development coefficient, and b is
the gray scale action.

Substitute the original data series Xð0Þ into formula (20)
to get:

x 0ð Þ 2ð Þ + az 1ð Þ 2ð Þ = b,

x 0ð Þ 3ð Þ + az 1ð Þ 3ð Þ = b,
⋯

x 0ð Þ nð Þ + az 1ð Þ nð Þ = b:

ð21Þ

Formula (21) is the gray prediction GM (1,1) model,
rewritten as a matrix equation of Y = B ⋅ A, and the solution
of the equation is [21]:

A =
a

b

" #
= BTB
À Á−1 ⋅ BTY : ð22Þ

Substitute the resulting a, b into (22) to get:

x̂ 1ð Þ t + 1ð Þ = x 0ð Þ 1ð Þ − b
a

� �
⋅ exp −atð Þ + b

a
t = 0, 1, 2,⋯,n − 1ð Þ:

ð23Þ

Quantitative relationships to obtain assessments of
adolescent physical training effects:

x̂ 0ð Þ ið Þ = x̂ 1ð Þ ið Þ − x̂ 1ð Þ i − 1ð Þ i = 1, 2,⋯,nð Þ: ð24Þ

Define σðkÞ as the residual value [22]:

σ kð Þ = x 0ð Þ kð Þ − x̂ 0ð Þ kð Þ: ð25Þ

Definition εðkÞ is the residual relative difference [23]:

ε Kð Þ = x 0ð Þ kð Þ − x̂ 0ð Þ kð Þ
x 0ð Þ kð Þ × 100%: ð26Þ

Table 1: Basic statistics of athletes.

Control group Experimental group P value T value

Height (cm) 184.0±2.00 184±1.41 0.974 -0.150

Weight (kg) 80.10±2.61 80.10±2.17 0.965 -0.087

Age 15.6±0.51 16±0.00 0.601 -2.049
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Figure 2: Statistics of physical fitness index evaluation results
before training.
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Predictive function for evaluating the effect of physical
training in adolescents:

p kð Þ
ij =

n kð Þ
ij

Ni
: ð27Þ

4. Simulation Experiments

4.1. Data Analysis. In order to study the specific data of
youth physical training, the experiment selected 60 young
male athletes for physical fitness test, and divided 60 young
athletes into two methods, the control group received con-
ventional training methods, the experimental group received
model training methods. The evaluation results after a
longer period of physical training were compared with the
evaluation results without physical training, and the
differences between the two comparison experiments were
analyzed. The 60 athletes selected in the experiment are basi-
cally the same in height, weight, and age, and the P values
are all greater than 0.06, indicating that the experiment can
ensure that the conditions of the two groups are basically
the same, so the experiment can exclude the error caused
by the body and other elements in the experimental results.
The basic information of the two teams is shown in Table 1
and Figure 2:

According to the experimental results in Table 2, we can
know that before the training, the test results of various indi-
cators of the members of the experimental group and the

control group are basically the same, and there is no major
difference. In the pull-up test, the control group can reach
11 times a minute, the experimental group can reach 13,
the fast clean and jerk control group can reach 41, the exper-
imental group can reach 43, and the 2 kg solid ball is thrown
back in place. The control group can reach 9.5 meters, and
the experimental group can reach 14.5 meters. 30 meters
running in the control group for 4.5 seconds, for the exper-
imental group for 4.1 seconds, for the run-up touch control
group for 3.5 meters, for the experimental group for 3.9
meters, for the 60s double-shake control group for 25 times,
for the experimental group for 50 times, for the half-meter
movement control group for 18.2 seconds, 17.5 seconds in
the experimental group, 40 times across the control group,
44 times in the experimental group, 5.59 minutes in the con-
trol group, and 5.35 minutes in the experimental group. The
experiment conducted a T test on the control group and the
experimental group. The results showed that the P values of
the evaluation results of the two groups were both above
0.05. The experimental results showed that the initial condi-
tions of the two groups could be regarded as the same before
the training.

As can be seen from Table 3 and Figure 3, by analyzing
the evaluation results between the control group and the
experimental group, the overall situation of the members
of the conventional training group was slightly improved
compared with the test before training. 30-meter run, the P
value of the run-up touch, the half-meter movement, and
the repeated crossing test results are all less than 0.05,

Table 2: Assessment results of physical fitness indicators of young athletes before training.

Test content Control group Experimental group P value T value

Pull-ups (times) 11.0 13.0 0.512 -0.673

Fast clean and jerk 20 kg (times) 41.0 43.0 0.378 0.911

Throw 2 kg solid ball (m) in place 9.5 14.5 0.611 -0.521

30m run (s) 4.5 4.1 0.685 0.414

Approach height (m) 3.5 3.9 0.920 0.102

60s double shake (times) 25.0 50.0 0.081 -1.880

Half-meter movement (s) 18.2 17.5 0.495 -0.701

Repeatedly traverse (times) 40.0 44.0 0.262 1.168

1500m (min) 5.59 5.35 0.887 -0.144

Table 3: Assessment results of physical fitness indicators of young athletes after training.

Test content Control group Experimental group P value T value

Pull-ups (times) 13.0 15.0 0.003 -3.578

Fast clean and jerk 20 kg (times) 42.0 44.0 0.192 -1.372

Throw 2 kg solid ball (m) in place 12.1 15.3 0.009 -3.026

30m run (s) 4.1 3.9 0.001 5.062

Approach height (m) 3.7 4.2 0.028 -2.456

60s double shake (times) 44.0 52·.0 0.086 -1.864

Half-meter movement (s) 18.9 17.1 0.018 2.677

Repeatedly traverse (times) 42.0 46.0 0.010 -2.973

1500m (min) 5.4 5.36 0.335 0.998
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indicating that the difference between the two is large. How-
ever, the P value of fast clean and jerk 20 kg and 60s double
shake is greater than 0.05, which shows that there is no sig-
nificant difference between the control group and the exper-
imental group after these two evaluations. Combining the
evaluation results of the two groups before the training, we
can conclude that under the condition that the initial condi-
tions are basically the same, and the training conditions and
environment are basically the same, the trainees who have
received the mode training method have obtained better
physical fitness indicators. The improvement and the effect
are greatly optimized compared with the mode training.

4.2. Simulation Test Analysis. In order to verify that the
method proposed in the article can improve the perfor-
mance of the physical training effect of young athletes, a
series of statistical analysis software was used for simulation
test analysis, and the data of the physical training effect of
young athletes was counted. The statistical results are shown
in Table 4:

According to Table 4 and Figure 4, the results of physical
fitness evaluation of young athletes are analyzed. The statis-
tical average of exercise time is 5.784, which is the highest
statistical average among the five variables. The statistical
average of physical fitness is 2.436, which is the highest in
the statistical results. The lowest one, the statistical average

of physical fitness and daily exercise situation, is not signifi-
cantly different. According to the experimental results in
Table 1, the statistical results of physical training parameters
and physical training effect evaluation output of young ath-
letes are calculated, and the statistical results are shown in
Figure 5:

According to the experimental results in Figure 5, we can
conclude that the method in this paper has higher accuracy
in evaluating the training effect after youth physical training.
The experiment also carried out a confidence test on the
method proposed in the article, which is different from the
fuzzy statistical method and the quantitative game method.

Table 4: Statistical analysis values of physical training effect
evaluation for young athletes.

Mean
Standard
value

Minimum
Statistical
mean

Exercise time 0.267 0.686 0.144 5.784

Physical fitness 0.365 0.544 0.368 2.436

Daily exercise 0.556 0.457 0.465 2.587

Training intensity 0.454 0.476 0.354 4.376

Correlation
coefficient

0.425 0.546 0.424 3.655
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Figure 4: Statistical chart of physical training effect.
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For comparison, the comparison results are shown in
Figure 6:

According to the experimental data in Figure 6, we can
know that the evaluation accuracy of the method in this
paper is the highest among the three methods. When the
number of iterations reaches 50, the evaluation accuracy
can reach 1. When the number of iterations of the fuzzy
statistical method is 80, the evaluation accuracy can reach
0.95. When the number of iterations of the method is 90,
the evaluation accuracy can reach 1.

4.3. Performance Test

4.3.1. Evaluation Criteria. Shown in Table 5.

4.3.2. Specific Tests. In order to test the superiority of the
performance of the physical training model based on deep
learning technology proposed in the article, after the model
proposed in the article is improved, the fuzzy statistical
model and the quantitative game model are run on the test
set and the mixed test set, respectively. The test set is used
to evaluate the generalization ability of the final model,
and the mixed test set tunes the model’s hyperparameters
and is used to make an initial evaluation of the model’s abil-
ity. The experimental results were recorded to verify the
advantages of the three models for adolescent physical train-
ing, and the AUC curves were drawn based on the experi-
mental results. AUC is a model evaluation metric in the
field of machine learning. The larger the AUC value of the

classifier, the higher the accuracy rate. The experimental
data of different models on the test set and the mixed test
set are shown in Table 6 and Table 7:

According to the data in Table 6 and Figure 7, we can
conclude that after running on the test set, the article pro-
poses that the accuracy rate of the physical training model
based on the deep learning algorithm is 89.12%, the accuracy
rate can reach 89.56%, and the improved accuracy rate can
reach 92.46%, and the accuracy rate can reach 93.27%, which
is the one with the highest index value among the four
experimental models. The accuracy rate of the quantitative
game model is 75.14%, which is the lowest among the four
systems, and the fuzzy statistical model is in the middle state.
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Quantitative game model

Figure 7: AUC curve on the test set.

Table 5: Evaluation criteria table.

Metrics Formula

Accuracy
The accuracy rate measure is the ratio of the number of passes to the

total number of passes. The larger the index value, the more accurate the
detection result.

Precision = hitsu/recsetu

Recall
The recall rate criterion refers to the ratio of the number of detections to the

theoretical maximum number of hits.
Recall = hitsu/testsetu

F1 measure
The F1 metric can effectively balance the precision and recall by biasing

towards the side with the smaller value. The larger the index value, the more
accurate the test result.

F1 = 2 × Precision × Recall/Precision + Recall

Table 6: The performance of each model on the test set.

Model Accuracy Precision Recall F1 score

Deep learning physical training model 89.12% 89.56% 90.10% 90.48%

Improved fitness training model 92.46% 93.27% 93.21% 93.45%

Fuzzy statistical model 85.45% 85.43% 86.12% 86.18%

Quantitative game model 75.14% 75.24% 75.46% 75.12%

Table 7: The performance of each system on the mixed test set.

Model Accuracy Precision Recall F1 score

Deep learning physical training model 87.25% 87.12% 88.10% 88.24%

Improved fitness training model 90.12% 90.24% 90.48% 90.29%

Fuzzy statistical model 82.14% 82.47% 82.27% 82.14%

Quantitative game model 72.28% 72.45% 72.89% 73.10%
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According to the AUC curves of the four algorithms, we can
also see that the AUC curve values of the article and the
improved system are very stable. 0.97, the AUC value of
the fuzzy statistical model is low, the AUC curve of the
quantitative game algorithm is more tortuous, and the
AUC value is also low. The research data also show that
the recognition accuracy of the physical training method of
the deep learning algorithm is the highest.

According to the data in Table 7 and Figure 8, we can
conclude that after running on the mixed test set, showing
four models has decreased to a certain extent, but the perfor-
mance of the model proposed in this article is still the high-
est among the four models. The accuracy of the model
before improvement is 87.25%, and the accuracy of the
improved model is 90.12%. According to the AUC curve
diagrams of the four algorithms, we can also see that the
AUC curve value of the improved system is very stable no
matter in the test set or the mixed test set, stable within
the range of 0.90-095. The AUC curves of the fuzzy statisti-
cal model and the quantitative game model are more tortu-
ous, and the AUC values are also lower. The experimental
results also show that the recognition accuracy of the physi-
cal training model of the deep learning algorithm is the
highest.

5. Conclusion

Adolescents are the future of national development, and
adolescent physical training is the most important basic con-
dition for promoting the healthy development of the adoles-
cent system. According to effective research, the physical
quality of Chinese adolescents has continued to decline for
more than 20 years, and many adolescents lack exercise.
Physical fitness training for adolescents is an objective need
for building a harmonious society, and is related to the
strength of individuals and nations. Based on strengthening
physical fitness training for adolescents, this paper studies a
data analysis model of adolescent physical fitness based on
deep learning algorithm. With the goal of improving the
physical quality of adolescents, it will form an interactive
synergy with the theoretical research on the health promo-
tion of the adolescent system, and build a physical training
method to promote the formation of the adolescent health
system. In the future research work, in the growth process

of young people, we should not pay attention to their
achievements, but should pay attention to their physical
health, physical and mental health, and realize the all-
round development of young people. The government
should give sufficient financial support to ensure diversified
development of adolescent health.
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In view of the fact that music courses are seldom offered in schools and lack of management, there are many problems in the
management system of music and art. In order to improve the learning effect of students in music courses, this paper proposes
to build a music art management curriculum system based on the in-depth learning model. This paper puts forward the
requirements of in-depth learning in music and art curriculum indicators and puts forward the model framework of music and
art learning. Through the combined application of music courses, first of all, the current music course model is compared with
Ghostnet music course, Mobilenet music course, and traditional music course to verify that the current music course model
has certain advantages in accuracy, precision, recall, and image recognition performance. This proves that the current music
curriculum is more suitable for the construction of this model. Secondly, the proposed model has a high score through the
comprehensive application of several indicators in the course. Finally, under the model constructed by deep learning, the
opening of music courses in schools has also increased significantly and improves the interest point and the application of
people on the music art course so as to achieve the final application effect.

1. Introduction

With the development of industrialization, the development
of music art has become more and more rapid, but it is also
accompanied by many chaos that are difficult to manage.
Therefore, the music art market needs professional talents
to manage, but professional managers have little under-
standing of music art, and it is difficult to guarantee music
art, which affects the positioning of products; economic
management requires all music products to be estimated,
but music art cannot use quantitative costs to calculate the
price, which requires very keen judgment and professional-
ism in art. Conversely, music art creators do not understand
systematic economic management knowledge, and products
cannot be converted either. How to better integrate and
develop the two and cultivate talents with both music and
art judgment and management ability, the music art man-

agement course came into being. Literature [1] indicated
that because of the acceleration of my country’s moderniza-
tion process and the continuous deepening of education
reform, music and art education have received more and
more attention. In order to achieve the purpose of strength-
ening the management of music courses, it is necessary to
use music art education to innovate student management,
stimulate students’ creative thinking, and cultivate students’
music appreciation ability and aesthetic orientation. Litera-
ture [2] explains that art managers must master the basis
of art-related knowledge and skills, and engaging in related
cultural industries and undertakings is the purpose of com-
prehensive art schools to cultivate comprehensive art man-
agement talents. The mastery of basic music skills plays a
huge role in understanding and evaluating related profes-
sional knowledge in the field of music. Literature [3]
explains that an important research topic of colleges and
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universities has added a new quality education of business
origin. The start of quality education combined with the
actual situation of the music major. Literature [4] shows that
music and art education are important components of
implementing and deepening comprehensive quality educa-
tion in colleges and universities. Literature [5] describes that
music appreciation is not only an important art education
curriculum for universities but also one of the main goals
of art education. Literature [6] is a key issue to improve
the quality of students’ music by paying attention to the
teaching process for quality education. Literature [7] indi-
cates that the intermittent nature of music and art enables
the music appreciation course to strengthen students’ under-
standing of different art courses and improve the develop-
ment of professional standards. Literature [8] shows that
music and art courses are one of the most important compo-
nents of aesthetic education. Literature [9] indicates that the
relationship between art curriculum and music curriculum is
a necessary trend of music education reform for art curricu-
lum. The literature [10] shows that music teachers should
make speeches vigorously and vividly in the classroom, give
full play to the leading role of teachers, and to stimulate the
initiative of students in learning. Literature [11] helps stu-
dents to establish a scientific music spirit by cultivating stu-
dents’ musical potential, which is the purpose of the new
curriculum reform. Adopting the teaching principle of
“lower, slower, higher and higher” is a powerful “weapon.”
Literature [12] indicates that music curriculum is the core
value of the new curriculum. The concept of the new curric-
ulum is how to stimulate students’ creative thinking, how to
improve the quality of problems, and maximize the potential
of students in realizing basic music. Literature [13] shows
that music and art education can promote the artistic culti-
vation of education, enrich emotions, and tap the potential
of thinking. You can introduce music courses into common
university courses and use different teaching materials and
methods. Literature [14] indicates that the introduction of
western art music meets the artistic requirements of public
courses. This introductory course is called music apprecia-
tion and includes the study of musical elements. The evolu-
tion of classical music actively listening to music is an
important part of it. Literature [15] explains that the exper-
imental project of art education reform held by the Ministry
of Education includes training of compound art teachers in
higher normal colleges. The purpose is for more students
to be exposed to art education. The abovementioned study
of music curriculum is basically improved through teaching
means and methods, and the traditional methods are ineffi-
cient in improving the art of music. It is necessary to make
an in-depth analysis of the music and art curriculum
through new technological means, and the goal of in-depth
learning is to provide technical support for the learning
community. In the model, there are mainly two learning
subjects of teachers and students, both of which can use
the optimized resources of the deep learning model to get
the resources they pay more attention to. The learning com-
munity is divided into preclass resource application, in-class
resource exchange, and postclass resource discussion, mak-
ing full use of in-depth learning methods to achieve full opti-

mization. In order to improve the level of art management
courses, the deep learning model is introduced in the article.
In the deep learning model, students’ art resources are man-
aged according to the learning community of students and
teachers in different systems of art management. Through
in-depth learning, it can play a key role in the acquisition
and evaluation of art management knowledge points and
can enhance the learning effect of students. The use of the
in-depth learning model can promote the efficiency and
application scenarios of art course learning and has a better
learning effect, which has important research significance for
improving the application of the course.

2. Model Construction

2.1. Deep Learning-Related Concepts. Deep learning is very
helpful to the interpretation of information data. Let the
machine have the ability to analyze and learn like humans.
It is his ultimate goal to be able to recognize data such as
text, images, and sounds. Deep learning is more complicated
in machine learning algorithms, but his achievements far
exceed previous related technologies [16].

Deep learning has achieved a lot of results in a variety of
related fields. Deep learning is a machine that imitates
human activities and solves many complex recognition
problems, making artificial intelligence have made great
progress in related aspects [17].

2.2. The Embodiment of Deep Learning in Music Courses.
Deep learning in music courses is reflected in many aspects:
(1) teaching philosophy, adhere to student-oriented, (2)
teaching goals, adhere to ability training, (3) teaching
methods, adhere to changing methods, and (4) teaching
practice, persist in active exploration, as shown in Table 1:

2.3. Constructing a Model of the Music Art Management
Curriculum System. In order to improve students’ music
ability, deep learning is used to construct a music art man-
agement curriculum model. The goal of deep learning is
divided into three steps, as follows: before class, design stan-
dards and curriculum and preassessment; in class, create a
positive learning culture, prepare and activate prior knowl-
edge, and acquire new knowledge and deep processing
knowledge; after class, evaluate students’ learning.

The learning community includes teachers and students,
who will interact online and offline: (1) communicate on the
online platform before class: teachers publish teaching
resources and tasks based on the analysis and evaluation of
learners and the analysis of teaching objectives. Students
learn independently through online guidance resources and
carry out preclass exercises and learning feedback. (2)
Face-to-face communication in class: after the teaching
resources and tasks are released, the teacher needs to create
a teaching situation, then ask the inquiry questions, then
conduct personalized guidance, and finally make an evalua-
tion. What students need to do is to actively explore the
tasks issued by the teacher, then collaboratively study, then
demonstrate and communicate, and finally evaluate them.
(3) Online platform exchanges are also conducted after class:
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teachers on the online communication platform will answer
questions, discuss, and communicate with students, conduct
individual counseling on the questions raised by the stu-
dents, and finally reflect and summarize. Students have dis-
cussions, exchanges, and reflections, as shown in Figure 1.

3. Deep Learning and Music Learning Methods

3.1. Methods of Deep Learning. Input is as follows: values of
x over a minibatch:

B = X1, X2,⋯, ⋅ Xmf g: ð1Þ

Parameters to be learned: γ, β.
Output is as follows:

yi = BNγ,β xið ÞÈ É
, ð2Þ

μΒ⟵
1
m
〠
m

i=1
xi//mini − batchmean, ð3Þ

σ2B ⟵
1
m
〠
m

i=1
xi − μΒð Þ2//mini − batch variance, ð4Þ

x̂i ⟵
xi − μΒffiffiffiffiffiffiffiffiffiffiffi
σ2Β + l

p //normalize, ð5Þ

yi ⟵ γx̂i + β ≡ BNγ,β xið Þ//scale and shift: ð6Þ

3.1.1. Stochastic Gradient Descent. Stochastic gradient
descent is mainly used to solve optimization problems.

Summation form is as follows:

f wð Þ = 〠
n

i=1
f i w, xi, yið Þ: ð7Þ

Table 1: The embodiment of deep learning in music courses.

Index Content

Teaching philosophy

Adhere to “student-oriented,” in the classroom, there are more or less the phenomenon that some teachers only
teach themselves and ignore the students’ learning. Teachers only care about themselves in the classroom according
to the books, regardless of whether the students accept the knowledge taught. Therefore, in teaching, we must give
play to the main role of students, allowing students to learn actively and complete their learning tasks independently.
In music courses, students are required to take the initiative to preview in advance, to independently complete the

tasks assigned by the teacher when learning music, and to review in time after class.

Teaching objectives

Adhering to “capability training,” in music teaching, we should not only be limited to the teaching of theoretical
knowledge but also require students to practice, and turn knowledge to rely on ability when assessing. Always

infiltrate ability training into music teaching classrooms, guiding students to discover music knowledge and evaluate
the value of the process.

Teaching methods

Persist in “transformation methods,” change the methods of teachers “teaching” and students “learning,” advocate
independent, cooperative, and inquiring learning methods in music classrooms, and transform from passive

learning to active learning. Let students become the main body of teaching and help students grasp the essence of
knowledge through in-depth processing.

Teaching practice

Adhering to “active exploration” requires learning design for each unit in the music curriculum, which is divided
into unit learning topics, learning objectives, learning activities, and continuous evaluation. The relationship
between these four is to first determine the unit learning theme, then set the learning goals, then carry out the
learning activities, and finally continue to evaluate. Every process requires practical exploration of teaching.

Teaching philosophy

Adhere to “student-oriented,” in the classroom, there are more or less the phenomenon that some teachers only
teach themselves and ignore the students’ learning. Teachers only care about themselves in the classroom according
to the books, regardless of whether the students accept the knowledge taught. Therefore, in teaching, we must give
play to the main role of students, allowing students to learn actively and complete their learning tasks independently.
In music courses, students are required to take the initiative to preview in advance, to independently complete the

tasks assigned by the teacher when learning music and to review in time after class.

Teaching objectives

Adhering to “capability training,” in music teaching, we should not only be limited to the teaching of theoretical
knowledge, but also require students to practice, and turn knowledge to rely on ability when assessing. Always
infiltrate ability training into music teaching classrooms, guiding students to discover music knowledge, and

evaluate the value of the process.

Teaching methods

Persist in “transformation methods,” change the methods of teachers “teaching” and students “learning,” advocate
independent, cooperative, and inquiring learning methods in music classrooms, and transform from passive

learning to active learning. Let students become the main body of teaching and help students grasp the essence of
knowledge through in-depth processing.

Teaching practice

Adhering to “active exploration” requires learning design for each unit in the music curriculum, which is divided
into unit learning topics, learning objectives, learning activities, and continuous evaluation. The relationship
between these four is to first determine the unit learning theme, then set the learning goals, then carry out the
learning activities, and finally continue to evaluate. Every process requires practical exploration of teaching.
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Gradient descent method is as follows:

wt+1 =wt − ηt+1∇f wtð Þ =wt − ηt+1 〠
n

i=1
∇f i wt , xi, yið Þ: ð8Þ

3.2. Hypothetical Model of Deep Learning Process

3.2.1. Model Fit Index

(1) Chi-Square Degree of Freedom Ratio (χ2/df ). The chi-
square value (χ2) formula is

χ2 = n − 1ð ÞF S ; bΣ� �
, ð9Þ

F S ; bΣ� �
= tr SbΣ∧

−1ð Þ
� �

+ lg bΣ��� ��� − lg Sj j − P, ð10Þ

where χ2 will be affected by the number of variables and
the data sample size.

(2) Asymptotic Residual Mean Square and Square Root
(RESEA). The asymptotic residual mean square and square
root formula is

RMSEA =
ffiffiffiffiffi
F0
df

s
, ð11Þ

where F0 represents the value of the difference function,
and df represents the degree of freedom.

(3) Fitting Index. GFI stands for fit index. AGFI represents
the adjusted number of fits. The formula is

GFI = 1 −
F S ; bΣ� �

F S ; bΣ 0ð Þ
� � , ð12Þ
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Figure 1: Music curriculum model constructed.
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AGFI = 1 − 1 −GFIð Þ n n + 1ð Þ
2df

� �
: ð13Þ

(4) Comparison of Fit Number (CFI). CFI refers to the degree
of agreement between predicted results and actual data. The
calculation formula of CFI is

CFI = 1 − MAX χ2
T − df T , 0

À Á
MAX χ2

N − df N , 0
À Á : ð14Þ

The data obtained by subtracting the chi-square value of
the predicted result χ2

T minus the degree of freedom of the
predicted result df T divided by the chi-square value of the
actual data χ2

N minus the degree of freedom of the actual
data df N is the predicted result. The degree of agreement
is with the actual data.

3.3. CNN Structure and Model. The specific formula of con-
volutional neural network (CNN) is

Hi =Wi ⋅ X + bi, i = 1,⋯⋯ k: ð15Þ

The CNN model structure can speed up the training
speed and adjust the accuracy of the parameters through
the two-way transmission of the learning signal in the
neuron.

The main calculation formula of the residual network is

F χið Þ = ω ⋅ χi + b, ð16Þ

yi = R Fð Þ + h χið Þ, ð17Þ

χi+1 = R yið Þ, ð18Þ
where the input is χi, the weight is ω, the bias is b, the

sum of the two branch layers is yi, the activation function is
R, the convolution operation is FðχiÞ, the input data is trans-
formed into hðχiÞ, and the residual module input is χi+1.

3.4. Music Art

3.4.1. Separation Algorithm. Harmonic sound components
and impact sound components make up the music signal.
According to the difference between the two sounds in the
frequency spectrum, the original frequency spectrum Wf J
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Mobilenet music
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Traditional music
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Accuracy
Exactness

Recall rate
Test accuracy

Figure 2: Accuracy comparison.

Table 2: Accuracy test.

Courses type Accuracy Exactness Recall rate Test accuracy

Current music courses 96.7% 94.8% 95.6% 81.2%

Ghostnet music course 85.1% 90.2% 87.4% 79.4%

Mobilenet music course 90.4% 89.2% 92.6% 78.6%

Traditional music course 94.2% 91.5% 90.8% 80.5%
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can be separated into the impact frequency spectrum Pf J

and the harmonic frequency spectrum Hf J . The formula is

Wf J = Pf J +Hf J , ð19Þ

where Pf J > 0, Hf J > 0.
The separation formula for realizing impact sound and

spectrum sound is

Q Ht , Pt ,Ut , VtÀ Á
= 1
σ2
H

〠
f J

Ht
f ,t−1 −Ut

f ,t

� �2
− Ht

f ,t −Ut
f ,t

� �2
� �

+ 1
σ2P

〠
f J

Pt
f ,t−1 −Vt

f ,t

� �2
− Pt

f ,t −Vt
f ,t

� �2
� �

:

ð20Þ

Find the minimum value, the updated formula is

Ht+1
f ,J =Ht

f J + Δt , ð21Þ

Pt+1
f ,J = Pt

f J + Δt , ð22Þ

where

Δt = α

4 Ht
f J−1 − 2Ht

ft+1 +Ht
ft+1

� �
−
1 − α

4 Pt
f J−1 − 2Pt

ft+1 + Pt
ft+1

� �
,

ð23Þ

α =
σ2γ

σ2H + σ2γ
: ð24Þ

3.5. Establishment of a Music Curriculum System Model. f ðxÞ
and x represent the content and students learned in the
music course, df ðxÞ/dx represents the learning effect of stu-
dents, and the expression is as follows:

df xð Þ
dx

= lim
h⟶0

f x + hð Þ − f xð Þ
h

: ð25Þ

4. Analysis and Research

4.1. Environment and Method Settings. According to the
established model system, excluding external influence fac-
tors, we will verify the applicability of the model through
experiments. In this experiment, 50 students and two
teachers in a class are used as experimental research objects.
In one semester, the two teachers will use the model we
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Figure 3: Performance test.

Table 3: Performance test.

Courses type Image identification Language processing GPU CPU

Current music courses 163 86 155 25

Ghostnet music course 158 35 129 11

Mobilenet music course 142 30 130 8

Traditional music course 153 32 117 6
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constructed to teach students music courses and verify the
superiority of this model through their test results after the
end of teaching and their scoring and evaluation of the
model.

4.2. Model Test. First of all, we need to compare the
methods. We compare the accuracy and performance of
the music course model constructed in this article with
Ghostnet music courses, Mobilenet music courses, and tra-
ditional music courses through experiments, and the follow-
ing results are obtained.

4.2.1. Accuracy Comparison. The accuracy test results are
shown in Table 2:

By comparing the current music course model with
Ghostnet music course, Mobilenet music course, and tradi-
tional music course, it can be concluded that deep learning
is better than the other three methods in accuracy, precision,
recall, and test accuracy. It is shown in Figure 2:

4.2.2. Performance Test. The results of the performance test
are shown in Table 3:

Through the performance test of the above methods, it
can be concluded that the performance of the current music
course model in image recognition, language processing,
GPU, and CPU is higher than other methods, as shown in
Figure 3.
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4.3. Course Evaluation Scoring. Then, when using the model
built by deep learning to conduct experiments, we also need
to evaluate the model. After a semester of testing, students
and teachers will evaluate the deep learning model. We will
score and evaluate the curriculum development, curriculum
data, curriculum interest, and curriculum achievement
effects, as shown in Figure 4.

According to the scoring and evaluation of the model by
teachers and classmates, we will summarize these data and
calculate their average, mode, and median, combined with
their statistics on the recognition of this model, as shown
in Figure 5.

4.4. Course Grades and Course Settings

4.4.1. Course Results. After a semester of study under the
model constructed by deep learning, the students have
achieved significant improvement in their grades, and each
index has shown an upward trend, especially in the lowest

score index. This shows that this model is well used in music
art management courses, as shown in Figure 6.

4.4.2. Course Setting. After learning using the management
curriculum model, the school has significantly increased
the music curriculum and the number of interest group
activities. The proportion of music in the curriculum has
skyrocketed, as shown in Figure 7.

4.5. The Impact of Using This Model. After using the deep
learning model, it also has an impact on our economy.
Before using deep learning, people’s consumption in music
has increased year by year. After using this model, people’s
consumption of music is gradually reduced. This is because
we can learn music knowledge that we spent a lot of money
in the past in the deep learning model; so, we can reduce the
consumption of music and spend money on it, where it is
needed more, and we expect that the per capita consumption
of music will decrease year by year, as shown in Figure 8.
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Figure 8: The impact of the model on consumption.
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During the fruit ripening period, the orchard temperature difference between day and night has a substantial impact on the fruit
quality, and it is not easy to be controlled like that of in greenhouse, this paper designed the smart orchard Internet of Things
(IoT), through the fuzzy PID (Proportion-Integration-Differentiation) algorithm to control the water spraying to adjust the
temperature difference ΔT between day and night in the orchard, intelligently influenced the orchard energy conversion
process, and promoted the fruit sugar accumulation. Experiments show that the maximum ΔT can reach 20°C, the intelligent
energy regulation based on the IoT has a good effect, and a scheme to intervene the microclimate in farmland (quite different
from the greenhouse environment) is provided.

1. Introduction

As we all know, the growth of crops is a process of energy
transfer and transformation. Through photosynthesis, solar
energy is converted into chemical energy and stored in
crops and fruits. With the development of smart agricul-
ture, artificial management of energy conversion condi-
tions in the growth process of crops to promote crop
better growth has always been a research focus. For example,
promoting the improvement of fruit quality in orchards is
worth exploring. The Internet of Things (IoT) is the fourth
information revolution after computers, the Internet, and
mobile communication technologies. Since 1999, the Massa-
chusetts Institute of Technology introduced the concept to
major countries in the world such as the United States. Smart
Planet, the European Union made the Internet of Things

Action Plan in 2009, China proposed the sensing China
and made the Internet of Things one of the strategic emerg-
ing industries [1–4].

At present, the Internet of Things has been applied to
various fields such as transportation, medical treatment,
industry, and military. In agriculture, various sensing termi-
nals such as radio frequency identification (RFID), sensors,
and visual devices have been used to comprehensively sense
collection facilities, environmental information of produc-
tion processes such as field planting, breeding, etc. to gradu-
ally achieve the optimal control, and intelligent management
of agricultural production processes [5].

Among them, the Orchard Internet of Things mainly
is used, detects and communicates related data such as
soil, temperature, light, weather, and insect pests in the
orchard environment, and can carry out independent
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irrigation, integrated water and fertilizer management, and
insect forecasting, which improves the orchard informa-
tion level, management efficiency, and fruit yield [6–10].

Nowadays, fuzzy PID control technology has been
widely used in orchards because of its fast response speed,
no overshoot, almost no shock, and high control precision
[11, 12]. First, aiming at pest control in orchards, it is used
for chemical pesticide spray operation. Combined with
precision target technology and variable air spray technol-
ogy, it improves the precision of fruit trees’ air spray and
achieves the effect of precision application p [13–16]. Second,
together with the orchard Internet of things to achieve intel-
ligent irrigation, water saving effect [17, 18]. Third, it is used
to control the intelligent lighting in orchard and improve the
appearance quality of fruit [19, 20].

However, China as the biggest fruit production of the
world, Chinese fruits also have problems such as low sugar
content [21]. As for the sugar content of fruits, according
to the literature [22–25], during fruit growth, carbohydrates
are produced during the day of photosynthesis. Under the
same conditions as water and fertilizer, high temperatures
can enhance photosynthesis to produce more carbohydrates;
these carbohydrates are converted into sugars at night. Tem-
perature is the main factor affecting sugar conversion, which
is the temperature difference between day and night. The
greater the temperature difference between day and night,
the more favourable the sugar conversion is, and the sweet-
ness of the fruit is higher.

In the northern plains of China, popular fruits such as
apples, strawberries, peaches, and pears generally start to
accumulate sugar during the summer fruit ripening period,
but the temperature difference in the northern plains is not
as large as in Xinjiang and other regions.

Based on the key factors that affect the sugar content of
fruit during the fruit growth process, this article proposed
an IoT system with the function of regulating in the peach
orchard during the ripening period, using fuzzy PID to con-
trol the mist sprayer to spray 16°C water to reduce the night
temperature of the orchard, increase the temperature differ-
ence, and weaken the respiration of the fruit tree, which is
beneficial to promote sugar conversion and fruit expansion
and improve fruit quality. The expected contributions are
as the following:

(1) The ambient temperature of the orchard at night can
be effectively reduced, and the maximum tempera-
ture reduction range can reach 10°C so that the
day-night temperature difference of the orchard on
that day can reach 20°C. According to the literature
[21], it can be known that the orchard’s breathing
effect can be better suppressed, which is beneficial
to the orchard organic matter accumulation and
sugar conversion, increasing the sugar content and
dry matter content

(2) The misting operation increases the environmental
humidity during the orchard fruit ripening period.
According to the literature [26–30], it is helpful to
promote fruit expansion and increase orchard yield

(3) The system can meet the actual needs of orchard
data collection and control in terms of signal trans-
mission quality, network stability, data collection
timeliness, and system power consumption. Com-
paring with the literature [7], the development cost
is reduced, and the orchard can be realized. Remote
real-time monitoring

(4) Fuzzy PID algorithm effectively controls the intensity
of mist and achieves water conservation. This system
is of positive significance for promoting the informa-
tization and development of orchards in temperate
plains and improving fruit quality and yield

2. Materials and Methods

The materials and methods section should contain sufficient
detail so that all procedures can be repeated. It may be
divided into headed subsections if several methods are
described.

2.1. Principle and Process of Temperature Difference
Regulation in Orchard. Photosynthesis and respiration occur
simultaneously in cells of green plants such as fruit trees.
During the day, photosynthesis is the main process because
the light intensity and the temperature are high. During
the photosynthesis process, the chloroplast in the cell syn-
thesizes solar energy, CO2, H2O, and other organic matter,
stores energy, and releases O2.

At night, the light intensity is small, and the respiration
is stronger than photosynthesis. Cell mitochondria decom-
pose organic matter produced by photosynthesis and release
energy and oxygen. Respiratory effects include aerobic and
anaerobic respiration.

Studies have shown that [21] photosynthetic intensity
(also called photosynthetic rate) is affected by light intensity,
temperature, CO2 concentration, etc.; under light conditions,
photosynthesis starts under enzyme catalysis, and tempera-
ture directly affects enzyme activity. General plants normally
perform photosynthesis at 10°C to 35°C. The range of 10°C to
35°C gradually increases with increasing temperature. Photo-
synthetic enzyme activity decreases above 35°C, and photo-
synthesis begins to decline. Photosynthesis at 40°C to 50°C,
effect is almost completely stopped; the main influencing fac-
tor of respiration is temperature. The higher the temperature,
the stronger the respiration. Respiration is the strongest at
the optimal temperature (25°C~35°C); above the optimal
temperature, the enzyme activity decreases, even degenera-
tion and inactivation, and the breathing is suppressed; below
the optimal temperature, the enzyme activity decreases and
the breathing is suppressed.

In China, summer is the main period of fruit growth,
high temperature during the day, strong photosynthesis,
and produced more organic matter; the low temperature at
night, weak respiration, and less organic matter decom-
posed. Therefore, more organic matter accumulated in the
photosynthesis of plants than organic matter consumed by
respiration, accumulated in the body, increase in organic
matter results in particularly sweet fruits, so “where the
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temperature difference between day and night is particularly
sweet and delicious,” the scientific explanation is that photo-
synthesis will increase when the temperature is appropriately
high, and the respiration will weaken and decompose when
the temperature is low. Fewer organics are good for organics
accumulation. It can be seen that increasing the temperature
difference between day and night can increase the sugar con-
tent of fruits.

In the summer of temperate plains, temperatures are
high during the day and fruits accumulate nutrients. At
night, the ambient temperature drops, however, in general,
declines less, and the decline rate is slower. Therefore, the
mist cooling method can be used to accelerate the reduction
of the ambient temperature. In summer, the sun enters the
sunset point relatively late. To make full use of the photosyn-
thesis of fruit trees after sunset, under nonrainfall condi-
tions, it is generally chosen to spray the water misting in
the orchard at 8 : 00 pm every day. According to the wind
direction collected by the wind direction sensor, the data
centre transmits the command to the sprayer node through
LoRa, adjusts the direction of the sprayer nozzle, and sprays
the water mist. The spray distance varies from 5 to 100m,
and the height is 2 meters above the fruit tree. Multiple mist
dispensers form a mist of water covering the entire orchard.
Misty time lasted until 4 : 00 in the morning. The water in
the well is less affected by the ground temperature and is
maintained at about 16°C throughout the year. The local
summer temperature averages 30°C, so water mist can
quickly reduce the ambient temperature of the orchard to
below 20°C, which can reduce the night-time temperature
of the orchard by 10°C in a short time.

2.2. Orchard IoT for Temperature Difference Regulation.
The proposed orchard IoT scheme is shown in Figure 1.
The basic functions include collection of orchard environ-
mental information, soil temperature, soil pH, soil humidity,
carbon dioxide, CO2 concentration, air temperature and
humidity, light intensity, wind speed and direction, rainfall,

etc.; monitoring fruit tree pests by hyperspectral sensors;
and remote monitoring achieved on computer or smart-
phone device [6–8].

According to the three-layer basic architecture of the
Internet of Things: the sensing layer, the transmission layer,
and the application layer; the sensing layer contains 4 types
of sensor nodes and 2 types of actuator nodes. The sensor
node mainly implements the orchard information collection.
Actuator node 1 completes automatic orchard irrigation.
Actuator 2 reduces the ambient temperature of the orchard
at night by spraying the mist and increases the temperature
difference between day and night in the summer. Water mist
is conducive to fruit expansion after the fruit enters the
expansion stage [21].

The basic composition of a sensor node is a sensor, an
ARM microcontroller, and LoRa module; the basic composi-
tion of an actuator node is a relay, ARM microcontroller,
and LoRa module.

The ARM microcontroller is a low power, high-
performance embedded system as the node control core. It
is an MCU based on the STM32 F401 series ARM®
Cortex™-M4. It has a 12-bit ADC and a 16-bit/32-bit timer.
FPU (floating- point unit), communication peripheral inter-
faces (USART, SPI ,I2C,I2S) and audio PLL (Phased Locked
Loop). The operating frequency reaches 84MHz, 105
DMIPS/285 Core-Mark, the flash ROM capacity is 256 kB,
the SRAM capacity is 64KB, and the chip’s operating voltage
ranges from 1.7 to 3.6V.

To reduce costs, each node is provided with several
related sensors. To control the day and night temperature
difference of the orchard, sensor node 2 collects four orchard
meteorological parameters such as air temperature, humid-
ity, CO2, and light intensity, and actuator node 1 executes
the relevant commands sent by the data centre. Sensors/
transducers utilized in the internet of orchard things are
shown in Figures 2(a)–2(g).

Sensor node 2 can measure four parameters: air tempera-
ture, relative humidity, CO2 concentration, and illumination.

Senser node1:
Hyperspectral

Sensor node2:
Air temperature. humidity. Light

Sensor node3:
Soil temperature.&humidity.PH

Sensor node 4:
Wind speed, direction, rainfall

Actuator node 1:
Intelligent irrigationrelay

Actuator 2:
Temperature. difference. regulator

LoRa
gateway

IOT
data

centre

Figure 1: The Internet of orchard things system scheme.
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The measurement range and accuracy of the four parame-
ters are air temperature −30 ~ 70 ± 0:2°C; relative humidity,
0 ~ 100%RH ± 3%RH; carbon dioxide concentration 0 ~
10000 ppm ðoptional 2000, 5000 ppmÞ ± 20 ppm; and light
intensity 0 ~ 200 k lx ðoptional 2 k, 20 k lx and other rangesÞ
± 3%. In the North China Plain area, under normal condi-
tions, the illuminance under strong sunlight in summer is
100,000 lx (3 to 300,000 lx). It is 10,000 lx, and the intensity
of sunrise and sunset lights is 300-400 lx. Sensor node 4 is
used to collect wind speed/direction and rainfall and pro-
vides a decision basis for temperature difference control.

The wind sensor for collecting 16 directions including
east, west, south, north, southeast, southwest, northeast,
and northwest. The voltage signal output is 0~ 2V, and the

comprehensive voltage accuracy is ±2%. Three bulk sensor
measurement. Measuring range: 0~ 30m/s, 0~ 60m/s,
response time is less than 1S, start-up wind is 0.4~ 0.8m/s,
and power supply voltage is 12~24VDC.

A dump bucket rain sensor is used for detecting the rain-
fall, its range of rain intensity is 0.01mm~4mm/min (the
maximum rain intensity allowed is 8mm/min), and the
measurement accuracy is ≤±3%.

The transmission layer is mainly composed of wireless
transmission modules and gateways, and each sensor and
actuator node contains a wireless transmission module LoRa
(long range). Wireless transmission can avoid the difficulty
of wired communication in the orchard and prevent the line
from affecting the operation of the orchard. There are many
wireless transmission methods. Commonly used ZigBee,
Bluetooth, Wi-Fi, etc. and their transmission distances are
relatively short. Orchard data centres are generally located
in urban areas with good environmental conditions. For
complex orchards in the field, WSN (wireless sensor net-
work) has high cost and complicated networks.

In comprehensive consideration, the LoRa [16–18] was
used because of its excellent performance of long-distance,

(a) Hyperspectral (b) Wind and illuminator (c) CO2 sensor (d) Air temperature and humidity

(e) Soil parametres sensors (f) Rainfall sensor (g) LoRa module

Figure 2: Sensors/transducer utilized in the internet of orchard things.

Transfer data to server

Y

Start

Initialization

Collection (5 mins)

Data analysis and decision

Spraying well 
water?

Spray well 
water 

End

N

Figure 3: Data acquisition program flowchart.

Adjust Nozzle direction and spray well water

End

Start

Read wind information

Air temperature>25?

N

Y

Figure 4: Orchard mist operation process flow chart.
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large capacity, low power consumption, and other character-
istics., which is one of the low power wide area networks
LPWAN (low power wide area network) technology. Here,
the LoRa module is SX1278 with 433MHz and spread spec-
trum technology. Its communication interface is RS232/485,
9600 Baud (1200~115200 Baud), and 5W12V (10~28V).
Gateway LoRa and each node LoRa form a star topology,
structure of the transmission network, and the transmission
distance is up to 20 km, which meets the 12 km distance
between the orchard and the data centre, reducing the data
transmission costs.

The application layer is the data centre of the Internet of
Orchard Things. The central database is configured with
MySQL, which can store data, analyse, visualize, and make
decisions. The data collected by the sensors is transmitted
to the gateway through the LoRa wireless transmission mod-
ule and sent to the data centre. The control command of the
centre is passed to the LoRa module through the gateway
and realizes automatic irrigation and fogging operations.

Various device nodes, such as sensor nodes, irrigation
nodes, and spraying actuator nodes, all use LoRa’s free net-
working technology, which can also easily implement single
control and centralized management of each node of the sys-
tem. At the same time, the convenience and practicability of
LoRa free networking greatly save the development cycle
and reduce the system development cost and difficulty.

3. System Software

Based on the function analysis of the orchard IoT, the sys-
tem consists of 7 parts: parameter collection, irrigation,
spraying, mist, insect analysis, data server, and mobile cli-
ents. The application layer uses Baidu Cloud Server as the
cloud server with the open-source GNU/Linux operating
system Ubuntu and the E-Chart visualization tools. The
display can ensure the normal operation of the orchard’s
data access, data storage, and visual display programs;

(a) Pumping and pressure tanks (b) Spraying nozzle

(c) Spraying at 10MPa and 40m (d) Spraying at 40MPa and 99.8m

Figure 6: The spray water fog effect with different pressure and range.
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Figure 5: Fuzzy PID for spraying water mist.
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the interactive platform uses the B/S (Brower/Server)
mode.

3.1. The Flow Chart of the Sensor Collection. There are many
types of sensors in this system. Here, only the basic process
of temperature sensor collecting temperature is given, and
the temperature data is mainly used to judge whether to
carry out water spray. The flow chart of the sensor collection
is shown in Figure 3.

3.2. Mist Spraying Operation Procedure. Spray subroutine is
mainly used to control spraying water mist to realize
orchard cooling. When the ambient temperature of the
orchard is higher than 20 degrees, the spray will be started,
and the direction of the nozzle can be adjusted according
to the wind direction to achieve the optimal spray effect.
Mist spraying operation procedure flow is shown in Figure 4.

3.3. Fuzzy PID Algorithm. To adjust the temperature differ-
ence according to the night temperature with high efficiency
and save water, the algorithm of fuzzy PID for spraying is
shown in Figure 5.

The fuzzy PID controller is mainly composed of a fuzzy
controller and an adjustable PID controller. The input of the
fuzzy controller is the deviation between the measured tem-
perature value t1 of the sensor and the set target temperature
value t0 and the deviation change rate. The output is the
three input correction parameters of the PID controller

u tð Þ = KpE tð Þ + KiEC tð Þ
ðt
0
E tð Þdt + Kd

dE tð Þ
dt

, ð1Þ

where uðtÞ is output of the system at time t; Kp is the pro-
portional coefficient; Ki is the integral coefficient; Kd is the
differential coefficient. The fuzzy PID control effect is better
when set the Kp, Ki, Kd initial value as fKp0, Ki0, Kd0g =
f16, 0:4, 0:07g, and Kp ∈ ½10, 18�, Ki ∈ ½0, 1�, Kd ∈ ½0, 0:15�.

4. Results and Discussion

The experiment site and conditions: WH Agricultural Fruit
Planting Cooperative Peach Orchard, with an area of
1hm2, and an Internet of orchard Things. There is a self-
use well in the orchard with a depth of 30 meters. The test
time is summer 2018-07-20, and the weather conditions
are sunny, temperature 37°C~28°C, south wind 3-4 level.
The water temperature of the well is 16°C. Mist spraying
machine parameters: electric high-pressure remote sprayer,
rated flow: 30-40 L/min; adjustable working pressure: 10-
40MPa; horizontal range: up to 100M. The spray apparatus
and effect are shown in Figures 6(a)–6(c).

The pumping device draws water out of the well at a
temperature of 16 degrees and then feeds it into a tank,
which is pressurized and then sprayed from nozzles at differ-
ent locations in the orchard, and the water mist could cover
the whole orchard and cool it down.

20:00
16

18

20

22

24

26

28

30

32

34
Orchard Temp. difference experiment data

20:30 21:00 21:30 22:00 23:00 00:00 00:30 01:00 01:30 02:00 2:30 3:00 4:00 5:00 5:304:303:3023:3022:30

Orchard edge temp. sensor1
Orchard edge temp. sensor2

Orchard central temp. sensor3
Orchard outside temp. sensor4

Figure 7: Control data of temperature difference.
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There are five sprayers, one at each corner of the orchard
and the centre. The plot according to the temperature data is
shown in Figure 7.

It can be seen from Figure 7 that during the misting
operation of the orchard, the ambient temperature in the
orchard is reduced by a maximum of 10°C compared with
the temperature outside the orchard, and the cooling effect
is obvious. Compared with the maximum temperature of
37°C during the day, the temperature difference between
day and night reaches 20°C. According to the literature,
the respiration of the fruit, tree, leaves, and fruit in the
orchard will be significantly weakened compared with that
without misting operation, which is beneficial to the sugar
conversion and organic matter accumulation of the fruit.
There are differences in the data measured by the three sets
of sensors, mainly due to the different installation locations.
The south wind is not good for cooling the southern part of
the orchard. The north side of the orchard is affected by the
wind, the concentration of water mist is greater, and the
temperature drop is slightly larger than the south. After fin-
ishing the misting operation at 4 : 30 in the morning, the
temperature of the orchard began to rise.

NLE-AI800 development board and 5-million-pixel
camera were used as image acquisition equipment to con-
struct fruit size measuring instrument. The system supports
Linux/Ubuntu-Server, and Ros system supports ROS-core.
CPU: dual-core A73+ dual-core A53+ single-core A53; stor-
age: 4GB RAM, 32GB storage space; AI computing unit:

dual core NNIE@840MHz, 4.0TFLOPTS computing power.
HMI display device touch screen, camera: Python3.6.7 envi-
ronment and PyCharm2020.1.1 VERSION of IDE, as well as
plug-ins.

PAL-HIKARi 10 fruit nondestructive sugar meter
(peach) was used to measure peach sweetness. The measur-
ing range of the instrument is Brix 8.0~ 20.0%; the measure-
ment accuracy is Brix ± 1:5%. Brix 0.1% resolution; the
repeatability was Brix ± 1%.

In order to verify the fruit sweetness and expansion
effect, one peach from each of the 5 peach trees in the exper-
imental orchard was selected, with the numbers P1~P5,
respectively; at the same time, select 5 peach trees of the
same variety in the nearby orchard, and numbered
C1~C5. Measure once every three days at 3 : 00 p.m. and
for five consecutive times. The measured fruit size and
sweetness data are shown in Tables 1 and 2, and Table 3 is
for data comparison results.

It can be seen from Table 3 that there is little difference
between the initial average sweetness and the size of the
fruit. But after the experiment, there is a significant differ-
ence between the size and sweetness of the fruit, which ver-
ifies the effectiveness of the designed method.

5. Conclusions

The Internet of orchard Things was designed and imple-
mented by comprehensively utilizing multiple types of

Table 2: Sweetness data.

P1 P2 P3 P4 P5 C1 C2 C3 C4 C5

Original value 7 7.1 6.7 6.5 6.8 6.7 6.5 6.4 7.1 7.2

1 7.2 7.4 7.1 6.8 7.1 6.9 6.8 6.6 7.2 7.3

2 7.5 7.7 7.4 7.4 7.4 7.2 7.2 6.8 7.3 7.5

3 7.9 8.1 7.8 7.9 7.9 7.4 7.5 7.3 7.5 7.8

4 8.4 8.6 8.5 8.5 8.7 7.7 7.9 7.7 7.8 8.1

5 8.9 9.3 9.4 9.8 9.5 8.1 8.2 8.2 8.4 8.5

Table 1

P1 P2 P3 P4 P5 C1 C2 C3 C4 C5

Original size 41 46 39 45 50 47 52 46 43 44

1 48 52 47 51 56 52 58 54 50 51

2 57 59 56 58 64 58 63 59 56 56

3 65 67 66 67 71 65 68 67 63 67

4 74 73 76 75 80 72 74 72 72 73

5 89 88 87 83 91 81 83 79 78 78

Table 3: Data comparison results (average).

Original size
(mm)

Size after
picking

Average size daily
increasing

Original
sweetness

Sweetness after
picking

Sweetness daily
increasing

Experiment peach 44.2 87.6 2.89 6.82 9.38 0.17

Comparing peach 46.4 79.8 2.23 6.78 8.28 0.1
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sensors and LoRa, and a temperature difference control
experiment was carried out in the peach orchard. The fuzzy
PID was used to perform spraying water of constant 16°C in
a peach orchard in the ripening period. The main results are
as follows:

(1) The ambient temperature of the orchard at night can
be effectively reduced, and the maximum tempera-
ture reduction range can reach 10°C so that the
day-night temperature difference of the orchard on
that day can reach 20°C, which is beneficial to the
orchard organic matter accumulation and sugar con-
version, increasing the sugar content and dry matter
content

(2) The misting operation is helpful to promote fruit
expansion and increase orchard yield

(3) The system development cost is reduced, and the
orchard can be realized. Remote real-time monitoring

(4) Fuzzy PID algorithm effectively controls the inten-
sity of mist precisely for achieving water conserva-
tion, furthermore, useful for improving fruit quality
and yield
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With the frequent occurrence of extreme disasters and the development of urbanization, the ecological vulnerability of urban
system has been seriously affected, which has become an important issue in urgent need of research. In this study, a
comprehensive analysis method of exposure, sensitivity, responsiveness, and resilience was used to establish an ecological
vulnerability assessment model based on the impact of typhoon. With the help of big data analysis and model, this paper
explored the impact and response of typhoon Hato on Zhuhai’s ecological vulnerability and restoration. Our results showed
that under the influence of Hato, Jinwan district showed higher vulnerability, followed by Doumen district and Xiangzhou
district. The lowest vulnerability of Xiangzhou district mainly for its coping capacity was significantly higher than the other
two districts. Judging from the recovery situation shown by big data, Doumen and Xiangzhou districts recovered relatively
quickly in terms of hydraulic and communication systems. The results of this study can provide a theoretical reference for
vulnerability assessment, predisaster prevention, and postdisaster recovery of typhoon disaster risk areas.

1. Introduction

Typhoon, as a common natural disaster, has great destruc-
tive effect on human society with considerable economic
losses, which exceeds other natural disasters such as earth-
quakes [1]. The average annual direct economic loss from
tropical cyclone disasters in the world in the past ten years
is about 55 billion U.S. dollars [2]. China is one of the coun-
tries that severely affected by typhoon [3, 4]. Because of the
severe losses caused by typhoons, it is necessary to evaluate
disasters and carry out disaster management. Therefore,
research of tropical cyclone disaster risk assessment and
management have received more and more attention from
the scientific community [5, 6].

Disaster risk assessment is a quantitative analysis and
assessment of the possibility and possible consequences of
disasters with different intensities. The assessment is an
important bridge to closely link the hazard factors and the
vulnerability of the disaster-bearing body. As early as the

end of the nineteenth century, the improvement of disaster
observation technology and the development of risk map-
ping technology prompted the emergence of catastrophe
models for the simulation and evaluation [7, 8]. Much atten-
tion has been paid on the assessment of storm surge disaster
losses caused by typhoons, and the disaster losses have been
quantitatively assessed by establishing a loss assessment
model [9–13]. Loss assessment of typhoon is one of the hot-
spots and difficulties in disaster theory research. However,
the lack of scientific norms for the investigation and assess-
ment of natural disaster losses, coupled with the unpredict-
ability of natural disasters, further increase the difficulty of
data collection and assessment. With the “vulnerability of
hazard-bearing bodies” put forward in the 1980s, the concept
of vulnerability has gradually been widely used in many
domains like nature, society, economy, and environment [14].

There are two main research methods for vulnerability
assessment of disaster bearing body, including index system
method and quantitative vulnerability curve. The index
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system method is a semiquantitative calculation method,
which mainly expresses the relative vulnerability of the eval-
uation unit by establishing the evaluation index system and
calculating the vulnerability index of the disaster bearing
body. At present, index system method has been widely used
in the vulnerability assessment of a single disaster-bearing
body [15], multiple disaster-bearing bodies [16], and
disaster-bearing systems [17], but different studies have dif-
ferent understandings of the causes of disasters and the per-
formance characteristics of disaster-bearing bodies, and the
established index systems are different. In addition, the
research on the vulnerability of disaster-bearing bodies is
highly regional. Therefore, the process of using the index
system method to assess the vulnerability of hazard-
bearing bodies is artificially subjective. Moreover, the vul-
nerability curve is a quantitative vulnerability assessment
method based on the relationship between the strength
parameters of different hazards and the loss rate of the
disaster-bearing body [18]. At present, most research focus
on the construction of vulnerability curves between typhoon
wind speed, submergence depth, earthquake intensity and
other hazard factors, and the loss rate of disaster-bearing
bodies, such as houses and crops [19]. This method does
not involve the assessment of social, economic, and environ-
mental vulnerability levels and emergency response capabil-
ities to disasters. It only represents the vulnerability
measurement of absolute physical parameters.

This paper will use the index system method to evaluate
the impact of typhoon Hato on urban ecological vulnerabil-
ity. And using big data makes the analysis method in this
paper have strong universal adaptability. Recently, there
are many applications for typhoon disaster risk assessments
[20, 21]. However, most of the disaster mitigation work
relies on the short-term forecast results of the meteorological
department’s typhoon model for the input of hazard factors
(e.g., wind and rain), while the quantitative research on
typhoon disaster vulnerability of specific disaster-bearing
bodies remains blank. In terms of typhoon assessment
methods, the current typhoon pre-assessment focuses on
obtaining high-accuracy data [22], but the postdisaster vul-
nerability assessment still often lacks time-sensitive data
with redundant computation process [23]. Therefore, it is
concluded that the effective and accurate postdisaster vul-
nerability assessment is particularly necessary for disaster
assessment. Moreover, research and practice have proved
that the unique advantages of big data in feasibility, timeli-
ness, and accuracy make it successfully applied in various
fields [24, 25].

As such, based on the secondary data derived from the
“octopus” network information resource picking software
and data collected by traditional surveys, this paper estab-
lishes a social economic and ecological system to evaluate
the impact of typhoons on urban ecological vulnerability.
Zhuhai, a city often hit by the south subtropical monsoon,
was selected as the study region. This study is to develop a
conceptual model of aspects of exposure, sensitivity, resil-
ience, and response to typhoon Hato; to explore how big
data can provide input data to undertake a socioeconomic
assessment of vulnerability, using “Octopus” software; to

produce a socioecological vulnerability assessment tool;
and to evaluate the methods and outputs from the socioeco-
logical vulnerability assessment tool. We consider that this
study provides a theoretical reference for disaster prevention
and reduction and the establishment of sustainable, resilient
cities.

2. Data and Methodology

2.1. Study Site. Zhuhai (see Figure 1) is located between
21°48′-22°27′ north latitude and 113°03′-114°19′ east longi-
tude. By 2020, Zhuhai City has a total land area of
1736.45 km2 with three administrative districts, namely,
Xiangzhou district, Doumen district, and Jinwan district,
including 15 towns and 9 streets. Zhuhai City occupies the
largest ocean area, the most islands, and the longest coastline
in the Pearl River Delta. According to the seventh national
census, the population of Zhuhai City is 2.44 million at the
end of 2020 [26]. Typhoons usually occur from June to
October, with an average of about four per year. Such disas-
ters severely affecting Zhuhai City average about one a year,
and there are about five periods of torrential rains [27].
Zhuhai land use data were derived from “Zhuhai Land Use
Master Plan.”

Hato was one of the strongest storms in the global range
in 2017 [27], which landed at the coast of Jinwan district,
Zhuhai City, at about 12 : 50 on August 23, 2017, causing
considerable losses to Zhuhai, Hong Kong, Macau, and
other regions [28–31]. In addition, the maximum wind force
near the center of Hato is force 14 (45m·s-1), and the mini-
mum pressure in the center is 950 HPa [30]. Monitoring
showed that the Zhuhai National Weather Station observed
an instantaneous gale of 51.9m·s-1 (level 16) between
12 : 10 and 12 : 15. Moreover, Hato brought violent showers
to Zhuhai City, causing two deaths and the collapse of 275
houses [27]. Some roads were blocked due to falling trees.
The total direct economic loss was around 0.8 billion
USD [27].

2.2. Data Collection. This study uses the big data analysis
method to obtain the relevant data of indicators such as
power, traffic, and telecommunications signal recovery
speed. However, due to gap between the publication time
and the occurrence of Hato, it is hard to quickly obtain the
information of all affected points. Big data comes from
Weibo software, a common social platform in China (like
the twitter); such platform documents people’s dynamics,
thoughts, and locations. This study used the network infor-
mation resource picking software, a program to automati-
cally grab Internet information resources to understand the
locations affected by the typhoon; the specific process is
shown in Figure 2.

The relevant keyword selection parameters were shown
in Table 1. The location information was derived from the
location data of Weibo users. The duplicate data caused by
forwarding or other reasons was deleted after manual
review. Because typhoon Pakhar landed on August 27,
2017, and affected the west bank of the Pearl River and west-
ern Guangdong Province, the data on August 28, 2017, and
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later were deleted in the analysis. In the end, it was deter-
mined to adopt the release volume of all keywords from
August 23 to August 27, 2017. Then, data on recovery speed
data of power, traffic, and telecommunication signals were
obtained.

In order to obtain the data of exposure, response, and
sensitivity of Zhuhai City, this paper adopted the data in
the 2018 statistical yearbook published by this city. The data
included district area, typhoon wind force, population den-

sity, proportion of primary industry, proportion of tertiary
industry, ecological index, regional GDP, per capita dispos-
able income of urban residents, general public service expen-
diture, and medical and health institution expenditure.

2.3. Methods

2.3.1. The Vulnerability Evaluation Index System. Vulnera-
bility refers to the degree of self-change of the system after
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Figure 1: Zhuhai City administrative map.

Select keywords and
their synonyms

Manual review of the
degree of relevance of the

text to the typhoon

Identify
keywords

Determine where
to search for

keywords

Grab the text, release
time, and release location

corresponding to the
keyword

Determine the
keyword search

time period
Manually review the time

period

Preliminarily
determine the

keyword search time
period

Figure 2: Keyword selection flowchart for typhoon disaster information.
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being damaged by various pressures. The system is jointly
determined by natural, social, economic, and environmental
factors and processes [32]. For this paper, the natural and
social systems in Xiangzhou district, Doumen district, and
Jinwan district of Zhuhai City were selected as the disaster-
bearing body on the basis of fully considering the research
object and the characteristics of the typhoon disaster. This
study summarized the main risk factors of climate change
and the evaluation factors used by Sajjad et al. to evaluate
the vulnerability of coastal cities [33]. These assessment fac-
tors were based on the principles of science, completeness,
feasibility, and practicability, combined with the vulnerabil-
ity caused by exposure. This study considered indicators
from four aspects [34], sensitivity [35], resilience [35, 36],
exposure, and response, respectively. A social-ecological
system vulnerability index system was established for three
districts in Zhuhai under the disaster of typhoon Hato, as
shown in Table 1.

Firstly, in order to evaluate the degree of damage caused
by the typhoon to different regions, we selected the land
area, wind speed, and population density as indicators to
evaluate the different conditions of each area exposed to
the typhoon. Secondly, ground roughness characterizes the
interaction between the surface and the atmosphere, reflect-
ing the reduction of wind speed on the surface and the
ground in areas with high ecological index. The roughness
of a typhoon was high [37], so the ecological index and the
intensity of typhoon landing were negatively correlated,
i.e., the higher the vegetation coverage, the less the sensitiv-
ity. And since the Hato natured with extreme wind speeds,
the primary and tertiary industries were relatively sensitive.
Therefore, the proportion of the primary and tertiary indus-
tries and the vegetation coverage were selected for evaluation.
Sensitivity starting from the socioeconomic conditions of dif-
ferent regions, two indicators representing the economic level
of the region and residents, and two indicators representing

the perfection of the region’s infrastructure and social security
were selected to evaluate the region’s ability to respond to
typhoon disasters. Finally, based on the trend of big data
changes, the perspective of affecting the recovery of residents’
lives, the three indicators of power system, water supply sys-
tem, and telecommunication system were selected for resil-
ience evaluation.

2.3.2. Vulnerability Comprehensive Evaluation Model. Fuzzy
comprehensive evaluation (FCE) is a decision-making
method that can make a comprehensive evaluation affected
by multiple factors [38]. In this study, FCE was employed
as the basis of the vulnerability assessment for the various
districts of Zhuhai under the typhoon Hato; the entropy
weight (EW) was used to calculate the weights for every
indicator. Firstly, the original data was standardized, and
the EW was used to establish the weight set of all levels of
indicators. Secondly, the membership function was used to
combine the standardized values and the grading standards
of the vulnerability comment set to construct an evaluation
matrix. The comment set is an evaluation set established
based on the evaluation indicators. In the vulnerability eval-
uation of hazard-bearing bodies, due to the difference in the
importance of the selected evaluation factors, it is necessary
to determine the weight. Entropy is a measure of uncer-
tainty; the greater the amount of information, the smaller
the uncertainty, and the smaller the entropy. Therefore, the
information carried by the entropy value can be used for
computing the weights for each factor, combined with the
degree of variation of various indicators, and the tool of
information entropy is used to calculate the weight of each
indicator, which provides a basis for the comprehensive
evaluation of multiple indicators. The weights established
in this paper based on the entropy method are shown in
Table 2.

Ecological vulnerability depends on four aspects: the
exposure degree of the system, the sensitivity of the system
to external interference, and the adaptability and recovery
ability of the system. The degree of vulnerability represents
the degree of vulnerability of each primary indicator. This
paper divided the degree of vulnerability into three levels
and used the median method and the average method to
determine the grading standard of the comment set [39],
that iss, the evaluation set V = fV1, V2, V3g = fLowDegree
of vulnerability, moderate degree of vulnerability, high
degree of vulnerabilityg. At the end of this paper, the evalu-
ation matrix and the weight set were synthesized by matrix
calculation. The value of the corresponding evaluation level
of each primary indicator could be added to represent the
comprehensive evaluation result of vulnerability.

3. Results

3.1. Analysis of Big Data Mining Results. Figure 3 reflected
the restoration after typhoon Hato, as indicated by the
change in search volume. Among the keywords, the search
time span of five keywords and their synonyms, “power out-
age,” “water outage,” “tree,” “injured,” and “no signal,” was
long, and the data decreased with the passage of time. The

Table 1: Vulnerability assessment index system of socioecological
systems under the influence of typhoon disaster in Zhuhai City.

Primary
indicators

Secondary indicators

Exposure

Land area

Wind force

Population density

Sensitivity

Proportion of primary industry

Proportion of tertiary industry

Ecological index

Response

Regional GDP

Per capital disposable income of urban
residents

General public service expenditure

Medical and health institutions expenditure

Resilience

Electricity restoration speed

Traffic restoration speed

Telecom signal recovery speed
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highest number of keywords posted on the day the typhoon
landed in Zhuhai, August 23, 2017. Two days later, on
August 25, the number of keywords posted dropped sharply
and then showed a gentle downward trend over time. In the
final data, the amount approaches zero. The search volume
of “tree” and “injured” decreased rapidly on August 24,
and then tended to zero on August 25 and August 26,
respectively. Among the keywords related to the three vul-
nerability secondary indicators of “power outage”, “water
outage” and “outage of mobile phone signal,” the search vol-
ume reached the smallest on August 27, August 26, and
August 26, respectively. The release of keywords is closely
related to the time of the typhoon and the disaster relief sit-
uation. Therefore, it can be explained that the recovery day
of each system was the day when the search volume was
the smallest in each district of Zhuhai City. According to
the calculation, the recovery speed of power supply, water
supply, and telecommunication signals were 0.2 day-1, 0.25
day-1, and 0.25 day-1, respectively. This represents the rate
of completion of the daily restoration of the city’s power,
hydraulic, and communication systems, which could be used
to calculate the resilience of each district.

3.2. Analysis of Visualized Results of Urban Restoration. The
release of all keywords peaked on the day of the typhoon
landing and gradually decreased the next day. With the con-
tinuous development of postdisaster reconstruction, the
locations of failures of power, hydraulic supply, and commu-
nication systems affected by the typhoon decreased. This
chapter would explore the restoration of power, hydraulic
supply, and communication systems under the influence of
typhoon Hato. Figure 4 reflected the repair of the power sys-
tem after Hato, as indicated by the change in search volume.
On the day of Hato landing, a large number of power supply
failures occurred in three districts of Zhuhai City, most of
which were located within the construction land. Xiangzhou
district is the city center of Zhuhai city, which has a large
number of commercial land and residential areas with a high

population density. Therefore, on August 23, the fault spots
were concentrated in the city center, including Tangjiawan
Town and Hengqin Island. By August 25, the power failure
in the center of Zhuhai City was almost solved, but the
power failure still existed in Tangjiawan Town and on Heng-
qin Island. By August 26, the power supply in Xiangzhou
district was almost back to normal. The power outages in
Doumen district affected mostly residential areas, such as
Jingan Town and Doumen Town. As rescue and relief work
continued, only sporadic areas in Doumen district were left
with power supply problems on August 26. The power fail-
ure in Jinwan district was the most serious with a large num-
ber of occurrences in the whole area. As of August 27, the
power supply system of coastal Sanzao Town and Nanshai
Town, which were most seriously affected by the typhoon,
has not been fully restored.

The repair of the hydraulic system after typhoon Hato,
was shown by the change in search volume (Figure 5). On
the day the typhoon landed, a large number of water supply
faults occurred in the three districts of Zhuhai, most of
which were located near the main roads and within the con-
struction land. In Xiangzhou district on August 23, the
breakdown points were concentrated in the city center, in
Tangjiawan Town and on Hengqin Island. By August 24,
the water supply had improved in the city center, but there
was still a lack of water near the S32 provincial road and
on Hengqin Island. By August 25, the water supply in
Xiangzhou district was almost back to normal. However,
water supply of Doumen district had almost cut off in resi-
dential areas and on main roads, such as Qianwu Town
and the provincial road S32. With the rescue and relief work
underway, only a few water supply faults remained in Dou-
men district near the main road by August 25. Water supply
cutoff in Jinwan district was the most serious, which occurs
on a large scale in the whole region. As of August 27, there
were still hydraulic faults in the whole Jinwan district.

The repair of the communication system after typhoon
Hato, was indicated by the change in search volume (see
Figure 6). On the day of typhoon landing, a large number
of communication faults occurred in three districts of
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Figure 3: Search volumes of Weibo keywords before and after
typhoon Hato.

Table 2: Weight set of vulnerability assessment index system of
socioecological systems under the influence of typhoon disaster in
Zhuhai City.

Indicator Weight

Land area 0.0844

Wind speed 0.1394

Population density 0.0792

Proportion of primary industry 0.1022

Proportion of tertiary industry 0.0615

Ecological index 0.0864

Regional GDP 0.0943

Per capita disposable income of urban residents 0.0654

General public service expenditure 0.0598

Medical and health institutions expenditure 0.0547

Electricity restoration speed 0.0662

Traffic restoration speed 0.0532

Telecom signal recovery speed 0.0532
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Figure 4: Continued.
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Zhuhai City, and the fault points covered almost the whole
city. In Xiangzhou district on August 23, the breakdown
points were concentrated in densely populated commercial
service center and residential areas, such as the city center,
Tangjiawan Town, and Hengqin Island. By August 24,
Tangjiawan Town was almost back to normal, but there
were still a few communication problems in the city center
and on Hengqin Island. By August 25, the communication
system in Xiangzhou district was almost back to normal.
The areas without signal in Doumen district were mostly
residential areas, such as Qianwu Town, Doumen Town,
and Jingan Town. As rescue and relief work began, only a
few communication failures remained in the vicinity of Jin-
gan Town on August 25. The communication failure was
the most serious in Jinwan district, where it occurred in large
numbers throughout the whole area. By August 27, the com-
munication system had been mostly restored in the Jinwan
district.

The spatial differences in the number of keywords
posted effectively reveals the resilience of each district after
the disaster. On August 23, the number of keywords in Jin-
wan district was greater than in both Doumen district and
Xiangzhou district, and the number of keywords in Xiangz-
hou district was greater than in Doumen district. In the early
days of the typhoon landing, Xiangzhou district was densely
populated and had many Weibo users, making it more sen-
sitive than other districts with a small population density.
Therefore, the number of people affected was large, and cor-
respondingly the number of keywords posted was also large.

In the postdisaster reconstruction stage, the number of key-
words posted in Xiangzhou district and Doumen district
dropped significantly, reflecting its stronger resilience. Jin-
wan district did not show a significant drop in the amount
of data released for the keywords “power outage” and “water
outage,” indicating that its power system was weak in resil-
ience and that the reconstruction after the disaster was not
satisfactory. According to the changes in the search volume
of the three keywords of “power outage,” “water outage,”
and “no signal,” the Xiangzhou and Doumen districts had
basically resumed water supply and telecommunications sig-
nals on August 25. The water supply interruption in Jinwan
district was still serious, and there were still many places
where the water supply had not been restored. Compared
with the restoration of the hydraulic system and the commu-
nication system, it was found that the power system was
more affected and its restoration was slower than that of
the other two supply systems. The power system in all dis-
tricts was basically restored on August 27. It can be seen
the resilience of hydropower and communication systems
in Xiangzhou and Doumen districts after the disaster was
significantly stronger than that in Jinwan district.

3.3. Analysis of Comprehensive Vulnerability Assessment
Results of Typhoon Hato. After mining the big data of Weibo
with keywords, the data of the resilience index of each dis-
trict in Zhuhai was obtained, and a comprehensive vulnera-
bility index data set was established for fuzzy comprehensive
evaluation. The evaluation results are shown in Table 3.
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Figure 4: The repair of power system after typhoon Hato.
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The vulnerabilities of three districts to typhoon Hato
showed obvious regional differences. The overall result of
vulnerability in Xiangzhou district and Doumen district
was weaker, while that in Jinwan district was stronger. From
the perspective of the primary indicators that affected vul-
nerability, the high ecological index and the low proportion
of primary industry were the main reasons for the low vul-
nerability of the sensitivity index. The long failure time of
the power supply system and the high wind speed were the
indicators of resilience and exposure. The value of the rating
results of exposure and response occupied two of the largest
proportions in the comprehensive evaluation, which intui-
tively showed that the dominant factor for the different vul-
nerabilities of districts was the difference in coping ability
and the geographical location of each districts. The general
public service expenditure and per capital disposable income
of Xiangzhou district and Doumen district were significantly
higher than that of Jinwan district. The economy of Xiangz-
hou district and Doumen district were more developed, and
public service investment was higher, so the response was
relatively strong. Moreover, the typhoon made landfall in
Jinwan district, and because Doumen district is located in
the northern part of Jinwan district, Jinwan district was
more affected by the typhoon. However, since the recovery
speed was evaluated in several days, the differences in the
results of recovery were not obvious, so further discussion
and analysis should be combined with the search results of
keywords.

4. Discussion

Usually, Guangdong is the province with the earliest
typhoon landing time in the country and the longest
typhoon impact (Local History Compilation Committee of
Guangdong Province, 2001), and it had a large and rapidly
developing national economy; the losses suffered were often
serious. It was very important to evaluate the vulnerability of
cities in Guangdong Province, which could reduce the search
time in the early stage of rescue and relief work and improve
the efficiency of disaster relief. By taking advantage of the
immediacy, accuracy, and many users of big data, postdisa-
ster assessment could be carried out quickly and accurately
to solve the problems of inefficiency and inaccuracy in tradi-
tional assessment methods. The destruction of hydropower
systems and communication systems was the most direct
and obvious impact of the typhoon on the lives of people
affected by the disaster. With the keyword information
obtained by the comprehensive big data platform, it was
clear that the public paid much more attention to water sup-
ply, power supply, and telecommunications signals than to
other aspects, so the data information of hydropower and
signal recovery is relatively accurate. With the help of big
data, the destruction and recovery process of the hydro-
power system were displayed in the form of Weibo data,
and its application to vulnerability assessment was beneficial
to the recovery of the hydropower system. The positioning
information obtained by the big data platform could clearly
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Figure 5: The repair of the hydraulic system after typhoon Hato.
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show the dynamic changes of hydropower recovery, realize
the visualization of the disaster recovery capabilities of dif-
ferent locations, and more quickly and more accurately
investigate the hydropower system in the disaster-stricken
area, which was helpful in guiding the postdisaster recovery
work. Due to the particularity of the data source of the resil-
ience index of this study, the accuracy of the results could
reach the street level in terms of geographic location. For
postdisaster recovery, a relatively refined assessment could
be carried out for each district.

At present, the comprehensive risk assessment of
typhoon is based on the weighted index method of index
system, which evaluates the risk zoning of typhoon hazard
formative factors, sensitivity of inducing environment, vul-
nerability of hazard bearing body, and capacity of prevent
disaster, respectively, and then combines the evaluation
results of the three aspects. For example, Wang et al. ana-
lyzed the typhoon disaster risk in Anhui Province, China
[40]. This method paid more attention to the natural condi-

tions of study area and lists the elevation, topographic relief,
river network density, and its buffer area as indicators. Gao
et al. analyzed the typhoon disaster risk in Zhuhai City,
Guangdong Province, China [35]; evaluated the resilience,
potential strength, and sensitivity of the typhoon, respec-
tively; and then combined the evaluation results of the three
aspects. The results of this study showed that Xiangzhou dis-
trict was the strongest ecological vulnerability in Zhuhai,
Doumen district was the second, and Jinwan district was
the weakest, which were quite different from the results of
our study, probably because the research objectives and indi-
cators between the two studies were different. The disadvan-
tage of the method of Gao et al. is the incompleteness of
index selection. It ignored the government’s response to
disasters and underestimates the resilience of typhoons.
The big data mining data used in this study overcame this
shortcoming, because the recovery speed of the three sys-
tems reflected the efforts of the district governments for
urban recovery. The government’s response also reduced
the harm of the typhoon to residents as much as possible,
so as to improve the resilience of each district. Therefore,
the system could more effectively and accurately assess the
ecological vulnerability in the region. This advantage can
also provide more targeted reference opinions for disaster
recovery and more accurate early warning of potential
urban, social, and ecological risk and even provide sugges-
tions for urban planning.

In addition, the comprehensive evaluation results reflect
the differences in small-scale vulnerabilities within cities.
The overall vulnerability of Zhuhai City Centre (Xiangzhou

No signal
County
City
Doumen

Jinwan
Xiangzhou
River network

7 3.5 0 7 14 21 28
km

Legend

(e) August 27, 2017

Figure 6: The repair of the communication system after typhoon Hato.

Table 3: Results of socioecological systems vulnerability evaluation
in Zhuhai City.

Area
(districts)

Low
vulnerability
level V1

Medium
vulnerability
level V2

High
vulnerability
level V3

Rating
level

Xiangzhou 0.7994 0.0598 0.1407 Low

Doumen 0.3603 0.3587 0.2809 Medium

Jinwan 0.1407 0.3809 0.4783 High
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district) is lower than that of Jinwan district and Doumen
district. This is the result of the combined effects of the three
systems of society, economy, and ecology. Ecological and
economic systems work together on sensitivity. The lower
the ecological index, the greater the proportion of primary
and tertiary industries, the higher the sensitivity, and the
greater the overall vulnerability. At the same time, the eco-
nomic system also plays a role in response capacity. The
more developed the economy, the better the infrastructure
construction, the more the government spends on people’s
livelihood expenditures, and the greater the response capac-
ity, the smaller the overall vulnerability. In addition, the
social system acts on resilience. The faster the recovery after
a disaster, the stronger the resilience, and the smaller the
overall vulnerability. According to the evaluation results,
economic indicators play a greater role in response than in
sensitivity, while ecological indicators have a smaller impact
on overall vulnerability than other socioeconomic indica-
tors. Therefore, socioeconomic indicators are the dominant
factor affecting overall vulnerability. Since Xiangzhou dis-
trict was superior to Doumen district and Jinwan district
in terms of percentage of primary and tertiary industries,
infrastructure construction, and postdisaster recovery speed,
the vulnerability of Xiangzhou district was lower than that of
other two districts.

This study mainly researched the impact of typhoons on
urban socioecological vulnerability and lacks connection
with government emergency work. The research methods
in this article can be further combined with the govern-
ment’s emergency work, thereby improving the efficiency
of responding to disasters. There are still many aspects to
be improved. For example, the research methods are how
to strengthen communication with the government, how to
improve the accuracy and effectiveness of relevant data,
and how to intensify the availability of data. These are the
problems that need to be solved in further research.

5. Conclusions

This study, based on the statistical data and the recovery
speed of power, hydraulic, and communication systems col-
lected by big data, constructs an ecological vulnerability
evaluation system including exposure, resilience, response,
and sensitivity. The system can quickly show the disaster sit-
uation, realize the visualization of disaster situation, and
more effectively show the ecological vulnerability in the
study area. This paper, taken the severely hit Zhuhai city
under the background of typhoon Hato as the research
object, uses big data mining technology to track the disaster,
establish a vulnerability assessment model to analyze the
vulnerability characteristics and reasons of urban social eco-
systems under typhoon disasters, and obtain the following
main conclusions. China is one of the countries most
affected by typhoon disasters; typhoon Hato had a serious
impact on Zhuhai, wreaking damage on the entire social,
economic, and ecological system. On the basis of ecological
vulnerability assessment model for typhoon disaster estab-
lished by this research, our results showed the areas with
the highest postdisaster vulnerability, such as Jinwan district,

followed by Doumen and Xiangzhou districts. The response
was the decisive factor leading to the significant differences
in the vulnerability of typhoon disasters in each district.
The areas with the lowest postdisaster vulnerability, such
as Xiangzhou district, has a developed economy, higher
regional GDP, more social security investment, and the
strongest disaster response capacity. The hydropower and
communication systems in Xiangzhou district and Doumen
district recovered quickly. However, the recovery of hydro-
power in Jinwan district was relatively slow, and the ability
there to withstand disasters needs to be enhanced.
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