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Computational intelligence (CI) is a set of nature-inspired
computational methodologies and approaches that address
complex problems of the real-world applications to which
traditional methodologies and approaches are ineffective
or infeasible. CI methods and techniques, including neu-
ral networks, evolutionary computation, and fuzzy logic
systems, have rapidly evolved over the last decades, and
they have already been applied in various fields of civil
and hydraulic engineering. The focus of this special issue
is the mathematical analysis and real-world application in
civil and hydraulic engineering of computational intelligence.
It is mostly interested in the related new development of
both theoretical study and practical implementation, either
with modeling, prediction, and optimization in geotechnical
engineering, transportation engineering or structural design,
diagnostics, and health monitoring.

The papers selected for this special issue represent a
good panel in recent challenges. The topics of the research
papers and review papers are connected with the com-
putational intelligence methods and their application in
civil and hydraulic infrastructure engineering, for example,
structure optimization using evolutionary algorithms, dam-
age detection using swarm intelligence, civil infrastructure
performance prediction using neural networks, numerical
simulation of intelligence algorithms, and civil infrastruc-
tures.

This special issue contains 29 papers. In the category
of civil infrastructure engineering optimization design, M.
Polat Saka and Z. Woo Geem present an extensive review

of mathematical and metaheuristic applications in design
optimization of steel frame structures. X. Jun et al. present
a nonlinear optimization technique for tunnel construction
based on DE and LSSVM. H. Li et al. present a particle
swarm optimization algorithm coupled with finite element
limit equilibrium method for geotechnical practices. J.-T. Qu
and H. Li present a report on optimal placement of passive
energy dissipation devices by genetic algorithms. X. Wang et
al. present a method for three-dimensional target tracking
in underwater wireless sensor networks using combination
of interacting multiple models with the particle filter. N.
Noilublao and S. Bureerat present a report on simultaneous
topology, shape, and sizing optimisation of plane trusses with
adaptive ground finite elements using MOEAs. S. Talatahari
et al. present accelerated particle swarm optimization algo-
rithm for optimal design of frame structures. S. Talatahari et
al. present a report on optimum design of gravity retaining
walls using charged system search algorithm. D. Wang et
al. present a tangible programming tool with graphical
blocks, that is, E-Block. Y.-S. Juang et al. present a report
on histogram modification and wavelet transform for high-
performance watermarking.

In the category of neural network in civil engineering,
E-K. Huang et al. present a report on rainfall reliability
evaluation using artificial neural networks for stability of
municipal solid waste landfills on a slope. X. Wang et al.
present a report on inverse parametric analysis of seismic
permanent deformation for earth-rockfill dams using artifi-
cial neural networks. R. K. Moghadas et al. present a report



on the prediction of optimal design and deflection of space
structures using neural networks. P. Lu et al. give a review
on artificial intelligence in civil engineering. Z. Xie et al.
present a report on freshwater algal bloom prediction by a
supporting vector machine in macau storage reservoirs. L.
Lou and Y. Zhao present a sludge bulking prediction method
using principle component regression and artificial neural
network.

In the category of numerical simulation of infrastructure
engineering problems, FE Kang et al. present a structural
damage detection method using combined data with particle
swarm optimization. X.-W. Ye et al. present an intelligent risk
assessment for dewatering of metro-tunnel deep excavations.
Y.-J. Zheng et al. present a report on adaptive parameters for a
modified comprehensive learning particle swarm optimizer.
H. Lin et al. present a simple generation technique of
complex geotechnical computational model. X. Tang et al.
present a report on factors influencing quasistatic modeling
of deformation and failure in rock-like solids by the smoothed
particle hydrodynamics method. W.-]. Niu et al. present a
report on settlement analysis of a confined sand aquifer
overlain by a clay layer due to single-well pumping. P. Lu et
al. present a report on analysis of a T-frame bridge. S. Huaizhi
et al. present a report on statistical analysis and calculation
model of flexibility coefficient of low-and medium-sized arch
dam. M. Carlini et al. present a report on down-hole heat
exchangers: modeling of a low-enthalpy geothermal system
for district heating. W. Wang et al. present a method for
real-time simulation of fluid scenes by smoothed particle
hydrodynamics and marching cubes. A. Kiligman et al.
present a report on numerical solution of nonlinear Volterra
integral equations system using Simpson’s 3/8 rule. Y. Liu
et al. present a report on investment decision support for
engineering projects based on risk correlation analysis. G.
Wang et al. present a Lévy-Flight krill herd algorithm for
solving optimization tasks within limited computing time.

Of 72 submissions, 29 papers are selected in this special
issue. Of course, the topics and papers are not an exhaustive
representation of the area of computational intelligence in
civil infrastructure engineering. It can be seen that although
some solutions and models become available, most problems
remain open and research is highly active in this field. In the
near future, we expect more contributions that will address
all of the key aspects previously mentioned. Nonetheless, the
special issue represents the recent concerns in the community
and we have the pleasure of sharing them with the readers.
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A method to assess the reliability for the stability of municipal solid waste (MSW) landfills on slope due to rainfall infiltration is pro-
posed. Parameter studies are first done to explore the influence of factors on the stability of MSW. These factors include rainfall inten-
sity, duration, pattern, and the engineering properties of MSW. Then 100 different combinations of parameters are generated and
associated stability analyses of MSW on slope are performed assuming that each parameter is uniform distributed around its reason
ranges. In the following, the performance of the stability of MSW is interpreted by the artificial neural network (ANN) trained and
verified based on the aforementioned 100 analysis results. The reliability for the stability of MSW landfills on slope is then evaluated
and explored for different rainfall parameters by the ANN model with first-order reliability method (FORM) and Monte Carlo

simulation (MCS).

1. Introduction

The response of municipal solid waste (MSW) landfills during
earthquakes has gained much attention during the past years
(Anderson and Kavazanjian [1], Anderson [2], Augello et al.
[3], Idriss et al. [4], Kavazanjian and Matasovic [5], Kavazan-
jian et al. [6], Krinitzsky et al. [7], and Pinto [8]). However,
there were many failure events of MSW landfills on slope
resulted from rainfall situations (Huvaj-Sarihan and Stark [9],
Liu [10]). Thus, the stability of MSW landfills on slope due
to rainfall infiltration is another important topic worthy of
turther studied.

As to stability evaluation of MSW landfills on slope,
safety factors are common used in engineering practice. The
critical state of failure is usually regarded as reached when the
factor of safety, FS, is equal to 1.0 based on this approach. This
deterministic approach not only does not consider the influ-
ence of randomness and uncertainties of soil properties, anal-
ysis model, and associated parameters on the analysis results
but also has not any implications about the failure probability
of the critical state according to the factor of safety. In other

words, factors of safety are usually selected based on past
experience empirically. The relationship between the factor
of safety and the probability of failure is often unclear and
needs to be established. If uncertainties of associated analysis
parameters are greater than anticipated, an unstable situation
of the MSW landfills may be encountered by using the deter-
ministic factor-of-safety approach. Conversely, overdesign-
ing can probably be done to some extent when uncertainties
are smaller than anticipated. Accordingly, the reliability-
based design (RBD) or performance-based design (PBD)
approach that can evaluate the ultimate or serviceability per-
formance of the MSW landfills on slope probabilistically is
preferred in landfill and slope engineering.

The researches of reliability in geotechnical engineering
are growing rapidly in these years. H. D. Lin and C. P. Lin
[11] applied it to drilled piles while Shou and Chen [12] to
spatial risk analysis of landslide. For deep excavation, Tang
et al. [13] first performed a reliability analysis and design
of braced excavation systems with FOSM method. Low [14]
adopted FORM and MCS method by spreadsheet to
reliability-based design for retaining walls using explicit



performance function. Owing to the performance function
which is usually implicit in geotechnical engineering, Goh
and Kulhawy [15] thus introduced artificial neural network
to model the limit state surface of displacements for reliability
analysis.

This paper will explore the application of artificial neural
network to reliability analysis for rainfall stability of MSW
landfills on slope. After modeling the limit state surface of
concerned response parameters (factor of safety, FS) obtained
from finite element program executed in this study, ANN-
based FORM and ANN-based MCS are then performed to
assess the reliability of rainfall stability of MSW landfills on
slope. Emphasis is focused on the influence of rainfall char-
acteristics, such as rainfall intensity, duration, and pattern on
the reliability.

2. Reliability Analysis Method

2.1. Performance Function and Reliability. The reliability of an
engineering system is defined as the probability of perform-
ing its intended function or mission (Ang and Tang [16]). The
probability will depend on the properties of the system and
the requirements of the level of performance. If we define a
performance function, or state function,

gX) =g (X, Xp..., X,), ¢Y)

where X = (X, X,,...,X,) is a vector of design variables
of the system. The performance or state of the system will be
determined by the function g(X). Thus, the “limit-state” of
the system may be defined as g(X) = 0. If g(X) > 0 stands for
the “safe state”, g(X) < 0 will be the “failure state” or “unsatis-
factory performance state.”

Geometrically, the limit-state function, g(X) = 0, is an
n-dimensional surface that represents the “failure surface”. If
the joint probability density function of the design variables

..... .., X,), abbreviated as fy(x),
the probability of the failure state of the system would be
the corresponding volume integral over the failure region
g(X) < 0 [16]:

pr= | et @

To evaluate the previous equation is generally a formid-
able task, especially, when the failure surface cannot be repre-
sented by explicit function. The practical methods for evalu-
ating P are often those of FOSM, FORM, or MCS, in which
the failure probability, Py, is estimated by reliability index in
FOSM:

B==— 3)

where y, and o, are mean and standard deviation of the
performance function g(X), respectively. Based on the defi-
nition, the 3 value may be different for two equivalent perfor-
mance functions in FOSM, and thus restrict its usage. For
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FORM Ditlevsen [17] uses the matrix formulation of Hasofer-
Lind index [18], another interpretation of reliability index:

B = min/(X - ) ¢ (X~ ), (4a)

or, equivalently (Low [14]),

poi| (X)),
XeF Gi 61’

in which Xis a vector representing the set of random variables
X, p is the vector of mean values g, C is the covariance
matrix, R is the correlation matrix, o; is the standard devia-
tion, and F is the failure domain (ie., g(X) < 0 region). It
is worthwhile to note that the variables X must follow the
normal distributions. Otherwise, a transformation, such as
R & F method (Rackwitz and Flessler [19]), must be carried
out. If X follows normal distributions and the performance
function is linear, the failure probability, Py, can be estimated

by

Py =@ (-p) (5)

and approximated otherwise, in which ® is the cumulative
distribution of the standard normal variate.

Low [14] has shown that the quadratic form of reliability
index f3 (4b) in the original space of the variables may be
interpreted geometrically as the perspective of an ellipsoid.
For two-dimensional case, the quadratic form is an ellipse.
As shown in Figure 1, the reliability index f3 is the axis ratio
(R/r) of the ellipse that touches the limit state surface (-
ellipse) and the one-standard-deviation dispersion ellipse
[14]. The design point, being the first point of contact between
the expanding ellipsoid and the limit state surface, is the most
probable failure point with respect to the safe mean-value
point at the center of the expanding ellipsoid. The ellipsoidal
method can be used to perform the minimization and deter-
mine f. This optimization process will be efficiently carried
out in a spreadsheet environment such as Microsoft Excel
[14]. It does not involve the complicated iteration procedure
and dose not need coordination transformation. Thus, the
method will be used in the following reliability analysis.

2.2. Approximator of the Implicit Response of System. Though
Monte Carlo simulation is a powerful tool for reliability anal-
ysis, it will be too computationally extensive when the per-
formance of the system cannot be represented by an explicit
expression and need numerical analyses, such as finite ele-
ment method (FEM), to evaluate its response. The explicit
expression of the system response is also necessary for
FORM. Thus, many researchers utilize the response surface
model or artificial neural network [20] as an alternative to
improve the modeling of the performance function (Box
and Darper [21]; Goh and Kulhawy [15]). ANN is a special
form of response surface and possesses many advantages. It
will be used as the universal approximator of the implicit
rainfall stability of MSW landfills on slope system in this
study.
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FIGURE 1: Relationship between 1-o dispersion ellipse, -ellipse, and
reliability index 3 [14].

2.3. Procedures of the Reliability Analysis. The procedures of
the reliability analysis for rainfall stability of municipal solid
waste landfills on slope are shown in Figure 2. It includes the
following seven steps: (1) identification of failure modes due
to rainfall infiltration of MSW landfills on slope; (2) deter-
mination of design variables and its statistical properties;
(3) preparation of training patterns and validation patterns
for ANN inputs; (4) numerical analysis (e.g., FEM) of rainfall
stability of MSW landfills on slope; (5) determination of ANN
topology, and training and validation of ANN; (6) definition
of performance function or limit state function; and (7)
reliability analysis by FORM or MCS.

3. Safety Requirements of MSW Landfills on
Slope and Analysis Method

After studying the failure modes of MSW landfills on slope
(Bagchi [22]), it is found out that the internal rotational
(circular) failure of solid waste and translational (block)
failure along the liner interface are the two most common
failure modes, which will be considered in this research. If
factor of safety against rotational slide is denoted by FS, and
against translational failure is denoted by FS,, the final gov-
erning factor of safety of MSW landfill against failure (FS) is
determined by the following formula and shown as Figure 3:

FS = min (FS,, FS,) . (6)

Though landfill covers were designed to prevent or con-
trol the infiltration of precipitation into the waste, some
imperfections or disrupted will let the covers lose its function.
Rainfall infiltration to MSW landfill will lead it to unstable
situations. In Taiwan, the minimum requirement of factor of
safety against slope failure under storm circumstances is FS >
1.20 [23].

The stability of MSW landfill on slope affected by rainfall
has close relationship to the seepage pressure in response to

Identification of failure modes due to rainfall
infiltration of MSW landfills on slope

1

Determination of design variables and its
statistical properties
Preparation of training patterns and
validation patterns for ANN inputs
1
Numerical analysis (e.g., FEM) of rainfall
stability of MSW landfills on slope

1

Determination of ANN topology, and

training and validation of ANN

1

Definition of performance function or limit
state function

i}

Reliability analysis by FORM or MCS

FIGURE 2: Flowchart of reliability analysis.

-2

_-7
-~ \

\
\ S\ | s - min (FS,, FS;)
—

FS,

FIGURE 3: Failure modes of MSW landfills considered in this
research and associated factor of safety against failure.

rainfall scenarios and related geological and geomorphologic
conditions, physical and mechanical parameters. In this
research, there will include both seepage analyses and slope
stability analyses. The commercial finite element software-
GeoStudio package of a coupled hydrological slope stability
modeling tool will be used. The SEEP/W (GEO-SLOPE Inter-
national Ltd. [24]) of the GeoStudio package is used to
investigate how seepage will occur in a slope under different
rainfall conditions, whereas SLOPE/W (GEO-SLOPE Inter-
national Ltd. [25]) can be used to study the effect of different
seepage conditions (as predicted by SEEP/W) on the factor
of safety of the MSW landfill on slope. SEEP/W adopts an
implicit numerical solution to solve Darcy’s equation for
saturated and unsaturated flow conditions, describing pore-
water pressure and movement patterns within porous mate-
rials over space and time. The results obtained from seepage
modeling can be directly linked into SLOPE/W, a limit
equilibrium slope stability model, where the factor of safety is
computed with the Morgenstern-Price method in this study.

In the analyses of SEEP/W, the permeability function,
soil-water characteristic (SWC) curve, boundary flux, and
initial hydraulic head are defined appropriate for the situa-
tions of MSW landfills on slope in advance.



4. Case Study of a Hypothetical Site

4.1. Description of the Hypothetical Site. Now, a hypothetical
site that may exist in real-world situations subject to rainfall
infiltration, as shown in Figure 4, is illustrated as an example
for reliability analysis of the rainfall stability of MSW landfills
on slope. The representative values of the parameters for the
hypothetical site are shown in Table 1. These factors include
the geometry and material properties of MSW landfills,
including height of landfill (H), length of landfill (L), slope
angle of the back («), and slope angle of the waste body (f3);
and unit weight of waste (y;), unit weight of geomembrane
(,), unit weight of soft rock (y;), cohesion of waste (c;),
cohesion of geomembrane (c, ), cohesion of soft rock (¢;), fric-
tion angle of waste (¢, ), interfacial friction angle of geomem-
brane (¢,), and friction angle of soft rock (¢;). The properties
of soft rock are drawn from Wang [26]. As to the rainfall
characteristics that will be considered, it contains rainfall
intensity (I), rainfall duration (T'), and rainfall pattern (RP).

4.2. Analyses of the Rainfall Stability of MSW Landfills on
Slope. According to the analysis method aforementioned,
coupled SEEP/W-SLOPE/W analyses have been employed to
evaluate the rainfall stability of MSW landfills on slope. The
rainfall patterns considered here include seven types shown
in Table 2: uniform, peak at the first section, peak at the
first quarter section, peak at center, peak at the third quarter
section, peak at the last section, and double peak. Different
rainfall patterns can be assigned in analyses by specified
associated function of water unit flux versus time over the top
surface boundary of the model shown in Figure 4 in SEEP/W
software [24].

After parametric study, it revealed that the interfacial
friction angle of geomembrane (¢,) and height of landfill (H)
had major influences on the rainfall stability of MSW land-
fills. Although other factors have minor influences on slope
stability relative to ¢, and H, all the parameters except for
those of soft rock shown in Table1 will be used as design
variables for reliability analysis in the following.

4.3. Training and Validation of the Artificial Neural Network
(ANN). The factor of safety against slope failure is highly
dependent on the geometry and material properties of MSW
landfills and rainfall characteristics. The artificial neural
network can provide a mapping relationship between these
associated parameters. Considering the important factor that
influences the stability or performance of the MSW landfills,
thirteen parameters shown in Figure 5 are selected as the
input neurons of the network. On the other hand, the factor of
safety against slope failure, FS, from (6) is selected as the
output neuron of the network.

The number of sampling points required to accurately
model the mapping function of ANN is dependent on the
number of design variables and the nonlinearity of the
problem considered. In this paper, 100 sampling points were
first randomly generated for each design variable (i.e., the 13
input neurons) assuming that it is uniform distributed around
its reason range shown in Table 3. In the following, 100 data
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FIGURE 4: The hypothetical site and associated analysis parameters.

TaBLE 1: Representative values of the parameters for the hypothetical
site of MSW landfill on slope.

Parameter type Name Value
H (m) 20
Geometry parameter L (m) 30
a () 60
BC) 30
" (kN/m?) 7
Y, (kKN/m?) 20
y; (kKN/m?) 24
¢ (kPa) 34
Material parameter ¢, (kPa) 0.35
¢ (kPa) 245.25
¢, () 35
¢, () 23
¢ () 0

sets are obtained from the combinations of these sampling
points and then used to evaluate the corresponding value of
FS by performing the coupled SEEP/W-SLOPE/W analyses.
These 100 patterns including input and output are divided
into two parts, each with 75 and 25 patterns, to train and
validate the artificial neural network.

Analyses of ANN in this paper are based on the popular
back-propagation neural network algorithm (Goh and Kul-
hawy [15]) for demonstration, whereas other newer learning
algorithm like extreme learning machine (ELM) [27-29] may
also be used in such applications. The topology of ANN in this
case is shown in Figure 5, with 13 input neurons, 14 hidden
neurons, and 1 output neuron. After suitable training, the
mapping function of the implicit response of the MSW
landfills on slope is well established. It can be seen from
the scatter diagram of Figure 6 that the relationship between
network outputs and training targets for variable FS in
the recalling phase, using the separate 25 patterns, is almost
linear. Its coefficient of determination, R?, is greater than 0.9.
Thus, the generalization capabilities of the trained network
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(Hidden layer)

(Input layer) (Output layer)

FIGURE 5: ANN topology in the case of MSW landfill on slope.

are validated. Therefore, the trained ANN can be used as a
universal approximator of the implicit response (i.e., factor of
safety against slope failure, FS) of the MSW landfills on slope
that relates the parameters of output and input and can be
employed in the following reliability analysis.

4.4. Definition of Performance Function or Limit State Func-
tion. The performance function is defined before reliability
analysis for the rainfall stability of MSW landfills on slope:

g(X) =FS(X,,X,,...,X,) - FS,, 7)

where X, X,,...,X,, are design variables. FS(X,,X,,...,
X,,) is ES determined from the trained ANN given a data set
of X;,X,,...,X,. FS, is the required factor of safety against
slope failure corresponding to the requirement for code or a
certain limit state.

The statistical properties for reliability analysis of the thir-
teen parameters of ANN input neurons are shown in Table 4.
Mean values ¢ drawn from Table 1 are regarded as the best
estimated values of these parameters. Mean rainfall intensity
and duration are assumed to be I = 50 mm/hrand T = 36 hr,
respectively. The values of coefficient of variation (COV) are
partly from the suggestions of Phoon and Kulhawy [30] and
Duncan [31], and partly from writers’ experience. Thus, the
standard deviation is easily obtained from the mean value and
corresponding COV.

4.5. Reliability Analysis: Monte Carlo Simulation (MCS).
The reliability analysis evaluated by ANN-based MCS is
illustrated first. The percentage errors of the results of the
Monte Carlo simulations can be calculated by (8) (Shooman

5
1
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2 I
a 0.6 - o £ ok
= « e 0 %
g :* 'Y
T 0.4 — . °
2 .
L
p . *
ox °
0.2 - , *
*
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0 0.2 0.4 0.6 0.8 1
Training targets
ANN: 13-14-1
@ FS_training

% FS_recalling

FIGURE 6: Scatter diagram of network outputs versus training targets
in the recalling phase.

[32]), which is based on the 95% confidence interval for the
probability of unsatisfactory performance:

, 8
NP, (®)

% error = 200

where N, is the total number of Monte Carlo trails. For
example, if N, = 600,000 and Pf = 0.001, (8) then yields
8.2% error. Therefore it is 95% likely that the actually failure
probability will be within 0.001 + 0.000082. Since the error
is relatively small, the number 600,000 will be used in this
study.

Reliability of MSW landfills on slope is assessed first
based on the assumptions that the input variables shown in
Table 4 are all following normal distribution N(y, o), and the
Uniform rainfall pattern shown in Table 2 is adopted. The
input variables are supposed to be independent each other.
The histogram of factor of safety (FS) obtained from MCS
is shown in Figure 7. As depicted, the distribution of FS is
close to normal distribution also. The mean value of ES is
1.732. Once the required factor of safety, FS,, is specified, the
associated failure probability, Py = P[FS < FS,], can be cal-
culated immediately. Figure 8 is the analysis results for both
normal and log-normal input variables for different required
factors of safety FS,..

It is apparent that the failure probability P; is both from
small to large when required factor of safety FS, becomes
larger for input variables with normal or log-normal distri-
bution. It is a reasonable trend regarding to the practical
application.
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TABLE 2: The pattern type of rainfall.

Number Pattern type Mlustration
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TABLE 2: Continued.

Number Pattern type Ilustration
E 18P
=
L
s
. . =)
5 Peak at the third quarter section 5 08P |
=
0
0 3/4T T
Rainfall duration (hr)
i
E 2P —
g
2
g
6 Peak at the last section ié:
&
0
0 T
Rainfall duration (hr)
E 2p
£ 2P
g
2
g
7 Double peak 5
£
0 i !
0 1/2T T

Rainfall duration (hr)

4.6. Reliability Analysis: First-Order Reliability Method
(FORM). In the following, the reliability analysis evaluated
by ANN-based FORM is illustrated using the same case. The
B-ellipse technique carried out in a spreadsheet environment,
such as Microsoft Excel, proposed by Low [14] is used in the
analyses.

The results obtained by ANN-based FORM are also
shown in Figure 8. Comparing the results of FORM with
those of MCS, it can be found that the failure probability
obtained from FORM is less than that obtained from MCS
for small P, value, and their differences are larger if the design
variables are following log-normal distribution, whereas the
differences are minor if the design variables are following nor-
mal distribution. Therefore, the two method—ANN-based
FORM and ANN-based MCS—can get comparable results
with limit differences for variables with normal distribution
based on this case study. Furthermore, whatever for which
method, in comparison to results obtained from variables

with different distributions, it can be found that P, with
normal distribution (denoted by Py ) are greater than those
with log-normal distribution (denoted by P;y), that is,
P > Py especially when failure probability is smaller.
Thus, in view of the evaluation efficiency and consideration
of conservative design, the ANN-based FORM method with
input variables of normal distribution will be adopted in the
following analyses to explore the influence of rainfall charac-
teristics on the reliability of MSW landfills on slope.

Figure 9 is the relationship between required factor of
safety FS, and failure probability P for different rainfall
intensity I with rainfall duration T' = 36 hr. Obviously, failure
probability increases with rainfall intensity. For example,
if I = 40mm/hr, when FS, increases from 1.0 to 1.2,
the associated P, increases vastly from 0.000086 to 0.003233.
The corresponding performance level will be from “above
average” decreases to near “below average” according to the
relationship of target reliability index and failure probability



TaBLE 3: The probable range considered for each parameter in the
hypothetical site of MSW landfill.

Parameter type Name Range
H (m) 10~30
Geometry parameter L (I?) 10~30
(%) 30~75
BC) 15.95~60
y, (kN/m?) 4.9~9.8
y, (kN/m?) 18~22
y; (kN/m?) 24
¢, (kPa) 33.55~34.90
Material parameter ¢, (kPa) 0~0.7
¢ (kPa) 245.25
¢ () 10~40
¢, () 5~30
¢ () 0
I (mm/hr) 0~100
Rainfall parameter T (hr) 0~72
Rainfall pattern 1~7

TaBLE 4: The statistical properties of the parameters for reliability
analysis.

Parameter Coefficient Standard
Name Mean (¢) of variation  deviation
fype (COV) (0)
H (m) 20 0.01 0.2
Geometry L (m) 30 0.01 0.3
parameter a() 60 0.01 0.6
B(O) 30 0.01 03
y, (kN/m?) 7 0.10 0.7
v, (kN/m?) 20 0.05 1.0
Material ¢ (kPa) 34 0.20 6.8
parameter ¢, (kPa) 0.35 0.20 0.07
¢, () 35 0.10 35
¢, () 23 0.10 23
Rainfall I (mm/hr) 50 0.02 1.0
parameter T (hr) 36 0.01 0.36
Rainfall
pattern -7 o B

Subscript 1 stands for solid waste; subscript 2 stands for geomembrane.

suggested by U.S. Army Corps of Engineers [33]. Therefore,
it is necessary to redesign the MSW landfills on slope to
meet the performance requirements in this case. Thus, the
reliability analyses will be beneficial to engineering design
and provide a guideline to achieve the target reliability
considering uncertainty.

Figure 10 is the relationship between FS, and P; for dif-
ferent rainfall durations with rainfall intensity I = 50 mm/hr.
As expected, P increases with rainfall duration. Finally,
Figure 11 is the relationship between rainfall pattern and P,
for different mean rainfall intensities under the same total
amount of precipitation with rainfall duration T' = 36 hr and
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FIGURE 7: Histogram of factor of safety, FS, obtained from MCS
assuming that the input variables are all following normal distribu-
tion and uniform rainfall pattern is adopted.
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FIGURE 8: Comparisons of reliability analysis results between FORM
method and MCS method.

ES, = 1.2. It is shown that the Uniform pattern has the highest
failure probability in the case. For other patterns, if the peak
rainfall intensity occurs earlier, the cumulative amount of
infiltrations will be larger with higher failure probability of
Py. The study of Jia et al. [34] draws similar conclusions
and makes a recommendation that rainfall pattern should be
taken into account in the performance assessment of landfill
covers.

As to the effects of rainfall intensity and duration on
the slope stability of MSW landfills and thus the failure
probability, it can be attributed to the reduction in matrix
suctions of unsaturated landfills and consequent fall in shear
strengths caused by the rise in pore water pressures. The
higher the rainfall intensity and/or duration, the lower the
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FIGURE 9: The relationship between required factor of safety and
failure probability for different rainfall intensities (T' = 36 hr).
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FIGURE 10: The relationship between required factor of safety and
failure probability for different rainfall duration (I = 50 mm/hr).

matrix suctions behind the wetting front, and thus the higher
the failure probability of the MSW landfills to be. The phe-
nomena are the same as those studied by other researchers,
such as Ng and Shi [35] and Li et al. [36].

5. Conclusions

In this study, two methods of reliability evaluation for the
rainfall stability of MSW landfills on slope, ANN-based
FORM and ANN-based MCS, are explored. By performing a
case study of a hypothetical site, an analysis procedure for reli-
ability analysis is proposed. The evaluation model of ANN-
based FORM or ANN-based MCS is superior to traditional

0.1+

0.01 4

P(FS < ES,)

0.001

0.0001

1E = 005 4+ e e

Rainfall pattern

FORM

—«— I (mm/hr) = 100

—+— [ (mm/hr) = 80
o I (mm/hr) = 60

—a— [ (mm/hr) = 40
—— I (mm/hr) = 20

FIGURE 11: The relationship between rainfall pattern and failure
probability for different rainfall intensities with FS, =1.2 (T = 36 hr).

reliability method in view of many aspects, such as system
modeling, computational efficiency, and analysis precision.
Based on these methods, the performance-based design
(PBD) of MSW landfills on slope can be implemented easily.

According to the analysis results, it can be concluded that
all the rainfall characteristics, including intensity, duration,
and pattern, have obvious influence on the reliability for
stability of MSW landfills on slope. Thus, the variation of rain-
fall condition should be investigated and considered in the
analysis. By the quantitative reliability method proposed in
this study, it will be beneficial to MSW landfills design and
provide a guideline to achieve the target reliability consider-
ing rainfall scenarios.
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Tunnel construction is a dynamic controlling system with observability and controllability; the feedback analysis requires
identifying geophysics parameters and adjusting supporting parameters, and both of them are optimisation problems. The paper
proposed a nonlinear optimization technique based on difference evolution arithmetic (DEA), least square support vector machine
(LSSVM), and three dimensional numerical simulation. This method employs support vector machine with optimal architecture
trained by the difference evolution arithmetic, instead of the time-consuming finite element analysis. Firstly, the three dimensional
numerical simulation is used to create training and testing samples for LSSVM model construction. Then the nonlinear relationship
between rock or anchoring parameters and displacement is constructed by support vector machine. Finally, the geophysics and
supporting parameters are obtained by DE optimization arithmetic. The technique overcomes the conventional optimization
method shortages of expending too much computing time and easily being limited in local optimal solution. This technique was
verified by applying it to the feedback analysis of Dalian Metro in China, and the influence of the parameters of LSSVM and DE on

the simulation ability of the algorithm was investigated.

1. Introduction

The geological body where the tunnel is constructed has
uncertainty and complexity property, and there are two kinds
of factors affecting the stability of surrounding rock. Some
factors are inherent geophysical parameters of surrounding
rock; the other factors are supporting parameters that human
can adjust. The new Austrian tunnelling method points out
the significance of surrounding rock displacements obser-
vation in construction process, and the posterior “informa-
tion construction” and “observation construction” are also
emphasizing the field monitoring information. Adjusting
construction scheme based on identified rock mechanics
parameters and obtaining the secure and economic scheme
have important economic and scientific meaning.

The back analysis thinking is identifying rock parameters
based on monitoring data, which had been firstly proposed
by Sakurai and Takeuchi [1]. Mashimo summarized the
update tunnel engineering techniques in Japan and proposed
the concept of “redesign” [2]. Li proposed typical analogy

analysis method and developed BMP program combining the
techniques of rock classification, monitoring measurement,
and rock mechanics analysis, which had gotten good appli-
cation results [3]. Zhu and He had optimized construction
subsequence of Xiao Langdi engineering taking broken zone
as appraising index and fitness value; the calculation results
stated that the method is feasible [4]. Construction schemes
and parameters are not only affecting the tunnel safety but
also deciding the economic cost. Arends proposed a method
for the evaluation of tunnel safety using probabilistic risk
assessment. The framework includes three criteria: personal,
societal, and economic risk [5]. Pérez-Romero et al., and
so forth, made joint use of geotechnical investigation cam-
paigns, convergence measurements, and numerical simula-
tions, thereby contributing towards the optimisation of the
cross-section of the tunneled area support and lining [6].
Both rock parameters back analysis and supporting
parameters adjusting are optimization problems in essence.
Yuegeng Tang presented a nonlinear optimization technique
(NOT) for conducting the back analyses of geotechnical
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FIGURE 1: The adaptive control model of tunnel construction.

engineering problems based on the field observations. The
developed NOT and additional auxiliary techniques are
incorporated into a finite element code and then applied
to the back analysis of excavation-induced wall deflection
[7]. Hashash described and compared two inverse analysis
approaches for an excavation project in downtown Chicago
[8]. Along with the sensor techniques, tunnel monitoring
developed from artificial, single information monitoring
to automation, multiple information monitoring, genetic
algorithm, and numerical method are also used in analysis
of geotechnical problems [9-11]. The information science and
intelligent methods are developed and applied in engineering
[12-14] and overcome the shortcomings in conventional
studies. Feng discussed how to establish the necessary quality
and quantity of information required for rock engineering
modelling and design [15]. Considering tunnel surround-
ing rock analysis being a complex nonlinear problem, the
machine learning algorithms such as artificial neural network
and support vector machine have been used in the rock
displacement forecast or back analysis [16]. Jiang presented
an integrated optimisation method for the feedback control
of tunnel displacement; it combines the support vector
machine (SVM), particle swarm optimisation (PSO), and 2D
numerical analysis methods [17]. In that research, the method
is applied only to control of the displacement objective and
optimisation of the shotcrete parameters, ignoring the 3D
space effect of tunnel heading face.

There are some problems in the tunnel construction
optimization as follows. (1) Most methods are limited in
surrounding rock parameters optimization and not includ-
ing anchor parameters optimization. (2) Because the three
dimensional numerical model expends too much time, the
computing model is only limited in two dimensional space.
(3) Because of the complex nonlinear characters of tunnel
engineering, the conventional optimization method is easily
limited in local optimum solution, and genetic algorithm has
complex operation process and particle swarm optimization
converges not steadily because of not having strictly conver-
gence theory background. Aiming at the above problems,
the paper constructed three dimensional feedback analysis
method combining least square support vector machine
(LSSVM) and difference evolution (DE) algorithm, and
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applied the method into a metro tunnel engineering of Dalian
City in China.

2. Tunnel Construction Nonlinear
Optimization Method Based on DE-LSSVM

2.1. Tunnel Construction Optimization Problem Statement. In
fact, the tunnel dynamic construction process is an adaptive
controlling problem. The process includes two optimization
processes. First is system identification, that is, utilizing
the measurement data to back analyze rock mechanics
parameters; second is system controlling, that is, selecting
the optimal construction schemes in order to ascertain the
surrounding rock stability with certain economical cost.
The adaptive control system model with multi-input and
multioutput is proposed as Figure 1.

On one hand, construction process has high require-
ment for construction speed. On the other hand, however,
numerical calculation is nonexplicit and calculation time is
long, so the conventional optimization method is limited.
Considering tunnel construction being a dynamic system
which takes anchoring parameters and surrounding rock
mechanics parameters as input variables and takes observing
and stability indices as output indices, a nonlinear opti-
mization technique combining LSSVM and DE algorithm is
proposed as follows.

2.2. LSSVM Theory. SVM has been proposed for solving
pattern recognition and function estimation problems in
1995 [18]. The SVM method is based on statistical learning
theory and makes use of the principle of structural risk
minimization, avoiding the extra learning problem of con-
ventional learning method based on empirical risk minimiza-
tion. Suykens proposed LSSVM which greatly simplifies the
problem and has efficiency and accuracy in classifiers and
regression [19, 20], LSSVM selects the different slack variable
as the second norm of &, while the standard SVM adopts the
&. Consider the problem of approximation in the set of N
samples and corresponding response is presented in

D= {(xl,yl),(xz,yz),...,(xl,yl),...,(xN,yN)} )

x' e R", yl € R

@

The classifier model of primal space can be presented as
follows:

y (x) = sign (wT(p (x) + b) . 2)

The optimization problem in primal weigh space can be
expressed as

1. ¢ 1 ¥,
I\u/}IJIJ’I;I](w,s): W W+Eyi;sl . (3)
Such at

yo=we(x)+b+e, 1=1,2,...,N, (4)
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@(-) = R" — R™ is a kernel that maps the input space into
hyperspace (infinite space). w € R" is weight vector in primal
space, € € R is error variable, and b is bias term. The relative
importance of ERM and SRM terms is determined by positive
constant y.

Then, according to (3), the Lagrangian description map-
ping to the SVM optimization problem is defined as follows:

l(w’b’s’a) = ](w’s) _)}Zal {wT(P(xT) +b+£l _yl}'
i=0
5)

With Lagrangian multiplier a, the criterions for optimiza-
tion problems can be written as

3 (I (. b,e,a)) 5
— =0=w= ;azﬁv(xl)
N
M =0 = Zal =0
ob -1 (6)
J(l(w,b, ¢ a)
T = 0 - al = ysl
B(l(ugﬂ =0=w'p(x)+b+eg—y=0.
a

After elimination of w and a, the solution is obtained as

o IF
b 0
I r+i1 [a]z[y]’ @)

s ywh I = [1,1,...,1], and a =

where y = [y, ¥5...
la;,ay,...,a5].
Based on Mercer’s condition, the kernel function can be

expressed as

K (xox;) = o) o (x)).

The result LSSVM model for function estimation is
obtained as follows:

fori,j=1,2,...,N. (8)

N
y(x) = Z a;K (x,x;) +b. 9)

i=1

The optimization problem is translated to solving the lin-
ear equations by least square method; therefore, the LSSVM
is named. Normally, the kernel function has three kinds:
polynomial kernel function, radial basis kernel function, and
sigmoid kernel function. The paper adopts radial basis kernel
function as follows:

2
k(x,x;) = exp <—M) . (10)
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2.3. The DE-LSSVM Nonlinear Model Describing Tunnel
Construction. The anchoring parameters are controllable and
surrounding rock parameters are inherent but not assured

before excavation. Firstly, use monitoring data and anchoring
parameters before heading face of tunnel to identify rock
mechanics parameters. Then based on the identified rock
mechanics parameters, optimize the anchoring parameters
after heading face. The tunnel construction system can
be described by numerical simulation; however, the three
dimensional numerical simulation expends too much com-
puting time; therefore, the LSSVM is introduced to replace
the numerical simulation:

Y =LSSVM (R), Y = LSSVM (M),
R=(r),1y135..51),
(11)
M = (ml,mz,m3,...,mb),
Y =(yi 00 Y5 01)

where Y is displacements of surrounding rock, R and M
are rock mechanics parameters and anchoring parameters,
respectively. a is the number of rock mechanics variables, b
is the number of anchoring parameters, and / is the number
of outputting variables. Constructs orthogonal schemes of
parameters combination and carries out three dimensional
numerical simulation. Then obtains the data samples and
trains support vector machine.

Some studies stated that different penal factor ¢ and
kernel parameter o are corresponding to different LSSVM
model and different forecast precision. LSSVM did not
provide the theory of selecting the above parameters. DE
optimization algorithm was proposed by Price and Storm
of USA for solving Chebyshev Polynomial Polynominal
Expression [21, 22]. It is simple, efficient and has good global
optimization character [23]. The DE arithmetic is introduced
and combined with LSSVM, and the DE-LSSVM model
is constructed, which can solve the parameters selection
problem of LSSVM. The DE-LSSVM algorithm computing
process is as follows.

(1) Initial Population Generation. Get learning samples
and test samples ready for LSSVM model, take
penal factor and kernel parameter as two dimen-
sional solution vector, and randomly generate N two
dimensional vectors according to the upper and lower
boundaries, the formula is as follows:

Xij(o) = rand x (xijU - x,»jL) + Xjj

(12)

i=1,2..,Ny j=12,

where x;;;, x;; are, respectively, upper and lower
boundary of the j component, and rand is the random
between [0,1]. N, is population scale; the vector
dimension number is corresponding to the number
of parameters which to be optimized, in this state it is
adopted as 2.

(2) Mutation Operation. Reduce or magnify the error
between arbitrary two vector individuals and add it
to the third vector, in order to produce new variation



variable. For the G + 1 generation, the jth component
of the ith variation vector is

Vi (G+1) = %, (G) + Fx (x,5;(G) = %, (G),  (13)

where the suffixes r1, r2, 3 are random integral
numbers and different, and F is scaling factor, which
is used to adjust the step amplitude value of difference
between vectors; the value is between 0 and 2.

(3) Crossing Operation. Cross the objective vector x;(G)
with variation vector v;(G + 1), produce new sample
vector u;(G + 1), the jth component is expressed as:

Vij (G + 1) > rj < CR"] =rn;

. (14)
Xjj (G), r;> CR, j#rn,

u;; (G+1) = {
where r; € [0, 1] is the random corresponding to the
jth component of vector, and CR € [0, 1] is crossing
probability constant. rn; is random integral number
selected from 1, 2,..., D, which ensuring at least one
component of v;(G + 1) is used by u;(G+1).

(4) Selection. Taking the sample vector as parameters of
LSSVM, train LSSVM model by learning samples and
forecast the test samples with the trained LSSVM
model and take the maximal forecast error as the
fitness value of difference evolution. Compare sample
vector u;(G + 1) with objective vector x;(G), if u;(G +
1) is responding to smaller objective function value,
select u;(G+1), on the contrary, if x;(G) is responding
to smaller objective function value, keep x;(G).

(5) Cyclic Iteration. Repeat the computation from (2) to
(4), until 7 has circulated from 1 to Np, and j has
circulated from 1 to #; that is, one iteration of popula-
tion has been finished. Circularly computing until the
iteration number reaches the maximal step number
or fitness value is less than the setting value, and
the iteration is ended. Output the SVM parameters
which is responding to the optimal LSSVM model
expressing the data samples.

2.4. Tunnel Construction Optimization Objective Functions
and Solving Procedure. The construction optimization pro-
cedure includes rock parameters identification and anchoring
parameters optimization. For rock parameters identification:
select a group of surrounding rock parameters and compute
the surrounding rock displacements by the above trained
LSSVM model, which compares with monitoring displace-
ment data, until the error between computing and moni-
toring is minor enough, and the corresponding parameters
are identified results. The LSSVM model is used to express
the relation between surrounding rock parameters and mon-
itoring displacements. For rock parameters identification,
the constrained optimization problem is expressed by the
following formula:

. R 0
—Y (|LssvMm; (x) - v,
min m; (' |) )

st X e[XpX,],
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where Y} is the observed value of surrounding rock, and
LSSVY,; is the LSSVM forecast surrounding rock displace-
ment corresponding to observation point i. m is the number
of observation points, x; is the ith parameter, # is the number
of parameters, and X; and X, are, respectively, the lower and
upper boundary of the solution vector.

For anchoring parameters optimization mainly based on
the surrounding rock mechanics parameters identification,
LSSVM model is also used to express the relation between
anchoring parameters and surrounding rock displacements.
The optimization function is as follows:

min  Cost (M)
(16)
st LSSVM;(M) <Y; .,
where LSSVM,; is the displacement forecast of surrounding
rock control point j corresponding to anchoring parameter
M. Y is the limit displacement corresponding to sur-
rounding rock control point j. Cost (M) is the supporting
cost corresponding to the anchoring parameter M. The
LSSVMS models in (15) and (16) were gotten by (9) and (10).

And the objective functions are all solved by DE as follows.

(1) According to prior surveying and design information,
respectively, assure the value scope of back analyzed
rock mechanics parameter and anchoring parameter
and construct calculation schemes by orthogonal test
and uniformity test theory.

(2) Construct three dimensional numerical model and
calculate. Carry out numerical simulation for each
parameters combination and obtain monitoring
information of key points corresponding to each
parameters combination, which becomes a learning
sample.

(3) Search the optimal support vector machine parame-
ters by difference evolution.

(4) Adopting the optimized parameters and training the
support vector machine with the above learning
samples, obtain the DE-LSSVM nonlinear model
mapping the relation between mechanics parameters
(or anchoring parameters) and rock displacements.

(5) Substitute the above nonlinear mapping model and
monitoring displacement in the objective function of
(15). Search the identification parameters by differ-
ence evolution algorithm.

(6) Based on the identified parameters, take anchoring
parameters as variables, repeat (2)-(4), and take
formula (16) as objective function, optimized anchor-
ing parameters by DE again. The feedback analysis
process of tunnel construction based on DE-LSSVM
is shown in Figure 2.

3. Engineering Application

3.1. Engineering Introduction. Applied the method to Dalian
Metro 1# line tunnel engineering, and studied the running
tunnel from Xueyuan Square to Dalian Maritime University.
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FIGURE 2: Tunnel construction optimization solving procedure based on DE-LSSVM.

(a) Tunnel three dimensional numerical model

A

D

(b) Measuring points arrangement of sec-
tion

FIGURE 3: The three dimensional numerical model and monitoring section.

The geological strata are, respectively, artificial accumulation
horizon of quaternary Holocene Series (Q4mL), quaternary
Alluvium and Diluvium (Q4a1+pl), and Changlinzi group slate
of Sinian system (Zwhc). The tunnel belongs to super shallow
buried tunnel and the the distance from arc top to surface
is 12 meters and the surrounding rock is IV class. According
to the original design scheme, the tunnel has the width of
5.6m, height of 6 m and adopts system grouted bolts. The
bolt has length of 3.0 m, diameter of 22 mm, and space of 1 m;
the thickness of shotcrete layer is 30 cm. It adopts benching
tunneling construction method. The study region is from
AK19 + 288 to AKI9 + 318 of the mileage and there are
two different strata slates with different weathering degree
surrounding the tunnel.

The three dimensional numerical model is constructed
and the model adopts artesian coordinate system and has
71859 nodes and 70000 elements, and the calculation scope
is 45.8 m x30m x29.8 m. The x direction is vertical to the
main tunnel axis, z direction is vertical, and y direction is

along the main tunnel axis. The bolts are simulated by cable
elements and shotcrete layer is simulated by shell elements.
The null model is adopted for excavation and Mohr-Coulomb
yield criterion is used for plastic damage. The model is
shown in Figure 3(a). In the construction process, the typical
monitoring section is shown in Figure 3(b). The convergence
lines of AB and BC, and the sedimentation of A and rising of
D should be monitored.

3.2. Rock Mechanics Parameters Identification. According to
prior explore and laboratory tests, the self-weight stress is
adopted, 0, = k * 0,, 0, is horizontal ground stress, and
o, is vertical groundstress. k is side pressure coefficient;
the surrounding rock parameters are Youngs modulus and
Poisson ratio. The scope of rock mechanics parameters are
Young’s modulus of serious weathered slate E; that adopts
20~100 MPa, Poisson ratio of serious weathered slate 1, that
adopts 0.27~0.35, and Young’s modulus of middle weathered
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slate E, that adopts 0.2~1 GPa, Poisson ratio ofmiddle weath-
ered slate u, that adopts 0.23~0.31. The monitoring indices
are arc top sedimentation AZ, the rising of bottom DZ,
and the convergence displacements of AB and BC. Selected
orthogonal design table of L,5(5°) and uniform design table
of U5 * (5% for E,, u;, E,, and u, between parameters
scope, which construct 25 orthogonal schemes and 5 uniform
schemes, carried out numerical simulation and obtained 25
learning samples and 5 test samples. The learning samples
are shown in Table 1. Through the DE-LSSVM calculation
as 2.3, the LSSVM has been trained by inputting samples,
and the nonlinear mapping models between surrounding
rock parameters and monitoring displacements are obtained.
Figure 4 shows the forecast error of LSSVM model for the
test samples, and it can be found that the error is minor and
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the trained LSSVM model can reflect the relation between
mechanics parameters and displacements well.

The monitored displacements are as follows: AZ is
24.0 mm, DZ is 3.2mm, AB is 23.6 mm, and BC is 5.4 mm.
Substitute the monitored data to formula (15), using above
trained LSSVM model, which identified the surrounding
rock mechanics parameters by DE arithmetic. It is shown
form Figure 5 that the trained LSSVM model has well forecast
ability. The DE original parameters are set as follows. The
number of optimal variables is 4, the population scale is
20, and the iteration number is 500. While the DE curve
converges, the corresponding optimal mechanics parameters
E,, E,, u,, and u, are 58.6 Mpa, 347 MPa, 0.31, and 0.27,
respectively.

In order to verify the rationality of the identified param-
eters, which inputted the identified parameters to the three
dimensional numerical model and carried out calculation
with finite difference method, the comparison between cal-
culated results and monitoring data is shown in Figure 5. The
maximal relative error between feedback calculated value and
monitoring data is only 9.375%, and the maximal absolute
error is 0.90 mm; therefore, the accuracy is satisfied.
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(a) The original scheme

(b) The optimized scheme

FIGURE 8: The Z-displacement contour comparison between original and optimized schemes.

3.3. Anchoring Parameters Optimization. Cable and shotcrete
layer are main reinforcement measures for controlling the
surrounding rock stability of the tunnel. Based on the
identified rock mechanics parameters of surrounding rock,
the anchoring parameters should be optimized according to
formula (16). The parameters to be optimized in this study
are cable length [ with the range of 2.0~4.0 m, cable diameter
d with the range of 10~50 mm, cable space s with the range
of 0.7~1.1m, and shotcrete thickness D with the range of
15~35 cm. According to the orthogonal design table of L ,5(5°)
and the uniform design table of U5 * (5*), which arrange
numerical test, take calculation results of 25 orthogonal
schemes as learning samples and take calculation results of
5 uniform schemes as test samples.

Calculated above supporting schemes using the con-
structed three dimensional numerical model, and used the
displacements of AD and BC as surrounding rock stability

indices. The anchoring parameters combination and the
corresponding displacements of AD and BC are shown in
Figure 6. Based on the above calculation results, the parame-
ters were studied by the range analysis, and the sensibility of
the anchoring parameters is shown by Figure 7. It is shown
from Figure 7 that the sequence of the parameters sensibility
affecting surrounding rock displacements AD and BC are
D,l,d, and s in turn.

Set the optimized variables as M = {m,, m,, m;, m,},
the length of cable is m;,, the space of cables is m,, the
diameter of cable is m;, and the thickness of shotcrete is m1,.
The optimization objective is the minimal supporting cost
according to the stability condition that is, displacement con-
dition, just expressed as formula (16). The nonlinear relation
of LSSVM; between anchoring parameters and surrounding
rock displacements has been trained by orthogonal schemes
dataset. The relation between anchoring parameters and cost



can be pressed by experience calculation formula. Consider-
ing the safety demand set the limit displacement of AD is
25mm, and the limit displacement of BC is 2.6 mm. Using
DE arithmetic to optimize the anchoring parameters, set the
original parameters as follows: the number of optimization
variables is 4, the population scale is 20, and the iteration
number is 500.

Run the DE-LSSVM optimization program, while the
curve has converged; the optimal anchoring parameters are
obtained. The optimized scheme, original design scheme, and
part of the orthogonal schemes are all listed in Table 2.

The optimized supporting parameters are anchor length
of 2.3 m, anchors space of 0.97 m, anchor diameter of 19 mm,
and shotcrete thickness of 30 cm. The corresponding sup-
porting cost is 10482.61 Yuan each running meter and econ-
omized 1382.76 Yuan each running meter. For the interval
tunnel is about 1000 meters, the saved cost is about 1382760
Yuan. Input the optimized supporting parameters into the
numerical model and carried out the simulation. Figure 8
is The Z-displacement contour comparison between original
and optimized schemes. There are minor difference between
the Z displacements of the two schemes, that means that the
optimized scheme also ensures the tunnel stability well.

4. Discussion

4.1. Kernel Parameters Affecting LSSVM Model. Reflecting
relation between rock mechanics parameters (or anchoring
parameters) and surrounding rock displacements is a key
problem affecting the optimization result. In the above
optimisation process, the kernel parameter o and the penal
coeflicient c are important factors that affect the generational
performance of LSSVM. The effects of LSSVM parameters on
the forecast result are shown in Figure 9.

The xy coordinates in Figure 9 are, respectively, the kernel
parameter, o and the penal factor, ¢, and the z coordinate is
relative forecast error. For values of ¢ below 20, the magnitude
of the forecast error approaches 0.2; when ¢ increases to more
than 20, the corresponding forecast error is reduced to 0.05,
while c increases to more than 30, the corresponding forecast
error has increased more than 0.2. When o is less than
40 and more than 60, the magnitude of the corresponding
forecast errors are 0.2 and 0.1, respectively. And when o
is about 56, the corresponding forecast error is reduced
to 0.047. Variations in the penal factor, ¢, and the kernel
parameter, o, will change the LSSVM forecast error, which
shows that it is imperative to select proper parameters to
guarantee the forecast performance. Because LSSVM does
not have a method for selecting these parameters, optimizing
parameters through DE arithmetic can avoid blind parameter
selection. Therefore, the proposed DE-LSSVM method has
high computing efficiency for LSSVM parameter selection.

4.2. DE Optimization Convergence Property. Compare the
proposed optimization method with that of literature 17,
firstly, three dimensional numerical model has been used to
simulate tunnel, which can fully reflect the space effect of tun-
nel heading face, overcoming the shortage of two dimensional
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FIGURE 9: The forecast relative error changing according to C and o.

model. Secondly, in this study the parameters of shotcrete
thickness and cables have been synthetically optimized using
surrounding rock displacements as constraint conditions
and economic indices as objective function, which is more
reasonable than only considering the shortcrete parameter
and displacement controlling. Finally, the DE algorithm is
selected replacing the PSO algorithm in this study.

In the optimization process of DE, different scaling
factor F and crossing probability constant CR will affect
the arithmetic converging property. For the examples of
identifying surrounding rock mechanics parameters above,
while F equates 0.8, CR changes from 0.5 to 0.9, and the
corresponding converging curves are shown in Figure 10.

It is shown that while CR equates 0.5, the converging
property is optimal; it has converged at about 100 step. Next
CRadopted 0.7,0.9, and 0.6 in order. It converges slowly while
CR equates 0.8, and the corresponding converging step is 120.
As a whole, the curves of different parameters can converge
quickly and the searching property of DE arithmetic is good.
While DE curve converges, the corresponding solution is the
optimized parameters.

Figure 11 shows the converging curves of DE, PSO, and
improved PSO (IPSO) in the optimizing process of identify-
ing surrounding rock mechanics parameters. It is shown that
for the optimzing case the converging property of the DE is
better than normal PSO and IPSO. Because the DE arithmetic
has more strict math theory background than PSO, it has
better converging speed and optimizing property. Totally, it
is observed that the proposed optimizing technique has more
advantages than the former techniques.

5. Conclusion

The study presented a nonlinear optimization technique
of tunnel construction based on DE, LSSVM, and three
dimensional numerical simulation. This method can be
divided into two main sections: feedback analysis of the
surrounding rock mechanical parameters and optimisation
of support parameters. The method only took use of scheme
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TABLE 1: Orthogonal scheme and calculated displacements.

Factor E, (MPa) u, E, (GPa) u, AZ (mm) DZ (mm) AB (mm) BC (mm)
1 20 0.27 0.2 0.23 70.05 7137 67.78 10.795
2 20 0.29 0.4 0.25 69.50 3.541 66.74 10.050
3 20 0.31 0.6 0.27 69.18 2.341 66.13 10.230
4 20 0.33 0.8 0.29 68.91 1.740 65.54 10.806
5 20 0.35 1.0 0.31 68.65 1.377 64.92 11.537
6 40 0.27 0.4 0.27 38.30 3.498 36.94 5.596
7 40 0.29 0.6 0.29 38.07 2.312 36.52 5.503
8 40 0.31 0.8 0.31 3791 1.715 36.22 5.614
9 40 0.33 1.0 0.23 37.72 1.408 36.00 5.675
10 40 0.35 0.2 0.25 38.48 6.985 36.73 8.816
11 60 0.27 0.6 0.31 26.73 2.288 25.75 3.839
12 60 0.29 0.8 0.23 26.55 1.763 25.48 3.641
13 60 0.31 1.0 0.25 26.45 1.398 25.27 3.785
14 60 0.33 0.2 0.27 27.30 6.941 26.23 6.554
15 60 0.35 0.4 0.29 26.68 3.438 25.36 5.531
16 80 0.27 0.8 0.25 20.58 1.752 19.83 2.745
17 80 0.29 1.0 0.27 20.49 1.390 19.66 2.836
18 80 0.31 0.2 0.29 21.43 6.898 20.71 5.392
19 80 0.33 0.4 0.31 20.79 3.412 19.85 4.382
20 80 0.35 0.6 0.23 20.47 2.333 19.44 3.832
21 100 0.27 1.0 0.29 16.79 1.381 16.17 2.261
22 100 0.29 0.2 0.31 17.79 6.846 17.28 4.763
23 100 0.31 0.4 0.23 17.05 3.508 16.36 3.295
24 100 0.33 0.6 0.25 16.82 2.321 16.04 3.122
25 100 0.35 0.8 0.27 16.67 1.726 15.83 3.095

TaBLE 2: The results of optimization compared with original and orthogonal schemes.

Anchor Anchors {\nchor Shptcrete AD BC Supporting cost

length space diameter thickness (mm) (mm) (Yuan)

(m) (m) (mm) (cm)

Optimized value 23 0.97 19 30 24.83 2.53 10482.61
Original scheme 3.0 1.0 22 30 24.80 2.52 11865.37
Scheme 4 2.0 1.0 40 30 24.83 2.53 26063.87
Scheme 8 2.5 0.9 40 35 20.89 2.59 35783.16
Scheme 19 3.5 1.0 20 35 20.86 2.58 14684.19

samples calculated by three dimensional numerical simula-
tion; it employs LSSVM with optimal architecture trained
by the difference evolution arithmetic, instead of the time-
consuming finite element analysis, overcoming the shortages
of expending too much time and easily being limited in local
optimization solution of conventional back analysis method.

The three dimensional numerical model was used to
simulate tunnel, which can fully reflect the space effect of
tunnel heading face, overcoming the shortage of two dimen-
sional model. Representative samples for LSSVM training
and factor sensitivity analysis were given by the orthogo-
nal experimental design method, which efficiently reduced
the number of numerical simulations. The LSSVM method
was based on statistical learning theory and made use of

the principle of structural risk minimization, overcoming
empirical risk minimization of conventional statistic learning
method (such as artificial neural network) and improving the
generalizing ability for limited learning samples.

This study provided a real time, quantitative and pow-
erful means to inform construction activities and can
adjust construction schemes dynamically. Because LSSVM
does not have a method for selecting these parameters,
optimizing LSSVM parameters through DE arithmetic can
avoid blind parameter selection. The parameters of lining
and cables were synthetically optimized using surrounding
rock displacements as constraint conditions and economic
indices as objective function, which was more reasonable
than former methods. DE converged quickly and had good
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FIGURE 10: The DE converging curve (F = 0.8).
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FIGURE 11: The converging curves of different algorithms.

global optimization characters, guaranteeing the rationality
of the parameters identification and anchoring parame-
ters optimization. The case study demonstrated that the
displacements predicted by the identified parameters were
in good agreement with field measurements and that the
obtained supporting parameters were an acceptable control
for achieving the stability and economic objective.
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This paper proposes a simplified analytical solution to determine the primary consolidation settlement of a confined sand aquifer
overlain by a clay layer due to single well dewatering. After single well pumping in a steady state, the Dupuit equation predicts
the confined sand aquifer water head drawdown. The confining pressure on the underlain confined sand aquifer top surface is
determined using the principle of vertical force equilibrium. Additional vertical stresses in each layer of the confined sand aquifer
are then computed with the Boussinesq solution. The overall aquifer consolidation deformation is then determined with the e-lgp
curve from the one-dimensional consolidation test and the applied vertical stress with the integral method. The proposed analytical
solution is validated using the ADINA software, where porous media are simulated with the Biot model and solved with the 3D finite
element method. This proposed analytical solution is used to simulate the primary consolidation settlement due to well pumping,
using the fourth confined aquifer in the Pudong New Area of Shanghai from 1980 to 1995 as a case study. The predicted settlement

compares reasonably well with the actual measured settlement in Shanghai.

1. Introduction

With ever-increasing groundwater demands for domestic
and industrial uses, loss of land due to well pumping has
become a disastrous phenomenon in many cities worldwide
[1, 2]. The consequences of well pumping include damage to
underground utility lines, seawater intrusion, destabilisation
of existing infrastructure, and ground fractures. Therefore,
land subsidence by well pumping is a worldwide problematic
issue that must be promptly addressed [3-7].

As a generalisation, land subsidence induced by well
pumping is explained by groundwater flow and subsidence
models [5, 8]. Previous subsidence research was concerned
mainly with the compression of clay layers. Most models
have represented compaction by incorporating Terzaghi’s
one-dimensional compaction principle into the groundwa-
ter flow equation [9-12]. However, because Terzaghi’s one-
dimensional compaction principle is valid only for a one-
dimensional compaction case and was originally concerned
with the dissipation of pore water pressure, the Biot theory

remains the only suitable fully coupled land subsidence
model [13, 14]. Various aspects of compaction, such as
stress-dependent storage properties, dependence of hydraulic
conductivity on compaction [15], and the effects of moving
water tables [16], may also be included in Terzaghi’s model or
the Biot model.

However, the extraction of a sand aquifer water could also
give rise to land subsidence. For example, since the 1980s,
the fourth confined aquifer of Shanghai city has been the
main confined aquifer for groundwater extraction and has
contributed greatly to the total subsidence of Shanghai. In
predicting the settlement of a sand aquifer, the fully coupled
Biot model, while appropriate, is inconvenient to use and may
not be the best choice because of its many parameters and
reliance on advanced software for computation. Moreover,
applying Terzaghi’s 1D compaction principle to a sand aquifer
is meaningless because the sand aquifer consolidates instan-
taneously and Terzaghi’s 1D compaction principle is suitable
only for low permeability soils (e.g., clay).



For a confined sand aquifer overlain and confined by
an impermeable clay layer, seepage of groundwater forms
a depression cone when groundwater is pumped from a
well [17]. The vertical hydraulic pressure in the confined
sand aquifer against the bottom of the upper confining layer
decreases during pumping. Increases in intergranular pres-
sure among sand particles in confined sand aquifers are gen-
erated due to the pressure from the overlain confining imper-
meable clay layer [18]. Compression of sand particles gives
rise to confined aquifer compressive deformation and con-
tributes to the total subsidence of all layers.

Corresponding research on settlement analysis of con-
fined aquifers can be found in the following references. Sun et
al. used the storativity, specific storage, and hydrological info-
rmation to estimate the elastic and inelastic compaction of
the soil layers due to fluid withdrawal with a series of equa-
tions [19]. Chen et al. proposed a three-dimensional numeri-
cal model that couples the groundwater flow and soil consol-
idation to investigate the mechanisms of ground settlement
[20]. Roy and Robinson performed a series of in situ soil
experiments to calibrate the prediction model and used com-
puter program SEEP/W version 4.23 in the seepage analyses
[21]. Li et al. used the statistical procedure and fractal con-
cept to analyse land subsidence caused by groundwater explo-
itation in the Hangzhou-Jiaxing-Huzhou plain in China [22].
Shi et al. obtained groundwater level and subsidence mon-
itoring data from 27 extensometer groups and more than
1,000 observation wells in the Shanghai area. The relationship
between the deformation and the groundwater level was
analysed [23]. Wu et al. developed a nonlinear coupled
regional land subsidence model. The coupled model consists
of a three-dimensional groundwater flow model and a one-
dimensional vertical deformation model based on viscoelas-
toplastic constitutive laws, called the modified merchant
model, and then is solved using a multiscale iterative finite
element method. The calibrated and evaluated model is then
used to assess the future evolution of land subsidence under
two groundwater pumping scenarios [24]. Solutions to the
above models of confined aquifers are either numerical solu-
tions or statistical analyses of field monitoring data. A simple,
cost-effective method for engineers to predict confined sand
aquifer settlement by well pumping would indeed prove
valuable, although such simplified formulations are not well
illustrated in the literature [25].

This paper proposes an approximate analytical solution
for land subsidence induced by the confined sand aquifer
consolidation due to single well pumping. In the model, a
confined sand aquifer is overlain by a low permeability clay
layer, and the confined aquifer is pumped by a single well.
The water head drawdown in the confined sand aquifer is
predicted with the Dupuit equation. The confined sand aqui-
fer consolidates transiently due to the pressure from the
impermeable confining layer, and the primary consolidation
settlement manifests immediately. The resultant effective
stress increase in the confined sand aquifer due to the pres-
sure from the upper impermeable confining layer is deter-
mined using the Boussinesq solution [26]. The primary con-
solidation settlement of the confined sand aquifer is deter-
mined using the e-lgp curve method [27]. The proposed
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analytical solution is compared to the numerical result found
via the ADINA software where the porous medium is simu-
lated with the Biot model and solved with the 3D finite ele-
ment method. The Shanghai fourth confined sand aquifer set-
tlement induced by well pumping from 1980 to 1995 is reason-
ably well predicted with the proposed analytical solution.

2. Theory of the Analytical Solution
for Predicting a Confined Aquifer
Consolidation Settlement at a Single Well
in a Steady Seepage State

The method is based on an assumption of steady state, axi-
symmetric drawdown around a single well. Water head draw-
down is predicted with the Dupuit equation, and then the
confining pressure on the confined aquifer is determined.
Additional vertical stress in the confined aquifer is computed
using a 2D Boussinesq expression in terms of radial and depth
variables. The void ratio change under the vertical stress is
determined with the e-lgp curve from a one-dimensional
consolidation test. The vertical element’s consolidation defor-
mation is then determined from the void ratio change. The
overall consolidation settlement of the confined aquifer is
then determined with the integral method. Details are pre-
sented below.

2.1. 2D Seepage Analysis and Water Head Prediction of the
Confined Aquifer. In theory, an area is dewatered by a single
well. The single well penetrates through the upper confining
clay layers into a confined sand aquifer with an impervious
bottom layer. The water head drawdown of the confined
sand aquifer is presented in Figure 1. Under these conditions,
ground subsidence occurs. Before studying the subsidence,
the water head in the confined sand aquifer in Figure 1 must
first be determined. The model for studying the water head
variation in the confined sand aquifer induced by single well
dewatering is presented in Figure 2. For the confined aquifer
in Figure 2, the radial flow to the pumped well is steady
state [28]. The pumped district boundary is surrounded with
potential sources of recharge water (e.g., a large lake, a river,
or the sea) that remain at a constant level. A balance exists
between the pumping water and the recharge water for the
confined aquifer in Figure 2.

A systematic analysis of the water head is expressed
in Figure 2. With the Dupuit-Forchheimer approximation,
where the vertical resistance to flow is neglected, water head
drawdown s at a point with horizontal distance  to the well
is given as follows [29-31]:

QR )

s=H,-h-=
2nKM  r

where Q denotes the well discharge, K denotes the confined
aquifer hydraulic conductivity, M denotes the saturated con-
fined aquifer thickness, and R denotes the confined aquifer
radius. If the model in Figure 2 cannot be found in the field,
the Sichardt equation to determine the influence radius R =
3000s, VK can be used instead [28], where s, denotes the
water head drawdown at the well.
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FIGURE 1: Dewatering in a confined sand aquifer overlain by a low
permeability clay layer.

In Figure 2, the water head at distance r can also be
derived as follows [29, 30]:

Q. r
Y nKM lnr ’ )

w

h-h

where h,, denotes the water head at the well face and r,,
denotes the well radius. Equation (2) can be transformed as
follows:

Q r Q r
nl =5, - n_.
kM % kN O

w

s=Hy-h, -

In the remainder of this paper, the water head drawdown
s in the confined aquifer is predicted with (1) because the
hydraulic boundary is circular or could be assumed as
circular with the assistance of the influence radius [32]. If
the confined aquifer recharge water boundary geometry is
complex, a 2D finite element program can be employed to
study the water head drawdown due to well pumping [33].

2.2. Initial Effective Stress in the Confined Aquifer before Pump-
ing. 'The initial confining pressure on the confined aqui-
fer induced by the self-weight of the upper confining imper-
meable clay layer in Figure 2 is given as follows:

p1 =Dy, (4)

where D denotes the thickness of the confining layer and y,
denotes the confining layer impermeable clay unit weight.
Figure 3 is a detailed presentation of Figure 2.

According to Karl von Terzaghi’s Principle, if it is assumed
that normal consolidation occurs in the confined aquifer
before pumping in Figure 3 where Q is zero, the initial
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FIGURE 2: An idealised model for the determination of water head
drawdown in a confined aquifer pumped by a well.
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FIGURE 3: A simplified analysis scheme for the confined aquifer
pumped by a well.

effective stress in the confined aquifer at a point of depth z
is given by

(HO _Dc+z) Puw9> (5)

where D, denotes the confined aquifer thickness, y, denotes
the confined aquifer sand unit weight in Figure 3, and z
denotes the depth of the studied point in the confined aquifer,
as shown in the z-r cylindrical coordinate system in Figure 4.

Po =Dy, +zy, -
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confined aquifer top surface due to a single well dewatering
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FIGURE 4: Increased pressures applied on the confined aquifer in a
2D view.

The origin o of the z-r cylindrical coordinate system in a
single well is on the contact surface between the upper con-
fining layer and the confined aquifer. Figure 4 is a detailed
presentation of Figure 3.

2.3. Effective Stress Increase in the Confined Aquifer

2.3.1. Confining Pressure from the Overlying Layer on the Con-
fined Aquifer Upper Surface Induced by Pumping. Because
of water head drawdown, the upward hydraulic pressure
against the bottom of the upper confining layer decreases, and
the intergranular pressure increases [18]. According to the
principle of vertical force equilibrium, the increased pressure
applied on the confined aquifer top surface due to pumping
in Figure 3 can be derived as follows:

Ap = sp, 9, (6)

where p,, denotes the water density, s denotes the water head
drawdown, and g denotes gravitational acceleration.

As mentioned in (1), the water head drawdown s can be
predicted. By combining (1) and (6), the increased pressure
applied on the confined aquifer top surface due to single well
pumping can be derived as follows:

R
Ap = In 7
P = 5—aPwdin )
Figures 4 and 5 demonstrate the applied pressure on the
confined aquifer in 2D and 3D views, where A is defined as

(Q/2nKM)p,,g.

2.3.2. Vertical Stress in the Confined Aquifer. For the sake
of simplicity, it is assumed that primary consolidation in
the confined aquifer occurs immediately after water head
drawdown. The increased intergranular stress (also called the
final effective stress increase) in the confined aquifer due
to the single well pumping is equivalent to the additional
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confined aquifer top surface due to a single well dewatering
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FIGURE 5: Increased pressures applied on the confined aquifer in a
3D view.

total stress acted on the soil particles (combination of soil
skeleton and pore water), which can be determined with the
Boussinesq solution if E, = E; and v, = v; in Figure 3.

The fundamental Boussinesq solution gives the vertical
stress at point (z,r) in the z-r cylindrical coordinate system
of Figure 4 as follows:

_3 LI
)" @

If the well radius is very small compared to the analysis
region and can be assumed to be infinitely small for analysis
simplification, with the external applied pressure on the
confined aquifer top surface given in (7), the resultant vertical
stress 0, at v = 0 at different depths z can be approximated
via the integral method:

3A rIn(R/r)
0, =| —5—————dr,
LU 2 1+ /ey ®

where A = (Q/2nKM)p, g, as defined above. As discussed
above, 0,, is the additional total stress in the confined aquifer
due to external applied pressure on the confined aquifer top
surface given in (7) and is equal to the final effective stress
increase.

2.4. Primary Consolidation Settlement Calculation Theories

2.4.1. Void Ratio Change and Intergranular Pressure. In the
one-dimensional consolidation test, when the intergranular
pressure increases from p; to p, + 0,,, according to the e-lgp
curve and the definition of the compression index C_, the void
ratio change Ae is calculated as follows [18]:

+0,,
Clgpo z ,

0

Ae=e;—e=C (10)

where C, is the compression index.
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FIGURE 6: A single well pumping in an idealised island: (a) plan view; (b) sectional drawing.

2.4.2. Compacted Deformation in a Soil Layer with Thickness
dz. Intheone-dimensional consolidation test, the settlement
dn due to consolidation of a certain layer of thickness dz
because of a reduction in the void ratio from e, to e, in
conjunction with an effective stress increase from p, to p, +
0, can be derived from the following expression [20, 34]:

Ae 1

dz=C,— 1gP0 " ey,

d
g 1+e, Po

1+eg

(1)

2.4.3. Total Consolidation Settlement of the Confined Aquifer
due to Single Well Pumping. The consolidation settlement
of the confined sand aquifer at point (0, 0) in the (r,z)
coordinate system of Figure 4 is found from the summation
of deformations in each layer of the confined aquifer with the
integration method:

Po + 0z dz.

D, D, 1
i :J C. I
1 L =), " lie@® p

In the above equation, C, is the compression index, and
ey(z) is the initial void ratio at depth z in the midpoint
of the dy soil layer. Note that variable D, in Figure 3 is
M in Figure 2. Combine (5) and (9) and then (12) can be
transformed as follows:

(12)

DC 1
- | c———1|[D —(H,-D
" L Tre ) Y +2y, = (Hy— D, +2) p,g

J’R 34 rin (R/r)
r, 2 [1 +(r/z)2]5/2

x (Dy, +zy,~ (Hy = D, + 2)

xp,9) " | dz.

(13)

The soil vertical compression strain at point (0, z) derived
from (11) is given as follows:

1

" Dy, +zy, = (Hy - D, +2) p,g
€

£(0,2) = CC1 Ig

+JR 3A rin(R/r)

r 2 1 +(r/z)2]5/2

x (Dy, +zy,~ (Hy - D, + z)

-1
X Pypg)

(14)

3. Validation of the Proposed
Analytical Solution

3.1. An Example. The radius of the single well in the idealised
island in Figure 6 is 0.3 metres. The island radius R as des-
cribed in (1) is 100 metres. The overlying impermeable clay
layer (layer 1) and confined sand aquifer (layer 2) are 10
metres each. The initial groundwater level is 17.0 metres
as measured from the impermeable hard rock top surface.
The soil properties in Figure 6 of the example are presented
in Table 1. The compression index C, of the confined sand
aquifer is 0.13, while the initial void ratio e, is 0.6.

After an extensive period of single well pumping with
pumping rate Q equal to approximately 0.00757 m?/s, water
flow is steady around the well, while the single well water level
in Figure 6 decreases by 7 metres. The primary consolidation
settlement at the single well due to well pumping in the
confined sand aquifer is determined numerically and is
presented analytically below.
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TABLE 1: Material properties of the soil layers in the example of Figure 6.

Layer Average unit Elastic Poisson’s Cohesive  Angle of internal Horizontal hydraulic ~ Vertical hydraulic

number weight (kN/m?®) modulus (MPa) ratio strength (kPa) friction (*) conductivity K, (m/s) conductivity K, (m/s)

1 18.0 20 03 15 16 3.0x107° 50x107°

2 20.0 40 0.22 2 31 L.ox10™ 1.0x107*

3.2. Numerical Solution with ADINA

3.2.1. Numerical Model Computing Region. A square region
with side lengths of 200 metres is analysed in the numerical
model and shown in Figure 7. In the following numerical
simulation with the model built within ADINA, the influence
radius of the single well in the square region of Figure 7 is
approximately 98.3 metres, which is quite similar to the island
radius R in Figure 6. Therefore, the computational region
selection of the square analysis region with side lengths of 200
metres in the numerical simulation produces negligible error
regarding the settlement. In the ADINA computation pro-
cess, the 20 metres depth soil layer in Figure 6(b) is divided
into three layers as in Figure 7: the “waterless layer” (refers to
the no water region) is 3.0 metres in depth, an “impermeable
clay layer” is 7.0 metres in depth, and an “underlying confined
sand aquifer layer” is 10.0 metres in depth.

The layers in Figure 7 are laterally constrained and are
permeable in areas except for the rock bottom board. Neither
displacements nor water flows at any direction are allowed
at the rock bottom board. 3D element meshes of the porous
media in the ADINA simulation process are generated and
presented as in Figure 8.

3.2.2. Material Properties. The properties of the materials
composing the “waterless” and “impermeable clay” layers in
Figure 7 are all retrieved from the information on layer 1
in Table 1, with an exception that the “waterless” layer per-
meability is set as zero. The material properties of the “under-
lying confined sand” layer in Figure 7 are completely retrieved
from the layer 2 information in Table 1.

The deformable continuous media material in the three
soil layers as in Figure 7 is simulated with the Mohr-Coulomb
model, which is based on linearly elastic and perfectly plastic
yield behaviours. The yield function is defined by the Mohr-
Coulomb criterion. The potential function is defined by the
Drucker-Prager criterion. A piecewise tension cutoff analysis
and a nonassociative flow rule are embedded in ADINA.

3.2.3. Computing Process with ADINA Software. The time
step in the ADINA’s computing is 0.1 day. The decrease of the
water level in the single well totaled 7 metres, and the total
computing time lasts for 108 days with 100 days for single
well pumping and 8 days for stabilising the computed results.
During pumping, the water level in the single well decreases
by 0.07 metres per day.

3.2.4. Pore Pressures. Figure 9 gives the results of the exces-
sive pore pressures around the well. From Figure 9, the
maximum excessive pore pressure is 70000 Pa at the single
well, which means that the water level of the single well in

the confined aquifer decreases by approximately 7 metres.
At the end of the computation, the influence radius in the
computing region is approximately 98.3 metres, which is very
close to 100 metres. Therefore, ADINA reasonably simulated
the problem as in Figure 6.

3.2.5. Settlements. From Figure10 and the resulting files
from the ADINA software, the maximum settlements in
all three soil layers in Figure 7 occur at the contact point
between the “waterless” and “impermeable clay” layers with
negligible deformation in the “waterless” layer. The maximum
settlement of the confined sand aquifer occurs at the top
surface of the confined sand aquifer at the single well. Its value
is 70.43 mm.

3.3. Proposed Analytical Solution. The proposed analytical
solution mainly concerns the settlement of the confined sand
aquifer (layer 2) in Figure 6 when water flow around the
single well is steady, and the water level at the single well
decreases by 7 metres. The total consolidated compressive
deformation of layer 2 is determined with (14) using the
parameters given in the example. The settlement results for
different depth points in the confined aquifer at the single
well are presented in Figure 11 for the analytical solution and
ADINA. The maximum settlement of 76.8 mm in layer 2 at
the single well in the top surface of layer 2 is similar to
the 70.43 mm settlement calculated by ADINA. According
to the detailed comparison between the proposed analytical
solution and the numerical result obtained with the ADINA
software in Figure 11, the settlements of layer 2 determined by
the two methods are almost equal. Therefore, the proposed
analytical solution is applicable under certain boundary
conditions, as in the example in Figure 6. The excessive pore
water pressures determined using ADINA and the proposed
analytical solution are presented in Figure 12. It is obvious
that they almost coincide with each other. The deforma-
tion of the impermeable clay layer (layer 1, which includes
“waterless” and “impermeable clay” layers) in Figure 6 is not
presented in the analytical solution.

4. Case Study

The settlement prediction of the fourth confined sand aquifer
in Shanghai city is performed with the above-proposed ana-
Iytical solution. The detailed process is as follows.

4.1. Study Area. As the country’s most densely populated and
developed area, Shanghai city encounters land subsidence
problems due to well pumping. Many large residential dis-
tricts and business firms are located in Shanghai, and there
is an extensive groundwater exploitation in this area. When
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FIGURE 7: Analysis region in ADINA.

FIGURE 8: Mesh generation with ADINA.

groundwater is extracted at a constant rate in Pudong New
Area of Shanghai, the study area can be recharged with water
from the Huangpu River, Yellow Sea, and East China Sea, as
shown in Figure 13. A balance can exist between the confined
aquifer and the supply water system after some time for given
pumping conditions (e.g., pumping rate, well radius, etc.).

A sectional drawing of the corresponding earth layer is
shown in Figure 14(a). Before the 1980s, the Shanghai second
and third confined sand aquifers were the main groundwater
extraction layers [25]. Since the 1980s, the fourth confined
aquifer has been the main confined aquifer for groundwater
extraction. From 1980 to 1995, the fourth confined aquifer
contributed a total settlement of approximately 30 mm to the
total subsidence [24, 25].

Because the fourth confined aquifer is mainly composed
of sand and has been the main confined aquifer for ground-
water extraction since the 1980s, the fourth confined aquifer
is isolated as the research layer, as shown in Figure 14(b). In
the analytical solution, the earth layers (layers with a depth
of less than 160 metres) above the roof of the fourth confined
aquifer and the earth layers (layers with a depth greater than
240 metres) below the floor of the fourth confined aquifer
are all equivalently transformed to impermeable layers in
Figure 14(b).

The fourth confined sand aquifer, shown in Figure 14, is
fully penetrated by a single well and generates consolidation
settlement as a result of single well pumping. As water flows

TaBLE 2: Upper confining clay layer parameters in the settlement
simulation.

Earth layer Thickness  Average unit Initial ground
name D (m) weighty, (KN/m®) water level H, (m)
Confining

impermeable 160 18.0 228

layer

into the well at a constant rate, equations (1), (2), (3), and the
proposed analytical solution can be applied to the settlement
simulation of the fourth confined aquifer of Shanghai.

4.2. Parameters Adopted for the Proposed Analytical Solution.
The pumping well radius r,, in this study is 0.3 metres with
a pumping rate Q of 0.121 m?/s [35]. From 1980 to 1995, the
water head drawdown s, at the well was approximately 18
metres [24, 25]. The Shanghai ground height above sea level
is approximately 2 metres. The soil parameters are presented
in Tables 2 and 3 [24, 25, 36].

According to the Sichardt equation, the influence radius R
of Figures 4 and 5 for the pumping well in this case study can
be determined empirically as R = 540 metres [32]. A in (9)
for the settlement simulation is determined to be 24014 Pa.

4.3. Predictions

4.3.1. Vertical Compression Stress in the Fourth Confined Sand
Aquifer of Shanghai. In the proposed analytical solution, the
resultant vertical stress o,, at r = 0 induced by single well
pumping and the consequent pressure from the overlying
impermeable layer is determined by (9). After substituting
the parameters in the above example for the settlement
simulation of the fourth confined aquifer of Shanghai, the
results are presented in Figure 15. First, 0, increases and then
decreases. Its maximum value is reached when the soil layer
depth is approximately 161 metres, measured from the ground
downwards, as shown in Figure 14(b). The fourth confined
sand aquifer of Shanghai consolidates immediately after its
water is extracted during single well pumping. Here, 0,,, is the
final effective stress increase in the fourth confined aquifer of
Shanghai at the point r = 0 as determined by (9).
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FIGURE 1I: Settlements of different depth points in the underlying

confined sand aquifer (layer 2) at the single well.

4.3.2. Vertical Compression Strain in the Fourth Confined
Sand Aquifer of Shanghai. The vertical compression strain
€(0, z) is determined using (14). The soil vertical compression
strain €(0, z) at point (0,z) is presented in Figure 16. First,
£(0, z) increases, and then it decreases. Its maximum value
is reached when the soil layer depth is approximately 161
metres measured from the ground downwards, as shown in

Figure 14(b).

z-displacement 0.06

Response combination = 0.08
0

Excessive pore water pressure (Pa)

0 20 40 60 80 100 120
Horizontal distance from the single well to the analysis point (m)

—e— Analytical
—— Adina

FIGURE 12: Excessive pore water pressures at the analysis points at
different distances to the single well in the centre of the horizontal
radial plane.

4.3.3. Prediction of the Consolidation Settlement of the Fourth
Confined Sand Aquifer of Shanghai. According to (13), the
primary consolidation settlement of the fourth confined sand
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TaBLE 3: Fourth confined sand aquifer parameters in the settlement simulation.

Earth laver name Compression Thickness Saturated sand unit Hydraulic Initial void ratio
V! index C, M =D, (m) weight y, (kN/m?) conductivity K (m/s) €,
Fourth confined sand 0.05 80 200 10x 107 0.8

aquifer

aquifer of Shanghai at the single well due to single pumping
can be determined via the numerical integration method.
The derived values for the proposed analytical solution were
presented in Figurel7, and the maximum settlement is
41.5 mm. Only the subsidence induced by the compression of
the fourth confined aquifer is included in the proposed ana-
Iytical solution because the fourth confined aquifer has been
the main confined aquifer for groundwater extraction since
the 1980s [25].

4.4. Comparing the Fourth Confined Aquifer Predicted Set-
tlement with In Situ Measured Values. Seepage monitoring
records are presented in Figure 18 according to reference
[23]. The deformation-groundwater level (m above sea level)
in the fourth confined aquifer according to Wu et al. is
presented in Figure19 [24]. According to Wu et al. [24]
and Wei et al. [25], from 1980 to 1995, there was a total
settlement of approximately 30 mm contributed by the fourth
confined aquifer. The maximum subsidence of 41.5mm at
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FIGURE 15: Vertical compression stress in the fourth confined sand
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the Shanghai’s fourth confined aquifer from 1980 to 1995
predicted with the analytical solution (13) is very close to the
in situ measurements of Wu et al. [24] and Wei et al. [25].

5. Discussion

5.1. Assumptions in the Theory of the Proposed Analytical
Solution. If the influence radius R shown in Figure 2 is diffi-
cult to determine in practical situations, the Sichardt equation
can be used to determine R empirically [32]. In order to
use (1) or, consequently, (6), the condition s,, < H, — D,
must be satisfied. Equation (8) is the basic Boussinesq solu-
tion, which can only be used if E, = E; and v, = v,
and the single well radius remains infinitely small. The pro-
posed analytical solution is fundamentally applicable for the

0.0012

0.001

0.0008 |r

0.0006 |-

0.0004

0.0002

Earth vertical compression strain

0
160 180 200 220 240 260
Earth layer depth (m)

FIGURE 16: Vertical compression strain in the fourth confined sand
aquifer of Shanghai at the single well.

proposed analytical solution for the use in the prediction of
the fourth confined aquifer of Shanghai.

This paper does not incorporate the Terzaghi equation
or the Biot equation in the prediction process because the
Terzaghi equation and the Biot equation are mainly intended
to predict pore water pressure and the corresponding consol-
idation degree for low permeability soils. However, the con-
fined aquifer is composed of sand, and sand aquifers consol-
idate immediately after water extraction.

5.2. Limits of the Present Analytical Solution and Possible
Future Modifications for the Prediction of Consolidation Set-
tlement. Equation (10) implies the following:

Au = Ao, =0, (15)
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FIGURE 17: Total settlements of different depth points in the
Shanghai fourth confined sand aquifer at the single well from 1980
to 1995.

Au, Aoy, and o, are physical quantities representing the
physical process of the one-dimensional consolidation test
where the external compressive load is exerted vertically and
axially. The soil sample for test is saturated. o, is the vertical
axial additional total stress acting on the soil particles in the
soil sample due to the vertical external compressive load.
Au denotes the initial excess pore water pressure induced by
vertical axial external load. Ao, is the intergranular vertical
pressure increase (also called the final vertical effective stress
increase) because the overall dissipation of the initial excess
pore water pressure Au after primary consolidation is com-
pleted. This equation is only accurate for the one-dimensional
consolidation test where there is no lateral yielding of the
soil specimen and the ratio of the minor to major principal
effective stresses, K, remains constant [34].

Skempton and Bjerrum gave the final vertical compres-
sion of a soil element of thickness dz caused by the initial
generated and final completed dissipation of excess pore
water pressure where the soil element is substantial in triaxial
compression tests (e.g., soil triaxial shear test [37, 38]). The
initial excess pore water pressure is obtained from a three-
dimensional analysis, while the consolidation settlement due
to completed dissipation of excess pore water pressure is
determined according to the void ratio pressure curve in the
one-dimensional consolidation test. In the one-dimensional
consolidation test, the soil specimen is restrained laterally
and loaded vertically axially. The equation by Skempton and
Bjerrum is as follows:

1 Ao

dscz(E—S>Aol [B+A—Gj(1—3)]dz, (16)
dS, denotes the vertical axial consolidation settlement when
the soil sample in the experiment is in triaxial compression
(i.e., soil triaxial shear test), Es is the soil compression modu-
lus when the soil specimen is restrained laterally and loaded
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curve of the fourth confined aquifer in Shanghai [24].

vertically axially in the one-dimensional consolidation test,
Ao, is the vertical axial stress increase in the soil specimen
(in the soil triaxial shear test), Aoy is the horizontal stress
increase in the soil specimen (in the soil triaxial shear test),
and B is the pore-pressure coefficient under differential stress
(Ao, — Ady).

This analysis suggests that (10) and the derived analytical
solution (13) are just approximate solutions and could be
improved with (16) to include the influence of triaxial stress
on the initial excess pore water pressure. It means that o,,
is not the final effective stress increase in the Skempton and
Bjerrum theory. The final effective stress increase should be
determined with three-dimensional stress analysis with the
Boussinesq solution, consequent principle stress analysis and
that soil triaxial shear test. This point could be improved in
the future.

6. Conclusions

This paper proposes a simplified analytical solution for deter-
mining the primary consolidation settlement of a confined
sand aquifer overlain by an impermeable clay layer at the
single well induced by single well pumping in a confined
sand aquifer. For the sand aquifer, because the initial imme-
diate settlement occurs before pumping, and the secondary
compression is usually negligible, primary consolidation
settlement can be regarded as the final settlement.
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The method is constituted by a series of fundamental
equations. First, with an assumption of steady state, axisym-
metric drawdown around a single well, the radial water head
drawdown is predicted with the Dupuit equation. Then, the
confining pressure on the underlain confined aquifer is deter-
mined with the assumption that the loss of confined aquifer
water head against the upper confining impermeable layer
converts to equivalent confining pressure according to the
principles of equilibrium of forces in the vertical direction.
With the obtained confining pressure on the underlain con-
fined aquifer, the vertical additional stress in the confined
aquifer is computed using the Boussinesq solution. After that,
the void ratio change under the vertical stress is determined
by the compression index from the e-Igp curve from a one-
dimensional consolidation test. Then, the vertical strain of
soil can be obtained. The consolidation deformation of the
vertical element layer in the aquifer is then derived using
the strain and the element layer thickness. With the integral
method, the overall consolidation settlement, which is the
sum of the settlements of all vertical element layers, can be
obtained. Validation of the proposed analytical solution with
the ADINA software is presented as an example. The analy-
tical solution is found to be applicable and cost-effective in
predicting the settlement of a confined sand aquifer overlain
by an impermeable clay layer.

The proposed analytical solution is then used to predict
the fourth confined sand aquifer settlement due to water head
drawdown in the Pudong New Area of Shanghai. The pre-
dicted value of 41.5 mm calculated using the proposed analyt-
ical solution in (13) is close to the in situ measured settlement
of 30mm for the fourth confined aquifer of Shanghai due
to water extraction from 1980 to 1995, according to the
measurements of Wu et al. [24] and Wei et al. [25].
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To improve the performance of the krill herd (KH) algorithm, in this paper, a Lévy-flight krill herd (LKH) algorithm is proposed
for solving optimization tasks within limited computing time. The improvement includes the addition of a new local Lévy-flight
(LLF) operator during the process when updating krill in order to improve its efficiency and reliability coping with global numerical
optimization problems. The LLF operator encourages the exploitation and makes the krill individuals search the space carefully at
the end of the search. The elitism scheme is also applied to keep the best krill during the process when updating the krill. Fourteen
standard benchmark functions are used to verify the effects of these improvements and it is illustrated that, in most cases, the
performance of this novel metaheuristic LKH method is superior to, or at least highly competitive with, the standard KH and other
population-based optimization methods. Especially, this new method can accelerate the global convergence speed to the true global
optimum while preserving the main feature of the basic KH.

1. Introduction

In current competitory world, human beings make an
attempt at extracting the maximum output or profit from a
restricted amount of usable resources. In the case of engi-
neering optimization, such as design optimization of tall
steel buildings [1], optimum design of gravity retaining walls
[2], water, geotechnical and transport engineering [3], and
structural optimization and design [4, 5], engineers would
attempt to design structures that satisfy all design require-
ments with the minimum possible cost. Most real-world
engineering optimization problems could be converted into
general global optimization problems. Therefore, the study of
global optimization is of vital importance for the engineer-
ing optimization. In this issue, many biological intelligent
techniques [6] as optimization tools have been developed
and applied to solve engineering optimization problems for
engineers. A general classification way for these techniques is
considering the nature of the techniques, and optimization

techniques can be classified as two main groups: classical
methods and modern intelligent algorithms. Classical meth-
ods such as hill climbing have a rigorous move and will
generate the same set of solutions if the iterations start with
the same initial starting point. On the other hand, modern
intelligent algorithms often generate different solutions even
with the same initial value. However, in general, the final
solutions, though slightly different, will converge to the same
optimal values within a given accuracy. The emergence of
metaheuristic optimization algorithm as a blessing from the
artificial intelligence and mathematical theorem has opened
up a new facet to carry out the optimization of a function.
Recently, nature-inspired metaheuristic algorithms perform
powerfully and efficiently in solving modern nonlinear
numerical global optimization problems. To some extent, all
metaheuristic algorithms make an attempt at relieving the
conflict between diversification/exploration/randomization
(global search) and intensification/exploitation (local search)
(7, 8].



Inspired by nature, these strong metaheuristic algorithms
have been proposed to solve NP-hard tasks, such as UCAV
path planning [9, 10], test-sheet composition [11], and param-
eter estimation [12]. These kinds of metaheuristic methods
perform on a population of solutions and always find optimal
or suboptimal solutions. During the 1960s and 1970s, com-
puter scientists studied the possibility of formulating evolu-
tion as an optimization method and eventually this generated
a subset of gradient free methods, namely, genetic algorithms
(GAs) [13, 14]. In the last two decades, a huge number of
techniques were developed on function optimization, such
as bat algorithm (BA) [15, 16], differential evolution (DE)
(17, 18], genetic programming (GP) [19], harmony search
(HS) [20, 21], particle swarm optimization (PSO) [22-24],
cuckoo search (CS) [25, 26], and, more recently, the krill
herd (KH) algorithm [27] that is based on imitating the krill
herding behavior in nature.

Firstly proposed by Gandomi and Alavi in 2012, inspired
by the herding behavior of krill individuals, KH algorithm
is a novel swarm intelligence method for optimizing pos-
sibly nondifferentiable and nonlinear complex functions in
continuous space [27]. In KH, the time-dependent position
of the krill individuals involves three main components: (i)
movement led by other individuals, (ii) foraging motion,
and (iii) random physical diffusion. One of the notable
advantages of the KH algorithm is that derivative information
is unnecessary, because it uses a random search instead of
a gradient search use in classical methods. Moreover, com-
paring with other population-based metaheuristic methods,
this new method needs few control variables, in principle
only a separate parameter At (time interval) to tune, which
makes KH easy to implement, more robust and fits for parallel
computation.

KH is an effective and powerful algorithm in exploration,
but at times it may trap into some local optima so that it
cannot implement global search well. For KH, the search
depends completely on random search, so there is no guar-
antee for a fast convergence. In order to improve KH in
optimization problems, a method has been proposed [28],
which introduces a more focused mutation strategy into KH
to add the diversity of population.

On the other hand, many researchers have centralized on
theories and applications of statistical techniques, especially
of Lévy distribution. And recently huge advances are acquired
in many fields. One of these fields is the applications of Lévy
flight in optimization methods. Previously, Lévy flights have
been used together with some metaheuristic optimization
methods such as firefly algorithm [29], cuckoo search [30],
krill herd algorithm [31], and particle swarm optimization
[32].

Firstly presented here, an effective Lévy-flight KH (LKH)
method is originally proposed in this paper, in order to
accelerate convergence speed, thus making the approach
more feasible for a wider range of real-world engineering
applications while keeping the desirable characteristics of the
original KH. In LKH, first of all, a standard KH algorithm
is implemented to shrink the search apace and select a good
candidate solution set. And then, for more precise modeling
of the krill behavior, a local Lévy-flight (LLF) operator is
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added to the algorithm. This operator is applied to exploit the
limited promising area intensively to get better solutions so
as to improve its efficiency and reliability for solving global
numerical optimization problems. The proposed method is
evaluated on fourteen standard benchmark functions that
have ever been applied to verify optimization methods
in continuous optimization problems. Experimental results
show that the LKH performs more efficiently and effectively
than basic KH, ABC, ACO, BA, CS, DE, ES, GA, HS, PBIL,
and PSO.

The structure of this paper is organized as follows.
Section 2 gives a description of basic KH algorithm and Lévy
flight in brief. Our proposed LKH method is described in
detail in Section 3. Subsequently, our method is evaluated
through fourteen benchmark functions in Section 4. In
addition, the LKH is also compared with ABC, ACO, BA, CS,
DE, ES, GA, HS, KH, PBIL, and PSO in that section. Finally,
Section 5 involves the conclusion and proposals for future
work.

2. Preliminary

At first, in this section, a background on the krill herd algo-
rithm and Lévy flight will be provided in brief.

2.1. Krill Herd Algorithm. Krill herd (KH) [27] is a new meta-
heuristic optimization method [4] for solving optimization
tasks, which is based on the simulation of the herding of the
krill swarms in response to particular biological and envi-
ronmental processes. The time-dependent position of an
individual krill in 2D space is decided by three main actions
presented as follows:

(i) movement affected by other krill individuals,
(ii) foraging action,

(iii) random diffusion.

KH algorithm adopted the following Lagrangian model
in a d-dimensional decision space as in the following (1):

%:Ni+Fi+Di, @
where N;, F;,, and D; are the motion led by other krill
individuals, the foraging motion, and the physical diffusion
of the ith krill individual, respectively.

In movement affected by other krill individuals, the
direction of motion, «;, is approximately computed by the
target effect (target swarm density), local effect (a local swarm
density), and a repulsive effect (repulsive swarm density). For
a krill individual, this movement can be defined as

NP = N™ o + w,N, )
and N™ is the maximum induced speed, w,, is the inertia
weight of the motion induced in [0, 1], and Nfld is the last
motion induced.

The foraging motion is estimated by the two main
components. One is the food location and the other one is
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the prior knowledge about the food location. For the ith krill
individual, this motion can be approximately formulated as
follows:

F, = VB +wF, (3)
where

Bi= B B @
and V/ is the foraging speed, w; is the inertia weight of the

foraging motion between 0 and 1, Flf’ld is the last foraging
motion.

The random diffusion of the krill individuals can be con-
sidered to be a random process in essence. This motion can
be described in terms of a maximum diffusion speed and a
random directional vector. It can be indicated as follows:

where D™ is the maximum diffusion speed, and & is the
random directional vector and its arrays are random values
in [-1,1].

Based on the three above-mentioned movements, using
different parameters of the motion during the time, the
position vector of a krill individual during the interval ¢ to
t + At is expressed by the following equation:

X;(t+At) =X, () + At%. (6)

It should be noted that At is one of the most important
parameters and should be fine-tuned in terms of the specific
real-world engineering optimization problem. This is because
this parameter can be treated as a scale factor of the speed
vector. More details about the three main motions and KH
algorithm can be found in [27].

2.2. Lévy Flights. Usually, the hunt of food by animals takes
place in the form of random or quasi-random. That is to say,
all animals feed in a walk path from one location to another
at random. However, the direction it selects relies only on a
mathematical model [33]. One of the remarkable models is
called Lévy flights.

Lévy flights are a class of random walk in which the steps
are determined in terms of the step lengths, and the jumps are
distributed according to a Lévy distribution. More recently,
Lévy flights have subsequently been applied to improve and
optimize searching. In the case of CS, the random walking
steps of a cuckoo are determined by a Lévy flight [34]:

X = X+ BL(s, A),

AL (A) sin (mA/2) 1 @)
T

L(s,A) = EEy (5,50>0).

Here, 8 > 0 is the step size scaling factor, which should
be related to the scales of the problem of interest. The random
walk via Lévy flight is more efficient in exploring the search
space as its step length is much longer in the long run. Some of
the new solutions should be generated by Lévy walk around
the best solution obtained so far; this will speed up the local
search.
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3. Our Approach: LKH

In general, the standard KH algorithm is adept at exploring
the search space and locating the promising region of global
optimal value, but it is not relatively good at exploiting
solution. In order to improve the exploitation of KH, a new
distribution Lévy flight performing local search, called local
Lévy-flight (LLF) operator, is introduced to form a novel
Lévy-flight krill herd (LKH) algorithm. In LKH, to begin
with, standard KH algorithm with high convergence speed
is used to shrink the search region to a more promising
area. And then, LLF operator with good exploitation ability
is applied to exploit the limited area intensively to get better
solutions. In this way, the strong exploration abilities of the
original KH and the exploitation abilities of the LLF operator
can be fully extracted. The difference between LKH and KH
is that the LLF operator is used to perform local search and
fine-tune the original KH generating a new solution for each
krill instead of random walks originally used in KH. As a
matter of fact, according to the figuration of LKH, the original
KH in LKH focuses on the exploration/diversification at
the beginning of the search to evade trapping into local
optima in a multimodal landscape; while later LLF oper-
ator encourages the exploitation/intensification and makes
the krill individuals search the space carefully at the end
of the search. Therefore, our proposed LKH method can
fully exploit the merits of different search techniques and
overcome the lack of the exploitation of the KH and solve the
conflict between exploration and exploitation effectively. The
detailed explanation of our method is described as follows.

To start with, standard KH algorithm utilizes three main
actions to search the promising area in the solution space and
use these actions to guide the generation of the candidate
solutions for the next generation. It has been demonstrated
that [27] KH performs well in both convergence speed and
final accuracy on unimodal problems and many simple mul-
timodal problems. Therefore, in LKH, we employ the merit
of the fast convergence of KH to implement global search.
In addition, KH is able to shrink the search region towards
the promising area within a few generations. However, some-
times KH’s performance on complex multimodal problems
is unsatisfying; accordingly, another search technique with
good exploitation ability is crucial to exploit the limited area
carefully to get optimal solutions.

To improve the exploitation ability of the KH algorithm,
genetic reproduction mechanisms have been incorporated
into the standard KH algorithm. Gandomi and Alavi have
proved that the KH II (KH with crossover operator only)
performs the best among serials of KH methods [27]. In our
present work, we use a more focused local search technique,
local Lévy-flight (LLF) operator, in the local search part
of the LKH algorithm, which can increase diversity of the
population in an attempt to avoid premature convergence and
exploit a small region in the later run phase to refine the final
solutions. The main step of LLF operator used in the LKH
algorithm is presented in Algorithm 1.

Here, t € [0,t,,] and t_,, is the maximum of gen-
erations. d is the number of decision variables. NP is the
size of the parent population. A is max Lévy-flight step size.



Mathematical Problems in Engineering

Begin
a=A/t"2);
NoSteps = [d * exprnd (2 = £,.,.)];

r = [NP = rand]
for j=1tod do
if rand<0.5

else

end if
end for j
Evaluate the offspring V;
if V; is better than X, then
X;=V
end if
End.

% Smaller step for local walk

Determine the next step size dx by performing Lévy flight as shown in Section 2.2;
% Random number to determine direction

Vi(j) = axdx(j) + Xyp_pi1 (/)

Vi(j) = axdx(j) = Xyp_rr1(J)

ALcoriTHM 1: Local Lévy-flight (LLF) operator.

X;(j) is the jth variable of the solution X;. V; is the offspring.
[d * exprnd(2 = t,,.)] is a random integer number between 1
and d *exprnd(2#t,,,,) drawn from exponential distribution.
exprnd(2 # t,,, ) returns an array of random numbers chosen
from the exponential distribution with mean parameter 2
fax- Similarly, [d # rand] is a random integer number
between 1 and d drawn from uniform distribution. And
rand is a random real number in interval (0, 1) drawn from
uniform distribution.

In addition, another important improvement is the addi-
tion of elitism strategy into the LKH. Clearly, KH has some
fundamental elitism. However, it can be further improved.
As with other population-based optimization algorithms, we
combine some sort of elitism so as to store the optimal
solutions in the population. Here, we use a more centralized
elitism on the best solutions, which can stop the best solutions
from being ruined by three motions and LLF operator in
LKH. In the main cycle of the LKH, to start with, the
KEEP best solutions are retained in a variable KEEPKRILL.
Generally speaking, the KEEP worst solutions are substituted
by the KEEP best solutions at the end of the every iteration.
There is a guarantee that this elitism strategy can make the
whole population not decline to the population with worse
fitness than the former. Note that we use an elitism strategy
to save the property of the krill that has the best fitness in
the LKH process, so even if three motions and LLF operator
corrupt their corresponding krill, we have retained it and can
recuperate to its preceding good status if needed.

Based on the above analyses, the main steps of Lévy-flight
krill herd method can be simply presented in Algorithm 2.

4. Simulation Experiments

In this section, the performance of our proposed method
LKH is tested to global numerical optimization through a
series of experiments implemented in benchmark functions.

To allow an unprejudiced comparison of CPU time, all
the experiments were carried out on a PC with a Pentium IV

processor running at 2.0 GHz, 512 MB of RAM, and a hard
drive of 160 GB. Our execution was compiled using MATLAB
R2012b (8.0) running under Windows XP3. No commercial
KH or other optimization tools were used in our simulation
experiments.

Well-defined problem sets benefit for testing the perfor-
mance of optimization algorithms proposed in this paper.
Based on numerical functions, benchmark functions can be
considered as objective functions to fulfill such tests. In our
present study, fourteen different benchmark functions are
applied to test our proposed metaheuristic LKH method.
The formulation of these benchmark functions are given in
Table 1 and the properties of these benchmark functions
are presented in Table 2. More details of all the bench-
mark functions can be found in [35, 36]. We must point
out that, in [35], Yao et al. have used 23 benchmarks to
test optimization algorithms. However, for the other low-
dimensional benchmark functions (such as d = 2, 4, and 6),
all the methods perform almost identically with each other
[37], because these low-dimensional benchmarks are too
simple to clarify the performance difference among different
methods. Therefore, in our present work, only fourteen high-
dimensional complex benchmarks are applied to verify our
proposed LKH algorithm.

4.1. General Performance of LKH. In order to explore the
merits of LKH, in this section, we compared its perfor-
mance on global numeric optimization problems with eleven
population-based optimization methods, which are ABC,
ACO, BA, CS, DE, ES, GA, HS, KH, PBIL, and PSO. ABC
(artificial bee colony) [38] is an intelligent optimization
algorithm based on the smart behavior of honey bee swarm.
ACO (ant colony optimization) [39] is a swarm intelligence
algorithm for solving optimization problems which is based
on the pheromone deposition of ants. BA (bat algorithm)
[16] is a new powerful metaheuristic optimization method
inspired by the echolocation behavior of bats with varying
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Begin

and elitism parameter

fori=1:NP (all krill) do

Foraging motion

end for i

t=t+1;
Step 4: end while

End.

Step 1: Initialization. Set the generation counter t = 1; initialize the population P of NP
krill individuals randomly and each krill corresponds to a potential solution to
the given problem; set the foraging speed V, the maximum diffusion speed
D™, and the maximum induced speed N™; set max Lévy flight step size A

KEEP: how many of the best krill to keep from one generation to the next.
Step 2: Fitness evaluation. Evaluate each krill individual according to its position.
Step 3: While the termination criteria is not satisfied or ¢ < MaxGeneration do
Sort the population/krill from best to worst.
Store the KEEP best krill as KEEPKRILL.

Perform the following motion calculation.
Motion induced by the presence of other individuals

Physical diffusion
Update the krill individual position in the search space by (6).
Fine-tune X,,, by performing LLF operator as shown in Algorithm 1.
Evaluate each krill individual according to its new position X, ;.

Replace the KEEP worst krill with the KEEP best krill stored in KEEPKRILL.
Sort the population/krill from best to worst and find the current best.

Step 5: Post-processing the results and visualization.

AvrGoriTHM 2: Lévy-flight krill herd algorithm.

pulse rates of emission and loudness. CS (cuckoo search)
[40] is a metaheuristic optimization algorithm inspired by the
obligate brood parasitism of some cuckoo species by laying
their eggs in the nests of other host birds. DE (differential
evolution) [17] is a simple but excellent optimization method
that uses the difference between two solutions to probabilisti-
cally adapt a third solution. An ES (evolutionary strategy) [41]
is an algorithm that generally distributes equal importance
to mutation and recombination and that allows two or more
parents to reproduce an offspring. A GA (genetic algorithm)
[13] is a search heuristic that mimics the process of natural
evolution. HS (harmony search) [20] is a new metaheuristic
approach inspired by behavior of musician’ improvisation
process. PBIL (probability-based incremental learning) [42]
is a type of genetic algorithm where the genotype of an
entire population (probability vector) is evolved rather than
individual members. PSO (particle swarm optimization) [22]
is also a swarm intelligence algorithm which is based on
the swarm behavior of fish and bird schooling in nature.
In addition, it should be noted that, in [27], Gandomi and
Alavi have proved that, comparing all the algorithms, the KH
II (KH with crossover operator) performed the best which
confirms the robustness of the KH algorithm. Therefore, in
our work, we use KH II as a standard KH algorithm.

In our experiments, we will use the same parameters for
KH and LKH that are the foraging speed V; = 0.02, the
maximum diffusion speed D™ = 0.005, the maximum
induced speed N™ = 0.01, and max Lévy-flight step size
A = 1.0 (only for LKH). For ACO, DE, ES, GA, PBIL, and

PSO, we set the same parameters as [36, 43]. For ABC, the
number of colony size (employed bees and onlooker bees)
NP = 50, the number of food sources Food Number = NP/2,
and maximum search times limit = 100 (a food source which
could not be improved through “limit” trials is abandoned by
its employed bee). For BA, we set loudness L = 0.95, pulse
rate r = 0.5, and scaling factor ¢ = 0.1; for CS, a discovery
rate p, = 0.25. For HS, we set harmony memory accepting
rate = 0.75 and pitch adjusting rate = 0.7.

We set population size NP = 50 and maximum generation
Maxgen = 50 for each method. We ran 100 Monte Carlo
simulations of each method on each benchmark function
to get representative performances. Tables 3 and 4 illustrate
the results of the simulations. Table 3 shows the average
minima found by each method, averaged over 100 Monte
Carlo runs. Table 4 shows the absolute best minima found by
each method over 100 Monte Carlo runs. That is to say, Table 3
shows the average performance of each method, while Table 4
shows the best performance of each method. The best value
achieved for each test problem is marked in bold. Note that
the normalizations in the tables are based on different scales,
so values cannot be compared between the two tables. Each of
the functions in this study has 20 independent variables (i.e.,
d = 20).

From Table 3, we see that, on average, LKH is the most
effective at finding objective function minimum on twelve of
the fourteen benchmarks (FO1-F08, F10, and F12-F14). ABC
and GA are the second most effective, performing the best on
the benchmarks F11 and FO9 when multiple runs are made,
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TABLE 2: Properties of benchmark functions, Ib denotes lower bound, ub denotes upper bound, and opt denotes optimum point.

Number Function b ub opt Continuity Modality
FO01 Ackley -32.768 32.768 0 Continuous Multimodal
F02 Fletcher-Powell -7 i 0 Continuous Multimodal
F03 Griewangk -600 600 0 Continuous Multimodal
F04 Penalty #1 -50 50 0 Continuous Multimodal
F05 Penalty #2 -50 50 0 Continuous Multimodal
F06 Quartic with noise -1.28 1.28 1 Continuous Multimodal
Fo7 Rastrigin -5.12 5.12 0 Continuous Multimodal
Fo8 Rosenbrock —-2.048 2.048 0 Continuous Unimodal
F09 Schwefel 2.26 —512 512 0 Continuous Multimodal
F10 Schwefel 1.2 -100 100 0 Continuous Unimodal
Fl1 Schwefel 2.22 -10 10 0 Continuous Unimodal
F12 Schwefel 2.21 -100 100 0 Continuous Unimodal
F13 Sphere -5.12 5.12 0 Continuous Unimodal
F14 Step -5.12 5.12 0 Discontinuous Unimodal

TABLE 3: Mean normalized optimization results in fourteen benchmark functions. The values shown are the minimum objective function
values found by each algorithm, averaged over 100 Monte Carlo simulations.

ABC ACO BA CS DE ES GA HS KH LKH PBIL PSO
Fo1 5.26 6.20 7.81 6.84 4.85 7.54 6.70 7.74 1.85 1.00 7.84 6.53
Fo2 2.63 10.01 14.42 6.82 3.80 9.77 4.25 9.42 3.67 1.00 9.02 8.27
F03 31.49 10.22 182.64 61.09 1719 78.85 32.57 155.54 4.59 1.00 176.91 64.57
Fo4 8.5E5 3.3E7 4.5E7 2.6E6 1.1E5 1.9E7 2.7E5 2.9E7 9.2E3 1.00 43E7 2.5E6
F05 1.2E6 1.7E7 2.8E7 3.0E6 2.9E5 1.3E7 5.1E5 2.2E7 3.5E4 1.00 2.6E7 3.1E6
F06 3.4E5 3.3E5 5.5E6 7.6E5 1.2E5 4.1E6 3.3E5 3.8E6 3.8E4 1.00 4.6E6 8.8E5
F07 1.22 2.30 3.42 2.64 1.99 3.16 2.04 2.89 1.25 1.00 3.18 2.34
F08 15.83 85.99 89.29 25.57 13.40 110.42 23.00 75.23 5.34 1.00 90.29 26.64
F09 1.77 111 3.93 2.86 2.24 2.73 1.00 3.33 2.10 1.93 3.47 3.35
F10 51.56 43.79 123.64 29.15 68.30 72.56 48.30 66.46 33.17 1.00 75.49 51.20
F11 1.00 2.84 4.57 2.79 1.23 4.32 2.19 3.52 1.50 4.22 3.51 2.58
F12 14.65 9.13 15.73 11.05 11.98 14.52 12.31 14.91 2.46 1.00 15.61 12.52
F13 5.6E3 1.5E4 3.2E4 1.2E4 3.1E3 3.3E4 1.1E4 3.0E4 851.62 1.00 3.2E4 1.2E4
F14 205.78 95.69 1.1E3 427.88 103.81 700.63 227.85 1.0E3 29.20 1.00 1.2E3 411.03
Time 2.40 3.22 1.08 2.02 1.95 2.03 2.38 2.77 4.66 4.30 1.00 2.37
Total 1 0 0 0 0 0 1 0 0 12 0 0

*The values are normalized so that the minimum in each row is 1.00. These are not the absolute minima found by each algorithm, but the average minima

found by each algorithm.

respectively. Table 4 shows that LKH performs the best on
twelve of the fourteen benchmarks which are F01-F04, FO6—
F08, and F10-F14. ACO and GA are the second most effective,
performing the best on the benchmarks F05 and FO9 when
multiple runs are made, respectively.

Moreover, the computational times of the twelve opti-
mization methods were alike. We collected the average
computational time of the optimization methods as applied
to the 14 benchmarks considered in this section. The results
are given in Table 3. From Table 3, PBIL was the quickest
optimization method, and LKH was the eleventh fastest of the
twelve algorithms. This is because that the evaluation of step
size by Lévy flight is too time consuming. However, we must
point out that in the vast majority of real-world engineering

applications, it is the fitness function evaluation that is by far
the most expensive part of a population-based optimization
algorithm.

In addition, in order to further prove the superiority of the
proposed LKH method, convergence plots of ABC, ACO, BA,
CS, DE, ES, GA, HS, KH, LKH, PBIL, and PSO are illustrated
in Figures 1-14 which mean the process of optimization. The
values shown in Figures 1-14 are the average objective func-
tion optimum obtained from 100 Monte Carlo simulations,
which are the true objective function value, not normalized.
Most importantly, note that the best global solutions of the
benchmarks (F04, F05, F11, and F14) are illustrated in the
form of the semilogarithmic convergence plots. KH is short
for KH II in the legends of the figures.
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TABLE 4: Best normalized optimization results in fourteen benchmark functions. The values shown are the minimum objective function

values found by each algorithm.

ABC ACO BA CS DE ES GA HS KH LKH PBIL PSO
FO1 39.13 51.65 64.63 54.80 39.31 66.38 35.21 74.39 6.59 1.00 73.39 56.78
F02 13.81 52.37 68.76 37.85 18.34 52.09 5.64 41.98 16.07 1.00 36.30 40.23
F03 13.52 6.71 91.05 3741 14.32 53.67 5.95 121.61 1.78 1.00 84.88 46.62
Fo4 309.00 1.26 3.0E8 9.9E6 7.7E4 4.6E8 282.60 5.5E8 645.76 1.00 1.2E9 1.2E7
F05 2.2E5 1.00 1.7E8 1.8E7 1.9E6 2.0E8 2.1E4 2.0E8 7.3E4 2.70 3.1E8 2.8E7
Fo6 1.2E6 4.9E6 6.1E7 7.6E6 3.9E6 1.8E8 3.1E6 1.2E8 1.3E6 1.00 1.8E8 2.4E7
F07 2.00 4.53 6.30 4.95 3.68 6.28 3.21 4.75 1.98 1.00 5.90 4.90
F08 10.40 70.89 54.16 15.03 12.74 109.61 17.46 58.83 5.56 1.00 70.98 19.22
F09 4.60 2.18 9.10 6.98 6.28 7.80 1.00 10.10 4.83 4.53 10.01 8.14
F10 560.93 236.20 703.61 265.75 929.67 893.67 280.77 553.77 265.62 1.00 1.1E3 495.02
F11 20.01 32.33 75.00 44.09 29.25 83.22 31.79 88.27 23.70 1.00 86.51 54.41
F12 39.39 18.51 45.36 28.77 34.87 48.27 23.82 48.37 4.08 1.00 45.44 36.44
F13 1.0E4 3.8E4 6.7E4 2.1E4 7.9E3 9.0E4 1.0E4 1.0E5 1.5E3 1.00 7.8E4 3.5E4
F14 595.00 470.00 6.5E3 1.7E3 633.50 4.5E3 592.00 5.8E3 113.00 1.00 7.0E3 1.8E3
Total 0 1 0 0 0 0 1 0 0 12 0 0

“The values are normalized so that the minimum in each row is 1.00. These are the absolute best minima found by each algorithm.
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FIGURE 1: Comparison of the performance of the different methods
for the FO1 Ackley function.

Figure 1shows the results obtained for the twelve methods
when the FO1 Ackley function is applied. From Figure 1,
clearly, we can draw the conclusion that LKH is significantly
superior to all the other algorithms during the process of
optimization. For other algorithms, although slower, KH II
eventually finds the global minimum close to LKH, while
ABC, ACO, BA, CS, DE, ES, GA, HS, PBIL, and PSO fail to
search the global minimum within the limited generations.
Here, all the algorithms show the almost same starting
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FIGURE 2: Comparison of the performance of the different methods
for the FO2 Fletcher-Powell function.

point; however, LKH outperforms them with fast and stable
convergence rate.

Figure 2 illustrates the optimization results for F02
Fletcher-Powell function. In this multimodal benchmark
problem, it is clear that LKH outperforms all other methods
during the whole progress of optimization. Other algorithms
do not manage to succeed in this benchmark function within
maximum number of generations. At last, ABC and KH II
converge to the value that is significantly inferior to LKH’.
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FIGURE 3: Comparison of the performance of the different methods
for the FO3 Griewank function.

Figure 3 shows the optimization results for FO3 Griewank
function. From Figure 3, we can see that the figure shows
that there is a little difference between the performance
of LKH and KH II. However, from Table 3 and Figure 3,
we can conclude that, LKH performs better than KH II
in this multimodal function. Through carefully looking at
Figure 6, ACO has a fast convergence initially towards the
known minimum, as the procedure proceeds LKH gets closer
and closer to the minimum, while ACO comes into being
premature and traps into the local minimum.

Figure 4 shows the results for FO4 Penalty #1 function.
From Figure 4, clearly, LKH outperforms all other methods
during the whole progress of optimization in this multimodal
function. Eventually, KH II performs the second best at
finding the global minimum. Although slower later, DE
performs the third best at finding the global minimum.

Figure 5 shows the performance achieved for FO5 Penalty
#2 function. For this multimodal function, similar to the F04
Penalty #2 function as shown in Figure 4, LKH is significantly
superior to all the other algorithms during the process of
optimization. Here, KH II shows a stable convergence rate
in the whole optimization process and eventually it performs
the second best at finding the global minimum that is
significantly superior to the other algorithms.

Figure 6 shows the results achieved for the twelve meth-
ods when using the FO6 Quartic (with noise) function. For
this case, the figure shows that there is a little difference
among the performance of DE, GA, KH II, and LKH. From
Table 3 and Figure 6, we can conclude that LKH performs the
best in this multimodal function. KH II, DE, and GA perform
as well and have ranks of 2, 3, and 4, respectively. Through
carefully looking at Figure 6, PSO has a fast convergence
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FIGURE 4: Comparison of the performance of the different methods
for the FO4 Penalty #1 function.
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FIGURE 5: Comparison of the performance of the different methods
for the FO5 Penalty #2 function.

initially towards the known minimum; as the procedure
proceeds, LKH gets closer and closer to the minimum, while
PSO comes into being premature and traps into the local
minimum.

Figure 7 shows the optimization results for the F07
Rastrigin function. In this multimodal benchmark problem,
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FIGURE 6: Comparison of the performance of the different methods
for the FO6 Quartic (with noise) function.
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it is obvious that LKH outperforms all other methods during
the whole progress of optimization. For other algorithms, the
figure shows that there is little difference between the per-
formance of ABC and KH II. From Table 3 and Figure 7, we
can conclude that, KH II performs slightly better than ABC
in this multimodal function. In addition, other algorithms do
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FIGURE 8: Comparison of the performance of the different methods
for the FO8 Rosenbrock function.

not manage to succeed in this benchmark function within the
maximum number of generations.

Figure 8 shows the results for FO8 Rosenbrock function.
From Figure 8, we can conclude that LKH performs the
best in this unimodal function. In addition, KH II, DE,
and ACO perform very well and have ranks of 2, 3, and 4,
respectively. Through carefully looking at Figure 8, PSO has
a fast convergence initially towards the known minimum;
however, it is outperformed by LKH after 10 generations.
For other algorithms, they do not manage to succeed in
this benchmark function within the maximum number of
generations.

Figure 9 shows the equivalent results for the F09 Schwefel
2.26 function. From Figure 9, clearly, GA is significantly
superior to other algorithms including LKH during the
process of optimization, while ACO and ABC perform the
second and the third best in this multimodal benchmark
function, respectively. Unfortunately, LKH only performs the
fourth in this multimodal benchmark function.

Figure 10 shows the results for F10 Schwefel 1.2 function.
For this case, LKH, CS, KH II, and ACO perform the best and
have ranks of 1, 2, 3, and 4, respectively. Looking carefully at
Figure 7, LKH has the fastest and stable convergence rate at
finding the global minimum and significantly outperforms all
other approaches.

Figure 11 shows the results for F11 Schwefel 2.22 function.
From Figure 11, similar to the F09 Schwefel 2.26 function
as shown in Figure 9, it is clear that ABC is significantly
superior to other algorithms including LKH during the
process of optimization. For other algorithms, DE and KH
II perform very well and have ranks of 2 and 3, respectively.
Unfortunately, LKH only performs the tenth best in this
unimodal benchmark function among the twelve methods.
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FIGURE 10: Comparison of the performance of the different methods
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Figure 12 shows the results for F12 Schwefel 2.21 function.
Very clearly, LKH has the fastest convergence rate at finding
the global minimum and significantly outperforms all other
methods. For other algorithms, KH IT and ACO that are only
inferior to LKH perform very well and have ranks of 2 and 3,
respectively.

1

107 - - - - -

100 F! 3

10°

10*

10°

Benchmark function value

102

10!

Number of generations

+ ABC —— GA
—— ACO # HS
—— BA - KH
<i- CS —— LKH
* DE -o- PBIL
-A- ES -&- PSO

FIGURE 11: Comparison of the performance of the different methods
for the F11 Schwefel 2.22 function.
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FIGURE 12: Comparison of the performance of the different methods
for the F12 Schwefel 2.21 function.

Figure 13 shows the results for F13 Sphere function. From
Figure 13, LKH shows the fastest convergence rate at finding
the global minimum and significantly outperforms all other
methods. In addition, KH II, DE, and ACO perform very well
and have ranks of 2, 3, and 4, respectively.

Figure 14 shows the results for F14 Step function. Clearly,
LKH shows the fastest convergence rate at finding the
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global minimum and significantly outperforms all other
approaches. Though slow, KH II performs the second best at
finding the global minimum that is only inferior to the LKH.

From the above analyses about Figures 1-14, we can
come to a conclusion that our proposed hybrid metaheuristic
LKH algorithm significantly outperforms the other eleven
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algorithms. In general, KH II is only inferior to LKH and
performs the second best among twelve methods. ABC, ACO,
DE, and GA perform the third best only inferior to the
LKH and KH II; ABC and GA especially perform better
than LKH on benchmark functions F11 and F09, respectively.
Furthermore, the illustration of benchmarks F04, F05, F06,
F08, and F10 shows that PSO has a faster convergence rate
initially, while later, it converges slower and slower to the true
objective function value.

4.2. Discussion. For all of the standard benchmark functions
considered in this section, the LKH method has been demon-
strated to perform better than, or at least highly competitive
with, the standard KH and other eleven acclaimed state-
of-the-art population-based methods. The advantages of
LKH involve performing simply and easily and have few
parameters to regulate. The work here proves the LKH to be
robust, powerful, and effective over all types of benchmark
functions.

Benchmark evaluating is a good way for testing the
performance of the metaheuristic methods, but it is also
not flawless and has some limitations. First, we did not do
much work painstakingly to carefully regulate the optimiza-
tion methods in this section. In general, different tuning
parameter values in the optimization methods might lead
to significant differences in their performance. Second, real-
world optimization problems may have little of a relationship
to benchmark functions. Third, benchmark tests may arrive
at fully different conclusions if the grading criteria or problem
setup changes. In our present work, we looked into the
mean and best values obtained with some population size
and after some number of iterations. However, we might
reach different conclusions if, for example, we change the
population size, or look at how many population size it needs
to reach a certain function value, or if we change the iteration.
Despite these caveats, the benchmark results represented here
are prospective for LKH and show that this novel method
might be capable of finding a niche among the plethora of
population-based optimization methods.

Note that running time is a bottleneck to the implemen-
tation of many population-based optimization algorithms.
If an algorithm converges too slowly, it will be impractical
and infeasible, since it would take too long to search an
optimal or suboptimal solution. LKH seems not to require
an unreasonable amount of computational time; of the twelve
comparative optimization methods used in this paper, LKH
was the eleventh fastest. How to speed up the LKH’s conver-
gence is worthy of further study.

In our study, 14 benchmark functions have been applied
to evaluate the performance of our LKH method; we will
test our proposed method on more optimization problems,
such as the high-dimensional (d > 20) CEC 2010 test suit
[44] and the real-world engineering problems. Moreover,
we will compare LKH with other optimization algorithms.
In addition, we only consider the unconstrained function
optimization in this study. Our future work consists of adding
the other techniques into LKH for constrained optimization
problems, such as constrained real-parameter optimization
CEC 2010 test suit [45].
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5. Conclusion and Future Work

Due to the limited performance of KH on complex problems,
LLF operator has been introduced into the standard KH
to develop a novel Lévy-flight krill herd (LKH) algorithm
for optimization problems. In LKH, at first, original KH
algorithm is applied to shrink the search region to a more
promising area. Thereafter, LLF operator is implemented
as a critical complement to perform the local search to
exploit the limited area intensively to get better solutions. In
principle, KH takes full advantage of the three motions in the
population and has experimentally demonstrated very good
performance on the multimodal problems. In a rugged region
of the fitness landscape, KH may fail to proceed to better
solutions [27]. Then, LLF operator is adaptively launched to
reboost the search. The LKH makes an attempt at taking
merits of the KH and Lévy flight in order to avoid all krill
getting trapped in inferior local optimal regions. The LKH
enables the krill to have more diverse exemplars to learn from
as the krill are updated each generation and also form new
krill to search in a larger search space. With both techniques
combined, LKH can balance exploration and exploitation and
effectively solve complex multimodal problems.

Furthermore, this new method can speed up the global
convergence rate without losing the strong robustness of the
basic KH. From the analysis of the experimental results, we
can see that the Lévy-flight KH clearly improves the reliability
of the global optimality and they also enhance the quality of
the solutions. Based on the results of the twelve methods on
the test problems, we can conclude that LKH significantly
improves the performances of the KH on most multimodal
and unimodal problems. In addition, LKH is simple and
implements easily.

In the field of numerical optimization, there are consider-
able issues that deserve further study, and some more efficient
optimization methods should be developed depending on the
analysis of specific engineering problem. Our future work will
focus on the two issues. On the one hand, we would apply our
proposed LKH method to solve real-world civil engineering
optimization problems [46], and, obviously, LKH can be
a promising method for these optimization problems. On
the other hand, we would develop more new metaheuristic
methods to solve optimization problems more efficiently and
effectively.
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This paper proposes a novel integrated design strategy to accomplish simultaneous topology shape and sizing optimisation of a two-
dimensional (2D) truss. An optimisation problem is posed to find a structural topology, shape, and element sizes of the truss such
that two objective functions, mass and compliance, are minimised. Design constraints include stress, buckling, and compliance. The
procedure for an adaptive ground elements approach is proposed and its encoding/decoding process is detailed. Two sets of design
variables defining truss layout, shape, and element sizes at the same time are applied. A number of multiobjective evolutionary
algorithms (MOEAs) are implemented to solve the design problem. Comparative performance based on a hypervolume indicator
shows that multiobjective population-based incremental learning (PBIL) is the best performer. Optimising three design variable

types simultaneously is more efficient and effective.

1. Introduction

Nowadays, the use of artificial intelligence techniques in a
wide variety of engineering applications has become com-
monplace as a means of responding to needs to deal with
complicated systems which classical mathematical methods
cannot solve [1, 2]. Such techniques include, for example,
neural networks, fuzzy sets, and evolutionary computation
[1]. Applications of evolutionary algorithms (EAs) for tack-
ling engineering design problems have become increasingly
popular due to certain advantages. The methods are simple
to use, robust, and capable of dealing with almost any kind of
design problem, for example, structural design [3-8], supply
chain management [9], quay management [10], sensor place-
ment [11], and manufacturing tasks [12, 13]. Design variables
can be discrete, continuous, and combinatorial. They can
search for global optima effectively. More attractively, the
multiobjective versions of evolutionary algorithms can be
used to explore a Pareto front within one optimisation run.
Nevertheless, EAs have some unavoidable drawbacks as they

have a low convergence rate and a lack of consistency due to
randomisation being used in a search process. As a result,
there are always needs to improve EAs performance. The
hybridisation of existing methods with local search tech-
niques [14] or other EA concepts is a means to achieve such
a goal [12, 15]. Also, the use of surrogate models for design
problems with expensive function evaluations is an effective
way to enhance EAs [16]. When using EAs to solve a new type
of design problem, it is always useful to compare the search
performance of a number of EAs for such a problem. This
is because one particular EA may be efficient for one design
problem but it is unlikely to be the best performer for other
types of problems [17].

A truss structure is one of the most used structures in
engineering applications. Using such a structure is said to
be advantageous, since they are simple and inexpensive to
construct. It can be employed for many engineering purposes,
for example, a billboard structure, a factory roof structure, a
bridge structure, and a wind turbine tower. In the past, the
design of such a structure was usually carried out in such



away that an initial structural configuration was formed by an
experienced engineering designer for conceptual design. The
classical civil engineering design approach is then applied in
the preliminary and detailed design stages. In recent years,
considerable research work towards design/optimisation of
trusses and frames has been conducted. Thousands of
research papers have been published (e.g., [18-28]). For truss
optimisation, design variables can be classified as topological
[23, 29-33], shape, and sizing variables [5, 7, 34-38]. In the
past, a designer traditionally performs topology optimisation
in the first design phase to obtain an initial structural layout.
Shape and sizing optimisation are then conducted to further
improve the structure. This can be called a multilevel or
multistage optimisation process. Nevertheless, it has been
investigated that the better design process is to perform
topology, shape, and sizing optimisation simultaneously [28].
Combined topology and sizing [21, 24], shape and sizing [34-
38], topology and shape [18, 20, 22], and all three variable
types [19, 26, 28, 39-41] have been recently investigated.

One of the most effective design strategies for truss topol-
ogy optimisation is the use of a ground element approach. The
topological design process based upon ground elements can
be tackled by both gradient-based [21, 31, 42] and population-
based optimisers [28, 29, 33]. The gradient-based methods
have advantages in that they have high convergence rate and
search consistency (obtaining the same design solution when
solving the same problem several times). They are powerful
for a large-scale topology design problem. Nevertheless, the
population-based or evolutionary approaches have other
advantages, since they are more robust and do not require
function derivatives for searching. Moreover, for multiob-
jective design cases, evolutionary algorithms have a special
feature: to explore a nondominated front within one optimi-
sation run. This, together with the capability of solving all
kinds of design problems, makes the evolutionary algorithms
popular among researchers and designers.

This paper presents a novel design strategy to achieve
simultaneous topology shape and sizing design of a planar
truss structure. A multiobjective design problem with two
different sets of design variables is assigned in this work. The
problem is minimising structural mass and compliance sub-
ject to stress, buckling, and compliance constraints. The first
set of design variables is used to design structural topology
and truss element sizing while structural shape variables
are added to the second set of design variables. These two
design variable sets in combination with the adaptive ground
element concept result in two multiobjective design prob-
lems. MOEAs employed to tackle the problems are second
version of strength Pareto evolutionary algorithm (SPEA)
[43], population-based incremental learning [44], archived
multiobjective simulated annealing (AMOSA) [45], multiob-
jective particle swarm optimisation (MPSO) [46], and unre-
stricted population size evolutionary multiobjective optimi-
sation algorithm (UPS-EMOA) [47]. The results obtained
from using the various optimisers are compared and dis-
cussed. It is shown that the second design variables set which
includes all types of design variables is superior to the first set.

The rest of the paper is organised as follows. Section 2
briefly details MOEAs. A multiobjective design problem is
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expressed in Section 3. Section 4 details the decoding/encod-
ing procedures for simultaneous topology, shape, and sizing
design variables with adaptive ground elements. Design
results and comparative performance are shown in Section 5
while conclusions are drawn in Section 6.

2. Multiobjective Evolutionary Algorithms

The field of multiobjective evolutionary optimisation is one
of the hottest issues in evolutionary computation. The most
outstanding ability of MOEAs is that they can explore a Pareto
front within one simulation run. This in combination with
their simplicity, robustness, and capability of dealing with all
kind of variables makes this kind of optimiser more popular
and attractive. MOEAs search mechanisms are based on a
population of design solutions, which work in such a way that
a population is evolved iteration by iteration. A matrix called
an external Pareto archive is used to collect nondominated
solutions iteratively. The Pareto archive is updated until a
termination criterion is fulfilled. The MOEAs used for a com-
parative performance test in this paper are given below.

2.1. Strength Pareto Evolutionary Algorithm. SPEA was pro-
posed by Zitzler and Thiele [48], and later its improved ver-
sion SPEA2 [43]. The search procedure starts with an initial
population and an external Pareto set. Fitness values are
assigned to the population based upon the levels of domi-
nation and crowding. A set of solutions are then selected to
a mating pool by means of a binary tournament selection
operator. A new population is produced using crossover and
mutation on those selected individuals. The updated external
Pareto solutions are the nondominated solutions of the
union set of the previous external Pareto set and the new
population. In cases that the Pareto archive is full, the nearest
neighbourhood technique is invoked to remove some design
solutions from the archive. The Pareto archive is updated
repeatedly until the termination criterion is met.

2.2. Population-Based Incremental Learning. The algorithm
of multiobjective PBIL [44] starts with an external Pareto
archive and initial probability matrix having all elements set
to be 0.5. A set of binary design solutions are then created
corresponding to the probability matrix while their function
values are evaluated. The Pareto archive is updated with the
nondominated solutions of the new population and the mem-
bers of the previous Pareto archive. In cases that the number
of nondominated solutions exceeds the predefined archive
size, the normal line method is activated to remove some
members from the archive. The probability matrix and the
Pareto archive are iteratively updated until the termination
criteria are fulfilled.

2.3. Archived Multiobjective Simulated Annealing. Simulated
Annealing (SA) is one of the most popular random-directed
optimisers. It has long been used in a wide variety of design
applications [49, 50]. The method is based upon mimicking
the random behaviour of molecules during the annealing
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process, which involves slow cooling from a high tempera-
ture. For AMOSA [45], the method starts with initial temper-
ature, a population, and a Pareto archive. A simple downbhill
technique is then applied to improve the population and
update the archive for a few iterations. Then, a parent design
solution is randomly chosen from the archive and it is used
to generate a child or candidate solution by means of muta-
tion. The parent is replaced by its offspring if the offspring
dominates it. In cases that the parent is nondominated by the
offspring, the parent still has a probability of being replaced.
Such a probability is based on Boltzmann probability and the
amount of domination between them. As the children are
created, the Pareto archive is updated while the annealing
temperature is reduced iteratively until a termination condi-
tion is met. An archiving technique for this algorithm is called
a clustering technique.

2.4. Multiobjective Particle Swarm Optimisation. The particle
swarm optimisation method uses real codes and searches
for an optimum by mimicking the movement of a flock of
birds, which aim to find food [46]. The search procedure
herein is based on the particle swarm concepts combined
with the use of an external Pareto archiving scheme. Starting
with an initial set of design solutions (viewed as particles) as
well as their initial velocities and objective function values,
an initial Pareto archive is filled with the nondominated
solutions obtained from sorting the initial population. A new
population is then created by using the particle swarm
updating strategy where the global best solution is randomly
selected from the external Pareto archive. Afterwards, the
external archive is updated by the nondominated solutions
of the union set of the new population and the previous
nondominated solutions. In cases that the number of non-
dominated solutions is too large, the adaptive grid algorithm
[51] is employed to properly remove some solutions from
the archive. The Pareto archive is repeatedly improved until
tulfilling the termination criteria.

2.5. Unrestricted Population Size Evolutionary Multiobjective
Optimisation Algorithm. The unrestricted population-size
EMO algorithm was proposed by Aittokoski and Miettinen
[47]. Similarly to the nondominated sorting genetic algo-
rithm (NSGAII) [52], this optimiser uses a population to
contain nondominated solutions, but its population size is
unlimited. Some solutions from an initial population are
randomly selected to produce some offspring by using a
differential evolution operator. A new population contains
nondominated solutions sorted from the combination of
the offspring and the current population. The method has
an unrestricted population size, therefore this somewhat
provides population diversity. The optimiser is usually termi-
nated with the maximum number of function evaluations.

3. Topological Design

Structural topology optimisation of trusses using the ground
element approach can be performed in such a way that

ground finite elements, all possible combinations of prede-
fined nodes in the given design domain, are created in the ini-
tial stage. Topological design variables determine elements’
cross-sectional areas. After an optimisation run, elements
with very small sizes will be removed from the structure while
other elements are retained as truss members. With such a
concept, an initial structural configuration is achieved. In
this work, the biobjective design problem for a 2D truss with
simultaneous topology shape and sizing design variables can
be expressed as follows:

min {mass,c},

subject t0 Oy < T w
A<,
c<¢y (2)
x € (),

where mass is structural mass, c is structural compliance, ¢,
is allowable compliance, and o,,,, is the maximum stress on
truss elements. 0, = 0,,/Ng is an allowable stress, A; is
a buckling factor for each element (defined as the ratio of
applied load to critical load), o, is yield strength, Np is the
factor for safety, x is a vector of design variables, and Q is a
design domain of x.

The first design objective, structural mass, is set to
minimise cost while minimising the second objective, which
is equivalent to structural stiffness maximisation. The stress
and buckling constraints are assigned for safety requirements
while the compliance constraint is imposed so as to obtain
reasonable structural layouts. For one evaluation, with the
input design variables, a finite element (FE) model of a truss is
obtained and the FE analysis is performed. Having obtained
nodal displacement and axial stresses of truss elements, the
local buckling factor for each element can then be computed.

4. Adaptive Ground Elements

Two design variables sets are assigned in this paper. The first
set is created for simultaneous topology and sizing optimisa-
tion. Figure 1shows a rectangular design domain sized W x H
for a 2D truss structure used in this study. The structure is
subjected to point load F = 500N at the top right-hand
corner of the domain [33]. The width was set to be constant at
2 meters while the domain height could be varied in the range
of [H,in> Hinax) = [0.25, 1] meter. Fixed boundary conditions
were assigned at the left edge of the domain as shown.

Given that an array of predefined nodes is defined, ground
elements as the combinations between the nodes are formed
as shown in Figure 2. With the parameters n, and n,, being
the numbers of equispaced nodes in the x and y directions,
respectively, n, x n, nodal positions were then generated
where, in this study, n, € {3,4,5} and n, € {2,3,4}. The
parameters n, and »,, are the numbers of rows and columns of
an input node array, respectively. The total number of ground
elements as N, = (n, — l)ny + 3(n, — 1)(ny — 1) node
combinations could be obtained as shown in Figure 2.
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The design variables include the parameters H, n,, and n
and the diameters of the ground elements. Given that n, ...
andn,, ., are the maximum values for n, and n, respectively,
the possible maximum number of design variables is set as
Ne,max + 3 where Ne,max = (nx,max - 1)ny,max + 3(nx,max - 1)
(), max — 1). The computational steps for design variables
decoding were as follows.

Input. x, sized (N, ..« +3) x 1; x; € [0,1].

,max

(D) SetH = H;,, + x,(Hpp — Hipin)» 1, = round(n, g, +
% (Memax = Mymin))> and n, = round(n, ., +
x3(ny,max - ny,min))'

(2) Compute N, = (n, — Dn,, + 3(n, - 1)(n, - 1).

(3) Generate n, x n, structural nodes, and N, ground
elements.

(4) Assign element diameters. Set y; = 4x; fori =4,...,
N, +3and j=1,...,N,, which means y; € [0,4].

(5) For j=1toN,

(5.1) If round (yj) =0, set dj =0.000001 m
(5.2) If round (yj) =1, set dj =0.0lm

(5.3) If round (yj) =2, set dj =0.02m
(5.4) If round (yj) =3, set dj =0.03m
(5.5) If round (yj) =4, set dj =0.04m

End

(6) Assign fixed boundary conditions for all nodes at x =
0.

(7) Apply the y-direction point load at the last node
number.

Output. Nodal positions, ground element connections, boun-
dary conditions, force vector, and elements’ diameters.

The function round (x) gives the nearest integer to x.
Although the design vector is sized (N, . +3) X1, only N, +3
elements were used for each evaluation. The design variables
are said to be mixed integer/continuous, which are simpler to
deal with by using MOEAs. After having the nondominated
solutions, elements with 0.000001 m diameter (or the case of
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w
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FIGURE 2: Adaptive ground elements.

round (y;) = 0) were deleted from the ground structure to
form a structural layout. A small element diameter is assigned
in order to prevent singularity in a global stiffness matrix of a
finite element model.

The second design variables set is an extension of the first
set where parameters for nodal positions are added. For
this study, initial positions of the truss joint are set as an
array as the first design variables set shown in Figure 2.
Additional shape design parameters determine the position
changes of those nodes in x- and y-directions. All truss nodal
positions except the fixed joints and the top row nodes are
assigned to be varied in both x- and y-directions during an
optimisation process. The top row nodal positions are allowed
to be changed in the x direction in order to keep all top row
nodes at the same level. As a result, the number of additional
shape variables is Ny, = (n, — 1)(2ny — 1). Therefore, the
possible maximum number of design variables for this case is
Ne,max + Nsh,max +3 where Nsh,max = (nx,max - 1)(2”y,max - 1)
The computational steps for design vector encoding can be
given as follows.

Input. x, sized (N, . + Ny +3)x 1;x; € [0,1].

h,max

(1) SetH = H,;, +x, (Hpax — Hinin)> 1, = round(n
X (M max — Mymin))> and n, = round(n
x3(ny,max - ny,min))'

(2) Compute N, = (n, — 1)ny +3(n, - 1)(ny -1).

(3) Compute N, , = n,(n,—1)and Ny, , = (n,—1) (n,—

+
+

x,min

y,min

1).

(4) Compute the move limit for x-direction nodal posi-
tion as Ax;, = ~(W/2/n, . —0.01), and Ax,,, =
W/2/n, nax — 0.01 meter.

(5) Compute the move limit for y-direction nodal posi-
tionas Ay, = —(Hpyin/2/My max —0.01), and Ay, =
H,in/2/1y 1ax — 0.01] meter.

(6) Generate n, x n, initial structural nodes X, Y,
and N, ground elements where X and Y are nodal
coordinates in x- and y-directions, respectively.

(7) Assign element diameters. Set y; = 4x; for i =
4,...,N,+3and j=1,...,N,.

(8) For j=1to N,
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(8.1) If round (yj) =0, set dj =0.000001 m
(8.2) If round (yj) =1 set dj =0.0lm
(8.3) If round (yj) =2, set dj =0.02m
(8.4) If round (y;) =3, set dj =0.03m
(8.5) If round (yj) =4, set dj =0.04m
End

(9) Set Ax; = Axpyiy + (Axpax = AXpin)x; fori = (N, +
4),...,(N,+ Ny, +3)and j = 1,..., N, .. Update x-
direction nodal positions X; = X; + Ax; for all node
positions allowed to be changed.

(10) Set Ay; = Aymin + (AYmax = DYmin)x; for i =
(Ne + Ny +4),...,(N, + N, o + Ng, ), + 3) and
j =1...,Ng,,. Update y-direction nodal positions
Y; = Y; + Ay; for all node positions allowed to be
changed.

(11) Assign fixed boundary condition for all nodes at x =
0.

(12) Apply the y-direction point load at the last node
number.

Output. Nodal positions, ground element connections, boun-
dary conditions, force vector, and elements’ diameters.

The design vector is sized (N, o + Nepmax + 3) X 15
however, only N, + N, + 3 elements were used for each
finite element model. The design problem (1) using the first
set of design variables is termed OPT1 whereas the problem
using the second set of design variables is named OPT2.
The structure is made up of a material with Young modulus,
yield strength, and density of 214 x 10° Pa, 360 x 10° Pa, and
7850 kg/m’, respectively. The factor for safety was set to be
1.5 while the parameter ¢,; was set to be 0.04 N-m. Seven
multiobjective evolutionary strategies are employed in this
study where the optimisation settings are detailed as follows.

SPEAL: version two of SPEA using real codes with
crossover and mutation rates of 1.0 and 0.05, respec-
tively.

SPEA2: version two of SPEA using real codes with
crossover and mutation rates of 1.0 and 0.5, respec-
tively.

SPEA3: version two of SPEA using real codes with
crossover and mutation rates of 1.0 and 0.75, respec-
tively.

PBIL using binary codes with 0.05 mutation rate: and
0.2 mutation shift.

AMOSA: performs a simple downhill operator for
the first 3 generations before entering the main
procedure. In this paper, the method uses real codes
where a candidate is obtained by means of mutation.

MPSO: using real codes with a starting inertia weight,
an ending inertia weight, a cognitive learning factor,
and a social learning factor of 0.75, 0.1, 0.75, and 0.75,
respectively.

5
TABLE 1: Hypervolume comparison of OPT1 and OPT2.
Optimiser OPTI OPT2
Mean Std Mean Std

SPEA1 0.7098 0.0998 0.8619 0.0267
SPEA2 0.8161 0.0343 0.9274 0.0184
SPEA3 0.8400 0.0564 0.9236 0.0219
PBIL 0.9330 0.0647 0.9519 0.0527
AMOSA 0.6619 0.1143 0.7997 0.0277
MPSO 0.3043 0.1371 0.6699 0.0582
UPSEMOA 0.4334 0.2808 0.6136 0.3885

UPSEMOA: using crossover probability, scaling fac-
tor, probability of choosing element from offspring in
crossover, minimum population size, and burst size of
0.7,0.8, 0.5, 10, and 25, respectively.

SPEA and PBIL are the best optimisers in the previous
studies [28] while AMOSA is selected instead of the usual
NSGAIL MPSO is an optimiser with a different concept from
the aforementioned MOEAs while UPSEMOA is used as
it is a newly developed algorithm. For OPTI, the number
of generations of MOEAs is set to be 250 while both the
population and archive size are set as 150. For the second test
problem, the number of generations of MOEAs is set to be
300 while both the population and archive size are set as 200.
Each optimiser is applied to solve each design problem for 10
optimisation runs starting with the same initial population.
The last updated Pareto archive is considered a Pareto optimal
set. The nondominated sorting scheme presented in [53] is
used to cope with design constraints.

5. Design Results

Having performed each multiobjective evolutionary strategy
solving each design problem for ten simulation runs, the
performance comparison of the various MOEAs is investi-
gated based on a hypervolume indicator. The hypervolume
indicator is one of the most reliable performance indicators
used to examine the quality of approximate Pareto fronts
obtained from using MOEAs. The parameter determines the
area for biobjective or volume for more than two objectives
covered by a particular nondominated front with respect to
a given reference point. Since there are ten fronts for each
method and for each design problem, the average of ten
hypervolume values is employed to measure the convergence
rate of the optimiser whereas the standard deviation is used
to indicate search consistency.

The comparative hypervolumes of the various MOEAs
for solving OPT1 and OPT?2 are given in Table 1. Note that
the hypervolumes in the table are normalised for ease in
comparing. It is shown that PBIL is the best optimiser for both
design cases based upon the convergence rate while SPEA2
is the most consistent method. However, as the standard
deviation of SPEA2 does not approach to zero, the conver-
gence rate is the most important indicator for this study.
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FIGURE 4: Some structures from the best front of PBIL in Figure 3.

Among the SPEA versions, it can be said that SPEA with
higher mutation rate is superior to the low mutation rate
version. SPEA3 is the second best optimiser for OPT1 while
the worst performer for this problem is MPSO. For OPT?2, the
second best is SPEA2 closely followed by SPEA3 as the third
best. The worst for this design case is UPSEMOA.

For the OPT1 design problem, the best fronts obtained
from the best run of each multiobjective optimiser are plotted
in Figure 3. It can be seen that the fronts are close together
although the PBIL front has slightly more advancement and
extension. This implies that MOEAs are efficient for this
design problem. Some trusses selected from the PBIL front
are displayed in Figure 4. The structures have a variety of
structural layouts and elements’ sizes; however, there are only
two sets of node number, thatis,2 x 1 and 4 x 2.

Mathematical Problems in Engineering

OPT?2 fronts

0.04

0.035

0.03

0.025

W

0.02

0.015

0.01 |

0.005
0
O SPEA1 < AMOSA
O SPEA2 * MPSO
& SPEA3 X UPSEMOA
v PBIL

FIGURE 5: OPT2 best Pareto fronts from MOEAs.

FIGURE 6: Some structures from the best front of PBIL in Figure 5.

Figure 5 shows Pareto fronts obtained from the best runs
of the various optimisers for the OPT2 case. Similarly to the
first design case, all seven fronts are somewhat close together
with the front obtained from using PBIL having slightly more
advancement and extension. Some selected solutions from
the PBIL front are displayed in Figure 6. The structures for
this case have various topologies, and element dimensions,
but tend to have fairly similar shapes. Changing nodal
position has significant impact on the resulting structures.
There is only one set of nodes array for the ground elements,
which is 4 x 2. The best fronts obtained from solving OPTI
and OPT?2 are plotted together for comparison in Figure 7.
It is shown that the best front of OPT?2 totally dominates that
of OPTL. This implies that the second set of design variables
is more efficient and effective.
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6. Conclusions and Discussion

The design results show that the proposed design strategies
are efficient and effective as a variety of reasonable structural
configurations could be obtained within one optimisation
run. The obtained structures are said to be ready to use as
they satisfy all the constraints for safety requirements. The
multiobjective topological, shape, and sizing design with an
adaptive ground element approach proposed herein can be
tackled by an efficient multiobjective evolutionary algorithm.
Among the MOEAs employed in this paper, PBIL is the most
powerful method for solving both design problems based
on the hypervolume indicator. For SPEA as the second best
optimiser, using a higher mutation rate is more efficient. The
second set of design variables which combines all types of
design variables at the same time is superior to the first set
which uses only topology and sizing variables. The proposed
design approach can be a powerful engineering design tool in
the future since, with one optimisation run, various feasible
truss structures are obtained for decision making.

Future work could be the application of this design
concept to a large-scale truss design problem. Alternative
adaptive ground element formations can be created. The
application to three-dimensional practical trusses and frames
is challenging. Also, performance enhancement of multiob-
jective optimisers for solving this design problem is to be
conducted.
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Given that FLAC3D (a geotechnical calculation software) is difficult to use for building large, complex, and three-dimensional
mining models, the current study proposes a fast and a convenient modeling technique that combines the unique advantages
of FLAC3D in numerical calculation and those of SURPAC (a mine design software) in three-dimensional modeling, and the
interface program was compiled. First, the relationship between the FLAC3D and the SURPAC unit data was examined, and the
transformation technique between the data was given. Then, the interface program that transforms the mine design model to
calculate the model was compiled using FORTRAN, and the specific steps of the program implementation were described using a
large iron and copper mine modeling example. The results show that the proposed transformation technique and its corresponding
interface program transformed the SURPAC model into the FLAC3D model, which expedited FLAC3D modeling, verified the
validity and feasibility of the transformation technique, and expanded the application spaces of FLAC3D and SURPAC.

1. Introduction

Along with the rapid development of computer technology
in recent years, the numerical method along with artificial
intelligence technique has become an important mean of
analyzing and calculating modern engineering technologies
[1-6] and forecasting engineering stability and reliability [5,
7-9]. FLAC3D (numerical calculation software) has been
extensively recognized and applied for analyzing geotechnical
issues [10-12]. FLAC3D could be used to examine the
changing rules of the field effect of rock mass from the
macrotrend and it is suitable for most engineering mechanics
issues, particularly for analyzing material elastoplasticity,
large deformation, rheology prediction, and for geotechni-
cal numerical simulation of construction processes [13-16].
However, FLAC3D is quite difficult to use for pretreatment
modeling, particularly in the geological body of complicated
multimedia and multiboundaries [17, 18]. Thus, engineers
often use models by simplifications to approximately describe
geotechnical models to solve this problem above. But differ-
ent lithologies have different mechanical features excessive
simplification of the model would reduce the reliability

of the numerical simulation results. On the other hand,
the geology or mine design platform demonstrates good
three-dimensional modeling, and it could accurately express
the spatial distribution of the stratum and the geological
structure with different lithologies [19-22]. A great progress
has been made on simulation methods of complex geological
interfaces and features, for instance, Xu et al. [17] suggested
a 3D geological modeling technique (SGM) as a tool for
constructing complex geological models in rock engineering,
Wu and Xu [23] used a simple plane to simulate the fault
or multiple combined planes to approximate the fault, for
modeling geological faults in 3D, and Zhong et al. [24] pre-
sented an integrated 3D geological modeling methodology
for modeling and visualization of large 3D geoengineering
applications. But mine design is relatively independent of
numerical calculation and analysis, and its function is gener-
ally limited to visualization and qualitative judgments. Thus,
combining the advantages of the mine design platform in
modeling and that of FLAC3D in numerical calculation and
analysis is necessary. Recently, only few studies have been
conducted on this combination.



The numerical calculation of a large mining project often
involves complicated three-dimensional geological models.
The current study takes the mine design software SUR-
PAC with its powerful modeling function as the platform,
builds complex three-dimensional models of mines, and
automatically generates a FLAC3D model through data
transformation to expand the application of FLAC3D into
the numerical simulation of mine projects to solve the
difficulties of FLAC3D modeling and to build accurate three-
dimensional mining models that can improve the reliability
of simulation results and give play to the computational
power of FLAC3D. Moreover, SURPAC could also expand its
mechanical analytical ability based on its inherent functions
such as data collection, storage, management, and inquiry to
meet the requirements of an engineering model in prediction
and decision support.

2. Development of the Model
Transformation Procedure

2.1. SURPAC Modeling. The SURPAC serial software is a set
of megadigitized mining engineering software with domestic
leading level in minefields, and it is extensively applied to
resource appraisal, geological measurement, mine design
plan, production plan management, and reclamation design
after pit closure [25-27]. Moreover, SURPAC could help
metal mines to effectively achieve digitization and informati-
zation of mine design, planning, and management. SURPAC
has a complete set of three-dimensional modeling tools,
and it could achieve complete imaging of mine exploration,
three-dimensional geological modeling, the establishment of
engineering database, open gallery and underground mine
design, production and mining progress plans, tailing, and
reclamation designs. Moreover, SURPAC has a powerful
three-dimensional graphic system, and its core is composed
of a totally integrated graphic module that has a complete set
of visualization means and of data editing tools that visually
generates and displays the three-dimensional structures of
underground geology or mining areas, ground and terrain
models, and other graphics. Moreover, it is an effective,
convenient, and fast platform for building complex compu-
tational models.

SURPAC adopts a polygon mesh to describe the physical
borders of an orebody that forms during extraction, and block
modeling is performed after the solid model is built. The
solid model is a three-dimensional geometric model based on
computer geometric shaping technologies, and it completely
describes the spatial structure, geometric configuration, and
spatial borderline of the lithology. A block, model includes a
three-dimensional model consisting of common hexahedral
blocks and it is the foundation for lithologic assignment and
the subsequent numerical calculation. The basic idea is to
divide the spatial geometric model of the orebody into a
multitude of unit blocks and then to assign lithology values
to the unit blocks that fill the entire orebody.

2.2. Brief Description of FLAC3D. FLAC3D is a numeri-
cal modeling code for advanced geotechnical analysis of
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FIGURE 1: Data relationship between FLAC3D and SURPAC unit
data.

soil, rock, and structural support in three dimensions [28].
FLAC3D is used in analysis, testing, and design by geotech-
nical, civil, and mining engineers. It is designed to accom-
modate any kind of geotechnical engineering project, where
continuum analysis is necessary.

FLAC3D utilizes an explicit finite difference formulation
that can model complex behaviors not readily suited to FEM
codes, such as problems that consist of several stages, large
displacements and strains, and nonlinear material behavior
and unstable systems (even the cases of yield/failure over large
areas or total collapse).

2.3. Transformation of SURPAC and FLAC3D Data. SUR-
PAC provides hexahedral unit shapes for treating units of
simulated objects and it changes the sizes of the hexahe-
dral units based on the features of the geological body,
precision requirements of calculation, and spatial layout
features of the unit shapes. Compared with the unit shapes
in FLAC3D, the hexahedra units in SURPAC are known to
correspond to block units. The information in a FLAC3D
unit includes the three-dimensional coordinates of eight
nodes (p; ~ pg) in the unit and in the unit group. The
information in the SURPAC unit includes a unit centroid
(x> ¥o» and z;), sizes s,s,, and s;, and unit attributes.
Figure 1 shows the mapping relationship between two types
of unit nodes. The transformation technique of the unit node
coordinates could easily be obtained through the geometric
relationship,

_ Xo— S
T Ty
Yo =5
= 5 1
J{pl 2 ( )
Zy— S
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where, Xp1> Vpl> and Z, represent the x, y, and z coordinates
of point p,, respectively.

The three-dimensional coordinates of points p, ~ pg
could be obtained using the same theory.

Parts in the model that need special treatment are
grouped together during FLAC3D calculation. Thus, the
attributes of each unit is determined along with SURPAC
modeling to transform the units with different attributes
into different groups in the FLAC3D model. The specific
implementation process is as follows: SURPAC builds a block
model of the three-dimensional orebody during modeling,
that is, three-dimensional dissection of the entity model of
the orebody with squares or cuboids.

The blocks are assigned with different attributes. SUR-
PAC adopts a series of three-dimensional arrays to store
information, such as grade and lithology, among others.
The subscripts of an array correspond to the row, line, and
layer number of blocks to save storage space and calculation
time. However, SURPAC is inflexible to use because its
coordinates rotate quite often during modeling. SURPAC
has sharp contradictions in accurately fitting the borderline
and the division grain size (storage) of a mine. Thus, the
octree method was introduced to solve this problem, that
is, continuously dividing the three-dimensional entity space
into eight three-dimensional networks of the same size,
with one or several attributes, as shown in Figure 2. The
unit is continuously subdivided if the mesh is too big until
the same area has a single attribute to meet the border
of an orebody with different attributes. The border of a
geological body could be simulated in form using continuous
subdivision, and the mesh will have the attributes of a rock
in such spatial position. Thus, the current study builds a
three-dimensional geological model to reflect completely the
geological structure, the spatial distribution of the lithol-
ogy, and accurate geological information using continuous
subdivision under multimedia complex conditions. Finally,
the SURPAC block model generates STR files, which could
be opened in text format. The data file has the following
format.

(1) Header message.

(2) Centroid coordinates, sizes, and attributes of the
units.

3
Geological plan and FLAC3D numerical
profile views of mine calculation
Boundary
condition
mechanical
| SURPAC software | properties
l FLAC3@
Solid model “Impgrid”
importing
model
Block model FLAC3D software
Formula (1) « o
coordinates Ifmpgrld
transformation ormat
Data text FLAC3D data text
Unit attributes
transformation

FIGURE 3: Model transformation flowchart.

The geometric parameters and attributes of the SURPAC
units are read during data transformation. Then, the three-
dimensional coordinates of the FLAC3D unit are trans-
formed in accordance with formulas (1) and are then grouped
together. The group name is the attribute of the correspond-
ing SURPAC unit.

The numerical model could be rebuilt through the “call”
command in FLAC3D to transform the data, but it will con-
sume many computer hours in building the model because
it faces a large amount of unit data. However, the “impgrid”
command embedded into FLAC3D could import all the
data at one time, which omits the remodeling process of
FLAC3D and shortens the computer hours; for instance, the
“call” command needs about three hours to build a three-
dimensional model with 10,000 units, whereas the “impgrid”
command only needs less than a minute at the same com-
puter. However, the “call” and “impgrid” commands have
different call formats.

The format of the “impgrid” command is as follows.

(1) Node information.

(a) "GRIDPOINTS.

(b) GNode No., Node Coordinate X, Coordinate Y,
and Coordinate Z.

(2) Unit information.

(a) Z Unit Type, Unit Number, and Node Number
contained by the unit.

(3) Grouping information.

(a) Z Group No., Unit Number contained by this
group.
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FIGURE 4: AUTOCAD plan view.

Based on the analysis of unit data relationship above,
the current study uses FORTRAN to compile the inter-
face program. First, the program transforms the data into
the required data format. Then, the program calls in the
data using the “impgrid” command of FLAC3D, and then

it sums the boundary condition, initial condition, and
dynamic parameters of the soil body for calculations. Refer
to Figure 3 for specific procedures. However, the model
transferred from SURPAC can not make sure the grid
of element meets each other, then the command “attach
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face” in FLAC3D is needed to eliminate the errors of
calculation.

3. Application of Model
Transformation Procedure

Given a large iron/copper mine and the complicated proper-
ties distribution of rock mass the owner provides AUTOCAD
plan view of the mine, as shown in Figure 4 and AUTOCAD

FIGURE 7: Block model of SURPAC.

vertical view of the mine, as shown in Figure5, and the
north direction of each view is inconsistent. If other software,
such as ANSYS, is used to build the model, it needs to
determine the three-dimensional coordinates of each border
of the mine. Moreover, mistakes could easily occur because
of the huge work volume. In contrast, SURPAC only needs to
read the corresponding DXF files of the AUTOCAD drawings
and rotate them into the consistent northern direction, which
allows convenient and fast modeling and omits the work of
choosing points and determining coordinates.

A three-dimensional model was then constructed using
FLAC3D with the transformation technique proposed in this
paper and the modeling of the worked out section as an
example. The specific procedures are as follows.

(i) Building of the solid model. The AUTOCAD drawings
are loaded first, and then the coordinates of each point
in the graph are transformed into actual geographical
coordinates based on the planar distribution of the
prospecting line, the angle between the prospecting
line and the east-west axis, and the scale of the
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480 sections worked out area in number 2 central mining area

(a) The whole model

500 sections worked out area in number 1 central mining area
520 sections worked out area in number 2 central mining area
540 sections worked out area in number 2 central mining area
560 sections worked out area in number 2 central mining area
590 sections worked out area in number 2 central mining area
400 sections worked out area in main mining area
420 sections worked out area in main mining area
440 sections worked out area in main mining area
460 sections worked out area in main mining area
480 sections worked out area in main mining area

(b) The worked out area model

FI1GURE 8: FLAC3D model.

profile map. The specific scope of the lithology on
each geological prospecting profile is sealed, and
then it is linked up in sequence on different profiles.
The outermost profile is then sealed to form an
encapsulated three-dimensional entity [19], as shown
in Figure 6.

(ii) Building the block model. The spatial geometric model

of the orebody is divided into a multitude of unit
blocks as per the certain sizes of the blocks. Then,
values are assigned to the unit blocks that fill the
entire scope or orebody, and then the unit blocks
of the block model are subdivided automatically at
the physical border through the unit subdivision
technologies to ensure that the block model simulates
the geometric shape of the actual orebody, as shown
in Figure 7.

(iii) Generation of the FLAC3D model. The data file

generated by SURPAC and the FLAC3D file generated
by the interface program developed in the current
study, that is, FLAC3D, are used, and the information
of the entire model is imported through “impgrid,
as shown in Figure 8. Moreover, the unit subdivision
resulted in the misalignment of the meshes in some
regions, but the subdivision units and raw units have

integral multiple relationships, as shown in Figure 2.
Thus, information transfer in misaligned areas of the
meshes could be achieved through the attach face
command in FLAC3D.

After calculation by FLAC3D, the displacement and state
contours are shown in Figure 9, which is in consistence with
the real situation.

4. Conclusion

(1) Considering the difficulty of using FLAC3D (geotech-
nical calculation software) for pretreatment modeling, the
current study combined SURPAC (mine design software) and
FLAC3D to utilize the advantage of SURPAC in simulating
geological features and to provide a calculation model that
conforms to the geological reality of FLAC3D.

(2) The differences between the information from the two
types of unit information, that is, SURPAC and FLAC3D,
were analyzed, the data relationship between units was built,
the data transformation technique was proposed, and the
FORTRAN was adopted to compile relevant transformation
procedures.

(3) When the transformation technique proposed in the
current paper was applied to the modeling of a given large
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Plane: on
Magfac = 0e + 000

—1.6239¢ + 000 to —1.5¢ + 000
—1.5e + 000 to —1e + 000
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(a) The vertical displacement contour after calculation

Block state

Plane: on

None
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Shear-n shear-p tension-p

Shear-n tension-n shear-p tension-p
Shear-p

Shear-p tension-p

Tension-n shear-p tension-p

(b) The state contour after calculation

FIGURE 9: The results calculated by FLAC3D.

iron/copper mine, it indicated that the proposed transfor-
mation technique and its corresponding interface program
transformed the SURPAC model into the FLAC3D model,
speeding up the FLAC3D modeling and verifying the feasi-
bility and validity of the proposed transformation technique.

Acknowledgments

This paper gets its funding from Project no. 20120162120014
supported by the Specialized Research Fund for the Doctoral
Program of Higher Education of China; from Project no.
2013CB036004 supported by National Basic Research 973
Program of China; from Project no. 201201 supported by
Open Fund of Key Laboratory of Mechanics on Disaster
and Environment in Western China (Lanzhou University),
Ministry of Education; Project no. 12KF01 funded by the
Open Projects of State Key Laboratory of Coal Resources and
Safe Mining, CUMT. The authors wish to acknowledge these
supports.

References

[1] S.Y.Chen,Y.]. Zheng, C. Cattani, and W. L. Wang, “Modeling of
biological intelligence for SCM system optimization,” Computa-
tional and Mathematical Methods in Medicine, vol. 2012, Article
1D 769702, 10 pages, 2012.

[2] Z. Z. Teng, ]. He, A. J. Degnan et al., “Critical mechanical
conditions around neovessels in carotid atherosclerotic plaque
may promote intraplaque hemorrhage,” Atherosclerosis, vol. 223,
no. 2, pp. 321-326, 2012.

[3] S.Y.Chen, W. Huang, C. Cattani, and G. Altieri, “Traffic dynam-
ics on complex networks: a survey,” Mathematical Problems in
Engineering, vol. 2012, Article ID 732698, 23 pages, 2012.

[4] K. M. Hosny and M. A. Hafez, “An algorithm for fast com-
putation of 3D Zernike moments for volumetric images,’
Mathematical Problems in Engineering, vol. 2012, Article ID
3534006, 17 pages, 2012.

[5] X. L. Yang and F Huang, “Slope stability analysis considering
joined influences of nonlinearity and dilation,” Journal of
Central South University of Technology, vol. 16, no. 2, pp. 292
296, 2009.

[6] X.L.Yang, “Seismic displacement of rock slopes with nonlinear
Hoek-Brown failure criterion,” International Journal of Rock
Mechanics and Mining Sciences, vol. 44, no. 6, pp. 948-953, 2007.

[7] S.Ly,]. Tian, and S. Zhong, “Delay-dependent stability analysis
for recurrent neural networks with time-varying delays,” Math-
ematical Problems in Engineering, vol. 2012, Article ID 910140,
14 pages, 2012.

[8] Z. Tian and H. Niu, “Modeling and algorithms of the crew
rostering problem with given cycle on high-speed railway lines,”
Mathematical Problems in Engineering, vol. 2012, Article ID
214607, 15 pages, 2012.

[9] H. Lin, P. Cao, E Q. Gong, J. T. Li, and Y. L. Gui, “Directly
searching method for slip plane and its influential factors based



(10]

(12]

[13]

(14]

(16]

(17]

(18]

[25]

on critical state of slope,” Journal of Central South University of
Technology, vol. 16, no. 1, pp. 131-135, 2009.

S. Kwon, W. J. Cho, and P. S. Han, “Concept development
of an underground research tunnel for validating the Korean
reference HLW disposal system,” Tunnelling and Underground
Space Technology, vol. 21, no. 2, pp. 203-217, 2006.

J. Rutqvist, Y. Jjiri, and H. Yamamoto, “Implementation of the
Barcelona Basic Model into TOUGH-FLAC for simulations of
the geomechanical behavior of unsaturated soils,” Computers
and Geosciences, vol. 37, no. 6, pp. 751-762, 2011.

H. Lin and S. W. Sun, “Influence of pile position and length
on stress deformation behaviors of layered rock mass slope;
Disaster Advances, vol. 5, no. 4, pp. 422-426, 2012.

A. Bhattacharjee and A. M. Krishna, “Development of numer-
ical model of wrap-faced walls subjected to seismic excitation,”
Geosynthetics International, vol. 19, no. 5, pp. 354-369, 2012.

R. Hasanpour, H. Chakeri, Y. Ozcelik, and H. Denek, “Eval-
uation of surface settlements in the Istanbul metro in terms
of analytical, numerical and direct measurements,” Bulletin of
Engineering Geology and the Environment,vol. 71, no. 3, pp. 499-
510, 2012.

S. T. McColl, T. R. H. Davies, and M. J. McSaveney, “The effect
of glaciation on the intensity of seismic ground motion,” Earth
Surface Processes and Landforms, vol. 37, no. 12, pp. 1290-1301,
2012.

R. Rai, M. Khandelwal, and A. Jaiswal, “Application of geogrids
in waste dump stability: a numerical modeling approach,”
Environmental Earth Sciences, vol. 66, no. 5, pp. 1459-1465, 2012.
N. X. Xu, H. Tian, P. Kulatilake, and Q. W. Duan, “Building a
three dimensional sealed geological model to use in numerical
stress analysis software: a case study for a dam site,” Computers
and Geotechnics, vol. 38, no. 8, pp. 1022-1030, 2011.

N. X. Xu, X. Wu, X. G. Wang, Z. X. Jia, and Q. W. Duan,
“Approach to automatic hexahedron mesh generation for rock-
mass with complex structure based on 3D geological modeling,”
Chinese Journal of Geotechnical Engineering, vol. 28, no. 8, pp.
957-961, 2006.

M. Grenon and A.-J. Laflamme, “Slope orientation assessment
for open-pit mines, using GIS-based algorithms,” Computers
and Geosciences, vol. 37, no. 9, pp. 1413-1424, 2011.

N. M. Sirakov and E H. Muge, “A system for reconstructing
and visualising three-dimensional objects,” Computers and
Geosciences, vol. 27, no. 1, pp. 59-69, 2001.

M. Grenon and J. Hadjigeorgiou, “Integrated structural stability
analysis for preliminary open pit design,” International Journal
of Rock Mechanics and Mining Sciences, vol. 47, no. 3, pp. 450-
460, 2010.

N. M. Sirakov, I. Granado, and E H. Muge, “Interpolation
approach for 3D smooth reconstruction of subsurface objects,”
Computers and Geosciences, vol. 28, no. 8, pp. 877-885, 2002.
Q. Wu and H. Xu, “An approach to computer modeling
and visualization of geological faults in 3D, Computers and
Geosciences, vol. 29, no. 4, pp. 503-509, 2003.

D. H. Zhong, M. C. Li, L. G. Song, and G. Wang, “Enhanced
NURBS modeling and visualization for large 3D geoengi-
neering applications: an example from the Jinping first-level
hydropower engineering project, China,” Computers and Geo-
sciences, vol. 32, no. 9, pp- 1270-1282, 2006.

B. A. Flores and I. E. Cabral, “Analysis of sensitivity of the pit
economic optimization,” Revista Escola de Minas, vol. 61, no. 4,
pp. 449-454, 2008.

Mathematical Problems in Engineering

[26] Z. Q. Luo, L. Xiao-Ming, S. Jia-Hong, W. Ya-Bin, and L. Wang-

[27

[28

]

Ping, “Deposit 3D modeling and application,” Journal of Central
South University of Technology, vol. 14, no. 2, pp. 225-229, 2007.
Z. Q. Luo, X. M. Liu, B. Zhang, H. Lu, and C. Li, “Cavity 3D
modeling and correlative techniques based on cavity monitor-
ing,” Journal of Central South University of Technology, vol. 15,
no. 5, pp. 639-644, 2008.

Itasca Consulting Group, “Fast lagrangian analysis of continua
in 3 dimensions,” User Manual Version 3.1, 2004.



Hindawi Publishing Corporation
Mathematical Problems in Engineering
Volume 2013, Article ID 271031, 33 pages
http://dx.doi.org/10.1155/2013/271031

Review Article

Mathematical and Metaheuristic Applications in Design
Optimization of Steel Frame Structures: An Extensive Review

Mehmet Polat Saka' and Zong Woo Geem”

I Department of Civil Engineering, University of Bahrain, P.O. Box 32038, Isa Town, Bahrain
2 Department of Energy and Information Technology, Gachon University, Seongnam 461-701, Republic of Korea

Correspondence should be addressed to Zong Woo Geem; zwgeem@gmail.com
Received 28 September 2012; Accepted 4 December 2012
Academic Editor: Sheng-yong Chen

Copyright © 2013 M. P. Saka and Z. W. Geem. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

The type of mathematical modeling selected for the optimum design problems of steel skeletal frames affects the size and
mathematical complexity of the programming problem obtained. Survey on the structural optimization literature reveals that there
are basically two types of design optimization formulation. In the first type only cross sectional properties of frame members
are taken as design variables. In such formulation when the values of design variables change during design cycles, it becomes
necessary to analyze the structure and update the response of steel frame to the external loading. Structural analysis in this type
is a complementary part of the design process. In the second type joint coordinates are also treated as design variables in addition
to the cross sectional properties of members. Such formulation eliminates the necessity of carrying out structural analysis in every
design cycle. The values of the joint displacements are determined by the optimization techniques in addition to cross sectional
properties. The structural optimization literature contains structural design algorithms that make use of both type of formulation.
In this study a review is carried out on mathematical and metaheuristic algorithms where the effect of the mathematical modeling

on the efficiency of these algorithms is discussed.

1. Introduction

Structural analysis and structural design are two inseparable
tools of a structural designer. Design process necessitates
finding out the cross-sectional properties of the members of
a steel frame such that the frame with these members has the
required strength to withstand the external loadings, and its
deflected shape is within the limitations specified by design
codes. Structural designer can determine the cross-sectional
properties of steel frame members in one step if the frame
is statically determinate, if there are no restraints on joint
displacements. In such frames computation of member forces
does not require the prior information of cross-sectional
properties, and the design can be completed within one
step of structural analysis. Despite the design of statically
indeterminate frames, structural analysis cannot be carried
out without knowing the values of cross-sectional properties
which makes the design process iterative. Designer has to
first assume certain values for the cross-sectional properties

or select certain steel profiles from the available list of
steel sections for the frame members before the analysis of
the frame can be carried out in order to find out internal
forces and moments in the members. With these assumed
or preselected values of member cross-sectional properties,
the structural response of the frame may not be within the
limitations imposed by the design codes or the response
might be far away from the bounds which are an indication
of an overdesign. In this case, the designer has to change
the values of the originally adopted cross sectional properties
in order to satisfy the conditions that the values of joint
displacements and strength of its members are within the
limitations imposed by design codes. It is not difficult to
envisage that designer has to carry out several trials before the
desired set of cross-sectional properties is obtained. Although
some engineering experience and intuition can be used in
assigning the cross-sectional properties of members, it is
needless to mention that finding the best combination of
these cross-sectional properties is quite time consuming and



a complex task. It requires tremendous computational time
to try all the possible combinations such that the strength
and displacement constraints imposed by the design codes
are satisfied, and the amount of steel which is required to
build the frame is the minimum. However, the emergence of
computational methods of mathematical programming and
improvements that took place in computers in early 1960’
has provided another approach for handling the structural
design problems. In this new approach, the design problem is
formulated as a decision-making problem where an objective
function is to be minimized or maximized, while number of
constraint functions is satisfied. The formulation of structural
design problems as decision-making problems has yielded
a new branch in structural engineering called structural
optimization [1-12].

The mathematical model of a decision-making problem
has the following form:

Minimize W = f(x;), i=1,...,n (la)
Subject to h;(x;) =0, j=1,...,ne, (1b)
gi(x)<0, j=ne+l,...m (o)
xf < x; < K (1d)

where x; represents decision variable i. Decision variables
may take continuous or discrete values. Continuous decision
variable can take any real value within the range shown in
(1d). The decision variables in structural optimization are
called design variables which are the parameters that control
the geometry or material properties of a steel frame. For
example, the moment of inertias of beams and columns in a
frame can be considered as continuous design variable if these
elements are to be manufactured locally for that particular
frame. However, if they are to be selected from commercially
available set of steel sections, design variables can only take
isolated values which make them discrete variables.

f(x;) in (1a) represent the objective function which can
be used as a measure of effectiveness of the decision. In
structural optimization problems generally minimum weight
or cost of the structure is taken as objective function.
The equalities hj(xl-) and inequalities gj(x,») in (1Ib) and
(1c), respectively, represent the limitations imposed on the
behavior of the structure by the design codes. These may be
serviceability limitations or ultimate strength requirements
if the design code considered is based on limit state design.
However, if the design code is based on allowable stress
design then the constraints given in (1b) and (lc) become
the stiffness equalities, displacement, and/or allowable stress
limitations.

The review of the mathematical formulation of design
optimization of steel frames is carried out according to
the historical developments that took place in the design
methods. Earlier steel design codes were based on allowable
stress design concept, while the later design codes use limit
state design perception.
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2. Formulation of Steel Frame Design
Optimization Problem

Survey on the structural optimization literature reveals that
there are basically two types of design optimization formu-
lation for the optimum design of elastic steel skeletal framed
structures although some variations of each type do exist. In
the first type of formulation which is also called conventional
formulation or coupled analysis and design (CAND) only
cross-sectional properties of steel frame members are taken
as design variables. Joint displacements are not treated as
design variables. In such formulation the stiffness equations
are excluded from the mathematical model. Consequently,
when the values of cross-sectional properties change during
design cycles, it becomes necessary to analyze the structure
and update the joint displacements and members forces.
Hence structural analysis is a complementary part of the
design process. In the second type of formulation joint
displacements are also treated as design variables in addi-
tion to the cross-sectional properties of frame members.
In such formulation the stiffness equations are included as
design constraints in addition to other limitations in the
mathematical model. This eliminates the necessity of carrying
out structural analysis in every design cycle. The values of
the joint displacements are determined by the optimization
techniques similar to those of cross-sectional properties. It is
apparent that in this type of formulation the total number
of design variables is much more than the first type of
formulation. This type of formulation is called simultaneous
analysis and design (SAND). It should be pointed out that
both ways of formulation yield the same optimum result.
However, depending on the type of formulation adopted in
the design problem the size and mathematical complexity of
the model acquired differ.

2.1. Coupled Analysis and Design (CAND). In this type of
formulation design phase is separated from the analysis
phase. This is achieved by only treating the cross-sectional
properties such as areas or moment of inertias of members
as design variables. The general outlook of the mathematical
model of this type of formulation is given in the following if
allowable stress design method is considered for the frame:

ng
Minimize W = pZEiAi, i=1,...,ng (2a)
i=1
Subject to §;(A;) <6, j=1,....rd, (2b)
Uk (A,) < Uall’ k = 1,...,nm, (2C)
Ap<A;< Ay, (2d)

where p is the density of steel, A; represents cross-sectional
area for group, and i and ¢; is the total length of the
members in group i in the steel frame. § i(A;) is the restricted
jth displacement, 6, is its upper bound, and rd is the
total number of such restricted displacements. 03.(A;) is the
maximum stress in member k, and o is the allowable stress
for steel. nm is the total number of members in the structure.
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TABLE 1: g, and b; values for W sections.

i a A

1 1.3162 2.1650
2 0.5971 1.8220
3 1.0160 1.5710

In the previously mentioned model joint displacements and
stresses that develop in a frame due to external loading are
expressed as function of cross-sectional areas of members. It
is apparent that determination of the response of the frame
under the applied loads requires the values of not only areas
of members groups but the other cross-sectional properties
such as moment of inertia and sectional modulus. Therefore
in order not to increase the number of design variables in
the programming problem, it becomes necessary to relate
the other cross-sectional properties to sectional areas. This
is achieved by applying the least square approximation to
sectional properties of practically available steel profiles.
These relationships can be expressed in the following form:

L=aA%,  I,=aA”  Z=aA” ()

where A is the area, I, and I, are the moments of inertia
about x-x and y-y, axis and Z is the sectional modulus of
the cross-section. a,, a,, as, by, b,, b; are constants. The values
of these constants are obtained for the W sections of AISC
[13] by making use of the least square approximation in [14].
The values of these constants are given in Table 1. It should be
noted that in their computation the unit of centimeter (1cm
=10 mm) was used.

It is apparent from (2b) that restricted displacements
are required to be computed to find out whether they
satisfy the displacement limitations. The joint displacements
in framed structures are related to external loads through
stiffness equations; [K]{D} = {P} where [K] is the overall
stiffness matrix, {D} is the vector of joint displacements,
and {P} is the vector of joint loads. The joint displacements
can be computed from the stiffness equations as {D} =
[K]™'{P}. Although here the inverse of overall stiffness matrix
is required to be calculated in order to obtain the joint
displacements, this is avoided due to its high computational
cost in the application of the optimization techniques used in
the solution of the problem. Instead derivatives of the overall
stiffness matrix with respect to design variables are calculated
depending on the optimization technique selected.

2.2. Simultaneous Analysis and Design (SAND). In this type
of formulation joint displacements are also treated as design
variables in addition to cross-sectional properties. Since
the cross-sectional properties and joint displacements are
implicitly related through stiffness equations, it becomes
necessary to include the stiffness equations as design con-
straints in the mathematical model. The general outlook of

the mathematical model of such formulation is given in the
following:

ng
Minimize W =p) &A; i=1,...,ng (4a)
i=1
Subject to K (A;) {D} = {P}, (4b)
6] S(Sju’ j: 1,...,rd, (4C)
o (Apd;) <oy, k=1,...,nm, (4d)
Ajp <A <Ay, (4e)

where p is the density of steel, A; represents the cross-
sectional area selected for group i, and ¢; is the total length
of the members in group i in the frame. ng is the total
number of groups in the steel frame. A;, and A, are the lower
and upper bounds imposed on the cross-sectional area i.
Equality constraint (4b) represents stiffness equations. {D} is
the vector of joint displacements, which are treated as design
variables. §; is the restricted joint displacement, and §; is its
bound. rd is the total number of restricted displacements.
0(A;,8;) represents stress constraint which is a function
of area and end joint displacements of member k. o, is
the allowable stress for steel. nm is the total number of the
members in the structure.

This way of formulation of the design problem is an
integrated formulation which combines design and analysis
phases in the same step that eliminates the need of separate
structural analysis in each design cycle. Furthermore in this
formulation the displacement constraints becomes very sim-
ple. Because they are treated as design variables they turn out
to be just upper bound constraints. However, the number of
design variables and constraints become very large compared
to the previous type of formulation which necessitates use of
powerful optimization techniques that are efficient for large-
scale problems. It should be noticed that further variable
transformation is necessary for joint displacement variables
in this type of formulation, if mathematical programming
techniques are used for the solution of the design problem
due to the fact that while joint displacements can be positive
or negative, mathematical programming techniques operate
with only positive variables. This brings further mathemat-
ical burden to a designer. Furthermore, the difference in
magnitude between the cross-sectional properties and joint
displacements causes numerical difficulties in the solution of
the design problem which makes it necessary to normalize
the design variables.

Saka [15, 16] carried out reviews of the mathematical
modeling and solution algorithms presented in recent years
for the optimum design of skeletal structures. The review first
introduces the general formulation of the general structural
optimization problem based on linear elastic behavior with-
out referencing to a particular design code. Later implemen-
tation of the design requirements defined in design codes is
also covered. The techniques developed for the solution of
optimum design problems are reviewed in a historical order.



Arora and Wang [17] also presented the review of math-
ematical modeling for structural and mechanical system
optimization. In their review it is stated that the formulations
are classified into three broad categories. The first type of
formulation is known as the conventional formulation where
only structural design variables are treated as optimization
variables. In the second type of formulation state variables
such as node displacements and/or element stresses are
treated as design variables in addition to the cross-sectional
properties. This type of formulation is called as simultaneous
analysis and design (SAND). The third type of formulation is
known as a displacement-based two-phase approach where
displacements are treated as unknowns in the outer loop and
the cross-sectional properties are treated as the unknowns
in the inner loop. The review also covers more general for-
mulations that are applicable to economics, optimal control,
multidisciplinary problems, and other engineering fields.
Altogether 254 references are included in the review.

Optimum design problem of steel frames turns out to
be a nonlinear programming problem if allowable stress
design is adopted whichever formulation method explained
previously is used. The numerical optimization techniques
available in the literature for obtaining the solution of
nonlinear programming problems can be broadly classified
into two groups such as deterministic and stochastic algo-
rithms. Deterministic optimization techniques make use of
derivatives of the objective function and constraints in the
search of the optimum solution and involve no randomness
in the development of solution techniques. The other groups
of techniques that are also called metaheuristic optimization
techniques do not require the derivatives of the objective
function and the constraints. They rely on random search
paradigms based on simulation of natural phenomena. These
methods are nontraditional search and optimization meth-
ods, and they are very suitable and efficient in finding the
solution of combinatorial optimization problems.

3. Deterministic Solution Techniques for Elastic
Steel Frame Design Optimization Problems

Historically mathematical programming techniques were
first to be used to obtain the solution of optimum design
problem [1-12]. The developments took place in computers
and in the methods of mathematical programming, and they
have initiated a new era in designing engineering structures.
The need to design aircraft components to have minimum
weight and later the requirements of space programs has
provided the necessary funds and motivation to engineers to
develop effective design tools. As a result of a large number of
research works, numerous numerical techniques were devel-
oped for the solution of nonlinear programming problems
[1-12]. However, when these techniques were applied to the
design of real-size practical steel frames numerical difficul-
ties were encountered. It is found out that mathematical
programming-based structural optimization methods were
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only capable of designing steel frames with few dozen of
design variables.

Optimality criteria approach was introduced in late 1960
with the purpose of overcoming the previously mentioned
discrepancies of mathematical programming techniques. It
was shown that the optimality criteria method was not
dependent on the size of design problem and obtained the
near-optimum solution with few structural analyses. It was
this feature that made the optimality criteria techniques
attractive over the mathematical programming methods.
Optimality criteria approaches were widely utilized in the
design of large-size practical structures.

One of the common features of the both methods is that
they consider continuous design variables. In reality, variables
in most of the steel frame design problems are to be selected
from a set of discrete values that are available in practice.
This fact made it necessary to extend the mathematical
programming techniques to be capable of handling discrete
programming problems. This necessity has brought further
difficulties, and the capability of the methods developed to
solve such programming problems was found to be limited.
Arora [18] recently presented comprehensive review of the
methods available for discrete variable structural optimiza-
tion. In spite of the fact that the number of algorithms
has been developed for obtaining the solution of discrete
variables steel frame design optimization problems, they have
not found widespread application owing to their complexity
and inefficiency in dealing with large size structures.

3.1. Mathematical Programming Based Steel Frame Design
Optimization Techniques. Mathematical programming tech-
niques start the search for the optimum solution at a prese-
lected initial point and compute the gradients of the objective
function and constraints at this point. They take a step in the
negative direction of the gradient of the objective function
in the case of minimization problems to determine the next
point. They continue this process of finding a new point
until there is no significant change in the values of design
variables within two consecutive iterations. There are several
mathematical programming techniques available in the liter-
ature. In this paper only those that are used in developing
structural optimization algorithms for the optimum design
of steel frames are considered. These can be collected in three
broad groups. Each group uses different concept. In the first
group of algorithms approximation is carried out through the
use of linearization concept. The second group converts the
constrained problem into unconstrained one, and the third
group handles the mathematical programming problem as it
is without transforming it into another form.

3.11. Sequential Linear Programs. The first group of algo-
rithms employs sequential linear programming method
developed by Griflith and Stewart [19]. This method makes
use of Taylor expansions to transfer the nonlinear pro-
gramming problem into a linear programming one. This is
achieved by taking first two terms after applying Taylor’s
expansion to nonlinear functions in the programming prob-
lem. The design problems (2a), (2b), (2¢), (2d), (4a), (4b),
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(4¢), (4d), and (4e) can be rewritten in a general form as in
the following:

m
Minimize W =) w;(x,), i=1,...,n, (5a)
k=1
Subjectto  h;(x;) =0, j=1,...,ne, (5b)
g;(x)<0, j=ne+l,...,nc (5¢)

where x; represents the design variable i regardless of the type
of the mathematical formulation followed, and # is the total
number of design variables the problem. h;(x;) represents
nonlinear equality constraints, and ne is the total number
of such constraints. g;(x;) represents a nonlinear inequality
constraint j. ncis the total number of constraints in the design
problem. The objective function and constraints functions
need not be convex. It is assumed that the region defined by
(5a), (5b), and (5¢) is bounded. This nonlinear programming
problem is locally approximated into a linear programming
problem by taking two terms of Taylor expansion of every
nonlinear function in (5a), (5b), and (5c) about the current
design point x*. To assure that the approximation is adequate,
the region of permissible solutions must be kept small. This is
accomplished by applying move limits to the design variables.

Assuming that all the constraints are nonlinear, the

programming problem (5a), (5b), and (5¢) can be linearized

about x* which is the vector of design variables x* =

{xk k. --xfl} as
Min W=w (xk) +Vw (xk) (xk+1 - xk) >

subject to  h; (xk) + Vh; (xk) (karl - xk) =0,

j =1,...,ne,

(6)
9; (xk) + ng (xk) (xk+1 —xk) <0,
j=n+1,...,nc

k

(1—m)xkgx_1 S(1+m)xk,

where the value of every function is known at the design point
x*, and Vw(x), th(xk), and ng(xk) are (1 x n) gradient
vectors of the functions at x*. The last constraint in (6)
defines the region of permissible solutions that is constructed
by using some preselected percentage of the current design
point. m is known as move limit which is 0 < m < 1.
The gradient vector Vw(x*) consists of the first derivatives of
function w(x*):

Vo (x,) = [

The linear programming problem (6) can be arranged in the
following form:

ow ow ow ] . 7

— o ag
oxf  0x; oxy

Min. W =cx*' -,

(8)
subject to Ax1 (f) B,

where C, is a constant, C is a vector of order (1 x n),
coefficient matrix A is [(nc+2n) x n], and the right-hand side
vector is of order of [(nc + 2n) x 1]. They have the following
form:

C,=w (xk) -Vw (xk) x~,

C=Vw (xk) s
() iy () -y ()
A1 Col T I A CH R I CH A
I (1 +m)x~
I (1+m) X

€)

which are constructed at current design point x*.

The problem (8) is the linear approximation of the origi-
nal nonlinear programming problem of (5a), (5b), and (5¢).
The simplex method can now be employed for the solution

of this problem to obtain x**!

xF s replaced by xk“, and the linearization is carried out
about this new point. This process is repeated with gradually
decreasing move limits until no significant improvement
occurs in the value of the objective function. It was found
reasonable to start with m = 1 and reduce to 0.1 each cycle
until it reaches 0.1 [3, 5, 20]. Reinschmidt et al. [21], Pope
[22] and Johnson, and Brotton [23] are some of the studies
which were based on this linearization technique. In all
these works, the cross-sectional properties of members were
the only design variables. Saka [3, 5] used the linearization
technique and treated joint displacements as design variables
in addition to cross-sectional areas. Such formulation has also
been used by Arora and Haug [24].

Sequential linear-programming-based design algorithms
are attractive due to the availability of reliable linear program-
ming packages to most of the computer users. Initial design
point required to be selected by user prior to employing
the algorithm can be feasible or infeasible. However, the
method has a number of disadvantages. Firstly, it requires
several optimization cycles to reach the optimum solution
which makes it computationally costly. Secondly, choice of
move limits is important because it affects the total number
of iterations to find the optimum solution. Unfortunately
the selection of these limits is problem dependent. Thirdly,
when the starting point is infeasible, linearized problem may
not have a feasible solution which means that intermediate
solutions are practically useless. Furthermore, the conver-
gence difficulties arise in the design of steel frames with large
numbers of design variables. In such problems, linearization
errors become large, and the linearized problem may not have
a feasible solution. In both cases, it becomes necessary to relax
the move limits and restart of the application of the method
[7,10].

Sequential quadratic programming also uses the concept
of linearization, and it is one of the most effective mathe-
matical programming techniques for nonlinearly constrained
optimization problems [12, 25, 26]. The method consists of
approximating the original nonlinearly constrained problem

. The previous design vector



with a quadratic subproblem and solving the subproblem
successively until convergence has been achieved on the
original problem [27]. It is shown in [28] that sequential
quadratic programming is quite efficient in obtaining the
solution of large-scale structural optimization problems.

Wang and Arora [29] have presented two alternative
formulations based on the concept of simultaneous analysis
and design (SAND) for optimum design of framed structures.
Nodal displacements and member forces are treated as design
variables in addition to member cross-sectional properties.
This leads to having stiffness equations as equality constraints
in the mathematical model. The objective function and
other constraints are expressed as explicit functions of the
optimization variables. A sequential quadratic programming
method is used to obtain the solution of the design problem.
It is concluded that the SAND formulation works quite well
for optimization of framed structures.

Wang and Arora [30] studied the sparsity features of
simultaneous analysis and design (SAND) type of mathe-
matical modeling for large-scale structures. It is stated that
although SAND formulation has a large number of design
variables gradients of the functions, and Hessian of the
Lagrangian are quite sparsely populated. This property of
the formulation is exploited with optimization algorithms
with sparse matrix capability such as sequential quadratic
programming (SQP) for solving large-scale problems. It is
concluded that in terms of the wall-clock time or the CPU
time/iteration, the SAND formulations are more efficient
than the conventional formulation due to the fact that the
number of call-to-analysis routine was much smaller.

3.1.2. Penalty Function Methods. The second group of algo-
rithms uses sequential unconstrained minimization tech-
niques of nonlinear programming methods to obtain the
solution of the design problem. These methods replace
the constrained nonlinear programming problem by a new
uncontained one so that one of the unconstrained mini-
mization algorithms can be utilized for its solution. Uncon-
strained minimization methods are quite general and efficient
compared to constrained minimization algorithms. Thus, the
basic idea is to place a penalty on constraint violation so
that the solution is forced to satisfy the constraint functions.
Most of the work in this area is based on the development
introduced by Carroll [31] and Fiacco and McCormack [32].
These methods are widely used in structural design and have
some practical advantages. There are two types of penalty
function methods: exterior and interior penalty functions.

Exterior penalty function method transforms the con-
strained programming problem (5a), (5b), and (5¢) into an
uncontained one by the following function:

Min ¢ (x,7) = W (x) +r§h§ (x)
a (10)

nc

= > fminfo.g; ]},

j=ne+l

for r = 1, 0.1, 0.01, 0.001, ; — 0, 7r; > 0, and so forth.
Each penalty is directly associated with the corresponding
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constraint violation. The inequality terms are treated differ-
ently from the equality terms because the penalty applies only
for constrained violation. The positive multiplier 7 controls
the magnitude of the penalty terms. The problem is solved by
decreasing r in successive steps. In exterior penalty function
methods all intermediate solutions lie in the feasible region.
The solution may be started from an infeasible point, which
provides flexibility for the designer eliminating the need
for finding the initial feasible design point. However, the
algorithm cannot find a feasible solution before reaching the
optimum. All intermediate solutions are infeasible and do not
provide a usable design.

Interior penalty function method is employed when only
inequality constraint is present in the problem. It has the
following form:

¢ (x,r) =W (x) + rj; 5 l(x) (1)
or in a logarithmic form
d(x,1r) =W (x) - eroge [gj (x)] ,
j=1 (12)

r=1,0.1,0.01,... — 0,7; > 0.

The interior penalty function method requires feasible initial
design point to start with. This provides an advantage over
exterior penalty method such that all intermediate solutions
are feasible hence provide usable designs. Furthermore, the
constraints become critical only near the end of the solution
process. This provides advantage to the designers in selecting
the near optimal solution, which is a less critical design
instead of optimal design.

The structural optimization algorithms based on the
penalty function methods are numerically reliable for prob-
lems of moderate complexity. They are general and suitable
for various optimum structural design formulations. How-
ever, they have the drawback of requiring large number
of structural analysis which is computationally expensive.
Numerical difficulties may also arise in the case of ill-
conditioned minimization problems. In the field of optimum
structural design these methods have been used by Kavlie and
Moe [33, 34], Griswold and Moe [35], and De Silva and Grant
[36].

3.1.3. Gradient Method. The third group of techniques
approach to the solution of a nonlinear programming prob-
lem in a direct manner. Instead of transforming the problem
into another form, they deal with the constrained one as it
is. These methods approach to the optimum solution step
by step. At each step solution moves from current values of
design variables to the next values along a suitable direction.
This direction is determined by making use of the gradient
vectors of the objective and constraint functions. This is why
they are called gradient methods. The gradient-projection
method proposed by Rosen [37] for linear constraints is
based on a projecting search into the subspace defined by
the active constraints. This method has been modified by
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Haug and Arora [38] for nonlinear constraints and used to
develop a structural optimization algorithm. The method of
feasible direction proposed by Zoutindijk [39] is employed by
Vanderplaats [40, 41] in the popular CONMIN program. The
feasible direction method starts with some design point x” at
the boundary of the feasible region and then searches for the
best direction and step size to move within the feasible region,
to a new point x' such that the objective function values are
improved:

x'=x"+aS, (13)
where « is a step size and S’ is the direction vector. In
determining the direction vector, two conditions must be
satisfied. The first is that the direction must be feasible. This is
achieved in problems where the constraints at a point curve
inward, if STng < o. If a constraint is linear or outward

curved, it may require S*Ag; > o. The second condition is
that the direction must be usable, and the value of objective
function is improved. This is satisfied if STVf < o.

Despite not being very widely used in structural opti-
mization, there are other nonlinear programming techniques
that are employed in solving the steel frame design problem.
Among these geometric programming [42] is applied to
obtain optimum design of a number of different structural
problems [43]. On the other hand, dynamic programming
[44] was used in the optimum design of continuous beams
and multistory frames by Palmer [45, 46]. Both methods are
applicable to problems with specialized form. This is why
these techniques have not been used extensively in the field
of steel frame design.

It can be concluded that mathematical programming
techniques are general. It is possible to include displacement
stress, stiffness, and instability constraints in the optimum
design formulation of the framed structures. Inclusion of
stability constraints results in highly nonlinear programming
problem. Among the large number of available methods
[47, 48] the techniques used in the structural optimization
can be collected in three groups. The literature survey shows
that the optimum design algorithms developed are good only
in designing structures with few members. Unfortunately,
there is no single general nonlinear programming algorithm
that can effectively be used in solving all types of structural
optimization problems. Those that perform well in small- or
moderate-size structures run into numerical difficulties in
large-size structures. Except few, computer implementation
of these algorithms mostly is cumbersome. They require
several structural analyses to be carried out in each design
cycle to update the response of the structure. This makes
them computationally expensive. Overall, it is reasonable to
state that among the existing mathematical programming
methods, the ones that make use of approximation tech-
niques such as sequential quadratic programming result in
an efficient structural optimization algorithms even for large-
scale optimum design problems if the design variables are
continuously not discrete.

3.2. Optimality Criteria Methods Based on Steel Frame Design
Optimization Techniques. Optimality criteria methods differ

from the mathematical programming methods in the way
they solve the optimum design problem. While mathematical
programming techniques attempt to minimize the objective
function directly considering the constraint functions, the
optimality criteria methods derive a criterion based on
intuition such as fully stressed design or based on a math-
ematical statement such as Kuhn-Tucker conditions. They
then establish an iterative procedure to achieve this criterion.
It is expected that when this is accomplished, the optimum
solution will be obtained. Optimality criteria methods are
not as general as the mathematical programming techniques.
However, they are computationally more efficient. Their per-
formance does not depend on the size of the design problem,
and they are easier to implement for computers. Number of
structural analysis required to reach the final design is much
less than mathematical programming methods. However, in
certain cases, they may not converge to the optimum solution.

Optimality criteria methods were originated by Prager
and his coworkers [49] for continuous systems using uni-
form energy distribution criteria. Venkayya et al. [50-52],
Berke [53, 54], and Khot et al. [55-57] have later applied
this idea to discrete systems. Ragsdell has reviewed these
techniques in [58]. In these methods, a prior criterion is
derived using Kuhn-Tucker conditions. This criterion that
is required to be satisfied in the optimum solution provides
a basis in producing a recursive relationship for design
variables. This relationship is used to resize the structural
elements during the optimum design cycles. The design
process is terminated when convergence is attained in the
value of objective function. The optimality criteria method
is applied to optimum design of pin-jointed structures by
Feury and Geradin [59], Fleury [60], and Saka [61]. It is
applied to optimum design of steel framed structures by
Tabak and Wright [62], Cheng and Truman [63], Khan
[64], and Sadek [65]. Khot et al. [55] have carried out the
comparison of different optimality criteria methods. In all
these algorithms, displacement, stress, and minimum-size
constraints on the design variables were all considered. It
is shown in these works that the design methods based
on the optimality criteria approach are straightforward and
easy to program. Their behavior in obtaining the optimum
solution does not change depending on the number of
design variables. Number of structural analysis required to
reach to optimum design is relatively small compared to
mathematical programming based techniques which makes
optimality criteria based structural optimization algorithms
efficient and attractive for practicing engineers.

However, none of the previously mentioned methods
have considered the code specifications in the formulation
of the design problem. Saka [66] has presented optimality
criteria based minimum weight design algorithm for pin
jointed steel structures where the design requirements were
the same as the ones specified in AISC [13]. In this work, an
algorithm is developed for the optimum design of pin-jointed
structures under the number of multiple loading cases while
considering displacements, stress, buckling, and minimum-
size constraints. In contrast to the previous work, fixed-
value allowable compressive stresses were not utilized for the
compression members; instead they are left to the algorithm



to be decided. The values of critical stresses are computed in
every design step by making use of the current values of the
design variables. In order to achieve this, the critical stresses
are first expressed in terms of design variables as nonlinear
linear equations by making use of the relationships given in
design codes. These equations are then solved by the Newton-
Raphson method to obtain the value of the design variable
that satisfies the buckling constraint.

3.2.1. Linear Elastic Steel Frames. The optimum design prob-
lem of a rigidly jointed plane frame formulated according to
ASD-AISC (Allowable Stress Design, American Institute of
Steel Construction) [13] can be expressed as follows:

Min W= f Ay '"Z piti,

Subject to 8, <8jp, j=1L...,p

¢=1,...,nfc, (14)
&_{_ﬂﬂgl, n=1,...,nm,
Fanl mZFbxnl
A=Ay k=1,...,ng

where A is the area of members belonging to group k;
mk is the total number of members in group k; p; and ¢;
are the density of the material and the length of members
in group i; ng is the total number of member groups in
the structure. 8, is the displacement of joint j under the
load case ¢, and §,, is its upper bound; p is the total
number of restricted displacements. néc is the total number
of load cases that the frame is subjected to. f,,; and fi.
are the computed axial stress and compressive bending stress
in member #n under load case €. F,; is the allowable axial
compressive stress considering that the member is loaded
by axial compression only, F,; is the allowable compressive
bending stress considering that the member i is loaded in
bending only. m, is a constant and m, is an expression given
in [13]. nm is the total number of members in the frame. A;,
is the lower bound on the design variable A,. This bound is
required to prevent member areas being reduced to zero in
the optimum solution.

In the optimum design problem (14) only the cross-
sectional areas of different groups in the frame are treated
as design variables. It is apparent that determination of the
response of the frame under the applied loads necessitates the
values of the other cross-sectional properties such as moment
of inertia and sectional modulus. Therefore it becomes
necessary to use the relationship (3) to relate the other cross-
sectional properties to sectional areas in order not to increase
the number of design variables in the programming problem.

The solution of the design problem (14) is obtained in
an iterative manner. The area variables are changed during
iterations with the aim of obtaining a better design. It is
apparent that the new values of design variables are decided
by the most severe design constraint in every design cycle.
This necessitates obtaining an expression for updating these
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variables depending upon whether the displacement, stress,
or the buckling constraints are dominant in the design
problem. If neither of these constraints is dominant, then the
area variable is decided by the minimum-size limitation.

Dominance of Displacement Constraints. In the case where
the displacement constraints are dominant in the design
problem, the new values of the design variables are decided
by these constraints. If the design problem (14) is rewritten by
only considering the displacement constraints, the following
mathematical model is obtained:

ng mk
Min W= Z A ZPifzv

. (15)
j=1...,p,

¢=1,...

subject to  g;, (Ax) = 8jp = 8, < 0,
,néc.
Employing language multipliers, this constrained problem

can be transformed into unconstrained form as

ncf P

(Ak’ ]@) ZAkZPzet + Zz/\je g]é (Ak) (16)
k=1

¢=1]=1

where A ;, is the Lagrangian parameter for the jth constraint
under the ¢th load case. The necessary conditions for the
local constrained optimum are obtained by differentiating
(16) with respect to the design variable A, as

a¢ (Ak’ ](.’) Z e ag]@ )

+ > > A =0. (17)
¢=1]=1
By using the virtual work method 8, the jth displacement of
the frame under the load case £ can be expressed as
8, = X KX, (18)

where X is the virtual displacement vector due to virtual
loading corresponding to the jth constraint. This loading
case is setup by applying a unit load in the direction of the
restricted displacement j. K is the overall stiffness matrix
of the frame, and X, is the displacement vector due to the
applied load case ¢£. Equation (18) can be decomposed as sum
of the contributions of each member in the frame as

nm ft]l

8= Y XEKX, = 2 (19)
i=1 i=1 l
where f; is known as the flexibility coefficient
T
Jin = Xy KiXjjA; (20)

where K; is the contribution of member i to the overall
stiffness matrix. Substituting (20) into the derivative of the
displacement constraint leads to the following:

= (21)
0A, a4

agj(.’ (Ak) 1 Zf
ije>
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which only involves with the members in group k. Hence (17)
becomes

mk nfc
Zpi i Z Z A]é’ A2 Z ft]é’ - (22)
i=1 ¢=1 j=1 k j=1

Rearranging (22), considering constant p throughout the
frame, and multiplying both sides by A’ and then taking the
rth root leads to

néc

leie

mk

Z fl]€ ’

A J=1 (23)

i)t

v+l _ v
Ak _Ak

k=1,...,ng

where v is the iteration number. This is known as the
optimality criterion. It can be used to obtain the new values
of design variables in each iteration provided that Lagrange
parameters are known. There are several suggestions for the
computation of Lagrange parameters. They are summarized
in [55]. Among them, the one suggested by Khot [56] is simple
and easy to apply:

6~€ 1/c
A;;IZA';e((S;) ., j=L...,p (24)
jéu

where v is the current and v+1 is the next iteration number. ¢
is a preselected constant known as a step size. The value of 0.5
provides steady convergence. It is apparent that in order to use
(24), it is necessary to select some initial values for Lagrange
multipliers.

Dominance of Strength Constraints. In the case where the
strength constraints are dominant in the design problem it
becomes necessary to derive an expression from which the
new values of area variables can be computed. In this study
this expression is based on ASD-AISC [13] inequalities which
are repeated below for only considering in-plane bending:

C
Ja + —”"‘ff’x <1, (25)
Fa (1_fa/Fex)Fbx
i + & <1, (26)
0.6F, = Fy,

where x with subscripts b, m, and e is the axis of bending
which a particular stress or design property applies, F, is
the yield stress, and f, and f, are the computed axial stress
and bending stress at the point under consideration. F, is
the allowable axial compressive stress considering that the
member is only axially loaded, F;, is the allowable compressive
bending stress considering that the member is only under
bending loading. C,, is a factor and is given as 0.85 for
compression members in frames subject to joint translation.

F!_is Euler stress divided by a factor:

/ 12m,E
b= 35 7

where S = #l,/r, is the slenderness ratio of member, I, is
the actual unbraced length in the plane of bending, r,, is the
corresponding radius of gyration, 7 is the effective length
factor in plane of bending. and E is the modulus of elasticity.

The inequalities (25) and (26) are required to be satisfied
for those frame members subjected to both axial compression
and bending; the others that are subjected to axial tension
and bending require satisfying the inequality (26). In these
inequalities the allowable stresses F,, F,, and F, are related
to the instability of the member. They are function of various
cross-sectional properties that are to be expressed in terms of
area variables.

Axial Stability Constraints. The allowable critical stress F, for
a compression member i under load case ¢ is given in ASD-
AISC as the following.

IfS; > C elastic buckling is

12n°E
TR (28)
If S; < C plastic buckling is

2 2

_E(1-8/2C)
! (29)

_5, 38 s
“3°8C sc¥

where §; is the slenderness ratio of the member i and C
wl(anE/Fy). It is apparent from (28) and (29)
that critical stress of a compression member is function of
its slenderness ratio which in turn is related to the radius
of gyration of the cross section of a member. The cross-
sectional areas change from one design step to another as well
as from one member to another during the design process.
This results in having varying critical stress limits in the
design optimization problem of the steel frame. Consequently
it becomes necessary to express the allowable critical stress
of a compression member in terms of area variables so
that its value can be calculated whenever the cross-sectional
area of a member changes. This is achieved by employing
the approximate relationship given in (3). Computation of
allowable critical stress of a compression member differs
depending on its slenderness ratio as given in (28) and (29). It
is found more suitable here to identify whether a compression
member buckles in elastic region or in plastic region through
the value of the critical load P.,. This load is obtained by using
the fact that for the value of §; = C (28) and (29) give the same
value. That is

is given as

_ 127°EA,
cr? cr T 23C
where A, is the critical area value for member i. Since a
compression member can buckle about its x-x or y-y axis
depending on whichever slenderness ratio is critical, it is then
necessary to express both radii of gyration in terms of area
variables by using the relationship

r, = ao A%, (31)

S;=C; P,=F,A (30)

>

_ 05 4¢
r,=a, A",
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where ¢, = 0.5(b; — 1) and ¢, = 0.5(b, — 1). It follows from
Sxi = Ly/ryand Sy, = 1, /r,; where l,; and |, are the effective
length of member i about x-x and y- y axis, respectlvely The
critical area value is then easily obtained from

b L]
vam clas) @

where the subscript k of I is either x or y and subscript k of
a; and ¢ is either 1 or 2, whichever applies.

After the computation of P., from (37), the check for the
elastic or plastic buckling can proceed as the following.

If P, < P,, elastic buckling is

127°E
= — . 33
g (33)
If P, > P,, plastic buckling is
F,(24C° - 12CS;
Yy ( ! ) (34)

7 40C3 + 95,C? - 353

where P, is the compression force in member i under the load
case £.
Finally the previously mentioned allowable stresses can

be related to area variables by substituting S; = [/ (a,g'SAC")
which yields to the following expressions.
If P, < P,, elastic buckling is
F, = t A% (35)

If P, > P,, plastic buckling is

e, A% — o) A%
F, = —* 2 , 36
T ey A%k + e, A% — e (36)

where the constants are

12”2Eak 3 1.5 2~ 0.5
tc=———, e =24F C’a,>, e,=12F [ Ca,”,
6 (23113) 1 y k 2 vk

(37)

ey =40C°a,°, e, =9Clay, es=3L.  (38)
In the previously mentioned expressions

if S,; <S8y then [ =1, ap =a,, g =0,
(39)
if S, > S,

then [, =1, a.=a,, ¢ =¢
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Consequently, the allowable axial compressive stress F, of
inequality (25) is replaced by either (35) or (36), whichever
applies.

Lateral Stability Constraints. The allowable compressive stress
F,, of (25) and (26) is given by the following formulae in ASD-
AISC:

70830C, I, 354200C,
when {|[————2 < £ < | —
Fy 7y F

y
(L/r,)’ o
FE, (L /r

then F, = 2 et N

3 1.055x10°C, | 7

l 354200 1.17 x 10
when € > \/—Cb then X—Cb, (41)

Tt FJ’ (Ze/rt)

where the units of the yield stress F, and the allowable

compressive bending stress F, are kN/cm®.

In (40) and (41) the value of F, cannot be more than 0.6.
F, and r,are the radii of gyration of I section comprising the
flange plus one-third of the compression web area taken about
minor axis. [, is the lateral effective length of the beam. The
coeflicient C,, is given a

Cp=175+1.58+0.38 <2.3, (42)

in which  is the ratio of the small moment M, to the larger
moment M, acting at the ends of the member. f3 has positive
sign if the member is in single curvature, has negative sign
otherwise. Since the end moments of the frame members
are available at every design step from the analysis of frame
which is carried out at every design step, C, becomes a
constant which makes F, only a function of r,. In I shaped
sections r, may be approximated as 1.2r,, as given in [67]. r,
can be expresses in terms of area variable by employing the
relationship (3) as

re=12r, = 1.2a)° A, (43)
Substitution of (43) into (44) yields
F, = (t, - ,A7%), (44)
where

272
b= & £ = Fy—le (45)
1~ 2~ 6 .
(1.519 x 10°a,C,,)

And substituting in (41) gives
F, =t,A™, (46)
where

ty = 1.6848 x 10°a,C, . (47)
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Depending on the lateral slenderness ratio of the beam either
(44) or (46) is substituted in (25) and (26).

Combined Stress Constraints. The Euler stress given in (27) can
also be expressed in terms of area variables by substituting
S; = 1./ (a¥® A%) which yields to the following expression:

Fl =t;A™, (48)
where
12n°Ea,
te = —————. 49

The axial and bending stresses in the member due to the
applied loads are

M

, fb:( v (50)

fa: a3Ab3),

> s

where P, and M, are the axial force and the maximum
bending moment in the member.

Substituting (48) and (50) into (25) with C,, = 0.85 and
carrying out simplifications the combined stress constraint
can be reduced to the following nonlinear equation:

o F,A” — o, F, A% + o, F, A — o, F,F, A»"!

(51)
+asF,F A% =0,
where ¢; = by, — 2¢; — 1 and the constants are
o, =astsP, o, = a3Pa2, o; = 0.85M, ts,
(52)
oy = azts, a5 =azP,.

It is apparent from (35), (36), (44), and (46) that F, and F,
are also nonlinear expressions of area variables. Substitution
of these into (51) increases the nonlinearity of the equation
even further. Similarly substitution of (50) into the combined
stress constraint of (26) reduces this equation into a nonlinear
equation of area variable:

u, F,A” + u, A — u,F, A% = 0, (53)
where the constants are

u; = a;P, u, = 0.6F,M,, us =0.6F a;.  (54)
The equations (51) and (53) are solved using Newton-
Raphson method to obtain the value of area variables that
satisfy the combined stress constraints. The solution of these
equations does not introduce any difficulty although they
are highly nonlinear. The derivatives with respect to area
variables that are required by Newton-Raphson method are
evaluated analytically since F, and F, are already expressed in
terms of area variables. Numerical experiments have shown
that it takes not more than 5 to 6 iterations to obtain the roots
of these nonlinear equations. The larger value obtained from
these equations is adopted as the member area for the next
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design step for the case where the combined stress constraints
are dominant in the design problem.

Optimum Design Algorithm. The steps of the design proce-
dure described previously are given in the following.

(1) Select the initial values of area variables and Lagrange
multipliers.

(2) Analyze the frame with these values of area variables
and obtain the joint displacements as well as member
end forces under the external loads and unit loads
applied in the direction of the restricted displace-
ments.

(3) Compute the Lagrange multipliers from (24).

(4) Take each area group in the frame respectively and
compute the new value of the area variable which is
in the cycle from (23).

(5) Compute the lower bound on the same area variable
for the combined stress constraints from (51) and (53).
Select the largest.

(6) Compare the three area values obtained from dom-
inant displacement constraints, the combined stress
constraints, and the minimum size restrictions. Take
the largest among three as the new value of the area
variable for the next design cycle.

(7) Carry out the steps 4, 5, and 6 for all the area groups
in the frame.

(8) Check the convergence on the weight of the frame. If
it is satisfied go to step 9; else go to step 2.

(9) Check whether the displacement and combined stress
constraints are satisfied. If not then go to step 2; else
stop.

The initial design point required to initiate the design
procedure can be selected in any way desired. It can be
feasible or even be infeasible. The area variables in the initial
design point can be selected as all are equal to each other for
simplicity or can be decided using engineering judgment. The
numerical experimentation carried out has shown that the
design algorithm works equally well with all these different
initial points.

SODA developed by Grieson and Cameron [68] was the
first commercial structural optimization software for prac-
tical buildings design. This software considered the design
requirements from Canadian Code of Standard Practice
for Structural Steel Design (CAN/CSA-S16-01 Limit States
Design of Steel Structures) and obtained optimum steel
sections for the members of a steel frame from an available
set of steel sections. However, the software was limited to
relatively small skeleton framework.

Optimality criteria based structural optimization method
is presented in [69] for the optimum designs of multi-
story reinforced concrete structures with shear walls. The
algorithm considers displacement, ultimate axial load, and
bending moment and minimum size constraints. Member
depths are treated as design variables. The values of design
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variables are evaluated from recursive relationships in every
design cycle depending on the dominance of design con-
straints. The largest value of the design variable among
those computed from the displacement limitations, ultimate,
axial, and bending moment constraints, and minimum size
restrictions defines the new value of the design variable in
the next optimum design cycle. This process is repeated until
convergence is obtained on the objection function.

It is shown in [70] that optimality criteria approach can
also be utilized in the optimum geometry design of roof
trusses. In this work the slope of upper chord of a truss
is treated as a design variable in addition in to area vari-
ables. Additional optimality criteria were developed for slope
variables under the displacement constraints; the algorithm
determines the optimum values of the cross-sectional areas
in the roof truss as well as optimum height of the apex.

In another application [71], the optimality criteria based
structural optimization algorithm is developed for the opti-
mum design of steel frames with tapered members. The algo-
rithm considers the width of an I section as constant together
with web and flange thickness, while the depth is assumed
to be varying linearly between joints. The depth at each joint
in the frame where the lateral restraints are assumed to be
provided is treated as a design variable. The objective function
taken as the weight of the frame is expressed in terms of
the depth at each joint. The displacement and combined
axial and flexural strength constraints are considered in the
formulation of the design problem in accordance with Load
and Resistance Factor Design (LRFD) of AISC code [72].
The strength constraints that take into account the lateral
torsional buckling resistance of the members between the
adjacent lateral restraints are expressed as a nonlinear func-
tion of the depth variables. The optimality criteria method
is then used to obtain a recursive relationship for the depth
variables under the displacement and strength constraints.
The algorithm basically consists of two steps. In the first one,
the frame is analyzed under the external and unit loadings
for the current values of the design variables. In the second,
this response is utilized together with the values of Lagrange
multipliers to compute the new values of the depth variables.
This process is continued until convergence obtained in
the objective function. The optimum design of number of
practical pitched roof frames is presented to demonstrate the
application of the algorithm.

Al-Mosawi and Saka [73] employed optimality criteria
approach to develop an algorithm for the optimum design
of single-core shear walls subjected to combined loading of
axial force, biaxial bending moment, and torsional moment.
The algorithm is based on the limit state theory and considers
displacement limitations in addition to strain constraints
in concrete and yielding constraints in rebars. It takes into
account the effect of warping which can be considerable in the
computation of normal stresses when the thin-walled section
is subjected to a torsional moment. The design algorithm
makes use of sectional properties of section, which is quite
useful in describing deformations and stresses when the
plane cross-section no longer remains plane. A numerical
procedure is developed to calculate the shear center of
reinforced concrete thin-walled section in addition to the
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sectional and sectional properties. Furthermore, an iterative
procedure is presented for finding the location of the neutral
axis in reinforced concrete thin-walled sections subjected to
axial force, biaxial, moments and torsional moment. It is
shown that optimality criteria method can effectively be used
in obtaining the optimum solution of highly nonlinear and
complex design problem.

Al-Mosawi and Saka [74] presented an algorithm that
obtains the optimum cross-sectional dimensions of cold-
formed thin-walled steel beams subjected to axial force,
biaxial moments, and torsional loadings. The algorithm
treats the cross-sectional dimensions such as width, depth
and wall thickness as design variables and considers the
displacement as well as stress limitations. The presence of
torsional moments causes wrapping of thin-walled sections.
The effect of warping in the calculations of normal stresses
is included using Vlasov [75] theorems. The design problem
turns out to be highly nonlinear problem. It is shown that the
optimality criteria method can effectively be used to obtain
the solution.

Chan and Grierson [76] and Chan [77] presented a
practical optimization technique based on the optimality
criteria approach for the design of tall steel building frame-
works where cross-sectional areas are selected from the
standard steel section tables. This computer based method
considers the multiple interstory drift, strength, and sizing
constraints in accordance with building code and fabrications
requirements. The optimality criteria approach and section
properties regression relationship are used to solve the design
problem. To achieve a final optimum design using standard
steels section a pseudo-discrete optimality criteria technique
is applied to assign standard steel sections to the members of
the structure while maintaining the least change in structure
weight. A full-scale 50 story three-dimensional steel frame
is designed to demonstrate the application of the automatic
optimal design method.

Soegiarso and Adeli [78] presented an algorithm for the
minimum weight design of steel moment resisting space
frame structures with or without bracing based on LRFD
specifications of AISC. The algorithm is based on the opti-
mality criteria method. The LRFD constraints for moment
resisting frames are highly nonlinear and implicit functions
of design variables. The structure is subjected to wind loading
according to the Uniform Building Code in addition to the
dead and live loads. The algorithm is applied to the optimum
design of four large high-rise steel building structures ranging
up in height from 20 to 81 stories.

3.2.2. Nonlinear Elastic Steel Frames. Optimality criteria ap-
proach has been effectively employed in the optimum design
of nonlinear skeleton structures. Khot [79] was one of the
early researchers who presented an optimization algorithm
based on an optimality criteria approach to design a min-
imum weight space truss with different constraint require-
ments on system stability. In order to reduce the imperfection
sensitivity of a structure, the Eigen values associated with the
system buckling modes are separated by a specified interval.
This requirement is included as a constraint in the design
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problem. This design obtained for the various constraint
conditions was analyzed with and without specified geomet-
ric imperfections using nonlinear finite element program
that accounts geometric nonlinearity. The results obtained
for various designs were compared for their imperfection
sensitivity. Later, Khot and Kamat [80] presented optimality
criteria based algorithm for the minimum weight design
of geometrically nonlinear pin-jointed space trusses. The
nonlinear critical load is determined by finding the load
level at which the Hessian of the potential energy becomes
negative. A recurrence relationship is based on the criteria
that at the optimum structure the nonlinear stain energy
density must be equal in all members. This relationship is
used to resize the space truss members. The number of
examples is considered to demonstrate the application of the
algorithm.

Saka [81] also presented an optimum design algorithm
that takes into account the response of space trusses beyond
the elastic behavior. The algorithm is developed by coupling
a nonlinear analysis technique with an optimality criteria
approach. The nonlinear analysis method used determines
the changes in the axial stiffness of space truss members
from the nonlinear load-deformation curves. These curves
are obtained from the tensile stress-strain curve for the
tension members and from the stress-strain curve under
compression that varies as the slenderness ratio of the
member changes. These nonlinear curves are approximated
by straight lines. The intersection points of these lines are
called as critical points. As the load increases, the slope of
linear segments changes. This implies the variation in the
axial stiffness of the member. Once the axial stiffness values
of all members are specified up to the failure, the nonlinear
analysis is easily carried out by allowing these changes in
the stiffness of members during the increase of the external
loads. The optimality criteria approach is employed to obtain
a recurrence relationship for area variables. Consideration
of postbuckling and postyielding behavior of truss members
makes the stress and buckling constraints redundant. The
number of space trusses is designed by the algorithm, and it
is shown that optimum designs are obtained after relatively
fewer members of iterations.

Saka and Ulker [82] developed a structural optimization
algorithm for geometrically nonlinear space trusses subjected
to displacement and stress and size constraints. Tangent
stiffness method is used to obtain the nonlinear response
of the space truss. This response is used by the optimality
criteria method to determine the values of area variables in
the next design cycle. During the nonlinear analysis, tension
members are loaded up to yield stress, and compression
members are stressed until their critical limits. The overall
loss of elastic stability is checked throughout the steps of the
algorithm. It is shown that the consideration of geometric
nonlinearity in the optimum design of space trusses makes
it possible to achieve further reduction in its overall weight.
It is shown that inclusion of the geometric nonlinearity
caused 11% reduction in the overall weight in the optimum
design of 120-bar laminar dome compared to minimum
weight design considering linear behavior. Furthermore, by
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considering the geometrical nonlinearity in the optimum
design the algorithm takes into account the realistic behavior
of space trusses. Geometric nonlinearity becomes important
in shallow-framed domes.

Saka and Hayalioglu [83] present a structural optimiza-
tion algorithm for geometrically nonlinear elastic-plastic
frames. The algorithm is developed by coupling the optimal-
ity criteria approach with large deformation analysis method
for elastic-plastic frames. The optimality criteria method is
used to obtain a recursive relationship for the design variables
considering the displacement constraints. The nonlinear
response of the frame used by the recursive relationship is
based on a Euclidian formulation which includes elastic-
plastic effects. Local member force-deformation relationships
are extended to cover the geometric nonlinearities. An
incremental load approach with Newton-Raphson iterations
is adopted for the computational procedure. These iterations
are terminated when the prescribed load factor reached. It is
shown in the optimum design of number of rigid frames con-
sidered in the study that inclusion of geometric and material
nonlinearity in the optimum design does not only lead to a
more realistic approach but also yields to lighter frames. The
reduction in the overall weight of the frames varied from 20%
to 30% when compared to the linear-elastic optimum frame
designs. Later, the algorithm is extended to geometrically
nonlinear elastic-plastic steel frames with tapered members
[84]. It is shown that consideration of nonlinear behavior
in the minimum weight design of pitched roof frame with
tapered members yields almost 40% reduction in the weight
compared to the optimum design with linear-elastic behavior.
It is stated in both works that the optimality criteria approach
was quite effective in handling the displacement constraints
in such complex design problems. It was noticed that most of
the computational time was consumed by the large deforma-
tion analysis of elastic-plastic frame.

Saka and Kameshki [85] employed optimality criteria
approach to develop an algorithm for the optimum design of
unbraced rigid large frames that takes into account the non-
linear response of P-§ effect. The algorithm considers sway
constraints and combined stress limitations in the design
problem. A recursive relationship is developed for using
optimality criteria approach for the sway limitations and
the combined strength constraints are reduced to nonlinear
equations of the design variables. The algorithm initiates the
design process by carrying out nonlinear analyses of the
frame in which in each analysis cycle the overall stability
is checked. When the nonlinear response of the frame is
obtained without loss of stability, the new values of design
variables are computed from the recursive relationships.
This process of reanalyses and resizing is repeated until the
convergence is obtained in the objection function. It was
noticed that the nonlinear value of the top storey sway of 24-
story 3-bay unbraced frame due to P-§ effect was 10% more
than its linear value. This clearly indicates the importance of
including the geometric nonlinearity in the optimum design
of unbraced tall steel frames.

This algorithm is later extended to the optimum design
of three-dimensional rigid frames by Saka and Kameshki
[86]. The algorithm considers the displacement limitations
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and restricts the combined stresses not to be more than yield
stress. The stability functions for three-dimensional beam-
columns are used to obtain the P-§ effect in the frame. These
functions are derived by considering the effect of axial force
on flexural stiffness and effect of flexure on axial stiffness. The
algorithm employs the optimality criteria approach together
with nonlinear overall stiffness matrix to develop a recursive
relationship for design variables in the case of dominant
displacement constraints. The combined stress constraints
are reduced to nonlinear equations of design variables. The
algorithm initiates the optimum design at the selected load
factor and carries out elastic instability analysis until the
ultimate load factor is reached. During these iterations checks
of the overall stability of the space rigid frame are conducted.
If the nonlinear response is obtained without loss of stability,
the algorithm proceeds to the next design cycle. It is shown
in the design examples considered that P-§ effect plays
important role in the optimum design of framed domes, and
its consideration does not only provide more economy in the
weight, but also produces more realistic results.

The research work reviewed previously clearly shows that
the optimality criteria approach is quite effective in obtaining
the optimum design of skeleton structures. The number of
design cycles required to reach to the optimum frame is
relatively low and it is independent of the size of frame. The
optimality criteria approach made it possible to obtain the
optimum design of large size, realistic structures. It is also
shown that these methods are general and can be employed
in the optimum design of linear elastic, nonlinear elastic, and
elastic-plastic frames. Furthermore it is shown that they can
even be used in the shape optimization of skeleton structures.
Thus, it is apparent that in structural engineering problems
where the design variables can have continuous values, the
optimality criteria based structural optimization algorithm
effectively provides solutions. However, the optimum design
of steel frames necessitates selection of steel profiles for its
members from available list of steel sections which contains
discrete values not continuous. Altering optimality criteria
algorithms to cater this necessity is cumbersome and do
not yield techniques that can be efficiently used in the
optimum design of large-size steel frames. This discrepancy
of mathematical programming and optimality criteria based
design optimization algorithms forced researchers to come
up with new ideas which caused the emergence of stochastic
search techniques.

4. Discrete Optimum Design Problem of
Steel Frames to LRFD-AISC

The design of steel frames requires the selection of steel
sections for its columns and beams from a standard steel
section tables such that the frame satisfies the serviceability
and strength requirements specified by LRFD-AISC (Load
and Resistance Factor Design-American Institute of Steel
Constitution) [72], while the economy is observed in the
overall or material cost of the frame. When formulated as a
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programming problem it turns out to be a discrete optimum
design problem which has the following mathematical form:

ng t,
Minimize = Z m, Z t, (55a)
r=1 s=1
Subject t (9-91) <6 i=1 (55b)
ubject to . S0 J=1,...,18
J
6;,<6;,, i=1,...,nd (55¢)
Puk +§( Muxk + M“J/k ) <1,
(/5 Pnk 9 ¢anxk ¢anyk
for —4£ > 0.2,
nk
(55d)
Puk +§ < Muxk + M“J’k )Sl,
2¢ Pnk 9 ¢anxk ¢anyk
(55e)
P
for —%& < 0.2,
¢ nk
M, <M, ,, t=1,...,nb, (55f)
B, <Bg, s=1,...,nu, (55g)
Ds < Ds—l’ (SSh)
mg < mg_y, (55i)

where (55a) defines the weight of the frame, m, is the unit
weight of the steel section selected from the standard steel
sections table that is to be adopted for group 7, t, is the total
number of members in group r, and ng is the total number
of groups in the frame. [, is the length of the member s which
belongs to the group r.

Inequality (55b) represents the interstorey drift of the
multistorey frame. §; and §;_, are lateral deflections of two
adjacent storey levels and A, is the storey height. ns is the
total number of storeys in the frame. Equation (55c) defines
the displacement restrictions that may be required to include
other-than-drift constraints such as deflections in beams.
nd is the total number of restricted displacements in the
frame. &, is the allowable lateral displacement. LRFD-AISC
limits the horizontal deflection of columns due to unfactored
imposed load and wind loads to height of column/400 in each
storey of a building with more than one storey. §,,, is the upper
bound on the deflection of beams which is given as span/360
if they carry plaster or other brittle finish.

Inequalities (55d) and (55e) represent strength con-
straints for doubly and singly symmetric steel members
subjected to axial force and bending. If the axial force in
member k is tensile force the terms in these equations
are given as the following: P, is the required axial tensile
strength, P, is the nominal tensile strength, ¢ becomes ¢,
in the case of tension and called strength reduction factor
which is given as 0.90 for yielding in the gross section and
0.75 for fracture in the net section, ¢, is the strength reduction
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factor for flexure given as 0.90, M, and M, are the
required flexural strength, M,,,, and M, are the nominal
flexural strength about major and minor axis of member k,
respectively. It should be pointed out that required flexural
bending moment should include second-order effects. LRFD
suggests an approximate procedure for computation of such
effects which is explained in Cl of LRED. In this case the
axial force in member k is a compressive force, and the
terms in inequalities (55d) and (55e) are defined as the
following: P, is the required compressive strength, P, is
the nominal compressive strength, and ¢ becomes ¢. which
is the resistance factor for compression given as 0.85. The
remaining notations in inequalities (55d) and (55e) are the
same as the definition given previously.

The nominal tensile strength of member k for yielding in
the gross section is computed as P, = F A j; where F), is the
specified yield stress and A . is the gross area of member k.
The nominal compressive strength of member k is computed

as Py = AyF, where I, = (0.658’1§)F}, for A, < 1.5 and
F, = (0.877/A})F, for A, > 1.5and A, = (KI/rm),(F,/E.

In these expressions E is the modulus of elasticity, and K
and [ are the effective length factor and the laterally unbraced
length of member, k respectively.

Inequality (55f) represents the strength requirements for
beams in load and resistance factor design according to
LRFD-F2. M,,,, and M,,,, are the required and the nominal
moments about major axis in beam b, respectively. ¢, is the
resistance factor for flexure given as 0.90. M, is equal to
M,,, plastic moment strength of beam b which is computed
as ZF, where Z is the plastic modulus and F), is the specified
minimum vyield stress for laterally supported beams with
compact sections. The computation of M, ,;, for noncompact
and partially compact sections is given in Appendix F of
LRFD. Inequality (55f) is required to be imposed for each
beam in the frame to ensure that each beam has the adequate
moment capacity to resist the applied moment. It is assumed
that slabs in the building provide sufficient lateral restraint for
the beams.

Inequality (55g) is included in the design problem to
ensure that the flange width of the beam section at each beam-
column connection of storey s should be less than or equal to
the flange width of column section.

Inequalities (55h) and (551i) are required to be included to
make sure that the depth and the mass per meter of column
section at storey s at each beam-column connection are less
than or equal to width and mass of the column section at the
lower storey s — 1. nu is the total number of these constraints.

The solution of the optimum design problems described
previously requires the selection of appropriate steel sections
from a standard list such that the weight of the frame becomes
the minimum while the constraints are satisfied. This turns
the design problem into a discrete programming problem. As
mentioned earlier the solution techniques available among
the mathematical programming methods for obtaining the
solution of such problems are somewhat cumbersome and
not very efficient for practical use. Consequently structural
optimization has not enjoyed the same popularity among the
practicing engineers as the one it has enjoyed among the
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researchers. On the other hand, the emergence of new com-
putational techniques called as stochastic search techniques
or metaheuristic optimization algorithms that are based on
the simulation of paradigms found in nature has changed
this situation altogether. These techniques are inspired by
analogies with physics, with biology, or with ethology.

5. Stochastic Solution Techniques for
Steel Frame Design Optimization Problems

The stochastic search techniques make use of ideas inspired
from nature, and they are equally efficient for obtaining
the solution of both continuous and discrete optimization
problems. The basic idea behind these techniques is to
simulate the natural phenomena such as survival of the fittest,
immune system, swarm intelligence, and the cooling process
of molten metals through annealing to a numerical algorithm
[87-107]. These methods are nontraditional stochastic search
and optimization methods, and they are very suitable and
effective in finding the solution of combinatorial optimiza-
tion problems. They do not require the gradient information
or the convexity of the objective function and constraints, and
they use probabilistic transition rules not deterministic rules.
Furthermore, they do not even require an explicit relationship
between the objective function and the constraints. Instead
they are based stochastic search techniques that make them
quite effective and versatile to counter the combinatorial
explosion of the possibilities. An extensive and detailed
review of the stochastic search techniques employed in
developing optimum design algorithms for steel frames is
given in [16]. This review covers the articles published in
the literature until 2007. In this paper firstly the summary
of stochastic search algorithms is given, and the relevant
publications after 2007 are reviewed in detail.

5.1. Evolutionary Algorithms. Evolutionary algorithms are
based on the Darwinian theory of evolution and the survival
of the fittest. They set up an artificial population that consists
of candidate solutions to optimum design problem which
are called individuals. These individuals are obtained by
collecting the randomly selected values from the discrete set
for each design variable. For example in a design problem of
a steel frame with three design variables, the 11th, 23", and
41st steel sections in the standard section list that contains
64 sections can randomly be selected for each design vari-
able. First these sequence numbers are expressed in binary
form as 001011, 010111, and 101001. This is called encoding.
There are different types of encodings such as binary, real-
number, integer, and literal permutation encodings. When
these binary numbers are combined together an individual
consisting of zeros and ones such as 001011010111101001 is
obtained. This individual is inserted to the population as a
candidate solution. The reason 6 digits are used in the binary
representation is to allow the possibility of covering total 64
sections available in the standard section list. The number of
individuals can be generated same way and collected together
to set up an artificial population. The binary representation
of the individual is called its genome or chromosome. Each
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genome consists of a sequence of genes. A value of a gene
is called an allele or string. It is apparent that all these
terms are taken from cellular biology. It can be noticed
that a new individual can be obtained by just changing one
allele. Evolutionary algorithms do exactly this. They modify
the genomes in the population to obtain a new individual
which are called offspring or a child. Each individual is
then checked for its quality which indicates its fitness as
a solution for the design problem under consideration. A
new population which is called a new generation is then
obtained by keeping many of those offsprings with high
fitness value and letting the ones with low fitness value to
die off. Populations are generated one after another until
one individual dominates either certain percentage of the
population or after a predetermined number of generations.
The individual with the highest fitness value is considered the
optimum solution in both approaches. An extensive surveys
of evolutionary computation and structural design are carried
out in [90, 108-111].

There are varieties of evolutionary algorithms though in
general they all are population-based stochastic search algo-
rithms. They differ in the production of the new generations.
However, those that are used in steel frame optimization can
be collected under two main titles. These are genetic algo-
rithms developed by Holland [87] and evolution strategies
developed by Goldberg and Santani [112], Gen and Chang
[113], and Chambers [98].

5.1.1. Genetic Algorithms. Genetic algorithm makes use of
three basic operators to generate a new population from the
current one [16, 90, 114]. The first one is known as selection,
which involves selection of the individuals from the current
population for mating depending on their fitness value. For
each individuals a fitness value is calculated which represents
the suitability of the individual’s potential to be selected
as a solution for the design. More highly fit designs send
more copies to the mating pool. The fitness of individuals is
calculated from the fitness criteria. In order to establish fitness
criteria it is necessary to transform the constrained design
problem into an unconstrained one. This is achieved by using
a penalty function that generates a penalty to the objective
function, whenever the constraints are violated. There are
various forms of penalty functions used in conjunction with
genetic algorithms. The details of these transformations are
given in [98, 113, 115].

The second operator is called crossover in which the
strings of parents selected from the mating pool are broken
into segments, and some of these segments are exchanged
with corresponding segments of the other parent’s string. The
crossover operator swaps the genetic information between
the mating pair of individuals. There are many different
strategies to implement crossover operator such as fixed,
flexible, and uniform crossovers [108, 115].

After the application of crossover new individuals are
generated with different strings. These constitute the new
population. Before repeating the reproduction and crossover
once more to obtain another population the third operator
called mutation is used. Mutation safeguards the process
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from a complete premature loss of valuable genetic material
during reproduction and crossover. To apply mutation, few
individuals of the population are randomly selected, and the
string of each individual at a random location if 0 is switched
to 1 or vice versa. The mutation operation can be beneficial in
reintroducing diversity in a population.

Although initially genetic algorithms used the binary
alphabet to code the search space solutions, there are also
applications where other types of coding are utilized. Real
coding seems particularly natural when tackling optimization
problems of parameters with variables in continuous domains
[116]. Leite and Topping [117] proposed modifications to
one-point crossover by defining effective crossover site and
using multiple off-spring tournaments. Modifications also
covered to improve the efficiency of genetic operators to
allow reduction in computation time and improve the results.
Genetic algorithm has been extensively used in discrete
optimization design of steel-framed structures [118-133].

Camp et al. [124, 125] developed a method for the
optimum design of rigid plane skeleton structures subjected
to multiple loading cases using genetic algorithm. The
design constraints were implemented according to Allow-
able Stress Design specifications of American Institutes of
Steels Construction (AISC-ASD). The steel sections were
selected from AISC database of available structural steel
members. Several strategies for reproduction and crossover
were investigated. Different penalty functions and fitness
policies were used to determine their suitability to ASD
design formulation. Saka and Kameshki [126] presented
genetic algorithm based algorithm design of multistory steel
frames with sideway subjected to multiple loading cases.
The design constraints that include serviceability as well as
the combined strength constraints were implemented from
British Standards BS5950. Saka [127] used genetic algorithm
in the minimum design of grillage systems subjected to
deflection limitations and allowable stress constraints. Wel-
dali and Saka [128] applied the genetic algorithm to the
optimum geometry and spacing design of roof trusses sub-
jected to multiple loading cases. The algorithm obtains a roof
truss that has the minimum weight by selecting appropriate
steel sections from the standard British Steel Sections tables
while satisfying the design limitations specified by BS5950.
Saka et al. [129] presented genetic algorithm based optimum
design method that find the optimum spacing in addition
to optimum sections for the grillage systems. Deflection
limitations and allowable stress constraints were considered
in the formulation of the design problem. Pezeshk et al.
[130] also presented a genetic algorithm based optimization
procedure for the design of plane frames including geometric
nonlinearity. The design constraints are accounted for AISC-
LRFD specifications. Hasangebi and Erbatur [131] carried out
evaluation of crossover techniques in genetic algorithm. For
this purpose commonly used single-point, 2-point, multi-
point, variable-to-variables and uniform crossover are used
in the optimum design of steel pin jointed frames. They have
concluded that two-point crossover performed better than
other crossover types. Erbatur et al. [132] developed GAOS
program which implements the constraints from the design
code and determines the optimum readymade hot-rolled
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sections for the steel trusses and frames. Kameshki and Saka
[133] used genetic algorithm to compare the optimum design
of multistory nonswaying steel frames with different types of
bracing. Kameshki and Saka [134] presented an application
of the genetic algorithm to optimum design of semirigid steel
frames. The design algorithm considers the service ability
and strength constraints as specified in BS5950. Andre et
al. [135] discussed the trade-off between accuracy, reliability,
and computing time in the binary-encoded genetic algorithm
used for global optimization over continuous variables. Large
set of analytical test functions are considered to test the
effectiveness of the genetic algorithm. Some improvements
such as Gray coding and double crossover are suggested for
a better performance. Toropov and Mahfouz [136] presented
genetic algorithm based structural optimization technique
for the optimum design of steel frames. Certain modifications
are suggested which improved the performance of the genetic
algorithm. The algorithm implements the design constraints
from BS5950 and considers the wind loading from BS6399.
The steel sections are selected from BS4. Hayalioglu [137]
developed a genetic algorithm based optimum design algo-
rithm for three-dimensional steel frames which implements
the design constraints from LRFD-AISC. The wind loading
is taken from Uniform Building Code (UBC). The algorithm
is also extended to include the design constraints according
to Allowable Stress Design (ASD) of AISC for comparison.
Jenkins [138] used decimal coding instead of binary coding
in genetic algorithm. The performance of the decimal coded
genetic algorithm is assessed in the optimum design of 640-
bar space deck. It is concluded that decimal coding avoids
the inevitable large shifts in decoded values of variables when
mutation operates at the significant end of binary string.
Kameshki and Saka [139] extended the work of [134] to frames
with various semirigid beam-to-column connections such
as end plate without column stiffeners, top and seat angle
with double web angle, top and seat angle without double
web angle. Yun and Kim [140] presented optimum design
method for inelastic steel frames. Kaveh and Shahrouzi [141]
utilized a direct index coding within the genetic algorithm,
such a way that the optimization algorithm can simulta-
neously integrate topology and size in a minimal length
chromosome. Balling et al. [142] also presented a genetic
algorithm based optimum design approach for steel frames
that can simultaneously optimize size, shape, and topology.
It finds multiple optimums and near optimum topologies
in a single run. Togan and Daloglu [143] suggested the
adaptive approach in genetic algorithm which eliminates
the necessity of specifying values for penalty parameter and
probabilities of crossover and mutation. Kameshki and Saka
[144] presented an algorithm for the optimum geometry
design of geometrically nonlinear geodesic domes that uses
genetic algorithm and elastic instability analysis.

Degertekin [145] compared the performance of the
genetic algorithm with simulated annealing in the optimum
design of geometrically nonlinear steel space frames where
the design formulation is carried out considering both LRFD
and ASD specifications of AISC. It is concluded that sim-
ulated annealing yielded better designs. Later in [146] the
performance of genetic algorithm is compared with that of
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tabu search in finding the optimum design of steel space
frames and found that tabu search resulted in lighter frames.
Issa and Mohammad [147] attempted to modify a distributed
genetic algorithm to minimize the weight of steel frames.
They have used twin analogy and a number of mutation
schemes and reported improved performance for genetic
algorithm. Safari et al. [148] have proposed new crossover
and mutation operators to improve the performance of the
genetic algorithm for the optimum design of steel frames.
Significant improvements in the optimum solutions of the
design examples considered are reported.

5.1.2. Evolution Strategies. Evolution strategies were origi-
nally developed for continuous structural optimization prob-
lems [149]. These algorithms are extended to cover discrete
design problems by Cai and Thierauf [150]. The basic differ-
ences between discrete and continuous evolution strategies
are in the mutation and recombination operators. Evolution
strategies algorithm randomly generates an initial population
consisting of y parent individuals. It then uses recombination,
mutation, and selection operators to attain a new population.
The steps of the method are as follows [16, 149].

(1) Recombination. The population of y parents is recom-
bined to produce A off springs in ith generation in
order to allow the exchange of design characteristics
on both levels of design variables and strategy param-
eters. For every offspring vector a temporary parent
vector s = {s;,5,,...,s,} is first built by means of
recombination. The following operators can be used
to obtain the recombined s':

(s, no recombination,
Sai OF Sp; discrete,
) Saji OT Spi global discrete, iy
i = (S0 = Sai) . . (56)
S+ ———— intermediate,
’ 2
(Sb',i - Sa,i)
S Y global intermediate,
L7 2

where s, and s, refer to the s component of two
parent individuals which are randomly chosen from
the parent population. First case corresponds to no
recombination case in which s is directly formed
by copying each element of first parent s,;. In the
second, s’ is chosen from one of the parents under
equal probability. In the third, the first parent is
kept unchanged, while a new second parent s; is
chosen randomly from the parent population. The
fourth and fifth cases are similar to second and third
cases, respectively; however, arithmetic means of the
elements are calculated.

(2) Mutation. This operator is not only applied to design
variables but also strategy parameters. Carrying out
the mutation of strategy parameters first and the
design variables later increases the effectiveness of
the algorithm. It is suggested in [149] that not all of
the components of the parent individuals but only a
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few of them should randomly be changed in every
generation.

(3) Selection. There are two types of selection application.
In the first the best y individuals are selected from a
temporary population of (¢ + A), individuals to form
the parents of the next generation. In the second the
y individuals produce A off springs (u < A) and
the selection process defines a new population of y
individuals from the set of A off springs only.

(4) Termination. The discrete optimization procedure is
terminated either when the best value of the objective
function in the last 4 nu/A or when the mean value of
the objective values from all parent individuals in the
last 4 nu/A generations has not been improved by less
than a predetermined value ¢.

There are different types of constraint handling in evo-
lution strategies method. An excellent review of these is
given in [151]. In nonadaptive evolution strategies constraint
handling is such that if the individual represents an infeasible
design point it is discarded from the design space. Hence
only the feasible individuals are kept in the population.
For this reason many potential designs that are close to
acceptable design space are rejected that results in a loss
of valuable information. The adaptive evolution strategies
suggested in [152] use soft constraints during the initial
stages of the search; the constraints become severe as the
search approaches the global optimum. The detailed steps
of this algorithm are given in [149] where the procedure
is explained in a simple example of three-bar steel truss
structure. Later, two steel space frames are designed with
evolution strategies in which the effect of different selection
schemes and constraint handling is studied.

Rajasekaran et al. [153] applied the evolutionary strategies
method to the optimum design of large-size steel space struc-
tures such as a double-layer grid with 700 degrees of freedom.
It is reported that evolutionary strategies method worked
effectively to obtain the optimum solutions of these large-
size structures. Later Rajasekaran [154] used the same method
to obtain the optimum design of laminated nonprismatic
thin-walled composite spatial members that are subjected to
deflection, buckling, and frequency constraints. Evolutionary
strategies technique is applied to determine the optimal fibre
orientation of composite laminates.

Ebenau et al. [155] combined evolutionary strategies
technique with an adaptive penalty function and a special
selection scheme. The algorithm developed is applied to
determine the optimum design of three-dimensional geomet-
rically nonlinear steel structures where the design variables
were mixed, discrete, or topological.

Hasangebi [156] has compared three different reformu-
lations of evolution strategies for solving discrete optimum
design of steel frames. Extensive numerical experimentation
is performed in the design examples to facilitate a statistical
analysis of their convergence characteristics. The results
obtained are presented in the histograms demonstrating the
distribution of the best designs located by each approach.
Further in [157], the same author investigated the application
of evolution strategies to optimize the design of a truss bridge.
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The design problem involved identifying the optimum topol-
ogy, shape, and member sizes of the bridge. The design
problem consisted of mixed continuous and discrete design
variables. It is shown that evolutionary strategies efficiently
found the optimum topology configuration of a bridge in a
large and flexible design space.

Hasangebi [158] has improved the computational perfor-
mance of evolution strategies algorithm by suggesting self-
adaptive scheme for continuous and discrete steel frame
design problems. A numerical example taken from the litera-
ture is studied in depth to verify the enhanced performance of
the algorithm, as well as to scrutinize the role and significance
of this self-adaptation scheme. It is shown that adaptive
evolution strategies algorithms are reliable and powerful tools
and well-suited for optimum design of complex structural
systems, including large-scale structural optimization.

5.2. Simulated Annealing. Simulated annealing is an iterative
search technique inspired by annealing process of metals.
During the annealing process a metal first is heated up to
high temperatures until it melts which imparts high energy
to it. In this stage all molecules of the molten metal can
move freely with respect to each other. The metal is then
cooled slowly in a controlled manner such that at each stage
a temperature is kept of sufficient duration. The atoms then
arrange themselves in a low-energy state and leads to a
crystallized state which is a stable state that corresponds to
an absolute minimum of energy. On the other hand if the
cooling is carried out quickly the metal forms polycrystalline
state which corresponds to a local minimum energy. The
metal reaches thermal equilibrium at each temperature level
T described by a probability of being in a state i with energy
E; given by the Boltzman distribution:

—E.

b=z ex"(ﬁ)’ &7

where Z(T) is a normalization factor and kjy is Boltzmann
constant. The Boltzmann distribution focuses on the states
with the lowest energy as the temperature decreases. An
analogy between the annealing and the optimization can
be established by considering the energy of the metal as
the objective function, while the different states during the
cooling represent the different optimum solutions (designs)
throughout the optimization process. In the application of the
method first the constrained design problem is transferred
into an unconstrained problem by using penalty function.
If the value of the unconstrained objective function of the
randomly selected design is less than the one in the current
design, then the current design is replaced by the new design.
Otherwise the fate of the new design is decided according to
the Metropolis algorithm as explained in the following:

1 if AW; <0,

Pij (Ty) = ( —AW;
exp

AW T,

(58)

> if AW; > 0,

where p;; is the acceptance probability of selected design.
AW;; = W; — W, in which W; and W; are the objective
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function values of the selected and current designs, AW is
a normalization constant which is the running average of
AW;j, and T is the strategy temperature. AW is updated when
AW;; > 0 as explained in [88].

The strategy temperature T} is gradually decreased, while
the annealing process proceeds according to a cooling sched-
ule. For this the initial and the final values of the temperature
T, and T; are to be known. Once the starting acceptance
probability P, is decided the starting temperature is calculated
from T, = -1/In(P,). The strategy temperature is then
reduced using Ty, = «T) where « is the cooling factor
and is less than one. While T approaches zero, p;; also
approaches zero. For a given final acceptance probability, the
final temperature is calculated from Tf = -1/ ln(Pf). After
N cycles the final temperature value T can be expressed as
Tp =T

Simulated annealing is originated by Kirkpatrick et al.
[88] and Cern}’r [159] independently at the same time which
is based on the previously mentioned phenomenon. The
steps of the optimum design algorithm for steel frames using
simulated annealing method are given in the following. The
method is based on the work of Bennage and Dhingra [160],
and the normalization constant in the Metropolis algorithm
[161] is taken from the work of Balling [162]. The details of
these steps are given in [16, 145].

(1) Select the values for P, Py, and N and calculate
the cooling schedule parameters T}, Ty, and « as
explained previously. Initialize the cycle counter ic =
1.

(2) Generate an initial design randomly where each
design variable represents the sequence number of
the steel section randomly selected from the list. The
initial design is assigned as current design. Carry out
the analysis of the frame with steel section selected
in the current design and obtain its response under
the applied loads. Calculate the value of objective
function W.

(3) Determine the number of iterations required per cycle
from the equation mentioned later.

T-T
o . f
i=ip+ (if 15)<Tf—Ts)’ (59)

where i, and i are the number of iterations per cycle
required at the initial and final temperatures T, and
Tf.

(4) Select a variable randomly. Apply a random perturba-
tion to this variable, and generate a candidate design
in the neighbourhood of the current design. Compute
AW

(5) Accept this candidate design as the current design if
AWj; < 0.

(6) If AW;; > 0 then update AW. Calculate the accep-
tance probability p;; from (11). Generate a uniformly
distributed random number r over interval [0, 1]. If
r < p;j 80 to next step otherwise go to step 4.
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(7) Accept the candidate design as the current design. If
the current design is feasible and is better than the
previous optimum design, assign it temporarily as the
optimum design.

(8) Update the temperature T using T}, ; = aT}. Increase
the cycle counter by one; ic = ic + 1. Ific > N
terminate the algorithm and take the last temporary
optimum as the final optimum design. Otherwise
return to step 3.

Balling [162] adapted simulated annealing strategy for the
discrete optimum design of three-dimensional steel frames.
The total frame weight is minimized subject to design-
code-specified constraints on stress, buckling, and deflection.
Three loading cases are considered. In the first loading case
a uniform live load was placed on all floors and the roof. In
the second and third loading cases horizontal seismic loads
in the global X and Z directions were placed at various
nodes, respectively, according to Uniform Building Code.
Members in the frame were selected from among the discrete
standardized shapes. Some approximation techniques were
used to reduce the computation time. Later in [163] a filter
is suggested through which each design candidate must pass
before it is accepted for computationally intensive structural
analysis is set-up. A scheme is devised whereby even less
feasible candidates can pass through the filter in a proba-
bilistic manner. It is shown that the filter size can speed up
convergence to global optimum.

Simulated annealing is applied to optimum design of
large tetrahedral truss for minimum surface distortion in
[164, 165]. In [166], the simulated annealing is applied to
large truss structures where the standard cooling schedule is
modified such that the best solution found so far is used as a
starting configuration each time the temperature is reduced.

Topping et al. [167] used simulated annealing in simulta-
neous optimum design for topology and size. The algorithm
developed is applied to truss examples from the literature
for which the optimum solutions were known. The effects of
control parameters are discussed. Later in [168] implemen-
tation of parallel simulated annealing models is evaluated
by the same authors. It is stated in this work that efficiency
of parallel simulated annealing is problem dependant and
some engineering problems solution spaces may be very
complex and highly constrained. Study provides guidelines
for the selection of appropriate schemes in such problems.
Tzan and Pantelides [169] developed an annealing method
for optimal structural design with sensitivity analysis and
automatic reduction of the search range.

Hasangebi and Erbatur [170] presented simulated anneal-
ing based structural optimization algorithm for large and
complex steel frames. Two general and complementary
approaches with alternative methodologies to reformulate
the working mechanism of the Boltzmann parameter are
introduced to accelerate the convergence reliability of simu-
lated annealing. Later in [171] they have developed simulated
annealing based algorithm for the simultaneous optimum
design of pin-jointed structures where the size, shape, and
topology are taken as design variables. In the examples con-
sidered while the weight of trusses is minimized the design
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constraints such as nodal displacements, member stress, and
stability are implemented from design code specifications.

Degertekin [172] proposed a hybrid tabu-simulated
annealing algorithm for the optimum design of steel frames.
The algorithm exploits both tabu search and simulated
annealing algorithms simultaneously to obtain near optimum
solution. The design constraints are implemented from LRD-
AISC specification. It is reported that hybrid algorithm
yielded lighter optimum structures than those algorithms
considered in the study.

Hasancebi et al. [173] have suggested novel approaches
to improve the performance of simulated annealing search
technique in the optimum design of real-size steel frames
to eliminate its drawbacks mentioned in the literature. It
is reported that the suggested improvements eliminated the
drawbacks in the design examples considered in the study.
In [174] the same author has used simulated annealing based
optimum design method to evaluate the topological forms for
single span steel truss bridge. The optimum design algorithm
attains optimum steel profiles for the members and the truss
as well as optimum coordinates of top chord joints so that
the bridge has the minimum weight. The design constraints
and limitations are imposed according to serviceability and
strength provisions of ASD-AISC (Allowable Stress Design
Code of American Institute of Steel Institution) specification.

5.3. Particle Swarm Optimizer. Particle swarm optimizer is
based on the social behavior of animals such as fish schooling,
insect swarming, and birds flocking. This behavior is con-
cerned with grouping by social forces that depend on both the
memory of each individual as well as the knowledge gained
by the swarm [175, 176]. The procedure involves a number
of particles which represent the swarm and are initialized
randomly in the search space of an objective function. Each
particle in the swarm represents a candidate solution of the
optimum design problem. The particles fly through the search
space, and their positions are updated using the current
position, a velocity vector, and a time increment. The steps
of the algorithm are outlined in the following as given in
(177, 178].

(1) Initialize swarm of particles with positions xf) and ini-

tial velocities v}, randomly distributed throughout the
design space. These are obtained from the following
expressions:

x:) = Xmin t7 (x - xmin) .

max
i (xmin +r (xmax B xmin)) (60)
Yo = At ’

where the term r represents a random number
between 0 and 1, and x,,;, and x,_,, represent the
design variables of upper and lower bounds, respec-
tively.

(2) Evaluate the objective function values f (x;() using the
design space positions x;.
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(3) Update the optimum particle position p,i at the
current iteration k and the global optimum particle
position py.

(4) Updatg the position ‘of each particle from xf< =
Xj + Upy At where x;, is the position of particle i
at iteration k + 1, v}, is the corresponding velocity
vector, and At is the time step value.

(5) Update the velocity vector of each particle. There are
several formulas for this depending on the particular

particle swarm optimizer under consideration. The
one given in [176, 177] has the following form:

(pi. - i)
At

i (P}f - x;c) (61)
Uy = WU, + 1 + 61, ,
At

where 7, and r, are random numbers between 0 and
1, p} is the best position found by particle i so far,
and p{ is the best position in the swarm at time k.
w is the inertia of the particle which controls the
exploration properties of the algorithm. ¢; and ¢, are
trust parameters that indicate how much confidence
the particle has in itself and in the swarm, respectively.

(6) Repeat steps 2-5 until stopping criteria are met.

Fourie and Groenwold [178] applied particle swarm
optimizer algorithm to optimal design of structures with
sizing and shape variables. Standard size and shape design
problems selected from the literature are used to evaluate the
performance of the algorithm developed. The performance
of particle swarm optimizer is compared with three-gradient
based methods and genetic algorithm. It is reported that
particle swarm optimizer performed better than genetic
algorithm.

Perez and Behdinan [179] presented particle swarm based
optimum design algorithm for pin jointed steel frames. Effect
of different setting parameters and further improvements are
studied. Effectiveness of the approach is tested by considering
three benchmark trusses from the literature. It is reported that
the proposed algorithm found better optimal solutions than
other optimum design techniques considered in these design
problems.

In [180] particle swarm optimizer is improved by intro-
ducing fly-back mechanism in order to maintain a fea-
sible population. Furthermore, the proposed algorithm is
extended to handle mixed variables using a simple scheme
and used to determine the solution of five benchmark
problems from the literature that are solved with different
optimization techniques. It is reported that the proposed
algorithm performed better than other techniques. In [181]
particle swarm optimizer is improved by considering a
passive congregation which is an important biological force
preserving swarm integrity. Passive congregation is an attrac-
tion of an individual to other group members, but where there
is no display of social behavior. Numerical experimentation
of the algorithm is carried out on 10 benchmark problems
taken from the literature, and it is stated that this improve-
ment enhances the search performance of the algorithm
significantly.
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Li et al. [182] presented a heuristic particle swarm opti-
mizer for the optimum design of pin jointed steel frames.
The algorithm is based on the particle swarm optimizer
with passive congregation and harmony search scheme. The
method is applied to optimum design of five-planar and
spatial truss structures. The results show that proposed
improvements accelerate the convergence rate and reache to
optimum design quicker than other methods considered in
the study.

Dogan and Saka [183] presented particle swarm based
optimum design algorithm for unbraced steel frames. The
design constraints imposed are in accordance with LRFD-
AISC code. The design algorithm selects optimum W sections
for beams and columns of unbraced steel frames such that
the design constraints are satisfied and the minimum frame
weight is obtained.

5.4. Ant Colony Optimization. Ant colony optimization tech-
nique is inspired from the way that ant colonies find the
shortest route between the food source and their nest. The
biologists studied extensively for along time how ants manage
collectively to solve difficult problems in a natural way which
is too complex for a single individual. Ants being completely
blind individuals can successfully discover as a colony the
shortest path between their nest and the food source. They
manage this through their typical characteristic of employing
volatile substance called pheromones. They perceive these
substances through very sensitive receivers located in their
antennas. The ants deposit pheromones on the ground when
they travel which is used as a trail by other ants in the colony.
When there is a choice of selection for an ant between two
paths it selects the one where the concentration of pheromone
is more. Since the shorter trail will be reinforced more than
the long one after a while a great majority of ants in the colony
will travel on this route. Ant colony optimization algorithm
is developed by Colorni et al. [184] and Dorigo [185, 186]
and used in the solution of travelling salesman. The steps
of optimum design algorithm for steel frames based on ant
colony optimization are as follows [187, 188].

(1) Calculate an initial trail value as 7, = 1/w,,;, where
Wi is the weight of the frame from assigning the
smallest steel sections from the database to each
member group of the frame.

(2) Assign a member group to each ant in the colony
randomly, and then select a steel section from the
database so that the ant can start its tour. This
selection is carried out according to the following
decision process:

B
(7 ®)] [vs] . 62)
o (7 O] [vge]

a; (t) =

where j is the steel section assigned to member group
i, and ns; is the total number of steel sections in the
database. f3 is a constant. The probability pfj(t) that
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the ant ¢ assigns a steel section j to member group i
at time ¢ is given as

Pt = i (63)

k1 e (£)

(3) After the steel section is selected by the first ant as
explained in step 2, the intensity of trail on this path is
lowered using local update rule 7;(t) = ETij(t) where
( is an adjustable parameter between 0 and 1.

(4) The second ant selects a steel section from the
database for its member group i and a local update
rule is applied. This procedure is continued until all
the ants in the colony select a steel section for the
starting member group in their position on the frame.
After completing the first iteration of the tour, each
ant selects another steel section to its next member
group i + 1. This procedure is repeated until each
ant in the colony has selected a steel section from
the database for each member group in the frame.
Hence when the selection process is completed the ant
colony has m different designs for the frame where m
represents the total number of ants selected initially.

(5) Frame is analyzed for these designs and the violations
of constraints corresponding to each ant are calcu-
lated and substituted into the penalty function of F =
W(1+C)* where W is the weight of the frame, C
is the total constraint violation, and « is the penalty
function exponent. All designs are in a cycle and are
ranked by their penalized weights, and the elitist ant
that selected the frame with the smallest penalized
weight in all cycles is determined. The amount of trail
Atj; = 1/W, isadded to each path chosen by this elitist
ant where W, is the penalized frame weight selected
by the elitist ant.

(6) Carry out the global update of trails from 7;(t + 1) =
pT;j(t) + (1 - p)At;; where p is a constant having value
between 0 and 1 that represents the evaporation rate
and At; = Y ATI-];- in which m is the total number
of ants selected initially.

Camp and Bichon [187] developed discrete optimum
design procedure for space trusses based on ant colony
optimization technique. The total weight of the structure
is minimized, while stress and deflection limitations are
considered. The design problem is transformed into modified
travelling salesman problem where the network of travelling
salesman is taken as the structural topology and the length of
the tour is the weight of the structure. The number of trusses is
designed using the algorithm developed and results obtained
are compared with genetic algorithm and gradient based
optimization methods. Later in [188] the work is extended to
rigid steel frames. The serviceability and strength constraints
are implemented from LRFD-AISC-2001 code. A comparison
is presented between ant colony optimization frame design
and designs obtained using genetic algorithm.

Kaveh and Shojaee [189] also used ant colony opti-
mization algorithm to develop an approach for the discrete
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optimum design of steel frames. The design constraints
considered consist of combined bending and compression,
combined bending and tension, and deflection limitations
which are specified according to ASD-AISC design code. The
detailed explanation of ant colony optimization operators
is given. Optimum designs of six plane steel structures
are obtained using the algorithm developed. Some of the
results are compared to those that are achieved by genetic
algorithms which are taken from the literature. Bland [190]
also used ant colony optimization to obtain the minimum
weight of transmission tower which has over 200 members.
Kaveh and Talatahari [191] presented an improved ant colony
optimization algorithm for the design of steel frames. The
algorithm employs suboptimization mechanism based on the
principals of finite element method to reduce the search
domain, the size of trail matrix, and the number of structural
analyses in the global phase, and the optimum design is
obtained by considering W sections list in the neighborhood
of the result attained in the previous phase. Wang et al.
[192] presented an algorithm for a partial topology and
member size optimization for wing configuration. Ant colony
optimization is used to determine the optimum topology
of the wing structure, and gradient based optimization
method is used for component size optimization problem.
It is stated that this combined procedure was effective in
solving wing structure optimization problem. In [193] ant
colony algorithm is used to develop design optimization
technique for three-dimensional steel frames where the effect
of elemental warping is taken into account.

5.5. Harmony Search Method. One other recent addition
to metaheuristic algorithms is the harmony search method
originated by Geem et al. [194-206]. Harmony search algo-
rithm is based on natural musical performance processes
that occur when a musician searches for a better state of
harmony. The resemblance for an example between jazz
improvisation that seeks to find musically pleasing harmony
and the optimization is that the optimum design process
seeks to find the optimum solution as determined by the
objective function. The pitch of each musical instrument
determines the aesthetic quality just as the objective function
value is determined by the set of values assigned to each
decision variable.

Harmony search algorithm consists of five basic steps.
The detailed explanation of these steps can be found in [196]
which are summarized in the following.

(1) Initialize the harmony search parameters. A possible
value range for each design variable of the optimum
design problem is specified. A pool is constructed
by collecting these values together from which the
algorithm selects values for the design variables. Fur-
thermore the number of solution vectors in harmony
memory (HMS) that is the size of the harmony
memory matrix, harmony considering rate (HMCR),
pitch adjusting rate (PAR), and the maximum number
of searches is also selected in this step.

(2) Initialize the harmony memory matrix (HM). Each
row of harmony memory matrix contains the values
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of design variables which randomly selected feasible
solutions from the design pool for that particular
design variable. Hence, this matrix has n columns
where # is the total number of design variables and
HMS rows which is selected in the first step. HMS
is similar to the total number of individuals in the
population matrix of the genetic algorithm.

(3) Improvise a new harmony memory matrix. In gen-

e {xin X0

x
x; € {x, %5, ..

erating a new harmony matrix the new value of the
ith design variable can be chosen from any discrete
value within the range of ith column of the harmony
memory matrix with the probability of HMCR which
varies between 0 and 1. In other words, the new value
of x; can be one of the discrete values of the vector
{Xi1> X2+ > X;pms) with the probability of HMCR.
The same is applied to all other design variables. In
the random selection, the new value of the ith design
variable can also be chosen randomly from the entire
pool with the probability of I-HMCR. That is

, Xinms} | with probability HMCR
, X} with probability (1 - HMCR),
(64)

where ns is the total number of values for the design
variables in the pool. If the new value of the design
variable is selected among those of harmony memory
matrix, this value is then checked for whether it
should be pitch-adjusted. This operation uses pitch
adjustment parameter PAR that sets the rate of adjust-
ment for the pitch chosen from the harmony memory
matrix as follows:

new
Is x;

to be pitch-adjusted?

Yes with probability of PAR (65)
{ No with probability of (1 — PAR) } '
Supposing that the new pitch adjustment decision
for x;" came out to be yes from the test and if the
value selected for x;“" from the harmony memory is
the kth element in the general discrete set, then the
neighboring value k + 1 or k — 1 is taken for new x;".
This operation prevents stagnation and improves the
harmony memory for diversity with a greater change

of reaching the global optimum.

(4) Update the harmony memory matrix. After selecting

the new values for each design variable the objective
function value is calculated for the new harmony
vector. If this value is better than the worst harmony
vector in the harmony matrix, it is then included in
the matrix, while the worst one is taken out of the
matrix. The harmony memory matrix is then sorted
in descending order by the objective function value.

(5) Repeat steps 3 and 4 until the termination criteria is

satisfied.
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Lee and Geem [196] presented harmony search algorithm
based discrete optimum design technique for plane trusses.
Eight different plane trusses are selected from the literature
and optimized using the approach developed to demonstrate
the efficiency and robustness of the harmony search algo-
rithm. In all these examples the proposed algorithm has
found the minimum weight that is lighter than those deter-
mined by other techniques. In [197], authors have extended
the harmony search algorithm to deal with continuous engi-
neering optimization problems. Various engineering design
examples including mathematical function minimization and
structural engineering optimization problems are considered
to demonstrate the effectiveness of the algorithm. It is con-
cluded that the results obtained indicated that the proposed
approach is a powerful search and optimization technique
that may yield better solutions to engineering problems than
those obtained using current algorithms.

Saka [207] presented harmony search algorithm based
optimum geometry design technique for single-layer
geodesic domes. It treats the height of the crown as design
variable in addition to the cross-sectional designations of
members. A procedure is developed that calculates the joint
coordinates automatically for a given height of the crown.
The serviceability and strength requirements are considered
in the design problem as specified in BS5950-2000. This
code makes use of limit state design concept in which
structures are designed by considering the limit states
beyond which they would become unfit for their intended
use. The design examples considered have shown that
harmony search algorithm obtains the optimum height and
sectional designations for members in relatively less number
of searches. Later this technique is extended to cover the
optimum topology design of nonlinear lamella and network
domes [208-210] where geometric nonlinearity is also taken
into account.

Saka and Erdal [211] used harmony search algorithm
to develop a discrete optimum design method for grillage
systems. The displacement and strength specifications are
implemented from LRFD-AISC. The algorithm selects the
appropriate W sections from the database for transverse and
longitudinal beams of the grillage system. The number of
design examples is considered to demonstrate the efficiency
of the proposed algorithm.

Saka [212] presented harmony search algorithm based
discrete optimum design method for rigid steel frames. The
objective is taken as the minimum weight of the frame
and the behavioral and performance limitations are imposed
from BS5950. The list of Universal Beam and Universal
Column sections of The British Code is considered for the
frame members to be selected from. The combined strength
constraints that are considered for beam columns take into
account the effect of lateral torsional buckling. The effective
length computations for columns are automated and decided
by the algorithm itself depending upon the steel sections
adopted for beams and columns within that design cycle.
It is demonstrated that harmony search algorithm is quite
effective and robust in finding the solution of minimum
weight steel frame design. Degertekin [213] also presented
harmony search method based discrete optimum design
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method for steel frame where the design constraints are
implemented according to LRFD-AISC specifications. The
effectiveness and robustness of harmony search algorithm, in
comparison with genetic algorithm, simulated annealing and
colony optimization based methods and were verified using
three planar and two-space steel frames. The comparisons
showed that the harmony search algorithm yielded lighter
designs for the presented examples. Degertekin et al. [214]
used harmony search method to develop an optimum design
algorithm for geometrically nonlinear semirigid steel frames
where the steel sections are selected from European wide
flange steel sections (HE sections). It is stated that harmony
search method efficiently obtained the optimum solution of
complex design problem requiring relatively less computa-
tional time.

Hasangebi et al. [215, 216] developed adaptive harmony
search method for optimum design of steel frames where
two of the three main operators of classical harmony search
methods, namely, harmony memory considering rate and
pitch adjusting rate are adjusted automatically by the algo-
rithm itself during the design iterations. The initial values
selected for these parameters directly affect the performance
of the algorithm. This novel technique eliminates problem-
dependent value selection of these parameters. It is shown
that adaptive harmony search technique performs much
better than the standard harmony search method in obtaining
the optimum designs of real-size steel frames.

Erdal et al. [217] formulated design problem of cellular
beams as an optimum design problem by treating the depth,
the diameter, and the total number of holes as design
variables. The design problem is formulated considering the
limitations specified in The Steel Construction Institute Pub-
lication Number 100 which is consisted BS5950 parts 1 and 3.
The solution of the design problem is determined by using the
harmony search algorithm and particle swarm optimizers. In
the design examples considered it is shown that both methods
efficiently obtained the optimum Universal beam section to
be selected in the production of the cellular beam subjected
to general loading, the optimum hole diameters, and the
optimum number of holes in the cellular beam such that the
design limitations are all satisfied.

Saka et al. [218] have evaluated the recent enhance-
ments suggested by several authors in order to improve
the performance of the standard harmony search method.
Among these are the improved harmony search method and
global harmony search method by Mahdavi et al. [219, 220],
adaptive harmony search method [215], improved harmony
search method by Santos Coelho and de Andrade Bernert
[221], and dynamic harmony search method by Saka et al.
[218]. The optimum design problem of steel space frames
is formulated according to the provisions of LRFD-AISC
(Load and Resistance Factor Design-American Institute of
Steel Corporation). Seven different structural optimization
algorithms are developed, each of which is based on one of the
previously mentioned versions of harmony search method.
Three real-size space steel frames, one of which has 1860
members, are designed using each of these algorithms. The
optimum designs obtained by these techniques are compared,
and performance of each version is evaluated. It is stated
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that, among all, the adaptive and dynamic harmony search
methods outperformed the others.

5.6. Big Bang Big Crunch Algorithm. Big Bang-Big Crunch
algorithm is developed by Erol and Eksin [222] which is a
population based algorithm similar to the genetic algorithm
and the particle swarm optimizer. It consists of two phases
as its name implies. First phase is the big bang in which
the randomly generated candidate solutions are randomly
distributed in the search space. In the second phase these
points are contracted to a single representative point that
is the weighted average of randomly distributed candidate
solutions. First application of the algorithm in the optimum
design of steel frames is carried out by Camp [223]. The steps
of the method are listed later as it is given in [223].

(1) Decide an initial population size and generate initial
population randomly. These candidate solutions are
scattered in the design domain. This is called the big
bang phase.

(2) Apply contraction operation. This operation takes
the current position of each candidate solution in
the population and its associated penalized fitness
function value and computes a center of mass. The
center of mass is the weighted average of the candidate
solution positions with respect to the inverse of the
penalized fitness function values:

. N

i=1 i=1

where x_, is the position of the center of mass, x; is
the position of candidate solution i in # dimensional
search space, f; is the penalized fitness function value
of candidate solution I, and np is the size of the initial
population.

(3) Compute the position of the candidate solutions
in the next iteration using the following expression
considering that they are normally distributed around
the center of mass x:

re (xmax_xmin) (67)
i — “cm s >

next _

where x]*' is the position of the new candidate

solution i, r is the random number from a standard
normal distribution, « is the parameter that limits the
size of the search space, x,,,, and x,;, are the upper
and lower bounds on the design variables, and s is
the number of big bang iterations. In the case where
steel sections are to be selected from the available
steel sections list then it becomes necessary to work
with integer numbers. In this case x}*' of (67) is
rounded to the nearest integer number as I}* =
ROUND(x}*") where I'* represents index number
the steel profile from the tabular discrete list.

(4) Repeat steps 2 and 3 until termination criteria are
satisfied.
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Camp [223] developed optimum design algorithm for
space trusses based on big bang-big crunch optimizer. The
number of benchmark design examples having design vari-
ables continuous as well discrete is taken from the literature
and designed with the developed algorithm. The results are
compared with those algorithms of quadratic programming,
general geometric programming, genetic algorithm, particle
swarm optimizer, and ant colony optimization. It is reported
that big bang-big crunch optimizer has relatively small num-
ber of parameters to define which provides the algorithm with
better performance over the other techniques considered in
the study. It is also concluded that the algorithm showed sig-
nificant improvements in the consistency and computational
efficiency when compared to genetic algorithm, particle
swarm optimizer, and ant colony technique.

Kaveh and Talatahari [224] also presented big bang-
big crunch-based optimum design algorithm for size opti-
mization of space trusses. In this study large size space
trusses are designed by the algorithm developed as well as
those stochastic search techniques of genetic algorithm, ant
colony optimization, particle swarm optimizer, and standard
harmony search method. It is stated that big bang-big crunch
algorithm performs well in the optimum design of large-
size space trusses contrary to other metaheuristic techniques
which presents convergence difficulty or get trapped at alocal
optimum.

Kaveh and Talatahari [225] developed optimum topology
design algorithm based on hybrid big bang-big crunch
optimization method for schwedler and ribbed domes. The
algorithm determines the optimum configuration as well as
optimum member sizes of these domes. It is reported that big
bang-big crunch optimization method efficiently determined
the optimum solution of large dome structures.

Kaveh and Abbasgholiha [226] presented the optimum
design algorithm for steel frames based on big bang-big
crunch optimizer. The design problem is formulated accord-
ing to BS5950, ASD-AISCE, and LRFD-AISC design codes,
and the optimum results obtained by each code are compared.
It is stated that LRFD design codes yield to the lightest steel
frame as expected among other codes.

5.7. Hybrid and Other Stochastic Search Techniques. Stochas-
tic search techniques have two drawbacks although they are
capable of determining the optimum solution of discrete
structural optimization problems. First one is that there is no
guarantee that the solution found at the end of predetermined
number of iterations is the global optimum. There is no
mathematical proof available in these techniques due to
the fact that they use heuristics not mathematically derived
expression. The optimum solution obtained may very well be
alocal optimum or near optimum solution. Second drawback
is that they need large amount of structural analysis to reach
the near optimum solution. Some work is carried out to
improve the performance of the metaheuristic optimization
techniques by hybridizing them. Some of these algorithms are
reviewed below.

Kaveh and Talatahari [227, 228] developed hybrid particle
swarm and ant colony optimization algorithm for the discrete
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optimum design of steel frames. The algorithm uses particle
swarm optimizer for global search and ant colony optimiza-
tion for local search. It is reported that the hybrid algorithm
is quite effective in finding the optimum solutions.

Kaveh and Talatahari [229, 230] have also combined the
search strategies of the harmony search method, particle
swarm optimizer, and ant colony optimization to obtain
efficient metaheuristic technique called HPSACO for the
optimum design of steel frames. In this technique particle
swarm optimization with passive congregation is used for
global search, and the ant colony optimization is employed
for local search. The harmony search based mechanism is
utilized to handle the variable constraints. It is demonstrated
in the design examples considered that proposed hybrid
technique finds lighter optimum designs than each standard
particle swarm optimizer and ant colony optimization as
well as harmony search method. Further improvements are
suggested for the algorithm in [231].

Kaveh and Rad [232] presented another hybrid genetic
algorithm and particle swarm optimization technique for the
optimum design of steel frames. They have introduced the
maturing phenomenon which is mimicked by particle swarm
optimizer where individuals enhance themselves based on
social interactions and their private cognition. Crossover
is applied to this society. Hence evolution of individuals
is no longer restricted to the same generation. The results
obtained from the design examples have shown that the
hybrid algorithm shows superiority in optimum design of
large-size steel frames.

Kaveh and Talatahari [233] presented a structural opti-
mization method based on sociopolitically motivated strat-
egy called imperialist competitive algorithm. Imperialist
competitive algorithm initiates the search by considering
multiagents where each agent is considered to be a country
which is either a colony or an imperialist. Countries form
colonies in the search space, and they move towards their
related empires. During this movement, weak empires col-
lapses and strong ones get stronger. Such movements direct
the algorithm to optimum point. Presented algorithm is used
in the optimum design of skeletal steel frames.

Kaveh and Talatahari [234] also introduced a novel
heuristic search technique based on some principles of
physics and mechanics called charged system search. The
method is a multiagent approach where each agent is a
charged particle. These particles affect each other based on
their fitness values and distances among them. The quantity
of the resultant force is determined by using electrostatic laws,
and the quality of movement is determined using Newtonian
mechanics laws. It is stated that charged system search
algorithm is compared with other metaheuristic algorithm
on benchmark examples, and it is found that it outperformed
the others. The algorithm is applied to optimum design of
skeletal structures in [235, 236], to grillage systems in [236],
to truss structures in [237], and to geodesic dome in [238]. It
is stated in all these works that charged system search algo-
rithm shows better performance than other metaheuristic
techniques considered. In [239] an improvement is suggested
for the algorithm to enhance its performance even further.
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The algorithm is applied to optimum design of steel frames
in [240].

Kaveh and Bakhspoori [241] used cuckoo search method
to develop optimum design algorithm for steel frames.
The design problem is formulated according to Load and
Resistance Factor Design code of American Institute of Steel
Construction [72]. The optimum designs obtained by cuckoo
search algorithm are compared with those attained by other
algorithms on benchmark frames. Cuckoo search algorithm
is originated by Yang and Deb [242] which simulates repro-
duction strategy of cuckoo birds. Some species of cuckoo
birds lay their eggs in the nests of other birds so that when
the eggs are hatched their chicks are fed by the other birds.
Sometimes they even remove existing eggs of host nest in
order to give more probability of hatching of their own eggs.
Some species of cuckoo birds are even specialized to mimic
the pattern and color of the eggs of host birds so that host bird
could not recognize their eggs which gives more possibility
of hatching. In spite of all these efforts to conceal their eggs
from the attention of host birds, there is a possibility that host
bird may discover that the eggs are not its own. In such cases
the host bird either throws these alien eggs away or simply
abandons its nest and builds a new nest somewhere else. The
engineering design optimization of cuckoo search algorithm
is carried out in [243].

5.8. Evaluation of Stochastic Search Techniques. It is apparent
that there are a lot of metaheuristic algorithms that can be
used in the optimum design of steel frames. The question
of which one of these algorithms outperforms the others
requires an answer. It should be pointed out that the per-
formance of metaheuristic algorithms is dependent upon the
selection of the initial values for their parameters which is
quite problem dependent. The following works try to provide
an answer to the previously mentioned problem.

Hasangebi et al. [244, 245] evaluated the performance
of the stochastic search algorithm used in structural opti-
mization on the large-scale pin jointed and rigidly jointed
steel frames. Among these techniques genetic algorithms,
simulated annealing, evolution strategies, particle swarm
optimizer, tabu search, ant colony optimization, and harmony
search method are utilized to develop seven optimum design
algorithms for real-size pin and rigidly connected large-scale
steel frames. The design problems are formulated according
to ASD-AISC (Allowable Stress Design Code of American
Institute of Steel Institution). The results reveal that simulated
annealing and evolution strategies are the most powerful
techniques, and standard harmony search and simple genetic
algorithm methods can be characterized by slow convergence
rates and unreliable search performance in large-scale prob-
lems.

Kaveh and Talatahari [246] used particle swarm opti-
mizer, ant colony optimization, harmony search method, big
bang-big crunch, hybrid particle swarm ant colony optimiza-
tion, and charged system search techniques in the optimum
design of single-layer Schwedler and lamella domes. The
design problem is formulated according to LRFD-AISC
specifications. It is stated that among these algorithm hybrid
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particle swarm, ant colony optimization, and charged system
search algorithms have illustrated better performance com-
pared to other heuristic algorithms.

6. Conclusions

The review carried out reveals the fact that the mathematical
modeling of the optimum design problem of steel frames
can be broadly formulated in different ways. In the first way
the cross-sectional properties of frame members treated only
the optimization variables. In this case joint displacements
are not part of optimization model, and their values are
required to be obtained through structural analysis in every
design cycle. This type of formulation is called coupled
analysis and design (CAND). Naturally in this the type of
formulation the total number of analysis is large which is
computationally inefficient. In the second type of formulation
the joint displacements are also treated as optimization
variables in addition to cross-sectional properties. This makes
it necessary to include the stiffness equations as constraints
in the mathematical model as equality constraints. Such for-
mulation is called simultaneous analysis and design (SAND)
which eliminates the necessity of carrying out structural
analysis in every design cycle. Hence the total number of
structural analysis required to reach the optimum solution
becomes quite less compared to the first type of modeling.
However, in the second type the total number of optimization
variables is quite large, and it becomes necessary to utilize
powerful optimization techniques that work efficiently in
solving large-size optimization problems.

The design code that is to be considered in the modeling
of the optimum design problem also affects the complexity
of the optimization problem obtained. Formulating the opti-
mum design of steel frames without referencing any design
code brings out relatively simple optimization problem if
linear elastic structural behavior is assumed. Furthermore, if
continuous design variables assumption is also made, then
mathematical programming or optimality criteria algorithms
efficiently finds the optimum solution of the optimization
problem in both ways of modeling. Optimality criteria
algorithms also provide optimum solutions without any
difficulty even if nonlinear elastic behavior is considered
in the optimum design of steel frames. Among the math-
ematical programming techniques, it seems that sequential
quadratic programming method is the most powerful, and it
is reported in several works that it can attain the optimum
solution without any difficulty in large-size steel frame
design optimization. If mathematical modeling of the frame
design optimization problem is to be formulated such that
the allowable stress design code specifications such as the
displacement and stress limitations are required to be satisfied
in the optimum design the optimality criteria approaches
provide efficient algorithms for that purpose. However, it
should be pointed out that in the optimum solution the
design variables will have values attained from a continuous
variables assumption. On the other hand practicing structural
designer needs cross-sectional properties selected from the
available steel sections list. This necessitates first finding the
continuous optimum solution and then round these to the
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nearest available values. Such move may yield loss of what
is gained through optimization. Altering the mathematical
programming or optimality criteria technique to work with
discrete variables makes the algorithms complicated, and
they present difficulties in obtaining the optimum solution
of real-size steel frames.

Emergence of the stochastic search techniques provides
steel frame designers with new capabilities. These new tech-
niques do not need the gradient calculations of objective
function and constraints. They do not use mathematical
derivation in order to find a way to reach the optimum.
Instead they rely on heuristics. These new optimization
techniques use nature as a source of inspiration to develop
numerical optimization procedures that are capable of solv-
ing complex engineering design problems. They are particu-
larly efficient in obtaining the optimum solution where the
design variables are to be selected from a tabulated list. As
summarized in this paper there are several stochastic search
techniques that are successfully used in the optimum design
steel frames where the steel sections for the frame members
are to be selected from the available steel sections list, while
the limit state design code specifications such as serviceability
and strength are to be satisfied. These techniques do provide
optimum solution that can be directly used by the practicing
designers in their projects. However, they also have some
drawbacks. The first one is that because they do not use
mathematical derivations; it is not possible to prove whether
the optimum solution they attain is the global optimum
or it is near optimum. The second is that they work with
random numbers, and they have a number of parameters
which need to be given values by the users prior to their
application. Selection of these values affects the performance
of algorithms. This requires a sensitivity works with different
values of these parameters in order to find the appropriate
values for the problem under consideration. Although some
techniques are available such as adaptive genetic algorithm
and adaptive harmony search method where the values of
these parameters are adjusted automatically by the algorithm
itself, this is not the case for other techniques. The third
drawback is that they need a large number of structural analy-
sis which becomes computationally very expensive for large-
size steel frames. Among the existing techniques some of
them excel and outperform others. It is apparent that further
research is required to reduce the total number of structural
analysis required by stochastic search algorithm which is
computationally expensive to a reasonable amount. However,
the search for finding better stochastic search techniques is
continuing. It is difficult at this moment to conclude which
one of these techniques will become the standard one that
will be used in the design tools of the finite element packages
that are used in everyday practice. However, it is not difficult
to conclude that metaheuristic techniques are going to be
standard design optimization tools in the near future.
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Accelerated particle swarm optimization (APSO) is developed for finding optimum design of frame structures. APSO shows some
extra advantages in convergence for global search. The modifications on standard PSO effectively accelerate the convergence rate of
the algorithm and improve the performance of the algorithm in finding better optimum solutions. The performance of the APSO
algorithm is also validated by solving two frame structure problems.

1. Introduction

Optimum design of frame structures are inclined to deter-
mine suitable sections for elements that fulfill all design
requirements while having the lowest possible cost. In this
issue, optimization provides engineers with a variety of tech-
niques to deal with these problems [1]. These techniques can
be categorized as two general groups: classical methods and
metaheuristic approaches [2]. Classical methods are often
based on mathematical programming, and many of meta-
heuristic methods make use of the ideas from nature and do
not suffer the discrepancies of mathematical programming
[3-8].

Particle swarm optimization (PSO), one of meta-heuristic
algorithms, is based on the simulation of the social behavior
of bird flocking and fish schooling. PSO is the most suc-
cessful swarm intelligence inspired optimization algorithms.
However, the local search capability of PSO is poor [9], since
premature convergence occurs often. In order to overcome
these disadvantages of PSO, many improvements have been
proposed. Shi and Eberhart [10] introduced a fuzzy system to
adapt the inertia weight for three benchmark test functions.
Liu et al. [11] proposed center particle swarm optimization

by adding a center particle into PSO to improve the perfor-
mance. An improved quantum-behaved PSO was proposed
by Xi et al. [12]. Jiao et al. [13] proposed the dynamic inertia
weight PSO, by defining a dynamic inertia weight to decrease
the inertia factor in the velocity update equation of the
original PSO. Yang et al. [14] proposed another dynamic
inertia weight to modify the velocity update formula in a
method called modified particle swarm optimization with
dynamic adaptation.

A number of studies have applied the PSO and improved
it to be used in the field of structural engineering [15-21].
In this study, we developed an improved PSO, so-called
accelerated particle swarm optimization (APSO) [22], to find
optimum design of frame structures. The resulted method
is then tested by some numerical examples to estimate its
potential for solving structural optimization problems.

2. Statement of Structural
Optimization Problem

Optimum design of structures includes finding optimum sec-
tions for members that minimizes the structural weight W.



This minimum design should also satisfy inequality con-
straints that limit design variables and structural responses.
Thus, the optimal design of a structure is formulated as [23]

minimize W ({x}) = Zyi “A; -

i=1

i=1,2,3,...,m,
)

where W ({x}) is the weight of the structure; n and m are the
number of members making up the structure and the number
of total constraints, respectively; max and min denote upper
and lower bounds, respectively; g({x}) denotes the con-
straints considered for the structure containing interaction
constraints as well as the lateral and interstory displacements,
as follows.
The maximum lateral displacement:

subject t0 : gpin < g (X)) < Gimawr

A
A="T_R>o. )
H

The interstory displacements:

d.
d J
gi=-2-R 20,
I

j=12,...,ns (3)

where A is the maximum lateral displacement; H is the
height of the frame structure; R is the maximum drift index;
d; is the inter-story drift; h; is the story height of the jth floor;
ns is the total number of stories; R; is the inter-story drift
index permitted by the code of the practice.

LRFD interaction formula constraints (AISC 2001 [24,
Equation Hi-1a,b]):

P, M, M, P,
gi=—" +( ur g 2 >—120 for —-<0.2,
2¢an (/)thx ¢any an

1 Pu 8 Mux M”J’ Pu
g = +— + -1>0 for >0.2,
¢an 9 ¢anx ¢any P,
(4)

where P, is the required strength (tension or compression);
P, is the nominal axial strength (tension or compression);
¢, is the resistance factor (¢, = 0.9 for tension, ¢, = 0.85
for compression); M,,, and M, are the required flexural
strengths in the x and y directions, respectively; M, and M,),,
are the nominal flexural strengths in the x and y directions
(for two-dimensional structures, M,,,, = 0); ¢, is the flexural
resistance reduction factor (¢, = 0.90).

For the proposed method, it is essential to transform the
constrained optimization problem to an unconstraint one. A
detailed review of some constraint-handling approaches is
presented in [25]. In this study, a modified penalty function
method is utilized for handling the design constraints which
is calculated using the following formulas [2]:

ctn

giS0:>®g):0,

©)

gi>0=>®(gi)=gi.
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The objective function that determines the fitness of each
particle is defined as

Mer* = ¢, - Wr+e,- (Z CID(;))£3, (6)

where Mer is the merit function to be minimized; ¢, &,,
and ¢; are the coefficients of merit function; CI)S) denotes
the summation of penalties. In this study, ¢, and ¢, are set
to 1 and W (the weight of structure), respectively, while the
value of &; is taken as 0.85 in order to achieve a feasible
solution [26]. Before calculating Cl)g), we first determine the
weight of the structures generated by the particles, and if
it becomes smaller than the so far best solution, then ®®
will be calculated; otherwise the structural analysis does
not perform. This methodology will decrease the required
computational costs, considerably.

3. Canonical Particle Swarm
Optimization (PSO)

The PSO algorithm, inspired by social behavior simulation
[27, 28], is a population-based optimization algorithm which
involves a number of particles that move through the search
space, and their positions are updated based on the best
positions of individual particles (called x;) and the best of
the swarm (called g*) in each iteration. This matter is shown
mathematically as the following equations:
™= w-u +a-rand, (x,* - xf) + f - rand, (gl* - x?),

7)

xf“ = xﬁ + v:”, (8)
where x; and v; represent the current position and the velocity
of the ith particle, respectively; rand; and rand, represent
random numbers between 0 and 1; x; is the best position
visited by each particle itself; g* corresponds to the global
best position in the swarm up to iteration k; « and 8 represent
cognitive and social parameters, respectively. According to
Kennedy and Eberhart [27], these two constants are set to 2 in
order to make the average velocity change coefficient close to
one. W is a weighting factor (inertia weight) which controls
the trade-off between the global exploration and the local
exploitation abilities of the flying particles. A larger inertia
weight makes the global exploration easier, while a smaller
inertia weight tends to facilitate local exploitation. The inertia
weight can be reduced linearly from 0.9 to 0.4 during the
optimization process [29].

4. Accelerated Particle Swam Optimization

The standard PSO uses both the current global best g* and
the individual best x*. The reason of using the individual
best is primarily to increase the diversity in the quality
solutions; however, this diversity can be simulated using some
randomness. Subsequently, there is no compelling reason for
using the individual best, unless the optimization problem of
interest is highly nonlinear and multimodal [22].
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A 444.8KkN (100kips) downward
load is applied at each connection

12.592kN 8

(2.831kips) T
4 4
8.743kN 8
(1.905kips)
4 4
7.264kN 7
(1.633kips)
3 3
6.054kN 7
(1.361 kips)
3 3
4.839kN 6 8 at 3.,04 m
(1.088 kips) (10)
2 2
3.63kN 6
(0.816kips)
2 2
2.42 kN 5
(0.544kips)
1 1
1.21kN 5
(0.272kips)
1 1
3.04m

(10)

FIGURE I: Topology of the 1-bay 8-story frame.

A simplified version which could accelerate the conver-
gence of the algorithm is to use the global best only. Thus, in
the APSO [22], the velocity vector is generated by a simpler
formula as

ot = vf+(x-randn(t)+ﬁ‘(9* —xf), ©)

where randn is drawn from N(0, 1) to replace the second
term. The update of the position is simply like (8). In order
to increase the convergence even further, we can also write
the update of the location in a single step, as

X =(1-B)xi +pg” +ar. (10)

3
TABLE 1: Optimal design comparison for the 1-bay 8-story frame.
Element group Optimal W-shaped sections This study

GA [31] ACO|[32] IACO [26]

1 WI8x35 WI16x26 W21x44 W2lx44
2 WI8x35 WI8 x40 WI8x 35 WI6 x 26
3 WI8 x35 WI8x35 WI8x35  WI4x22
4 WI8x26 WI4x22 WI2x22 WI2x16
5 W18 x46 W2Ix50 WI8x40 WI8x35
6 WI6x31 WI1l6x26 WI6x26  WI8x35
7 W16 x 26 W16 x26 W16 x26  WI18x 35
8 Wi2x16 WI2x14 WI2x14 W16 x 26
Weight (kN) 32.83 31.68 31.05 30.91

TaBLE 2: Optimal design comparison for the 3-bay 15-story frame.

Optimal W-shaped sections

Element group This study
PSO [18] HBB-BC [33] ICA [34]

1 W33 x118 W24 x117 W24 x117 W27 x 129
2 W33 x263 W21x132 W21x147 W21x 147
3 W24 x 76 WI2 x 95 W27 x84 W16 x 77
4 W36 x256 WI18x119 W27 x114 W27 x 114
5 W21 x73 W21 x 93 Wi4 x74 W14 x 74

6 W18 x 86 W18 x 97 WI8 x 86 W30 x 99
7 W18 x 65 W18 x 76 WI2x96 WI2x72
8 W21 x 68 W18 x 65 W24 x68 WI2x79
9 W18 x 60 W18 x 60 WI0 x 39 W8 x24

10 W18 x 65 W10 x 39 WI2 x40 WI14 x43
1 W21 x 44 W21 x 48 W2l x 44 W21 x 44
Weight (kN) 496.68 434.54 417.46 411.50

This simpler version will give the same order of conver-
gence [30]. Typically, « = 0.1L-0.5L, where L is the scale
of each variable, while 8 = 0.2-0.7 is sufficient for most
applications. It is worth pointing out that the velocity does not
appear in (10), and there is no need to deal with initialization
of velocity vectors. Therefore, the APSO is much simpler.
Comparing with many PSO variants, the APSO uses only two
parameters, and the mechanism is simple to understand. A
further improvement to the accelerated PSO is to reduce the
randomness as iterations proceed. This means that we can use
a monotonically decreasing function. In our implementation,
we use [30]

a= 07, (11)

where t € [0,t is the maximum number of

iterations.

] and t

max max

5. Numerical Examples

This section presents the numerical examples to evaluate
the capability of the new algorithm in finding the optimal
design of the steel structures. The final results are compared
to the solutions of other methods to show the efficiency of
the present approach. The proposed algorithm is coded in
Matlab, and structures are analyzed using the direct stiffness
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FIGURE 2: Topology of the 3-bay 15-story frame.

method. The steel members used for the design consist of 267
W-shaped sections from the AISC database.

5.1. 1-Bay 8-Story Frame. Figure 1 shows the configuration of
the 1-bay 8-story framed structure and applied loads. Several
researchers have developed design procedures for this frame;
Camp et al. [31] used a genetic algorithm, Kaveh and Shojaee
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FIGURE 3: The convergence history for the 3-bay 15-story frame.

[32] utilized ACO, and Kaveh and Talatahari [26] applied an
improved ACO to solve this problem.

The APSO algorithm found the optimal weight of the one-
bay eight-story frame to be 30.91kN which is the best one
compared to the other method. Table 1lists the optimal values
of the eight design variables obtained by this research and
compares them with other results.

5.2. Design of a 3-Bay 15-Story Frame. The configuration and
applied loads of a 3-bay 15-story frame structure is shown
in Figure 2. The sway of the top story is limited to 23.5cm
(9.251n). The material has a modulus of elasticity equal to
E =200 GPa and a yield stress of F,, = 248.2 MPa.

The effective length factors of the members are calculated
as K, > 0 for a sway-permitted frame, and the out-of-plane
effective length factor is specified as K,, = 1.0. Each column
is considered as non-braced along its length, and the non-
braced length for each beam member is specified as one-fifth
of the span length.

The optimum design of the frame obtained by using
APSO has the minimum weight of 411.50 kN. The optimum
designs for PSO [18], HBB-BC [33], and ICA [34] had the
weights of 496.68 kN, 434.54 kN, and 417.46 kN, respectively.
Table 2 summarizes the optimal results for these different
algorithms. Clearly, it can be seen that the present algorithm
can find the better design. Figure 3 provides the convergence
history for this example obtained by the APSO.

6. Conclusions

The APSO algorithm, as an improved meta-heuristic algo-
rithm, is developed to solve frame structural optimiza-
tion problems. Optimization software based on the APSO
algorithm was coded in the Matlab using object-oriented
technology. A methodology to handle the constraints is also
developed in a way that we first determine the weight of
the structures generated by the particles, and if they become
smaller than the so far best solution, then the structural
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analyses are performed. Two test problems were studied
using the optimization program to show the efficiency of
the algorithm. The comparison of the results of the new
algorithm with those of other algorithms shows that the
APSO algorithm provides results as good as or better than
other algorithms and can be used effectively for solving
engineering problems.
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This paper designs a tangible programming tool, E-Block, for children aged 5 to 9 to experience the preliminary understanding of
programming by building blocks. With embedded artificial intelligence, the tool defines the programming blocks with the sensors
as the input and enables children to write programs to complete the tasks in the computer. The symbol on the programming blocK’s
surface is used to help children understanding the function of each block. The sequence information is transferred to computer by
microcomputers and then translated into semantic information. The system applies wireless and infrared technologies and provides
user with feedbacks on both screen and programming blocks. Preliminary user studies using observation and user interview
methods are shown for E-Block’s prototype. The test results prove that E-Block is attractive to children and easy to learn and
use. The project also highlights potential advantages of using single chip microcomputer (SCM) technology to develop tangible

programming tools for children.

1. Introduction

Papert and Resnick et al. mentioned in their contributions
that learning how to program may result in changes to
the ways people think [1, 2]. Early studies with Logo also
showed that when introduced in a structured way, computer
programming can help children improve visual memories
and basic numbers senses as well as develop problem-
solving techniques and language skills [3]. However, most
of the existing programming languages are designed for
professionals and are based on texts and symbols which are
difficult for children to understand [4, 5]. Hence, previous
research works are conducted aiming at lowering the barrier
of programming for children [6].

Graphical programming has some significant advantages
over textual programming especially in providing visual
cues for young programmers [7, 8]. However, the usage of
keyboard and mouse which are major input methods in GUI
may be difficult for children [9, 10]. What is more is GUT’s
nature drawback that it falls short of embracing the richness
of human’s interaction with physical world [11]. This kind of
activities contribute to children’s learning [12].

Artificial intelligence with tangible programming is kind
of feasible programming method for children [13]. Tangible
interaction can stimulate multiple senses of children and
develop their cognitive abilities [14]. In addition, compared
with directly operating computers, using physical objects to
interact with computer is much easier to involve children
in the process [15]. Instead of using lines of dull codes, the
program becomes a collection of physical objects. Children
can write programs by assembling the physical objects with-
out keystrokes [16]. Thus, the programming could be more
intuitive to children.

Based on our previous work—T-maze [17], this paper
proposes a tangible programming tool: E-Block, which is
designed for children aged 5 to 9. It defines the programming
blocks and the sensors as the input and enables children
to write programs to complete the tasks in the computer
as Figure 1 shows. The symbol on the programming block’s
surface is used to help children understand the function of
each block. The sequence information is transferred to com-
puter by microcomputers and then translated into semantic
information. In E-Block, children need first to find a path for
the character to escape the maze in programming stage and



F1GURE 1: Children with E-Block.

then run the program and trigger sensors when necessary
in running stage. In programming stage, when children add
a new block into sequence, feedbacks on the screen and
block itself will show whether it is placed correctly. Only
when it’s right, the children can continue programming. After
finishing the programming, children could run the program
by pressing the start button and enter the running stage. In
running stage the character will stop if hits the sensor cells.
Children should trigger relative sensors to keep the character

going.

2. Related Work

One of the earliest tangible programming projects is AlgoB-
lock [18]. It adopts several blocks as the interaction medium.
Every block has special semantics. Children could write
their own program to play a marine game by connecting
the objects. RoboTable2 [19] connects tangible programming
and graphical programming together on an interactive table
which combines several technologies such as camera, projec-
tor, computer vision, and blue tooth. It supports the novice
to manipulate robots by gestures [17], TUI, and GUI The
whole system is based on the event model by which user
needs to define events to trigger certain behavior on the robot.
Though the concept of programming in the above works is
easy to understand, there still exist some improvements that
could be done to the manipulations. The wires between blocks
might limit children’ activities. Moreover, some complicated
scenarios are not suitable for young children.

Tangible programming bricks [20] proposed by MIT
with PIC microprocessor built in each physical program-
ming brick communicate with the computer by using a
card slot. Children put the bricks into the card slot in
different sequences to control the game objects like toy trains
and household appliances. This work is highly functional,
containing alot of different programming concepts. TurTan
[21] is a desktop tangible programming system designed for
Turtle Geometry, which is based on Logo. It adds multitouch
and gesture recognition into the system. It uses a camera to
capture and recognize the real-time position of fingers and
objects on the desktop. Then the projector outputs the real-
time feedback of the system. Users can control the entire
drawing process by manipulating predefined commands in
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a tangible user interface on the table. The above works
require scientific knowledge or contain other concept in the
defined commands which might be hard for young children
to understand.

Electronic Block [22, 23] uses building blocks to program.
It consists of three types of building blocks: sensor block as
input, logic block to conduct logic computation, and behavior
block as output. It is designed for the preschoolers so that the
syntax is simple, easy to manipulate, and free from spatial
limitation [24, 25]. Schweikardt and Gross [26] proposes a
tangible programming language named roBlock. A processor
is installed in each block. The blocks are divided into 4
categories according to their functions: sensor, actuator, logic,
and utility. Users can build their own robots by connecting
different blocks. Its working principle is quite similar to
Electronic Block, so they are all highly functional. Tern [27,
28] is another tangible programming language given by Horn
and Jacob and so forth. The programming blocks are made
of wooden blocks and every block has specific semantics.
Children assemble the blocks to express certain meanings.
After writing program with the blocks, children need to
manually use camera to capture the block sequence’s image
that is transferred to computer to identify the information
and control virtual roles or real walking robot. Though, the
above programming tools are easy to manipulate; however,
they fail to support real-time debug and thus offer little help
on the programming debug. Once errors are detected, the
systems depend on children’s own understanding about the
task to correct them, which makes programming difficult for
beginners.

Based on these previous contributions, we want to
develop a system which has the following characteristics.
When a child is programming, the system is highly syn-
chronous to the child’s latest manipulation. Children are
able to place the program blocks with no space limitation.
Different kinds of feedbacks will appear on both the computer
screen and the tangible programming tools, making benefits
for children to position and analyze accurately.

3. Implementation

E-Block was proposed to solve problems in our previous sys-
tem T-Maze which is based on computer vision technology
[29]. In our user study, children were asked to use two systems
in order to find the potential advantages of using single
chip microcomputer (SCM) technology to develop tangible
programming tools of children. Therefore it is needed to
briefly describe how T-Maze functions.

3.1. T-Maze System. T-Maze is composed of maze game, pro-
gramming wooden blocks, camera, and sensor input devices.
The maze escaping game, which is the same with the one
of E-Block, requires children to control the virtual character
in maze to go through relative sensor cells and finally reach
the exit of the maze. Children manipulate different wooden
blocks to write their own program, which can control the
character’s moving in the maze. The tool uses a camera to
catch the image of the wooden blocks which can be used to
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analyze the semantics of children’s program. Several problems
were found in the T-Maze. First, children are required to
program within an area of 25cm * 30 cm. The programs out
of this identification area of cameras could not be captured,
which results in children’s confusion. Second, the system is
based on computer vision which has its inborn drawbacks—
camera occlusion. During the test of T-Maze, children could
not help raising their hands , blocking between cameras and
programs. This caused the delay problem of feedback. Third,
feedback is totally shown on screen. Children have to switch
attentions between screen and blocks in order to debug.
Figure 2 shows T-Maze system.

3.2. E-Block System. E-Block is composed of four parts: the
maze game, the programming blocks, the wireless box, and
the sensors (see Figure 3). We will introduce each part next.

3.2.1. Maze Game. The virtual maze is composed of four
kinds of cells (see Figure 4): start cell, end cell, normal cell,
and sensor cell. There is a face on the top left corner of
screen to show the real-time feedback. In the programming
stage, the character starts from the start cell and children can
place the direction block and the sensor block to indicate
a path from start cell to end cell. In the running process,
the character starts to walk and children have to trigger the
relative sensor when the character is stopped by the sensor
cell. The rules of this game are listed as follows.

R1: If input is Direction Top Right and the upper right cell
of the current location of character is feasible, then
give smiley face, green arrow on the screen and blue
LED on block.

R2: If input is Direction Top Right and the upper right
cell of the current location of character is not feasible,
then give sad face on screen and red LED on blocks.

R3: If input is Direction Top Left and the upper left cell of
the current location of character is feasible, then give
smiley face, green arrow on the screen and blue LED
on blocks.

R4: If input is Direction Top Left and the upper left cell of
the current location of character is not feasible, then
give sad face on screen and red LED on blocks.

R5: If input is Direction Bottom Right and the lower right
cell of the current location of character is feasible,
then give smiley face, green arrow on the screen and
blue LED on blocks.

Ré: If input is Direction Bottom Right and the lower right
cell of the current location of character is not feasible,
then give sad face on screen and red LED on blocks.

R7: If input is Direction Bottom Left and the lower left cell
of the current location of character is feasible, then
give smiley face, green arrow on the screen and blue
LED on blocks.

R8: If input is Direction Bottom Left and the lower left
cell of the current location of character is not feasible,
then give sad face on screen and red LED on blocks.

FIGURE 2: T-Maze system.

Software Wireless

Sensor input
devices

Programming
blocks

F1GURE 3: E-Block tool.

R9: If input is Tangible Button and there exist Tangible
Button cell nearby, then give smiley face, green arrow
on the screen and blue LED on blocks.

R10: If input is Tangible Button and there is no Tangible
Button cell nearby, then give sad face on screen and
red LED on blocks.

RIL: If input is Light Sensor and there exist Light Sensor
cell nearby, then give smiley face, green arrow on the
screen and blue LED on blocks.

R12: If input is Light Sensor and there is no Light Sensor
cell nearby, then give sad face on screen and red LED
on blocks.

R13: If input is Temperature Sensor and there exist Tem-
perature Sensor cell nearby, then give smiley face,
green arrow on the screen and blue LED on blocks.

R14: If input is Temperature Sensor and there is no Tem-
perature Sensor cell nearby, then give sad face on
screen and red LED on blocks.

3.2.2. Programming Blocks. Programming blocks send com-
puter their physical information which is then translated into
the program semantics. In E-Blocks, there are four kinds of



FIGURE 4: Maze game.

programming blocks: start block, end block, direction block,
and sensor block (see Figure 5). As Figure 6 shows, each block
has a single chip microcomputer, an infrared transmitter and
receiver module, a cell battery module, a wireless module, and
an LED. When a new block is added to the array, the former
blocK’s infrared signal will activate the new added one. The
new added block will send its identity code to wireless box
which is connected to PC through USB port. At the same
time, it will open its own infrared transmitter. Wireless box
will get the physical information from the content and the
order of the identity codes received and will then send this
information to PC.

(1) Infrared Transmitter and Receiver Module. The adjacent
programming blocks transmit data through infrared trans-
mitter and receiver module (VS0038). The former block’s
infrared signal activates the latter one. After activated, a block
will send its identity code to computer by wireless module;
at the same time, it will open its infrared transmitter and
wait to activate next added block. Computer will get the
sequence information from the identity code received. We use
Pulse Width Modulation (PWM) to encode the identity code.
Similar technology is used in the television remote control.

(2) Wireless Module. The computer communicates with the
programming blocks through wireless module. After acti-
vated, a block will send identity code to computer by wireless
module. Computer will get the sequence of blocks by adding
the new identity code to the end of sequence. In the same
way, computer will remove the identity code from sequence
if the block is removed. If the new added block is not correct,
the wireless module will receive a signal from computer and
notice the red LED to flash.

(3) LED Module. In the maze map, the gray cells are not
reachable. If the child manipulates the character to the
unreachable cell, or if the child places a direction block in the
sensor cell instead of a sensor block, it will generate an error.
If the new added block fits the cell, the blue LED of the block
will start to light to distinguish it from the unattached blocks.
If the computer finds errors in the programming sequence,
the smile face on the screen will turn sad. After that, the
computer will find the location of the problematic block and
then send a signal to the wireless module of the problematic
programming block. As a result, the red LED of the block
starts to light to indicate potential error. In this case, children
can find the problematic block easily and then try to solve the
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problem. LED module is on the upper surface of the block so
that users can notice it easily as soon as it starts to flash.

(4) Wireless Box. Wireless box is connected to PC through
USB port. It will send a request to the programming blocks
in turn and wait for their responses. If the wireless box does
not receive anything, it means that the programming block is
not in the sequence. On the contrary; if the block is added to
the sequence, it will send to wireless box its own code. The
wireless box will then send the information to PC via USB
port. When PC finds some errors in the programming block
sequence, it will send a signal to the relative block which will
cause the LED to flash.

3.2.3. Sensor Input Devices. Sensor input devices have two
functions. Firstly, when children finish programming, they
need to press the start button on the sensor input devices
to change the programming stage into the running stage.
Secondly, in running stage, when the character meets the
sensor cell, children need to trigger the relative sensor to
keep it going. There are three kinds of sensors as Figure 7
shows: Temperature Sensor, Light Sensor, and Tangible But-
ton Sensor. Each sensor has its own way of being triggered:
Temperature Sensor needs to be warmed, Light Sensor
shaded, and Tangible Button Sensor pressed. We provide
sensor input part because it corresponds to the input part of
the program’s operation, and at the same time, increases the
interests of children and adds more elements to the system.

3.2.4. System Advantages

(1) Fast-Real Time Presentation on PC. Fast real time pre-
sentation indicates that it needs about 0.1-0.2s to change
one or more program blocks (produce one or a group of
new orders) to PC recognition and finally to the disposal
of this group of orders. With the questionnaire, we found
that when finishing the placement of a new program block,
children would pay attention to the change in the computer
screen. In the previous T-Maze experiment, a large number
of children responded that the computer processing speed on
the program block change was too slow, which resulted in
their confusions about the feedback of their manipulations.
E-Block solved the problem by the adoption of infrared and
wireless technologies.

(2) Fixable and Free Placed Position of Program Block. The
effective identification area of E-Block program block is very
large. In a range of 4-5 meters, it can effectively and rapidly
recognize the program block. When placing the program
block, it does not need to be operated in the fixed range of
the camera. Children can randomly place blocks in their own
favorite positions. At the same time, as long as they are not
changing the order, they could move the well-placed blocks
to anywhere.

(3) Feedback Appeared in Both Blocks and PC Screen. This
function contributes to children’s debug of program and leads
the children to focus on the task and operation, rather than
staring at the smiling face in the upper-left corner of the
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(a) Start and end blocks

(b) Sensor blocks

(c) Direction blocks

FIGURE 5: Tangible Blocks.

Battery
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transmitter

Infrared
receiver

FIGURE 6: Single chip microcomputer in E-Block.

FIGURE 7: Sensor input devices.

screen. This feedback mechanism can also act as a trial to
the manipulation of information mutualization. Children can
place the manipulation to programming, and at the same
time the operation result of the program will be shown in the
tangibles.

(4) The Role of Sensor. The sensor has the following several
effects: correspond to the input part of the operation section
in the actual programming, while increasing the interest
of children, adding more abundant element for the system.
In our tradition programming method, there will be some
statements (such as “printf” function in C language) to
receive some orders from the keyboard or mouse in the
program operation. After the program is operated, we can
input the orders or data with these external devices to keep
the program operating. So is the role of sensor. At the same
time, the sensors can make the system more attractive for
children. In the test process, many children showed great

interest in the Pressure Sensor and Temperature Sensor
devices. The sensors raised children’s degree of participation
in the running stage of their programs.

4. Use Case

In E-Block, children need first to find a path for the character
to escape the maze in programming stage and then run
the program and trigger sensors when necessary in running
stage. In this part, a simple use case will be described.

4.1. Programming Stage. After successfully choosing a mis-
sion, children will start the programming stage. Children
must place the start block as the start of the block sequence.
Then they need to put the proper direction block into the
block sequence which indicates the direction user wants the
character to go. When programming the path of the character,
children need to place the right sensor block to go on the
path when the path hits any sensor cells. If children place
wrong programming block in the sequence the smile face on
the screen will turn sad. In the meanwhile, the LED in the
problematic block turns red so that user can easily find which
block is wrong (see Figure 8).

4.2. Running Stage. When children finish the task in pro-
gramming stage, they need to press the start button on the
sensor input devices to turn the E-Block into running stage.
And the character will start walking according to the path
programmed before. When the character encounters a sensor
cell, it will stop until children trigger the relative sensor (see
Figure 9).

5. User Study

The user study is a comparison test between E-Block with
the former work, T-Maze, which uses computer vision tech-
nology to realize the recognition of blocks. It talks about
the advantages and disadvantages of SCM-version tangible
programming tool, E-Block, compared with the camera-
version tool T-Maze.

5.1 Procedure. We ran the user study with a total of 11
children (3 boys and 8 girls) aged 5 to 9. They were asked
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FIGURE 9: Trigger the relative sensor.

to complete three levels of tasks that need 7, 11, and 12
programming blocks, respectively. The maze-escaping tasks
in T-Maze and E-Block were basically the same. The only
difference was the blocks they used in the test; T-Maze used
computer vision technology and the block was smaller (about
3cm # 3cm * 3cm) with no feedback providing function
itself, while blocks of E-Block had LED as feedback and
were bigger (about 7cm * 7cm * 7cm). One researcher
was available to support children. The study included three
stages: explanation and demonstration stage, test stage, and
interview stage.

The first stage: explanation and demonstration. We first
introduced the composition of T-Maze and E-Block and how
to use them. After that, a detailed demonstration video was
played together with a real demonstration.

The second stage: test. Children were randomly divided
into two groups: 5 children played T-Maze first and then
played E-Block. The rest played in the adverse way. We
videotaped the whole test process.

The third stage: interview. Once the children completed
both T-Maze and E-Block tasks, they were asked to finish
a questionnaire and then interviewed individually to gauge
their perception on their play experience.

5.2. Coding. Based on the information that we got from
interview and tapes, we focused our research on the following
aspects: first, whether the tool is easy for children in learning
and manipulation; second, what merits are brought by the
SCM-version tangible programming tool, E-Block, compared
with the camera-version tool, T-Maze, and how these merits
influence children’s learning and manipulations. For the

TaBLE 1: Coding scheme for behaviors.

Behavior type Example

. Move the out-of-boundary programming
Space-related behavior blocks back to the recognition region
Feedback-related

behavior

Look at screen/LED immediately after an
addition of a block

Occlusion-related

. Put hand between camera and blocks
behavior

Add/remove a block to/from sequence of

Programming operation programming blocks

TaBLE 2: Coding scheme for utterances.

Utterance type Example

Space-related talk You Sh(.)l.lld keeP unused blocks out of the
recognition region

Feedback-related Look, the smiling face turns sad; do you

talk notice, the LED is flashing?
Occlusion-related Remember, you should add a block like
talk this; don’t put your hand over blocks

Other talk That’s so cool!; I need a green block

11 children being videotaped, we transfer their manipula-
tions together with researcher’s guidance manipulations into
behaviors and transfer their conversations into utterances.
Because the running state of T-Maze and E-Block is
exactly the same, we only use codes to analyze programming
state in order to find the differences between them. A total
of 300 minutes (132 minutes of T-Maze and 168 minutes of
E-Block) were reviewed and annotated by two researchers.
Codes were used for analysis if they occurred or not within
every five-second interval. Videos were coded into one of four
categories: space-related behavior, occlusion-related behavior,
feedback-related behavior, or programming operation, the
numbers of which are shown in Figure 10. Accordingly, we
also coded all the utterances consisting of continuous talk
without long pauses into one of four categories: space-related
talk, occlusion-related talk, feedback-related talk, or other talk,
the numbers of which are shown in Figure 11. The full set
of codes is shown in Tables 1 and 2. In total, we coded 1106
behaviors and 151 utterances in T-Maze: an average of 33.5
behaviors (SD = 11.24) and 4.58 utterances (SD = 2.08)
per task. In E-Block, the numbers are 773 behaviors and 98
utterances in total. 23.4 behaviors (SD = 4.36) and 2.97
utterances (SD = 1.08) per task. We obtained almost perfect
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agreements for data of behaviors and 90% agreements for
data of utterances based on 100% of the data (Kappa =
1 and 0.87 resp.). We defined space-related and occlusion-
related behaviors and utterances to have negative influence
on programming because they were to solve the problem
caused by hardware and did not contribute to program. We
hope E-Blcok can better focus children on programming by
reducing such behaviors and utterances. The questionnaire
in interview section was a Likert-type scale composed of
four questions with punctuation from one to five, one being
the minimum and five the maximum score. We analyze the
results of video and interview in the following section.

5.3. Results. In this section, we first prove E-Block to be
easy for children in learning and manipulation and then
start to compare E-Block with T-Maze. The major difference
between E-Block and T-Maze is that E-Block enables children
to place the block without considering the camera’s view
scope and occlusion problem. Spatial constraints, occlusion
problem, feedback, and programming operation are used
as comparison points. They are represented by behaviors
and utterances, respectively. We discuss the totals, averages,
and proportions for all behaviors and utterances in the
programming stage, which leads to a preliminary comparison
between tangible programming tools using computer vision
technology and single chip microcomputer. We hope this
comparison may provide references for future design.

5.3.1. General Results. According to the observation and the
questionnaires we collected in the test, we find that every
child in our test showed great interest in E-Block. Many
children were interested in the sensor and asked us “what is
this? How to use it?” Once they saw the character escaping
the maze, some said: “Well done!” In the questionnaire, when
asked how much they like the game (like very much, like,
normal, dislike, dislike very much), 6 children said they liked
it very much, 3 selected “like” and 2 selected “normal”. When
being asked which part they liked most, some children said
that they liked triggering the sensor and some said that they
are fond of placing the block and manipulating the character
to escape the maze. According to the observation, we found
that all the children could master the tangible programming
block tool quickly. Although some younger children could
not place all the blocks in the right order for the first time,
we find they were able to adjust the blocks according to the
real-time feedback on the screen or the feedback on the block.

5.3.2. Spatial Constraints. In E-Block, children would not
need to worry about whether the block is within the range
of the camera because they can place them anywhere as
long as wireless box can receive wireless signal from wireless
module in each block. This distance is about 15 meters from
a limit test of E-Block while the programming space of T-
Maze is only 25 cm # 30 cm. As defined in Table 1, the average
number of space-related behaviors is 3.33 (SD = 1.05) per
task in T-Maze and 2 (SD = 0.94) in E-Block. As defined
in Table 2 the average number of space-related utterances is
1.67 (SD = 0.58) per task in T-Maze and 0.27 (SD = 0.46) in

500

Programming Feedback Space Occlusion
related related related
B T-Maze
[ E-Block

FIGURE 10: Number of behaviors by category type.

Occlusion Space Feedback Others
related related related
B T-Maze
E E-Block

FIGURE 11: Number of utterances by category type.

E-Block. Figures 10 and 11 demonstrate that such behaviors
and utterances reduced significantly in E-Block; however,
large size of the programming block also caused some space-
related behaviors and utterances. Children had to push the
existing block sequence to keep it from going out of desktop.
Therefore, we deduce that if the programming blocks in E-
Block had had the same size of those in T-Maze, space-related
behaviors and utterances would have appeared even fewer.
The recognition area of camera-version programming tool is
influenced by the performance of camera to a great extent;
however, the wireless technology of SCM enables children to
manipulate in much larger area.

5.3.3. Occlusion Problem. In E-Block, children had no needs
to worry about whether they may block the camera. The



average number of occlusion-related behavior is 797 (SD =
2.33) per task in T-Maze and 0 (SD = 0) in E-Block.
The average number of occlusion-related utterance is 0.67
(SD = 0.58) per task in T-Maze and 0 (SD = 0) in E-Block.
When playing T-Maze, even being told that they shall not put
their hands on the block, children still did it unconsciously.
Such occlusion-related behaviors might cause the inaccurate
feedback. When children saw the result on the screen being
different from what they expected, they were confused and
even changed the right program. Some of them asked in
T-Maze: “Why cannot I just tell the computer what I have
placed?” Such problem disappeared in test of E-Block for the
different way of block recognition. In this case, the occlusion
problem of camera-version programming tool is solved by
SCM technology [25].

5.3.4. Feedback. In T-Maze the only feedback is the smil-
ing/sad face on the top left corner of screen. While in E-Block,
besides that feedback, the LED on wrong programming block
in the sequence will also start to flash if a programming error
is detected. The total number of feedback-related behaviors
and utterances is close to the number of programming
operations. We found that in most cases, children would
look for feedback after a programming operation unless they
were very confident. The average number of feedback-related
behaviors is 10 (SD = 1.27) per task in T-Maze and 9
(SD = 1.03) in E-Block. The average number of feedback-
related utterances is 0.64 (SD = 0.58) per task in T-Maze
and 0.61 (SD = 0.55) in E-Block. The numbers of such
behavior and utterance in E-Block differed slightly from
that of T-Maze; however, from the collected questionnaire,
9 children said that the feedback on block helped them to
find the wrong block much more quickly and accurately
compared with that in T-Maze. Only 2 boys did not pay much
attention to the block’s feedback, because they learned E-
Block in the shortest time and always placed the right block.
This feedback mechanism can also act as a trial to realize
information mutualization between children and the physical
objects they manipulate. It can be easily realized by SCM-
version programming tool thanks to the inner circuit of each
block.

6. Discussion

Figure 10 shows that children devoted a much larger portion
of their total behaviors to programming in E-Block (53.0%
compared with 36.4%). In addition, Figurell shows that
the utterances concerning spatial constraint and occlusion
problem in E-Block were much fewer than those in T-
Maze (9.2% compared with 51.0%). In E-Block, children had
fewer behaviors and utterances irrelevant to programming,
by which we conclude that E-Block enables children to better
focus on programming rather than solving the problem
caused by camera. The questionnaires further support our
conclusion that 5 out of 11 children said that spatial constraint
made it difficult for them to program and 9 out of 11 children
said T-Maze is unstable which we attribute to the occlusion
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problem. After the user study, we found two problems:
(a) recognition speed has a crucial influence on children’s
learning of E-Block, and (b) feedback should be properly
designed for children’s attentions.

6.1. Recognition Speed. In the user study, a large number of
tested children responded that T-Maze is too slow (about 3
seconds to react). They doubted whether their programs are
right and can function because of the delay. Such problem,
though few, also appeared in the first version of E-Block.
The improved E-Block better solved the delay problem by
reprogramming each block and changing the communication
method between master SCM (in wireless box) and servant
SCM (in each programming block). The limit test showed the
improved E-Block reacted to the change of block sequence
within 0.3 second.

6.2. Feedback. Flashing of LED was inconspicuous based
on our user study. Therefore, we reprogrammed and added
blue and red LEDs to each block. After the user study, we
invited 5 children playing the same tasks as in the user
study. We focused on how the improved E-Block solved
the problems above and how the improvement influenced
children’s programming performances.

We video-recorded the programming stage and counted
the number of each kind of behaviors and utterances just like
the user study. The feedback-related behaviors and utterances
were further divided into feedback on block related and
feedback on screen related. The data shows that when playing
with improved E-Block, children had a higher proportion of
behaviors and utterances related to the feedbacks on block
rather than on screen (64% and 72% compared with 43% and
47%, resp.). The user study demonstrated that the improved
E-Block reacted faster and provided conspicuous feedback.

7. Conclusion and Future Work

This paper’s contribution could be summarized into the
following points. Firstly, it presents a programming tool
which enables children to write programs by placing wooden
blocks. Secondly, it provides a new map method between
the blocK’s function and the program semantics. Thirdly,
the system offers help on debug by giving feedbacks on
both screen and the programming blocks, which effectively
helps children to learn programming. We conducted the user
experiments on this programming tool. The user study is
designed to compare E-Block with the former work: T-Maze.
The comparison leads to a further discussion between SCM-
version programming tool and camera-version tool. The
result shows that E-Block is not only interesting to children
but also easy to learn and use. Compared with T-Maze, E-
Block better focuses children on programming because of
the high proportion of programming operations and low
proportion of space-related and occlusion-related utterances.
The conclusion is also supported by the result of the interview.

In the future, we intend to design more programming
blocks and add more scenarios into this tool to introduce
more programming concepts. Feedback on physical object
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itself is a great source of inspiration for future work. Future
work will mainly focus on getting rid of the computer screen.
Children can place the blocks to programming and the
operation’s result of the program will be shown on the blocks
themselves.
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As a Lagrangian mesh-free numerical method, the Smoothed Particle Hydrodynamics (SPH) method has been traditionally applied
for modeling astrophysics, fluid flows and thermal problems, and there has been a growing interest in applying SPH to solid
deformation problems. However, the potential of this method for quasistatic analysis of rock-like brittle materials has not been
clearly explored. The major aim of this paper is to investigate the effects of key factors in SPH on the load-deformation response of
rock-like solids, including variations in the particle approximation theory, the magnitude of the smoothing length and its variable
method. Simple uniaxial compression (UC) loading conditions were chosen, and a series of numerical studies were carried out
sequentially on an idealized elastic case and an actual test of marble material. Typical results of the axial stress-strain response
from infinitesimal to finite deformation as well as the progressive failure process for the marble tests are given and the influences
of various factors are discussed. It is found that only provided proper choices of particle momentum equation and the smoothing
length parameter, the SPH method is capable for favorably reproducing the deformation and progressive failure evolution in rock-

like materials under quasistatic compression loads.

1. Introduction

SPH is a mesh-free, adaptive, Lagrangian particle method
that can be used to obtain solutions to systems of par-
tial differential equations. In contrast to the concept of
discretization methods which discretize a continuum into
a finite set of nodal points, SPH consolidates a set of
discrete particles into a quasicontinuum, and each particle
represents specific material volumes. Since there is no mesh
to distort, the method can handle large deformations in a
pure Lagrangian frame [1], hence presenting extraordinary
power for easy treatment of void regions, material interfaces,
and multifracturing in materials. The technique was initially
formulated to solve astrophysical problems [2, 3] and has
been widely adopted in fluid dynamics related areas [4-6].

Material strength can be considered in a fairly straight
forward manner, and Libersky and Petschek [7] were the first
to incorporate an elastic-perfectly plastic material strength
model into the SPH framework and they applied it to the
simulation of the impact of an iron rod with a rigid surface.
In recent years, there has been a growing interest in applying
SPH for modeling solid deformation problems in a broad
range of applications. However, most of these studies were
focused on the high velocity impact, blasting, and granular
flow types of problems, such as the study of the deformation
of a metal cylinder resulting from the normal impact against
arigid surface [8, 9], modeling of impact induced fractures in
brittle solids [10, 11], and the simulation of broken-ice fields
floating on the water surface and moving under the effect of
wind forces [12]. Rather limited publications can be found



to date with regard to the application of the SPH method
in quasistatic analysis of deformation and possible failure
response of solid materials.

Given the extraordinary potential of SPH in dealing with
large deformation, the method has also obtained a number of
applications in the field of geotechnical engineering. Previous
applications of the SPH method in geotechnics mostly dealt
with fluid-like flow problems, in particular, those involved in
analyses of dam-break flood hazard [13, 14], water-structure
interaction [15, 16], and pore-scale flow phenomena in soil-
like porous media [17, 18]. More recently, Bui et al. [19] also
developed SPH to solve the large deformation and postfailure
flow of noncohesive and cohesive soils. Ma et al. [20, 21]
applied SPH to investigate the static or dynamic failure of
brittle heterogeneous materials by tracing the propagation
of the microscopic cracks as well as the macromechanical
behaviors, in which the material heterogeneity was modeled
by a statistical approach.

Furthermore, with the fast development of SPH the-
ory, quite a number of extensions using different particle
approximation theories, varied choices of the smoothing
length and correction techniques have been proposed. To
the best of our knowledge, no discussion of various options
in SPH and their effects on the modeling of progressive
deformation and in turn failure process of rock-like materials
under quasistatic loads has been reported in literature. The
primary aims of this paper are to study the suitability of the
SPH method for quasistatic modeling of rock-like materials
and to study the effects of influencing factors on the load-
deformation response and the associated failure progress.
The paper is organized as follows: firstly, a brief introduction
to the fundamentals of SPH is provided, forming the basis
of following parametric numerical studies and discussions;
secondly, the main part of this paper presents a series of
numerical investigation into the effects of varied options in
SPH on the uniaxial compression response, in which two
typical cases are chosen, an idealized elastic case of a cubic
specimen and an inelastic case considering possible damage
and failure of marble materials; in the final part, a summary
of the parametric studies and some conclusive discussions are
provided.

2. Fundamentals of SPH Method

2.1. Basic Formulations. The theoretical fundamentals of SPH
can be described in two main steps. The first is the integral
representation or kernel approximation of the field functions.
The second step is the approximation of particle variables,
that is, the modeling domain is discretized into a finite
number of particles which carry field variables such as mass,
density, stress, and so forth and move along the particle
velocity. As in the framework of continuum mechanics,
the governing equations for constructing SPH formulations
are mainly composed of mass, momentum, and energy
conservation laws.

The material properties of each particle, such as velocity,
density, stress, and so forth, are calculated through the use of
an interpolation process over its neighboring particles, which
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is based on the integral representation of a field function f(x)
as follows:

(f @) = Jﬂf(X')W(x—x’,h) dx, W)

where W denotes the kernel or smoothing function, and h
is the smoothing length, which defines the influence domain
of W. Generally, the chosen kernel function W should
satisfy three conditions: the normalization condition, the
delta function property, and the compact support condition
as follows:

! o
JQW(x—x,h)dx =1,
&iinoW(x—x',h)z(S(x—x') (2)
W(x—x',h) =0 when ”x—x'" > kh

in which k is a constant that specifies the nonzero region of
the smoothing function for a point at a position vector x.
This implies that the integration over the entire domain Q
is localized to an integration over the support domain of the
smoothing function.

The integral representation (1) can be then discretized as
a summation over the particles within the support domain as
follows:

F0) =Y L f(x)W(x-xh), @)
=1 P

where j = 1,2,...,N denote particles within the support
domain of the particle at x, m;, and p; are the mass and
density of particle j, respectively. In a similar manner, the
approximation for the spatial derivatives df(x)/0x can be
obtained.

Using the above particle approximations for a function
and its gradient at a particle, the conservation laws in the
form of partial differential equations can be then converted
into equations of motion of discrete particles and then solved
by an updated Lagrangian numerical scheme. However,
different transformations or operations may result in different
discretized forms of SPH equations [19, 22]. In the coming
section, some typical and commonly used SPH formulations
shall be presented, forming the basis of subsequent discus-
sions on the numerical results of the chosen cases. More
details on the SPH method and technical treatments can be
found in the textbook by G. R. Liu and M. B. Liu [23] and a
recent review of SPH development by Monaghan [24].

2.2. Choices of Particle Approximation Theory. A large vari-
ety of SPH formulations have been proposed by many
researchers, which originate from the application of differ-
ent forms of kernel functions and variable transformation
options. Obviously the choice of the kernel function W in (1)
will directly influence the accuracy, efficiency, and stability
of the numerical analysis [22, 23]. Several types of kernel
functions have been proposed in literature, such as bell-
shaped function, Gaussian function, quadratic function, and



Mathematical Problems in Engineering

spline functions of cubic or higher order. By far the most
widely used kernel function in SPH is the one devised by
Monaghan and Lattanzio [25] based on the cubic B-spline
function, which is given as

(1—§q2+§q3> 0<g<l1
] 2 4

Wig)=—= (4)

-a)

0 otherwise

l1<g<2

for three dimensions where g = |x; — x;l/ h is the normalized
distance, and the coefficients assure proper normalization.
This function has the advantage of having compact support
and a continuous second derivative and was chosen for the
following numerical analyses.

As the main focus of this paper is on quasistatic defor-
mation and progressive failure analysis of rock-like solids
using the SPH method, obviously the equation of motion
plays a dominant role during this type of analysis. Hence,
our attention is given to the variable choices of discrete
interpolations for the linear momentum equation. Four types
of typical formulations are chosen in this study and outlined
as follows. It should be noted that the formulations given in
this section are all constructed assuming no body force, no
mass, and no heat sources involved.

Formula I:
Oj
-S4 (5)
=1 P, Pi

S

Formula II:
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where V denotes the velocity of each SPH particle, and the
indices i and j denote the particle number; ¢ is the stress
tensor; V;W;; denotes the gradient of kernel function W;; =
W(x;, — x]-I/h), which is taken with respect to the x; as

T/Vij/ax,- = (aw,.j/a|xi - x;D((x - x;)/Ix; — x;1). A;; and
A, respectively, denote the gradient of kernel function with
respect to the x; and x;. One can easily note that Formulas III
and IV are established through a renormalization correction
on the former two equations, respectively, as denoted by
a second rank tensor B; in (7) and (8). The purpose of
the correction treatment is to impose general boundary
conditions as well as to diminish the effect of particle

deficiency at boundaries due to inaccurate sum estimates.
Detailed formulation and technical treatments of the tensor
B;; can be found in [1], which extended the “ghost particles”
approach by Libersky and Petschek [7].

The above Formula I represents a general summation
interpolant for the linear momentum equation. Specifically
with an assumption that the smoothing function is symmetric
and the smoothing length £ at each particle remains the same
constant, the equation will be equivalent to Formula II. Also
some other summation interpolants can be found in literature
using different approximation rules.

Commonly the continuity equation and the energy equa-
tion are also transformed into summation interpolants as
parts of fundamental SPH equations in continuum mechan-
ics. Using the same approximation rules as in the derivation
of the above momentum equation, the SPH continuity and
energy equations can be given as follows:

dp, ™M
B3 v, ),

)

dE; P

pra P_f;mj (Vi = V;) VW
where E is specific internal energy, P denotes the hydrostatic
pressure for the stress tensor at a particle. It should be
noted that the use of continuity and energy equation may
be optional in the current SPH application to quasistatic
deformation and failure analysis of rock-like materials.

2.3. Choices of Smoothing Length. The smoothing length h
represents the influence width of the kernel and its magnitude
determines the number of particles with which a given
SPH particle interacts. Hence it is straightforward to raise
a problem about the influence of the h value on quasistatic
modeling of deformation and failure process of rock-like
materials. During the explicit integration of the above gov-
erning equations, routinely the initial value of the smoothing
length for each particle is determined as the maximum of
the minimum distance between every particle. Moreover, a
scaling factor denoted by k is commonly introduced for the
adjustment of /i value, which means that the actual influence
width of the kernel will be scaled to kh. Obviously a choice of
k value should be not less than 1.

Another important aspect in the choice of / is about
its evolution during the entire simulation. Early SPH sim-
ulations used a fixed smoothing length for all particles,
which indicates that the number of particles within the
influence zone significantly depends on the type of loading.
For instance, for compressive loading condition the number
of particles increases, whilst for tensile loading less particles
would be inside the influence zone. However, the above
summation interpolants imply that the accuracy of an SPH
simulation depends on having a sufficient number of particles
within the smoothing length. Allowing each particle to have
its own variable smoothing length which changes with time
and space according to local conditions may increase the
spatial resolution substantially [26, 27]. Different ways for



the evaluation of the variable smoothing length have been
proposed by many researchers. Two types of frequently used
definitions of the variable 4 are given as follows.

h method I:

dh 1
— = —hdi . 10
=3 hdiv (V) (10)
h method II:
dh 1, . 13
-z 11
I 3h(d1V v) -, (11)

where div(V) means the divergence of velocity V. The
smoothing length h increases when particles separate from
each other and reduces when the concentration of particles
is important, aiming to keep the same number of particles in
the neighborhood.

3. Numerical Experiments of UC Test

In this section a simple unconfined compression test was
chosen and parametric studies were conducted. The numer-
ical investigation was comprised of two parts as follows: in
the first part, a series of elastic analyses were conducted
on an idealized cubic sample as a benchmark case, through
which the influences of various SPH options on the load-
deformation response from infinitesimal to large axial strain
conditions, were analyzed and discussed; in the second part,
inelastic analyses of typical UC tests of Georgia Cherokee
marble material by Hudson et al. [28] were carried out
considering possible damage and failure behavior. Three-
dimensional numerical studies were chosen for these two
types of analyses using the commercial software LS-DYNA
ver971[29, 30], in which the above-described particle approx-
imation formulations and the control of 4 magnitude as well
as its variable methods have been well implemented.

3.1. Idealized Elastic Case

3.1.1. Model Description. For the idealized elastic case, a cubic
specimen of 100 mm in side length was chosen as a threefold
symmetric distribution of SPH particle can be obtained along
three orthogonal directions. As shown in Figure 1, the numer-
ical models consist of three major components, namely, (1)
the upper rigid platen, (2) the lower rigid platen, and (3)
the specimen in between. The dimensions of the two platens
were defined to be a bit larger in section (120 mm X 120 mm)
and 10 mm in thickness, such that a full contact between
the platen and the specimen end surfaces can be maintained
even at the stage of large lateral deformation induced by top
compression.

In the numerical model, the upper and lower steel platens
were modeled by linear hexahedron solid finite elements
(FEs). The Young’s modulus of the platen was taken as
2.0 x 10° MPa, and Poisson’s ratio equal to 0.28 as commonly
applied values for steel material. For the cubic specimen
modeled by SPH particles, the elastic constants were chosen
as: Young’s modulus = 2.0x 10* MPa, and Poisson’s ratio = 0.2,
similar to those of common types of rock material. Regarding
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(a) Type-A (20 x 20 x 20 particles)

(b) Type-B (30 x 30 x 30 particles)

(c) Type-C (40 x 40 x 40 particles)

FIGURE 1: Three types of SPH based numerical model for the cubic
UC test (each SPH particle is shown by a sphere of a radius h).

the mass properties of the platens and the specimen, the
magnitude of density parameter would not influence the
load-deformation response for such a quasistatic analysis.
However, the choice can greatly affect the allowable time
increment and in turn the computational cost. Herein the
density of the platens was defined as 7.8 x 10’ kg/m’, a
common value for steel material. For the specimen, the
density was taken as 2.7 x 10° kg/m> as common types of rock
material, and a mass scaling of 1.0 x 10° was applied. The
Courant-Friedrichs-Lewy (CFL) condition is necessary for
convergence in the explicit integrations of the above system
equations, which requires the time step to be negatively
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TaBLE 1: Elastic UC analysis programme.

Series Particle distribution Particle momentum equation k value h variable

1 Type-A, Type-B, Type-C Formula III 1.0 Equation (10)

2 Type-B Formulas I-IV L0 Equation (10)

3 Type-B Formula III 1.0,1.1,1.2 Equation (10)

4 Type-B Formula III 1.0 Equations (10) and (11)

proportional to the sound of speed. Obviously the above mass
scaling can enlarge the allowable time increment by about
1000 during the explicit integration analysis.

Regarding the load and boundary conditions, the bottom
platen was specified as a fixed support. The compression
was defined by a vertical displacement control on the top
platen. A final magnitude of 10 mm was chosen for obtaining
a large axial strain level of about 10% finally, such that the
suitability of the SPH method for modeling elastic solids
from infinitesimal to large strain can be examined. The top
compression was initiated from zero and increased linearly to
10 mm in a time period of 30 seconds, which was sufficiently
slow for the requirement of a quasistatic analysis through
a posterior check. For the interaction between the SPH
particles and the FE domain, a master-slave contact algorithm
was applied to couple the two techniques. In this study, a
penalty based “nodes to surface” contact [29] is adopted. The
SPH particle elements are defined as the slave side and the
finite elements are defined as the master side. Zero friction
contact interaction was defined between the specimen and
the two platens, simulating an ideal unconfined compression
case.

3.1.2. Analysis Programme. Four series of analyses have been
conducted and the details of each series are listed in Table 1.
Series 1 aims to examine the effect of particle density,
using three types of particle distribution models as given in
Figure 1. The effect of different particle momentum equations,
as given in the above section, is examined in Series 2 using
the Type-B particle distribution model. Series 3 investigates
the influence of the variation in & magnitude by adjusting
the k parameter, and three k values falling in a range of
1.0 ~ 1.2, as commonly adopted in literature, are considered.
The analyses in Series 4 aim to study the effects of the two h
variable methods during the integration process, which are,
respectively, shown in (10) and (11).

3.1.3. Results. A summary of the axial load-displacement
results from the series of SPH analyses is given in Figure 2,
and the individual effect of the above factors on the UC
response for the cubic specimen is demonstrated. Moreover, a
three-dimensional single element FE analysis for the UC test
has been conducted and the modeling result is also shown
in Figure 2 for comparison. It can be observed that generally
all the predictions using SPH method with varied options in
Table 1 compare favorably with the one-element FE solution
at an early stage with relatively small top compression, lower
than 1 mm for the studied model, whilst more noticeable dis-
crepancy is shown at a later stage with greater compressions
applied.

The effect of SPH particle density is shown in Figure 2(a).
It is found that at the early stage with low value of top
compression, approximately at a level of axial strain lower
than 1%, the predictions by the three types of models are
close to the analytical solution, all showing a linear increase of
axial load with respect to the top compression. A comparison
of the slope of the curves at this stage shows that amongst
the three models, the Type-C model using the finest particle
distribution gives the best prediction with a minor difference
(~4.7%) with respect to the one-element FE solution, and the
predictions by the other two models using coarser particle
distribution give a slope difference of 8.6% (Type-A) and
6.1% (Type-B), respectively, relative to the FE solution. One
can also note that with a greater than twofold increase of
SPH particles from 27000 (Type-B) to 64000 (Type-C), only
a small improvement in the accuracy of load-displacement
response is shown by the SPH method.

With a larger top compression applied at the later stage,
geometric nonlinearity plays a more significant role and the
stiffening effect induces a slightly concave-downward curve.
It can be seen that all the modeling results in Figure 2(a)
reproduce this essential behavior, also one can note that com-
paratively more prominent discrepancy is shown between
the simulation results and the FE solution with the axial
deformation increased, particularly at an axial strain level
greater than 2.5%. Again, it is shown that the Type-C model
with the finest particle distribution gives the best prediction
at a larger top compression, except at an intermediate stage
with the top compression falling in the range of Imm to
2.5mm due to the occurrence of a nearly horizontal plateau
in the curve. The underlying mechanism of this phenomenon
is addressed in the Discussions section.

Figure 2(b) illustrates the influence of varied choices
of the particle momentum equation. It is shown by the
comparison that a better prediction can be obtained by
Formulas IIT and IV in which the renormalization technique
was applied, and the two choices basically gave the same
results. For the other two choices using Formulas I and II,
the simulation results are basically the same and compare less
favorably with the one-element FE solution. Also it can be
observed that an occurrence of nearly horizontal plateau is
shown by all the SPH modeling curves at a compression level
of around I mm.

The effect of variation in h by adjusting the k parameter
is shown in Figure 2(c). It is found that with the k parameter
increased from a standard value 1.0 to 1.2, the predicted load-
displacement curves were significantly influenced at the later
stage with a larger top compression. In particular, for the
case with k = 1.2, a top compression greater than 4.5 mm
could trigger a significant deviation from the exact solution,
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FIGURE 2: Comparison of axial load-deformation response from the series of elastic UC analysis (each inset figure shows detailed response

at early stage of top compression).

which seems unfavorable and the mechanism behind this is
addressed in the Discussions section.

A comparison of the results using the two types of h
variable methods during the integration process is shown
in Figure 2(d). The two curves are approximately the same
from the initial infinitesimal compression to the final large
deformation, which illustrates that the two types of h variable
methods in (10) and (11) may induce only negligible influence

on the load-displacement response for the UC problem in this
study.

3.2. Inelastic Case of Marble UC Tests

3.2.1. Model Description. To further investigate the capability
of the SPH method as well as the effects of the above factors
on deformation and failure analyses of rock-like materials,
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F1GURE 3: SPH model for the marble UC tests.

parametric studies were conducted in this section for typical
UC tests of Georgia Cherokee marble material by Hudson et
al. [28]. In their study, quite a number of UC tests considering
a wide variety of size and shape have been conducted for
the specified marble material. The cylindrical test samples
with a diameter of 101.6 mm (4 inches) and a height/diameter
(H/D) ratio equal to one were chosen in this study. Referring
to the above elastic analyses, a particle discretization of 30
lines of particles along the three orthogonal directions, the
same as that in Type-B model in Figure 1, was considered fine
enough for the following analyses. The established numerical
model was shown in Figure 3. A total of 21480 SPH particles
were defined to approximate the cylinder specimen. Also
one can note a regular distribution along the horizontal
section was adopted rather than a circumferentially equally
spaced distribution, which was applied to minimize the inter-
particle distance discrepancy and better approximation can
be expected [29]. The upper and lower steel platens were
modeled by finite elements and their diameters were defined
the same as that of the specimen in accordance with the actual
test conditions [28]. A constant friction coefficient f = 0.6
was applied for the definition of the contact interaction

between the platens and the marble specimen, as no special
measure for diminishing the frictional restraint effect was
applied during the tests.

A coupled damage-plastic material model by Malvar et al.
[31] was adopted to simulate the marble behavior. The model
supports nonlinear elasticity and uses a three-invariant
formulation for the failure surface. It is characterized by
the employment of three failure surfaces, including the
maximum, residual, and initial yield surfaces, for a proper
representation of material behavior along multiple stress
paths, including uniaxial, biaxial, and triaxial tension and
compression. Although the model was originally developed
for modeling the deformation and damage behavior of
concrete materials, it was chosen in this study based on the
presumption that the constitutive response characteristics
of most types of rock and concrete materials are relatively
similar. More details about the constitutive model can be
found in [31].

Regarding the inputs of relevant parameters for the Geor-
gia marble, as limited test data of the UC axial stress versus
strain curves were provided in [28], only the deformation
modulus and the UC strength parameters could be calibrated
from the test results. Even though a variety of numerical
approaches have been proposed by many researchers for the
parameter calibration based on incomplete test data, such
as those based on artificial intelligence [32], the calibration
process in this study was simply based on trial analyses.
The initial values of most parameters for the above model
were determined using the internal parameter generation
capability by Malvar et al. [33], during which only the uncon-
fined compressive strength is needed and typical concrete
test data are taken as a solid basis. Some minor adjustments
were further made on the autogenerated parameter values as
follows: a uniaxial tensile strength of 4.6 MPa for the same
type of marble given by Schwartz [34] was adopted; and a
slight adjustment of the compressive scaling exponent (b,
parameter) from the autogenerated value of 1.6 to 1.0 was
applied for a better match of the observed UC softening
response. A list of the input parameter values for the above
material model was given in Table 2. Note that for the
definition of nonlinear elasticity, the internally generated
relation curve of loading and unload/reload bulk modulus
with respect to volumetric strain was directly used as given in
Figure 4. The corresponding shear modulus can be calculated
by the bulk modulus curve and the specified Poisson’s ratio
according to the prescribed procedure in [31].

3.2.2. Analysis Programme. With the analysis results of the
above elastic case forming a basis, two series of analyses
have been conducted for this inelastic case: firstly, the effect
of the two types of particle momentum equations with
renormalization technique (Formulas IIT and IV) on the
inelastic load-deformation response was examined, as either
choice gave more favorable predictions and present only
slight difference on the load-deformation response in the
above elastic case; secondly, the influence of the two h variable
methods during the integration process, as shown in (10) and
(11), was investigated. Regarding the & magnitude, a constant
k value of 1.0 was deemed most appropriate from the above
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TABLE 2: Input material properties for marble.
Property Parameter Input value
Physical Mass density 2691 kg/m’
o Compressive 70.7 MPa
Uniaxial strength Tensile 4.6 MPa

Pressure-volumetric strain relation

Elastic behavior

As given in Figure 4

Poisson’s ratio 0.2
a, 20.9 MPa
Maximum failure surface 4 0.446
% 1143 GPa™
. . ay 0.442
Residual failure surface ay 1.674 GPa™!
ay, 15.77 MPa
Initial yield surface iy 0.625
@y 3.644 GPa™
Compressive scaling exponent b, 1.0
Damage accumulation Tensile scaling exponent b, 1.35
Triaxial tensile scaling coeflicient by 115
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FIGURE 4: Input pressure stress versus volumetric strain curve for the
marble UC model (the slope of each unload/reload curve denotes
the bulk unload/reload modulus at the historically reached peak
volumetric strain level).

elastic analysis results and was chosen in all the simulations
of this section.

3.2.3. Results. A comparison of the nominal axial stress
versus strain response from the numerical results is given
in Figure 5, and the effects of the above two factors are
separately illustrated. The corresponding test results from
different sized specimens but with the same H/D ratio equal
to unity are shown in the figure. The experiments exhibit an
initial nonlinearity due to the closure of microcracking within
the specimens that has not been included in the models,
and removed in the comparison shown in Figure5. It is
shown that generally the SPH based modeling can adequately
reproduce the complete axial stress versus strain response.

The alternative choice of the prescribed particle momentum
equations and the & variable methods would not essentially
change the modeling results, and only small difference was
shown at the postpeak stage.

All the four simulation cases gave approximately the
same peak stresses, 84.4 MPa, which closely match the test
results (90.7 MPa) of cubic specimens with a diameter of
101.6 mm. However, one may note the difference between
the predicted peak stress and the input value of unconfined
compressive strength for the marble material, 70.7 MPa given
in Table 2. It should be pointed out that the input UC strength
was chosen from the test data of samples with a largest
H/D ratio of 3:1 and a largest diameter of 101.6 mm, as
routinely recommended in the suggested methods for the
measurement of UC strength of rock materials [35]. It is also
found that the test data by Hudson et al. [28] present an
obvious trend of increase of the UC strength with the decrease
of the H/D ratio from 3 to 1. Hence the observed difference
between the predicted maximum stress and the input UC
strength parameter can be attributed to the specimen shape
effect on the compressive strength, which was caused by
severely nonuniform stress distribution in the specimens with
small H/D ratios [28].

The softening response is highly affected by the mecha-
nism of progressive structural breakdown of the test speci-
men [28], and the development of damage and failure within
the specimen is worthy of discussion. As the modeling results
of the postpeak softening response in Figure 5 for all the
cases compare favorably with the test records, the case using
Formula IIT and h variable method I was taken as an instance.
The progressive damage and failure evolution at typical stages
along a vertical diametrical section of the specimen is given in
Figure 6, as indicated by the distribution of a scaled damage
measured € [0, 2]. For the chosen coupled damage-plasticity
model [31], a d value increasing from 1 to 2 means the
current failure surface is contracting from the maximum to
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FIGURE 5: Comparison of the simulation and test results of axial
stress-strain response for the marble UC tests (the solid lines denote
the test results from different sized specimens [28]).

the residual failure surface (softening). As the aim of this
investigation is to identify the evolution of specimen failure,
a range of d from 1.8 to 2.0 is selected and its distribution is
shown in Figure 6. For surficial parts with approximately zero
confining pressure stress, a d value close to 2 would indicate
the region is nearly completely damaged since the residual
strength for rock material in tension is zero.

It is shown that for the marble specimen under uncon-
fined compression, the damage initiated circumferentially
from the surficial parts (Figures 6(a) and 6(b)), including
the portions near the edge corner and the middle region,
where less lateral confinement would come from the upper
and lower platens. With the top compression progressively
applied, the surficial damage zones coalesced into one cir-
cumferential part and a type of slabbing failure was formed

as expected (Figures 6(c) and 6(d)). At later softening stages,
the compression induced damage propagated towards the
internal central portion (Figures 6(e) and 6(f)) and connected
at the center of the specimen at a top compression of 0.31 mm.
Also it is found that the undamaged zones close to the
upper and lower platens at this stage are of similar shapes
as those of the horizontally confined zone for a cubic UC
specimen due to frictional constraint given by van Vliet
and van Mier [36]. Further top compression induced the
vertical extension of severe damage zone (Figure 6(g)), and
the load capacity of the specimen dropped to nearly zero at
a top compression of about 0.71 mm for the interconnected
fully damaged zone caused the structural collapse of the test
specimen (Figure 6(h)). Moreover, a typical distribution of
damage and cracking at an advanced state of failure from
the marble test results is given in Figure7. A comparison
of the simulation and test results demonstrates that the
apparent slabbing failure pattern and the behind mechanism
of progressive structural breakdown process for the marble
UC tests can be adequately and favorably reproduced by the
SPH method.

4. Discussions

4.1. Mechanism of Plateaus in Load-Deformation Curves.
From the above UC modeling results of idealized elastic case,
ithas already been noticed that each load-displacement curve
in Figure 2 presents a nearly horizontal small plateau at a
varied deformation level, and the plateau would be mobilized
earlier at a lower magnitude of axial deformation when a
relatively denser particle distribution was applied. Also the
results using a variable k parameter in Figure 2(c) shows
that when the k factor is enlarged to a certain extent, herein
k = 1.2 as an instance, the simulated load-deformation curve
deviates from the analytical solution to a remarkable extent
at a top compression greater than 4.5mm. An investigation
into the particle approximation process during the UC
analysis has been conducted for the cause of the mentioned
discrepancies. Taking the cases in Figure 2(c) as an instance,
Figure 8 presents the variation of the smoothing length # for
typical particles with respect to the top compression during
the UC analysis. As noted by the inset figure, five particles at
typical positions on the top surface of the specimen, which
are in direct contact with the loading platen, were chosen
considering its double symmetry.

Generally the results in Figure 8 for the three cases reveal
that there exists a good correlation between the abrupt change
of h value and the occurrences of horizontal plateaus or
noticeable deviation from the accurate solution in the load-
compression response. With a relatively small input of k
value, 1.0 and 1.1 in this study, a general decreasing trend
is shown by the variation of h with the top compression
(Figures 8(a) and 8(b)), which is reasonably attributed to the
UC induced contractive response as a whole. Differently, the
results for the case with k = 1.2 (Figure 8(c)) indicate that
an opposite increasing trend of 4 value is mobilized at two
particles near the centre of top surface, exactly at the same
stage of compression as that of the deviation point in the load-
compression response. The observation can be explained by
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FIGURE 7: A sample of damage and cracking pattern of the marble specimens (H/D = 1, D = 101.6 mm) along the diametrical cross-section

at an advanced state of failure [28].

the relatively more disordered distribution of particles at this
stage as compared to the other two cases, which also implied
the adverse effect of enlarging the influence domain by a
larger k value on the accuracy of particle approximation of
the SPH method (3) for the compression analysis of rock-
like solids. It is also found that the modeling results of the
h development using the alternative choice of the h variable
method are basically the same as described above (Figure 8).

Overall, it is found that the occurrences of the small
plateaus or even significant deviation from the accurate
response were mainly attributed to the abrupt change of h at
the corresponding compression stage, which in turn greatly
affected the number of particles within the support domain
and the approximation accuracy.

4.2. Factors Influencing Load Capacity and Failure Patterns.
It can be observed that the predictions of axial load ver-
sus displacement response in the idealized elastic UC test

(Figure 2), even with noticeable improvement when consid-
ering the renormalization technique for the kernel function,
still underestimate the load capacity, particularly when a
larger axial compression is applied. The observation can
be attributed to the particle approximations in SPH (3),
which, as already noted by many researchers, do not have the
property of strict interpolants such that in general they are not
precisely equal to the particle value of the dependent variable.
Hence the essential boundary conditions cannot be treated
in a rigorous way. Moreover, when the particles get relatively
more disordered due to large top compression, comparatively
more prominent error or discrepancy from the actual value
would be expected for the simulation results.

When the possible damage in UC specimens is con-
sidered, the above simulation results for the marble tests
present basically the same damage evolution processes, and
the correspondence of the numerical response to the physical
response by Hudson et al. [28] is good. The observations
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indicate that the two types of momentum equations are
capable of predicting the progressive structural breakdown
of the UC specimen when the renormalization technique is
applied. However, through additional analyses considering
the varieties in the k value, it is found that the damage and
failure evolution can be strongly dependent on the input k
value. Figure 9 shows the damage distribution at a typical
postpeak stage predicted by an enlarged k value of 1.1 and
1.2, respectively. By comparing with the result using a k
value of 1.0 shown in Figure 6(f), it is clearly demonstrated
that significant difference in the damage pattern can be

induced by increasing the k value, and the case using the
original influence width of the kernel (k = 1.0) seems more
capable of reproducing the test response. The observation
can be attributed to the nonlocal characters in the kernel
approximation (3).

Even though the SPH method suffers from reduced accu-
racy when large axial strain is considered in the modeling of
idealized elastic UC tests, the above simulation results for the
marble UC tests demonstrate the capability of this method for
common compression test conditions of rock-like materials.
Herein with the marble UC test as an instance, it seems that
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FIGURE 9: Comparison of predicted damage distribution at u, =
0.31 mm along the diametrical section of the marble UC test model
using different k values (Formula III is adopted).

a maximum strain level lower than 0.01 may be acceptable for
a good estimate of the deformation and progressive failure
process using the two types of momentum equations with
renormalization technique incorporated, and the two types of
hvariable methods are both appropriate for simulating such a
type of quasistatic UC problem. It is also worthy to note thata
proper definition of the postpeak softening properties of rock
materials is of great significance in this type of analysis and
should be considered appropriately according to the particle
distribution.

5. Conclusions

A series of parametric numerical studies have been carried
out in this study to shed some light on the applicability of
the SPH method for quasistatic deformation and progres-
sive failure analysis of rock-like materials. The numerical
experiments, including an idealized elastic case and an
inelastic modeling of marble UC tests, reveal that the SPH
method can be a reliable tool for adequately accurate and
stable simulation of quasistatic load-deformation response,
provided that suitable particle approximation rule and choice
of the smoothing length are defined in the SPH model. From
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the analysis results using the cubic B-spline kernel function,
it is recommended to adopt the particle momentum equation
with renormalization technique incorporated, and a radius
of influence equal to 2h, that is, k = 1.0, for simulating
the deformation and failure process of rock-like solids under
quasistatic loads. Either choice of the two variable methods
for the smoothing length / aforementioned in this paper can
lead to acceptable results for the UC analysis. Also it is found
that the occurrences of small horizontal plateaus in the load-
deformation response or even prominent deviation from the
accurate solution is caused by the abrupt change of h value
during the explicit integration process. The optional increase
of the influence width of the kernel function by raising the k
value can lead to an inappropriate prediction of the failure
evolution in rock-like solids. It is also worthy to note that
the effects of these factors on the quasistatic analysis of other
types of solid problems, such as tension or shear dominant
cases, are still open and need to be investigated.
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This paper proposes a damage detection method based on combined data of static and modal tests using particle swarm
optimization (PSO). To improve the performance of PSO, some immune properties such as selection, receptor editing, and
vaccination are introduced into the basic PSO and an improved PSO algorithm is formed. Simulations on three benchmark
functions show that the new algorithm performs better than PSO. The efficiency of the proposed damage detection method is
tested on a clamped beam, and the results demonstrate that it is more efficient than PSO, differential evolution, and an adaptive

real-parameter simulated annealing genetic algorithm.

1. Introduction

A structural system or mechanical component continuously
accumulates damage during their service life. The presence of
damages may reduce the performance of a structure, such as
decreasing the service life, or even progressing to catastrophic
failure. In recent years, the damage assessment of structures
has drawn wide attention from various engineering fields.
Structural damage usually causes a decrease in structural
stiffness, which produces changes in the vibration character-
istics and static displacements of the structure. Major dam-
age detection approaches can be clarified into three major
categories, the static identification methods using static test
data [1, 2], the dynamic identification methods using vibra-
tion test data [3, 4], and the combination methods adopt
both vibration data and static data [5]. The vibration data
of a structure include natural frequencies, mode shapes,
frequency response functions, and modal curvatures. Static
responses generally include static displacements and static
strain.

The usual damage detection methods minimize an objec-
tive function, which is defined in terms of the discrepancies
between the vibration data or static data identified by testing
and those which are computed from the analytical model.

Traditional damage detection methods have some disad-
vantages such as the damage position and damage extent
cannot be detected simultaneously and are not so efficient
in detecting the damage extent and adopt local optimization
methods which usually lead to a local minimum only.

In recent years, evolutionary algorithms have been exten-
sively applied to damage detection and the related optimal
sensor placement problems [6-8]. For example, genetic
algorithm (GA) as a stochastic search algorithm using static
data [1, 2] or vibration data [3, 4] has been applied to damage
detection. Some combination methods using both dynamic
data and static data can be seen in [5, 9]. Damage detection
methods of GA combining with simulated annealing [10] and
artificial neural networks [11] were also proposed. In order
to get more accurate structural parameters and structural
responses for damage detection, parthenogenetic algorithm
approach was proposed for optimal sensor placement [12, 13].
However, the disadvantage of GA is it exhibits a distinguished
drop in efficiency as the number of unknown parameters to
be identified is more than two [14] and premature conver-
gence is likely to happen [15-19].

Addition to GA, some new techniques are proposed for
engineering optimization problems, such as particle swarm
optimization (PSO) [20-22], differential evolution [23, 24],



artificial bee colony (ABC) [25-28], and so on. Among these
optimization algorithms, PSO has obtained the most exten-
sive attention and applications. Although PSO shares many
similarities with genetic algorithms, the standard PSO does
not use genetic operators such as crossover and mutation.
PSO is applied to structural damage detection problems.
Meanwhile, to improve the convergence speed and accu-
racy, some immune mechanisms, such as selection, receptor
editing, and vaccination, are incorporated into PSO and
propose an immunity enhanced particle swarm optimiza-
tion (IEPSO). The algorithm is applied to the benchmark
function optimization and damage detection problems using
combined data. Results show that the performance of PSO
is improved, because the convergence speed is accelerated
and the default, which is easily getting entrapped in a
local optimum when solving complex multimodal prob-
lems, is meliorated. Compared with PSO, DE and an adap-
tive real-parameter simulated annealing genetic algorithm
(ARSAGA), IEPSO is the most efficient optimization method
for damage identification.

This paper is organized as follows. Section 2 presents
the mathematical model for structural damage detection.
Section 3 introduces the original PSO, several immune mech-
anisms and then IEPSO is proposed. Sections 4 and 5 shows
the performance of IEPSO on function optimization and
damage detection, respectively. Finally, conclusions are given
in Section 6.

2. Mathematical Model for Structural Damage
Detection Using Combined Data

The analytical static model for an intact structure in the finite-
element formulation is

Ku = p. )

The characteristic evaluation of a dynamic undamaged
structure can be expressed as

K¢, - w'Mé¢, = 0. 2

In (1), K is the structural stiffness matrix, u is the
displacement vector, and p is the load vector. In (2), M is
the mass matrix, w; is the ith natural frequency, and ¢, is the
corresponding mode shape.

In the context of discretized finite elements, structural
damage can be represented by a decrease in the stiffness of
the individual elements as

K = a k%, 3)

where Kk is the eth element stiffness matrix of the damaged
structure, «, is the stiffness damage factor (SDF) [13] of the
eth element and is a value between 0 and 1. «, is 1 with no
damage and zero with complete damage in the eth element,
respectively.

A uniform damage for the whole element has been
assumed in (3). The SDF allows estimating not only the dam-
age severity but also the damage location since the damage
identification is carried out at the element level.
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In general, a small number of sensors will result in
nonunique solutions. The sparsity of measurement can be
overcome by increasing the number of loading conditions
instead of increasing the number of sensors [29]; So we
adopt several load cases which have been used in [2, 10]. To
combine the static responses (displacements) and dynamic
responses (natural frequencies), the final objective function
can be written as

NL NP _ 2 NF 2
Upn,ij = Uih,ij Wi Je ~ Wih &
f :E E wi| ———— +E w | ——— ,
u Wih i

i=1 j=1 myij k=1
(4)

where w;; is a weight factor of the output error at the jth point
due to the ith load case. NP is the number of displacement
points considered and NL is the number of load cases. u,,,;; is
the measured displacement of the jth point due to the ith load
case, and uy, ;; is the theoretically computed counterpart. w,, ;
is the kth measured natural frequency, and wy, ;. is the kth
theoretically computed natural frequency. wy, is a weighting
factor for the output error of the kth natural frequency. NF is
the number of natural frequencies considered.

The first part is defined by the normalized difference
between the measured and theoretical computed displace-
ments. The second part is defined by the normalized dif-
ference between the measured and theoretically computed
natural frequencies. Differences between displacements and
natural frequencies are normalized to get a better representa-
tion of the relative change in response.

To include the uncertainty in the measured data and to
study the sensitivity of IEPSO to noise, uniformly distributed
random noise [2] is added to measurements in the simulated
tests as

u:n,ij = Ui (1+ Be) )
5

“):n,k = Wy (1+ 7€),

where uin’i ; is the measured displacement of the jth point due

to the ith load case with noise; w:n,k is the kth measured natu-
ral frequency with noise;  and y are the noise amplitudes; e is
a uniformly distributed random variable in the range [-1, 1].

3. Immunity-Enhanced Particle
Swarm Optimization

3.1. Particle Swarm Optimization. Inspired by a model of
social interactions between independent animals seeking
for food, PSO utilizes swarm intelligence to achieve the
goal of optimization. Instead of using genetic operators to
manipulate the individuals, each individual in PSO flies in
the search space with a velocity which is dynamically adjusted
according to its own flying experience and flying experience
of its companions [20, 21]. Each individual is treated as a
volumeless particle (a point) in the D-dimensional search
space. The ith particle is represented as x; = (x;;, Xj5, - - - » X;p)
in the D-dimensional space, where x;; € [l;,u,], d € [1,D].
The best previous position of the ith particle is recorded
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as p; = (pir»Pir>---»> Pip)- The index of the best particle
among all the particles in the population is represented by
the symbol g. The velocity for particle i is represented as v; =
(V1> Vs> - - - > Ujp), Which is clamped to a maximum velocity
Voax In each time step t, the particles are manipulated
according to the following equations:

Vig = Uig + 1161 (Pig = Xia) + 126 (Pgd - xid) (6)

Xig = Xig T Vig, (7)

where ¢, and ¢, are two positive constants, which control how
far a particle will move in a single iteration. , and r, are
random values in the range [0, 1].

Shiand Eberhart [21] later introduced inertia term w term
by modifying (6) to

Uig = WU + 116 (Pig = Xig) + 126, (Pgd - xid) )

They proposed that suitable selection of w will provide a
balance between global and local explorations, thus requiring
fewer iterations on average to find a sufficiently optimal
solution. As originally developed, w often decrease linearly
from about 0.9 to 0.4 according to the following equation:

Whax ~ Whin X t, (9)

max
tmax

where w,,,, and w,;, are the initial weight and final weight,
respectively, t_ .. is the maximum number of allowable
generations, and t the current generation number.

An explicit maximum velocity or a constriction factor is
usually utilized in PSO algorithms to control the exploration
abilities of particles; however, it cannot prevent them from
going outside the allowable solution space and hence produce
invalid solutions. Four types of boundary conditions, namely,
absorbing, reflecting, invisible, and damping, have been
reported in the literature [30]. The optimization of a 2D array
antenna [31] shows that the damping boundary condition
offers more robust and consistent performance.

As for damage detection problem, generally only few ele-
ments are damaged and most elements are still intact. The
parameter values of these intact elements are always in the
upper bound [9]. In order to avoid oscillating around the
upper boundary and to quickly return to the feasible region
around the lower boundary, a combined boundary condition
is used. This boundary is also convenient to the comparison
of different algorithms. The upper bound adopts damping
bound [30] and the low bound adopts the bound described
in [24], which can be described as follows:

X, = {ld +(lg = Xig) xig <lg
l Ug Xig > Ug (10)

Uy = —rand () - vy,

. X,y <1y or x;; > uy,

where [; and u are the lower and upper bounds of dimension
d, respectively, rand( ) is a random number in the range [0, 1].

3.2. Artificial Immune System. AIS can be defined as abstract
computational systems inspired by theoretical immunology
and observed immune functions, principles, and models,
applied to solve problems [32]. In AIS, an antigen is used
to represent the programming problem to be addressed.
An antibody is set (a repertoire), wherein each member
represents a candidate solution. Affinity is used to represent
the fit of an antibody (a solution candidate) to the antigen
(the problem) [33]. Several immune properties, selection,
receptor editing, and vaccination, can be adopted to improve
the performance of PSO.

3.2.1. Selection. The antibodies present in a population set
contain much information regarding the solution of the
problem. Based on their affinity, the antibodies are selected
to proliferate and produce clones. Traditionally, deterministic
selection rule is adopted to select better antibodies for
proliferation. However, deterministic selection rule selects
only the best antibodies for proliferation, and that may lead
to the premature convergence of the algorithm [34].

To overcome this difficulty, rank-based fitness assignment
and roulette wheel selection rule is adopted. The fitness of an
individual can be calculated as

2(sp—1)(pos—1)

N , )

fitpos =2 —sp +

where N is the population size, pos is the order number of
the individual in the whole population, sp is the selection
pressure, sp € [1.0,2.0], fitpos is the rank-based fitness of the
individual.

3.2.2. Receptor Editing. In AIS, receptor editing allows an
antibody to take large steps, landing in a locale where the
affinity might be lower. However, occasionally the leap will
lead to an antibody on the side where the region is more
promising. From this locale, point mutations followed by
selection can drive the antibody to reach the global optimum.
Receptor editing offers the ability to escape from local optima
[32]. In order to simulate receptor editing, we introduce non-
uniform mutation [35] into PSO.

For each individual x,(t) in a population of generation ¢,
create an offspring x;(¢ + 1) through a non-uniform mutation
as follows: if x;(t) = {x;;,..., X;4> ..., X;p} is a solution and the
element x;; is selected for this mutation, the result is a vector
x;(t +1) = {X;1,..., X5, ..., X;p}, where

if a random & is 0

Xig = (12)

' Xig + A (6 Uy — x;4)
if a random & is 1,

Xig = A (x5 = 1)

where I; and u, are the lower and upper bounds of the
variable x;;, respectively. The function A(¢, y) returns a value
in the range [0, y] such that A(¢, y) approaches to zero as
t increases. This property allows this operator to search the
space uniformly at early stages, and very locally at later stages.
We use the following function:

Alt,y)=y- (1 - r(H/T)b) , (13)
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Algorithm IEPSO
Begin;

For each individual j € N;

Evaluate individual j

End;
Selection;

Next i;
End;

Initialize the population (generate a random population of N solutions);
Fori = 1 to the maximum number of generations;

Evolving individual j according to (7) and (8);
If (rand () < p,) receptor editing;
If (rand () < p,) vaccination;
If (fit (j) < p;) Update the best position of individual j;
If (fit (j) < p,) Update the best position of the whole population;

Calculate w of each individual according to (9);

ALGORITHM 1: Pseudocodes for IEPSO algorithm.

where r is a uniform random number in the range [0, 1], and
bis a system parameter determining the degree of nonunifor-
mity.

3.2.3. Vaccination. Given an individual x, vaccination means
modifying the genes on some bits in accordance with a
priori knowledge so as to gain a better solution with greater
probability [36]. As for real-parameter optimization prob-
lems, a vaccination means modifying the elements of some
individuals. A vaccine is abstracted from the prior knowledge
of the problem. During the actual operation, a detailed
analysis is firstly carried out on the problem, simultaneously,
as many basic characteristics of the problem as possible ought
to be found. Then, the characteristics are abstracted to be a
vaccine. A vaccine can also be regarded as estimation on some
elements of the optimal individual.

Two types of vaccines are adopted for function optimiza-
tion and damage detection. For the function optimization
problem, the vaccine can be abstracted from the best individ-
uals of the population. If x;(t) = {x;,...,X;g ..., X;p} is an
individual and the element x; is selected for vaccination, the
result is a vector x;(f + 1) = {X;;,.. ., Xigpest> - - - » Xip)> Where
X;gpest Means the dth element of the best individual. For the
damage detection problem, generally only few elements are
damaged and most elements are still intact. The parameter
values of these intact elements are always in the upper bound.
So boundary mutation is adopted as a vaccine for damage

detection problem. If x;(t) = {x;4,...,%;5...,X;p} is an
individual and the element x;; is selected for vaccination, the
result is a vector: x;(t + 1) = {x;1,..., Uz ..., X;p}.

3.3. Immunity-Enhanced Particle Swarm Optimization. In
IEPSO, a population of particles is sampled randomly in
the feasible space. Then the population executes PSO or
its variants, including the update of position and veloc-
ity. After that, it executes receptor editing operator (non-
uniform mutation) according to a certain probability p,,
and vaccination operator according to probability p,. The

new generation is obtained by the selection operator after
the flying of particles and two immune operators (receptor
editing and vaccination). Pseudocodes for IEPSO are shown
in Algorithm 1.

In Algorithm 1, p, is the receptor editing probability;
py is the vaccination probability; p; is the best position of
individual j; p, is the best position of the whole population;
fit(j) is the fitness of individual j.

In the new algorithm, selection and vaccination can im-
prove the convergence speed and receptor editing, helping the
algorithm to avoid premature convergence.

4. Tests on Benchmark Functions

Three nonlinear benchmark functions that are commonly
used in literatures are adopted. Their formulas and variable
ranges are shown in Table 1.

To evaluate the performance of the proposed IEPSO, the
basic PSO and DE are used for comparisons. The version of
DE used in this paper is known as DE/rand/1/bin, or “classic
DE” [23].

The parameters used for IEPSO and PSO are recom-
mended in [21, 22]. The parameter w used is recommended
by Shi and Eberhart [21] with a linearly decreasing, which
changes from 0.9 to 0.4 according to (9). The maximum
velocity V,,,, and minimum velocity V,;, are set at half
value of the upper bound and lower bound, respectively.
The acceleration constants ¢; and ¢, are both 2.0. For DE
algorithm, the parameters are recommended in [23, 24]. The
control parameters are F = 0.9 or 0.5 and Cr = 0.9. The other
parameters for IEPSO are listed in Table 2. The generation
number and population size of PSO and DE are the same as
IEPSO.

The three algorithms are executed in 50 independent
runs. The mean fitness values of the best individual found
during the 50 runs for the three functions are listed in Table 3.
Evolutionary processes for three functions are shown in
Figure 1. From Table 3 and Figure 1, it can be seen that IEPSO
outperforms PSO and DE in most cases. By introducing
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TABLE 1: Benchmark test functions.
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selection operator and vaccination operator, the convergence
speed is accelerated and by introducing receptor editing
operator, the ability of escaping from a local optimum is
enhanced.

5. Damage Detection Examples

A clamped beam adopted from Wang et al. [9] is used to
verify the efficiency of IEPSO on damage identification. The
initial geometry of the beam is shown in Figure 2. The total

numbers of elements and nodes are 20 and 21, respectively.
There are two applied load cases. The first load case P, = 50 N
and acts at node 11, and the second load case P, = 50 N and
acts at node six. The material properties are E = 70.0 GPa,
p = 2.70 x 10° kg/m’. In the following tests the objective
functions include nineteen node displacements in each load
case and the first 10 natural frequencies. The weight factor in
(13) is chosen as w;; = wj = 1000.

Statistical analysis is a good way to compare different
stochastic algorithms. But the damage detection of a structure
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TABLE 2: Parameter values used in IEPSO. representative ones to yield more clear conclusions because
Functi D values obtained are not much different.
Parameter unction amage
optimization detection
Generation number 2000 100 5.1. Double Damage Occurrence. The first case (case 1) has
. . N L )
Population size 30 40 two damages in which element 1 has 50% reduction in Ypungs
modulus and element 9 has a severe 87.5% reduction in
Pr 0.1 0.05 Young’s modulus. That means o; = 0.5 and &y = 0.125 in
Po 0.1 0.25 this case.
Sp 18 18 The comparison of logarithmic best fitness values of three
b 5 5 algorithms is shown in Figure 3(a). From this figure, we can

TABLE 3: Mean best fitness values of three functions.

Function DE PSO IEPSO

h 2.06e — 22 4.42e - 13 4.61e — 30
£ 1.56e + 01 6.73e + 01 2.69¢ + 01
fs 1.49¢ + 02 2.82e + 01 7.96¢ — 02

needs a long time. To compare different stochastic algorithms
on these time-consuming problems, usually adopt the best
results obtained from several runs, and this can avoid chanci-
ness in some extent [37, 38]. In this paper each stochastic
algorithm performs three independent runs [14, 26], and the
best results obtained from each algorithm are presented as

see that IEPSO converges the fastest and PSO converges faster
than DE. The convergence processes of SDF of damaged
elements are shown in Figure 3(b). It can be seen that the
SDF of element 1 and element 9 quickly converges to 0.49998
and 0.12504 which are quite close to the theoretical values.
The comparison of SDF of each element between theoretical
values and IEPSO detected values is shown in Figure 4(a).
It can be seen that the detected values are quite close to
the theoretical values and no extra damage is detected.
The comparison of damage detection results using three
algorithms after 100 generations is shown in Figure 4(b). It
can be seen that IEPSO outperforms PSO and DE.

5.2. Triple Tiny Damage Occurrence. A triple damage occur-
rence with different damage extents (case 2) is considered.
In this example, element 2 has 10% reduction in Young’s
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FIGURE 5: Convergence processes in case 3: (a) best fitness; (b) SDFs of damaged elements.

modulus, element 9 has 10% reduction in Youngs modulus,
and element 16 has 15% reduction in Young’s modulus. This
means that o, = 0.9, &y = 0.9, and ;4 = 0.85. It is noted that
all the three damage extents are very tiny, and the difficulty in
damage detection is increased.

The comparison of logarithmic best fitness values of
three algorithms is shown in Figure 5(a). From this figure,
we can see that IEPSO still converge the fastest and PSO
converges faster than DE. The convergence processes of SDF
of damaged elements are shown in Figure 5(b). It can be seen
that the SDF of element 2, element 9, and element 16 quickly
converges to 0.90015, 0.90101, and 0.85091 which are quite
close to the theoretical values. The comparison of SDF of
each element between theoretical values and IEPSO detected
values is shown in Figure 6(a). It can be seen that the detected

values are quite close to the theoretical values and no extra
damage is detected. The comparison of damage detection
results using three algorithms after 100 generations is shown
in Figure 6(b). It can be seen that IEPSO still performs better
than PSO and DE.

Damage detection performance of IEPSO is also com-
pared with ARSAGA [10] in this case and the result is
shown in Table 4. The value in the parenthesis represents
the relative error. The damaged elements and the maximum
errors of different algorithms are shown in bold. It can be
seen that damage detection accuracy of IEPSO is higher than
ARSAGA.

5.3. The Effect of Noise. To include the uncertainty in the
measured data and to study the sensitivity of IEPSO to
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TaBLE 4: Comparison of damage detection results of case one by
ARSAGA and IEPSO.

Stiffness damage factors

Element no.

Exact ARSAGA IEPSO
1 1.0 0.963 (—3.7%) 1.0
2 0.9 0.914 0.9
3 1.0 1.0 1.0
4 1.0 0.984 0.999
5 1.0 0.992 1.0
6 1.0 1.0 1.0
7 1.0 1.0 1.0
8 1.0 0.978 0.999
9 0.9 0.905 0.901
10 1.0 1.0 1.0
1 1.0 1.0 1.0
12 1.0 0.987 1.0
13 1.0 1.0 1.0
14 1.0 0.991 1.0
15 1.0 1.0 1.0
16 0.85 0.852 0.851 (0.12%)
17 1.0 1.0 1.0
18 1.0 1.0 0.999
19 1.0 1.0 1.0
20 1.0 1.0 1.0

noise, different uniformly distributed random noise is added
to measured data in the simulation as described (5). It is
commonly believed that the relative measurement error of
frequency is about 1% [3]. Take case 1 as an example, in the
first test 1% noise is added to both static displacements and
natural frequencies. In the second test 5% noise is added
to static displacements and 2% noise is added to natural
frequencies.

The comparison of SDF of each element between theoret-
ical values and IEPSO detected values under the condition
1% noise is shown in Figure 7(a). It can be seen that the
detected values are still quite close to the true values and a
tiny extra damage is detected in element 19. The comparison
of SDF of each element between theoretical values and IEPSO
detected values under the condition with 5% noise is shown
in Figure 7(b). It can be seen that the two damages can still be
detected under this condition, but several tiny extra damages
are also detected.

It can be seen from these figures that noise decreases
the accuracy of the algorithm. When noise increases, the
misidentifications also increase. This may be because that
large noise increases the uncertainty in theoretical response
data and noise may be taken as damage by the procedure.
From this point, the results detected by the procedure are still
reasonable.

6. Conclusions

In this paper, a new IEPSO algorithm for structural damage
identification is presented. It bases on a particle swarm
optimization algorithm and introduces immune properties
selection, receptor editing, and vaccination into it. Selection
and vaccination can improve the convergence speed and
receptor editing helps the algorithm to avoid premature
convergence.

Boundary conditions for PSO are also discussed in the
paper, and a combined boundary is adopted for damage
detection problems. This boundary condition can avoid oscil-
lating around the upper boundary and can quickly return to
the feasible region around the lower boundary.

The feasibility of the methodology is first demonstrated
through several numerical examples. Three benchmark func-
tions are used to test the performance of IEPSO in complex
function optimization problems. Numerical results show that
IEPSO performs better than PSO and DE in most cases
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FIGURE 7: Comparison of damage detection results in case 1 with
noise: (a) 1% noise is added to both static displacements and natural
frequencies; (b) 5% noise is added to static displacements and 2%
noise is added to natural frequencies.

because its convergence speed is the fastest and converges to
the best fitness value.

The proposed algorithm is then tested on damage detec-
tion problems of a clamped beam. Two damage cases can be
detected quickly and accurately by the proposed algorithm
when noise is free. Comparing with PSO and DE, IEPSO is
more efficient in damage detection problems. The accuracy of
IEPSO is also higher than ARSAGA in case 2. When different
levels of noise are added, the accuracy of the algorithm is
decreased. However, this is still reasonable because noise may
be taken as damages in the beam during the damage detection
process.
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This paper investigates the potential application of artificial neural networks in permanent
deformation parameter identification for rockfill dams. Two kinds of neural network models,
multilayer feedforward network (BP) and radial basis function (RBF) networks, are adopted
to identify the parameters of seismic permanent deformation for Zipingpu Dam in China. The
dynamic analysis is carried out by three-dimensional finite element method, and earthquake-
induced permanent deformation is calculated by an equivalent nodal force method. Based on
the sensitivity analysis of permanent deformation parameters, an objective function for network
training is established by considering parameter sensitivity, which can improve the accuracy of
parameter identification. By comparison, it is found that RBF outperforms the BP network in this
problem. The proposed inverse analysis model for earth-rockfill dams can identify the seismic
deformation parameters with just a small amount of sample designs, and much calculation time
can be saved by this method.

1. Introduction

The dynamic response of rockfill dams under earthquake actions, mainly including
absolution acceleration and permanent deformation, attracts more and more attention from
engineers. The former is used to assess the dynamical load and seismic resistance of the dam.
The latter is adopted to provide a basis for the dam height reserved during the design phase.
So the prediction of permanent deformation is an essential problem in the seismic design
for rockfill dams. As a result, it is important to select model parameters of rockfill dams
reasonably, which makes for improving the accuracy of the numerical calculation.

However, it is not easy to carry out. Because of the difference of construction tech-
nology and construction quality and so on, the spatial distribution of material properties
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is considerably random in each project. Along with the development of construction
technology, the maximum particle size of materials of rockfill dams may be bigger and bigger,
but the model parameters are usually measured in the laboratory by using samples with
much smaller size. The prepared experimental samples in the laboratory are different from
the construction conditions. Therefore, the mechanical properties of samples determined
in the laboratory may be more or less differing from those in situ. And then the stress
and deformation acquired with laboratory parameters deviate far from the actual values
inevitably. As a consequence, it is necessary to take measures to get model parameters in
accord with the results of dam observation and make an accurate evaluation of dam safety
and stability after that. Displacement backanalysis is an effective method to check and modify

the parameters of soils.
In recent years, reverse analysis is mainly based on two methodologies: optimization

algorithms and neural networks [1-5]. There are three types of optimization algorithms
that have been frequently used in inverse analysis. The first type is gradient-based direct
search algorithms, such as Levenberg-Marquardt method. The second type is the relatively
simple direct search methods making no use of gradient, such as the simplex search method.
The last type is kinds of intelligent global search algorithms, such as genetic algorithms,
differential evolution, particle swarm optimization, and ant colony optimization. The first
and the second type algorithms both have an advantage of estimating the solutions in
relatively short computational time, but the results are affected by the initial values, and
premature convergence is likely to happen. As an alternative to the direct search algorithms,
intelligent global search algorithms are being widely adopted in reverse analysis, but they
have a disadvantage of being time consuming.

In the geotechnical engineering field, intelligent backanalysis methods based on
artificial neural networks (ANNs) and genetic algorithms [6, 7] are often adopted. As
for generic algorithms, the range and trial values of the undetermined parameters should
be given before the analysis, and then the time-consuming finite element method (FEM)
calculation is performed repeatedly, so it is hard to ideally solve complicated nonlinear
problems with a lot of finite elements. That is why it has been primarily used for seeking
answers to static problems and two-dimensional problems so far. They need relatively few
iterations and finite elements. Comparatively speaking, the strong nonlinear relationship
between the known and unknown quantity in geotechnical engineering can be mapped well
by using ANNs. And neural network approach can obtain inversion parameters quickly with
just a small amount of sample designs.

The aim of this paper is to present an inverse analysis model for seismic permanent
deformation parameters of earth-rockfill dams based on artificial neural networks. Section 2
presents the theories of forward computational models for static analysis, dynamic response
analysis, permanent deformation analysis, and sensitivity analysis of design parameters.
Section 3 introduces backprorogation neural networks (BPNNs) and radial basis function
neural networks (RBFNNSs). Section4 shows the performance of both ANNSs. Finally,
conclusions are made in Section 5.

2. The Mathematical Model
2.1. Static Analysis

Duncan and Chang’s E-B model [8] is used to simulate the mechanical behavior of the rockfill
materials. It is a nonlinear elastic model with wide application and is characterized by seven
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parameters: cohesion ¢, friction ¢ (or ¢o, Ay), failure ration R¢, modulus number K, modulus
exponent #, bulk modulus number Kj, and bulk modulus exponent m. The nonlinear stress-
strain relation of rockfill is represented by a hyperbola, whose instantaneous slope is the
tangent modulus E;. According to the conventional triaxial tests, E; can be expressed as
follows:

. 2 Y
5:[1- Ry(1-sing) (ol—og>]x1<xpa<@). @.1)

2c x cos ¢ + 203 sin ¢ P,

The E-B model follows the Mohr-Coulomb criterion, and the wider the range of pressure
involved the greater the curvature of the Mohr-Coulomb envelopes, since friction ¢ becomes
smaller with the increase of minor principal stress 03. So as to coarse-grained soil, friction
¢ is not constant everywhere in dams. This variation in property may be represented by an
equation of the form:

[0
¢ =0 - A<P1g<Fz>, 2.2)

where ¢y is the value of ¢ for o3 = P, and A¢ is the reduction of ¢ for a 10-fold increase in o3.
And the bulk modulus can be expressed as

03 m
B= KbPa<P—a> . (2.3)

2.2, Dynamic Analysis

Equivalent linear elastic model [9] is used to simulate the dynamic properties of the earth-
rock mixtures with two basic characteristics: nonlinearity and hysteresis. Soils have been
deemed to be viscoelasticity in the model, and the dynamic stress-strain relationship is
reflected with equivalent shear modulus G and equivalent damping ratio A. The key of
the model is to determine the relation between maximum dynamic shear modulus Gpax
and mean effective principal stress oy, as well as the variation of G and ) along with the
amplitude of dynamic shear strain. Based on a large number of experiments conducted by
China Institute of Water Resources and Hydropower Research (IWHR), maximum dynamic
shear modulus Gmax can be expressed as

Gua = K x P, x (%) ) (2.4)

a

where K,n are modulus and exponent usually determined by experiments. P, is the
atmospheric pressure. In the experiments, the three-axis instrument and wave velocity
test device were used. In regard to G and A, a relation curve is achieved firstly through
experiments, which describes the variation of the dynamic shear modulus ratio G/Gpax and
damping ratio A with dynamic shear strain y. Then y is normalized by reference shear strain
¥, to make instantaneous G and A easy to get through interpolation.
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The effects of hydrodynamic pressure have to be considered when analyzing the
dynamic interaction between dam and water in reservoir, since reservoirs may not always
operate at a low water level during an earthquake. An ideal way to consider the effects is
to divide finite element grids regarding the water and dam body as a whole, and interface
element is utilized between contacting surfaces. However, it requires the computer with
sufficient memory for the process and is very time consuming. Besides, stiffness coefficient of
the interface element is hard to determine. So the additional mass method has been widely
used so far. The effects of dynamic water pressure on seismic response of the dam are taken
into account with the equivalent additional mass, and the dynamic analysis is done by adding
the equivalent mass and the mass of the dam itself.

In this paper, equivalent additional mass is calculated by the lumped-mass method.
The equivalent additional mass focusing on node i is calculated by simplified Westergaard
formula [10]:
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where ¢ is the angle between the upstream slop and the horizontal plane Hj is depth of water
from the surface to the bottom of reservoirs. y; is depth of water from the surface to node i,
and A, is the corresponding control area of node i.

2.3. Permanent Deformation Analysis

2.3.1. The Model of Permanent Deformation

There have been several models for permanent deformation calculation at present, such as
IWHR model [11], Debouchure model, Shen Zhujiang model [12], and improved models
about them [13, 14], among which Shen Zhujiang model owns the broadest application so
that the model is expressed in an incremental form, and permanent deformations in various
conditions including different vibrations, dynamic shear strain, and stress levels can be
calculated with only a set of parameters. Compared with the other models, Shen Zhujiang
model not only has a consideration on both shearing deformation and volume deformation,
but also is easier to use. Residual volumetric strain ¢,, and residual shear strain y, can be
written as

€ur = Cor 1g(1 + N),

Yr = carlg(1 + N),
) (2.6)
Cor = c1(ya)” exp (—C3512>,

car = ca(y4)”S?,

where y; is dynamic shear strain amplitude, S; is stress level, N is the number of vibrations,
and ¢y, ¢, ¢3, ¢4, and c¢s are experimental parameters. The parameter c3 is assumed to have
nothing to do with c¢,,, thatis, c; = 0.

However, studies in recent years have suggested that the deformations calculated by
Shen Zhujiang model are larger than actual performance, and it is adverse to an accurate
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evaluation of the seismic behavior of faced rockfill dams. So it is necessary to appropriately
improve the model. Zou Degao focused on the influence of stress level on the residual shear
deformation and presented an improved model based on a large number of cycle triaxial
experiments [13]. When the earthquake-induced permanent deformations are calculated
with FEM, the improved model can be expressed as an incremental form as follows:

AN
_ 2 _ 2
Aeyy = c1(ya) exp( C3Sl>—1 N
N 2.7)
_ cs
Ay, = ca(ya) 511 N

where Ag,,, Ay, are increments of residual volumetric strain and residual shear strain, respec-
tively.

2.3.2. The Method of Permanent Deformation Analysis

The major ways of overall seismic deformation analysis are based on the method of
equivalent nodal force and modulus soften model [15] now. The calculation process of
modulus soften model is relatively complicated, so the method of equivalent nodal force is
a better choice for the permanent deformation analysis; the ideal about it is that the residual
strain during an earthquake is determined firstly by an empirical formula, then the residual
strain is converted to equivalent node force of finite elements, and the contributions of
residual strain to the dam are replaced by the displacement calculated with the equivalent
nodal force. The procedure comprises the following three steps.

(1) Perform static calculation for the dam with midpoint incremental method, to get
the initial static stress oy and stress level S;.

(2) Perform dynamical calculation through the approach on the basis of equivalent
linear viscoelastic model, to get the dynamic stress of soil, then convert the
dynamic stress to stress state in laboratory, and get residual strain potential ), Ay’
according to (2.7). And strain potential of finite elements is obtained according to
the following formula:

(A&, ) (1) Ox =P
Ay 1 oy—p
Aéz 1 p 1 AYfmax Oz —p
A = { V= ZAehd L TR >, 2.8
A&} =9ay, [ ~3%0 7| 27 (28)
Ayy: 0 27y,
( AYzx ) 0) | 27zx |

where q is generalized shear stress, p is average principal stress, and {A¢,} is
increment of residual strain in Cartesian coordinates.

(3) Calculate the equivalent nodal force with the converted strain potential according
to the formula that

(AF) = mv[B]T[DJ{Agp}dv, (29)
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where [B] is the conversion matrix of strain [D] is the elastic matrix. Then
permanent deformations are calculated with the equivalent nodal force applied on
finite elements.

3. Permanent Deformation Parameters Inversion Using
Artificial Neural Networks

3.1. BP Neural Networks

For a BPNN with a structure m-k-p, that is, a vector input x(x1,x,...,x,), k hidden
units, and an output vector y(y1,¥>,...,Yp) as in Figure 1, the equation that expresses the
relationship between the input and output can be written as

k m
Yj = foutput [ijh fridden <thixi - biaS1h>] + biasy;, (3.1)

h=1 i=1

where m is the number of input units, k is the number of neurons in the hidden layer, x; is
the ith input unit, wy; is the weight parameter between input i and hidden neuron h, wj, is
the weight parameter between hidden neuron h and output neuron j, fhidden is the activation
function of the hidden layer, and foutput is the transfer function of output layer.

The weights were estimated and adjusted in the learning process with an aim of
minimizing an error function E; as follows:

Ep=(vi—t) = Yel, (3:2)
i=1 i=1

where 7 is the number of input and output examples of the training dataset and ¢ is the target
value. The errors were fed backward through the network to adjust the weights until the
error Ep was acceptable for the network model. Once the ANN is satisfied in the training
process, the synaptic weights will be saved and then used to predict the outcome for the
new data. To minimize Ep, optimal parameters of weights and biases have to be determined.
One of the algorithms for solving this problem is the Levenberg-Marquardt (LM) algorithm.
This algorithm is a modification of the Newton algorithm for finding optimal solutions to a
minimization problem. The weights of an LMNN are calculated using the following equation:

Wi = Wi — <]in1' +,ui1>71]iT€i/ (3.3)

where ] is the Jacobian matrix of output errors, I is the identity matrix, and p is an adaptive
parameter. When y = 0, it becomes the Gauss-Newton method using the approximate
Hessian matrix. If p is large enough, the LM algorithm becomes a gradient descent with a
small step size (the same as in the standard backpropagation algorithm).
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Figure 1: Structure of BP neutral network.

Se(llx = cll)

Figure 2: Structure of RBF neutral network.

3.2. RBF Neural Networks

RBFNN is a kind of feedforward neural network and generally consists of three components:
input layer, hidden layer, and output layer. Figure 2 displays an RBF network with a structure
m-k-p that there are m inputs, k hidden units and p outputs. x = (x1,x2,..., xm)T € R™ is the
input vector. W is the weight matrix of inputs and W € Rkp by, .. ., by are offset of output
units. y = (y1,..., yp)T € RP is the output vector of the network, and fi(||x — ¢il|) is the
activation function of the hidden unit i; one common function is the Gaussian function:

2
p(x) = exp <—2%> (34)

where ¢ is spread constant, the role of which is to adjust sensitivity of the Gaussian function.
The final output of unit i can be expressed as

k x—ci|
Yi = Zwij exp<%> + bi, (35)

=1 j

where w;; is the weight of output layer and o; is spread constant of the base function.
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Figure 3: Central composite design schemes for three factors.

3.3. Sample Set Designs

The prediction accuracy of neural networks is determined by sample quality to some extent,
the samples used for inversion have to be accurate and balanced, so as to be representative
enough, and it is better to reflect inner characters of the model system. In this paper,
the methods of central composite design [16] and orthogonal design are utilized to design
samples. The central composite design was presented by Box and Wilson. It consists of
the following three parts: a full factorial or fractional factorial design, a central point, and
an additional design, often a star design in which experimental points are at a distance
a from its center. Figure 3 illustrates the full central composite design for optimization of
three variables. Full uniformly rotatable central composite designs present the following
characteristics:

(1) require an experiment number according to N = k? + 2k + ¢,, where k is the factor
number and ¢, is the replicate number of the central point.

(2) a-values depend on the number of variables and can be calculated by a = 2k=P)/4,
For two, three, and four variables, it equals 1.41, 1.68, and 2.00, respectively.

(3) All factors are studied in five levels (-a,-1,0,+1, +a).

As a result, samples designed by both methods embody not only inner but also outer
conditions of the cube within certain realms, and they have good density distribution and
representativeness.

3.4. Parameter Sensitivity Analysis

Sensitivity analysis can estimate the influence of parameter variation on outputs and make us
have a more intuitive understanding about the parameters to be considered. Morris method
[17] was more applied in sensitivity analysis. It figured out the influence of arguments on
the dependent variable through disturbing a parameter and keeping the others the same.
The corrected Morris method changed arguments at a fixed step size, calculated the value of
influence in each condition, and then took the average like this:

S (3.6)

_ E((YM = Y1)/ Yo)/ ((Py1 = P2)/100)
< (a-1) '
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Table 1: The principal parameters for static calculation.

Material zoning p (kg/m?) p (°) Ay (°) Ry K n Ky m
Cushion layer 2300 57.51 10.65 0.84 1274 0.44 1260 -0.026
Transition layer 2250 57.63 11.44 0.75 1153 0.38 1085 -0.089
Main rockfill 2160 55.39 10.60 0.75 1120 0.32 490 0.12
Secondary rockfill 2150 55.39 10.60 0.71 1033 0.38 338 0.03
Covering layer 2150 49.00 10.00 0.80 820 0.40 430 0.25

where S is the sensitivity factor, Y; is the output of condition i, Yy is the output derived from
the initial parameters, p; is the percentage of parameter variations in condition i compared to
the initial parameters, and g is the number of conditions.

4. Example Analysis
4.1. Brief Introduction to the Project

The Zipingpu dam is located in a valley, 9 km away in northwest from the Chengdu City,
Sichuan province. It is one of the high CFRDs more than 150 m in China, with a maximum
height of 156 m and the crest length 663.77m. It encountered the Sichuan 8.0-magnitude
earthquake which was higher than its actual design level. The dam body emerged obvious
damage, and it provided rich and precious materials [18, 19] for earthquake engineering
research on CFRDs.

4.2. Results of Static Calculation

Static parameters were directly selected from the experimental results coming from the
IWHR, considering as well the results from Professor Zhu Cheng who partly backanalyzed
the parameters of the project by immune genetic algorithm. Integrating both results, the
parameters of rockfill were determined in Table 1. Besides, the linear elastic model was
adopted for the calculation of concrete panels, concrete strength grade was C25, and the
corresponding material parameters were density p = 2400 kg/m?, E = 2.8x10* MPa, Poisson’s
ratio p = 0.167.

To simulate the process of construction and impoundment of the CFRD, midpoint
incremental method and multistage loading process were used in the calculations. The dam
was meshed into 6772 finite elements with total 6846 nodes, as shown in Figure 4. And the
main results of a typical cross-section in rockfill zone were shown as in Figures 5 and 6, which
were at operational water level before the earthquake.

4.3. Results of Dynamic Calculation

Due to influence of all kinds of factors, Zipingpu dam had no acceleration recordings of the
actual principle shock of base rock. According to analysis [20, 21] of many scholars, the
actual input ground motion was likely to be more than 0.5g. Referring to the attenuation
relationship [22] given by Yu et al., and considering the hanging wall and footwall effects,
Professor Zhu Cheng deduced that the peak accelerations of dam site in three directions,
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Figure 4: 3D mesh of the dam for calculation.

Figure 6: Continuous contours of major stress of the dam before earthquake (MPa).

respectively, were 0.52 g in east-west, 0.46 g in north-south, and 0.43 g in vertical. And based
on the materials concerned in [22], the relative position of seismometer stations and dam
site was shown in Figure 7. Finally, the seismograms of Wolong Station (051WCW) closer
to the dam site were selected as the ground motion input; meanwhile the acceleration time
histories were scaled in accordance with the peak accelerations as aforementioned, as shown
in Figure 8.

According to the calculation results, the basic frequency of dam vibration was about
1.65Hz and the maximum acceleration responses at dam crest were 0.86 g along the river,
0.74 g in vertical, and 1.36 g along the dam axial, which were consistent with the analysis
results obtained by Kong et al. [21]. Under the three-dimensional earthquake, the maximum
acceleration response lay in the downstream dam crest, and rockfill slid when its acceleration
response exceeded yield acceleration, which qualitatively explained the phenomenon on
Zipingpu dam that some grains in the downstream dam crest loosened and tumbled.
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Figure 7: Epicenter of “5.12” Wenchuan Earthquake and observation stations.
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Figure 8: Acceleration time histories of dam site (a/g).

4.4. Backanalysis of the Project

Though the dam has different material zoning, material sources are same the and the
construction control indexes are very near; therefore dynamic properties of different zones
will not vary much. To reduce the workload, all rockfills were thought to have the same set
of permanent deformation parameters, they were ¢, ¢2, ¢4, ¢5 but ¢3 was out of the inversion
range for that it was a constant as mentioned in (2.6). Reference [23] listed several project
cases at home and abroad and gave the test values of corresponding permanent deformation
parameters [24-27]. However, parameters of different projects varied entirely; as a result, a
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Table 2: Ranges of parameters to be inversed and initial values.

Parameter variation c1 o Cy Cs
. 0.005 0.5 0.1 0.75
Inversion range of parameters
~0.01 ~1.0 ~0.2 ~1.50
Initial parameters 0.0064 0.75 0.18 1.33

set of initial parameters were determined firstly referring to the similar engineering and the
inversion range of parameter was preliminarily determined as Table 2

4.4.1. Parameter Sensitivity Analysis

Disturb a parameter with a fixed step size 10% and keep the other parameters the same. And
then sensitivity analysis of the dam on maximum subsidence was performed, and the result
was shown in Figures 9 and 10.

According to the classification results in [17], parameter sensitivity was graded into
four levels: |S;| > 1 highly sensitive, 0.2 < [S;| < 1 sensitive, 0.05 < |S;| < 0.2 moderately
sensitive, and 0 < |S;| < 0.05 insensitive. Figure 10 shows that ¢; is a moderately sensitive
parameter, ¢y, ¢4 are sensitive ones, and c¢s is highly sensitive. Besides, Figure 9 shows that
the subsidence under earthquake increases with the increase of ci, ¢4 and decreases with the
increase of ¢y, cs.

4.4.2. Comparison of RBF and BP Networks in Inversion

In order to improve the generalization ability of neural network, a training method [28]
was taken that samples were partitioned into several subsets, and then the network was
trained and appraisal was done at the same time with the change of spread constant. Samples
were partitioned into three subsets here for training, validation, and testing. The training
and validation datasets were used to determine synoptic weights of the network model
whereas the testing dataset is used to evaluate the prediction results. If the performance
index (generally mean square error, (MSE)) of errors of training dataset was satisfied, then
determine the optimal network according to that of verification dataset.

There were 90 training samples in all generated by the methods of central composite
design and orthogonal design, and 9 samples generated at random among which 6 ones were
used for verification, and the others were for testing. With observation displacement as input
vector and permanent deformation parameter as an output vector, the neural network could
be trained. One of the common ways to evaluate performance of the network was by error of
mean square root (RMSE). However, backanalysis of permanent deformation parameters by
neural network was a problem of multi-input-output, if the network performance was still
evaluated like that:

RMSE = ﬁ:i (¥ij — t” ) 4.1)

i=1 j=1

Then it could not reflect the error influence of different parameters; that is to say, the results
calculated by inversion parameters might deviate considerably from the actual value since
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the forecasting error of highly sensitive parameter was relatively big, though the total error
was small. So in this paper, an objective function for evaluating network performance was
put forward to improve fitting accuracy of high sensitive parameter, where sensitivity factors
were taken as weights of error, as follows:

n ) % 12
RMSE = Zi [(y’] t’]) S]] , (42)

i1 j=1 n

where 7 is the sample number of validation dataset, p is the dimension of the output vector,
and y;; and t;; are final parameter output and the actual parameter value, respectively.

The key of RBF network training is to determine the neural number of hidden
layer. It has been a common method at present to gradually increase the neural number
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automatically by checking the output error, starting from zero. So the process of establishing
a network is also the one of training. Spread constant ¢ was adjusted until the prediction
accuracy of testing samples met the engineering requirements, and then the trained network
can be practically used for parameter inversion. It is beneficial for the generalization
of neural network to adjust spread constant, the higher the o, the more smooth the
fitting, but not the higher the better, if o is too high, all outputs are likely to become
common and the base functions tend to overlap completely. Its value generally depends
on the distance between the input vectors. To analyze the effectiveness of the training, the
transition of the RMSE was traced with the change of o as shown in Figure 11. It can be
seen that the RMSE decreases rapidly in the initial stages and almost remains the same
after o = 1.6.

The process of BP network training was similar to the RBF network; after MSE of
training dataset was satisfied, then determine the optimal network according to RMSE of
verification dataset. The maximum number of training epochs was set to 3000. The MSE goal
was set to 0.001. The initial value of adaptive parameter y was set to 0.001. y increased by 10
and decreased by 0.1 until performance value reduced, and its maximum value is set to 1e10.
During the training phase, the data were processed several times to see whether any changes
occurred due to the assignment of random initial weights. Figure 12 describes the results that
the value of RMSE decreases from the largest value of 0.98 with one hidden neuron to the
value of 0.18 with 11 hidden neurons. RMSE was then stable at this value with an increasing
number of hidden neurons.

To test the prediction accuracy of the networks, the outputs of the testing samples
were listed in Table 3. For the three samples, the prediction accuracy of all parameters by
RBENN is around 5% whereas not all the results by BPNN are satisfactory. However, for both
networks, the forecasting error of parameter cs is generally smaller, which indicates that it
has a pronounced effect on improvement of highly sensitive parameters with the function of
error evaluation, in the problem of multiple parameter inversion.

To further check the error precision of influence on subsidence, the predictive
parameters by RBFNN were used for finite element calculations. Owing to space reasons,
for the second sample only, the results were compared with the actual value as in Figure 13,
and the observation points were on central axis of the typical section. It can be seen that
the computation values are very close, which indicates that the prediction effect by the RBF
network can basically meet engineering accuracy.

With actual observation displacement of Zipingpu dam as input vector, permanent
deformation parameters of rockfill were backanalyzed by the trained RBF network, and the
results are shown in Table 4.

The permanent displacement calculated by the inversion parameters is shown in
Figure 14, and the marked values are actual displacements of the dam. It can be seen that
the vertical displacements increase with the increment of dam height, which accords with
the law of the measured settlement, and both values are also very close. Figure 15 shows the
deformed mesh for finite element calculations, where deformation has already been enlarged
to see clearly. Besides, the dam section becomes smaller and the slopes of both upstream
and downstream shrink inward, which embodies the macroscopic character of rockfill
under earthquake action. Due to the upstream water load, the maximum of the horizontal
permanent deformation points to the downstream of the dam but the earthquake-induced
permanent deformation is predominantly vertical settlement. In summary, the results are
qualitatively rational, which indicates that it is feasible to calculate the earthquake-induced
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Table 3: Comparison of predicted results and actual values of the test samples’ parameters.

. RBF BP
Testing samples

C1 C2 Cy Cs C1 C2 Ca Cs

Actual value 0.0064 07500  0.850  1.3300  0.0064  0.7500 0.1850 1.3300
Predictive value ~ 0.0064 07658  0.1894 13263  0.0073  0.8075 0.1851 1.3250
Error/% 0.0000 21067 23784 -0.2782 145467 7.6702 0.0876 0.3763

Actual value 00058  0.6750 01665 1.1970  0.0058  0.6750 0.1665 1.1970
2 predictive value 00062 07226 01753  1.1950  0.0070  0.7525 0.1675 1.1895
Error/% 6.8966  7.05185 52853 —0.1671 20.7000 11.4833 0.6283 0.6293

Actual value 00070  0.8250  0.2035 14630  0.0070  0.8250 0.2035 1.4630
3 Ppredictive value 00068  0.8127  0.1954 14354  0.0077  0.8645 0.1982 1.449
Error/% —2.8571 -14909 -39803 -1.8865 9.7816 47920 25910 0.9153
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Table 4: Backanalysis results of rockfill deformation parameters.

Material a c Cy Cs
Rockfill 0.0072 0.8000 0.1342 1.4477

permanent deformation by the method of equivalent nodal force on the basis of improved
Shen Zhujiang model.

5. Conclusions

In the process of conventional back/inverse analysis, it is necessary to perform FEM analysis
frequently. For a large-scale multiple parameter and nonlinear problem such as backanalysis
of displacement of an earth-rockfill dam, the workload is so daunting that sometimes the
backanalysis cannot be carried out. In this paper, ANNs were introduced in the field of
dynamic parameter inversion of earth-rockfill dam, BP and RBF networks were compared,
then on the basis of RBFNN, a backanalysis model for earthquake-induced permanent
deformation parameters was proposed, and it was used for backanalysis of parameters for
Zipingpu CFRD. The results indicate the following;:

(1) The RBENN model appears more robust and efficient than BPNN model for
backanalysis of earthquake-induced permanent deformation parameters of the
earth-rockfill dam. Due to the assignment of random initial weights, the structure
of BPNN is difficult to determine, network training results are unstable, and it can
easily be trap in a local optimum; all of the problems are still to be resolved, and so
RBENN is a better choice.

(2) It is an easy and effective way to backanalysis of earthquake-induced permanent
deformation parameters of the earth-rockfill dam with RBF network model. In
this way, the inversion range of parameters is determined according to the similar
engineering, and several samples are generated through the experimental design
methods; then after the neural network is trained, the residual deformation
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parameters can be acquired quickly by putting in actual permanent deformations
of the dam.

(3) The existing theory and method of dynamic calculation can basically reflect the
earthquake-resistant behavior of earth-rockfill dam, but it is still an extremely
complex subject to research; many factors such as seismic input and calculation
model may lead to great gap between calculated value and actual value. Thereby,
further study on dynamic analysis method will make the inversion of permanent
deformation parameters more meaningful.
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In recent years, China has been undergoing a metro railway construction boom in order to alleviate
the urban traffic congestion problem resulting from the rapid urbanization and population growth
in many metropolises. In the construction of metro systems, deep excavations and continuous
dewatering for construction of the metro tunnels and stations remain a challenging and high risk
task in densely populated urban areas. Intelligent computational methods and techniques have
exhibited the exceptional talent in dealing with the complicated problems inherent in the deep
excavation and dewatering practice. In this paper, an intelligent risk assessment system for deep
excavation dewatering is developed and has been applied in the project of Hangzhou Metro Line 1
which is the first metro line of the urban rapid rail transit system in Hangzhou, China. The specific
characteristics and great challenges in deep excavation dewatering of the metro-tunnel airshaft
of Hangzhou Metro Line 1 are addressed. A novel design method based on the coupled three-
dimensional flow theory for dewatering of the deep excavation is introduced. The modularly
designed system for excavation dewatering risk assessment is described, and the field observations
in dewatering risk assessment of the airshaft excavation of Hangzhou Metro Line 1 are also pre-
sented.

1. Introduction

With the rapid expansion of industrialization and urbanization, traffic congestion has become
a serious social problem in most of the large cities in China. Establishment of a large-scale
metro network has been recognized to be a most effective way in alleviating the urban traffic
congestion problem [1, 2]. In recent years, a large amount of metro railway construction
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accompanied by deep excavations in densely populated areas has been undergone in the
metropolises of China. For the metro-tunnel excavation to be opened below the groundwater
level, a reasonable and robust dewatering system is always desired to obtain the required
working condition during the excavation construction period. An effective and efficient
dewatering system can be achieved through the integration of groundwater flow modeling,
inverse simulation analysis, and optimization formulation to minimize the total amount of
water pumpage or implementation cost while satisfying the design criteria [3-5].

It has been well known that the dewatering of the confined aquifer for deep exca-
vations may bring adverse impacts on the surrounding buildings and environments, such
as consolidation and compression of the soil layers, settlement and deformation of the piles,
cracking and inclination of the buildings, and so forth [6]. Therefore, it becomes essential and
desirable to investigate the hydraulic characteristics of deep excavation dewatering as well
as the interactions of the underground continuous wall, the seepage well, and the soil layers,
which have attracted a great deal of academic and industrial attention from numerous
investigators and practitioners worldwide [7-11].

Chen and Xiang [12] proposed a procedure for estimation of dewatering-induced pile
settlement through four steps including a pumping model, a simplified consolidation evalua-
tion, a pile-soil interaction model, and a semitheoretical pile settlement prediction. Schroeder
et al. [13] presented the practice of planning and execution of dewatering for a deep excava-
tion in coarse alluvium containing cobbles and boulders. Wang et al. [14] developed a deci-
sion support system for dewatering systems selection (DSSDSS) for determination of the
most appropriate dewatering system for a project. Forth [15] reported the groundwater con-
trol for deep excavations and geotechnical aspects in Hong Kong.

Up to now, a set of nature-inspired computational methodologies and approaches,
such as artificial neural networks, fuzzy logic systems, genetic algorithms, and so forth, have
been developed and are being powerful tools for quantitatively identifying the constitutive
parameters and solving the optimization problems in various engineering fields [16-23]. In
this study, an intelligent risk assessment system for deep excavation dewatering construc-
tion is developed with integration of the novel computational intelligence and has been
exemplified to implement dewatering risk assessment of the airshaft excavation of Hangzhou
Metro Line 1.

2. Deep Excavation Dewatering of Metro-Tunnel Airshaft
2.1. Metro-Tunnel Airshaft

Hangzhou Metro Line 1 is the first metro line of the urban rapid rail transit system in
Hangzhou, China, which is one of the largest municipal projects of Hangzhou and is being
constructed starting from 28 March 2007 and will be officially put into operation in the end
of October 2012. This metro line has a total length of 48km and 34 stations, connecting
Hangzhou downtown with suburban area of the city. It starts from the south at the Xianghu
Station in Xiaoshan District, stretches northwards to the Binjiang Station adjacent to the
Qiantang River, crosses beneath the Qiantang River to the Fuchun Road Station, passes
through Hangzhou downtown, and ends in the Linping Station, with a branch line ending in
Xiasha District which diverges from the main line at the Jiubao Station. The 2nd construction
segment of Hangzhou Metro Line 1 covers from the Binjiang Station to the Jiubao Station
with a length of 25 km. In this construction section, a two-lane single-bore shield tunnel has
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Figure 1: River-crossing metro tunnel and airshafts.

been constructed under the Qiantang River to link the Binjiang Station and the Fuchun Road
Station, with two airshafts (the southern airshaft and the northern airshaft) being settled at
both sides of the Qiantang River, as illustrated in Figure 1.

2.2, Dewatering of Airshaft Excavation

In this study, the deep excavation and dewatering strategy for the southern airshaft will be
addressed. As illustrated in Figure 2, the excavation depth of the southern airshaft is 29.271 m
with a planar dimension of 254m x 16.0m, and the maintenance depth of the southern
airshaft excavation is 48.0m. The deep excavation construction of the southern airshaft
excavation contains 15 construction steps, that is, step 1—excavation of the fourth soil layer,
step 2—construction of the fourth concrete ring-shape purlin, step 3—construction of the
lining wall on the second floor underground, step 4—excavation of the fifth soil layer, step
5—construction of the fifth concrete ring-shape purlin and supporting structures, step 6—
construction of the lining wall on the third floor underground, step 7—concrete curing, step
8—excavation of the sixth soil layer, step 9—construction of the sixth concrete ring-shape
purlin, step 10—concrete curing, step 11—excavation of the last soil layer, step 12—base-plate
pouring, step 13—base-plate curing, step 14—lining pouring, and step 15—capping opera-
tion.

With the aid of the static cone penetration tests, the foundation of the southern air-
shaft can be divided into 20 soil layers in the depth direction. Table 1 lists the hydraulic and
mechanical properties of different soil layers of the southern airshaft foundation. Two con-
fined aquifers are distributed in the soil layer (6); and the soil layers (14), and (14),, and the
groundwater level will be greatly affected by the seasonal variation and the water level of
the Qiantang River. The complicated engineering geological and hydrogeological conditions
of the southern airshaft foundation bring great challenges in excavation dewatering works.
The complexity and high risks in the dewatering process for deep excavation of the southern
airshaft are reflected in the following issues: (i) the excavation depth of the southern airshaft
excavation is large; (ii) the round gravel layer with a high coefficient of permeability is not
deeply buried; (iii) the underground water level is anticipated to be largely descended to
meet the designed drawdown requirement; (iv) the southern airshaft excavation is adjacent
to the Qiantang River and the hydraulic relationship between the surface water and the
underground water is inexplicit; (v) the hydraulic connection between different soil layers
of the southern airshaft foundation is not clear.
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