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Because of its wide range of applications, metric resolvability has been used in chemical structures, computer networks, and
electrical circuits. It has been applied as a node (sensor) in an electric circuit. )e electric circuit will not be able to flow current if
one node (sensor) in that chain becomes faulty. )e fault-tolerant selfstable circuit is a circuit that permits the current flow even if
one of the nodes (sensors) becomes faulty. If the removal of any node from a resolving set (RS) of the circuit is still a RS, then the
RS of the circuit is considered a fault-tolerant resolving set (FTRS) and the fault-tolerant metric dimension (FTMD) is its
minimum cardinality. Even though the problem of finding the exact values of MD in line graphs seems to be even harder, the
FTMD for the line graphs was first discussed by Guo et al. [13]. Ahmad et al. [5] determined the precise value of theMD for the line
graph of the kayak paddle graph.We calculate the precise value of the FTMD for the line graph in this family of graphs.)e FTMD
is a more generalized invariant than the MD. We also consider the problem of obtaining a precise value for this parameter in the
line graph of the dragon graph. It is concluded that these families have a constant FTMD.

1. Introduction and Preliminaries

Network topology is the graphical depiction of electric
circuits. Because convoluted electric circuits (networks) are
difficult to work on and study in their natural state, network
topology is developed to make them simple and intelligible.
Using this technique, any electric circuit (network) can be
changed (moulded) into its corresponding graph; open
circuits replace current sources, while short circuits replace
passive parts and voltage sources. Short circuits are termed
branches in network topology and edges in graph theory
conceptualization, while open circuits are called nodes in
network topology and vertices in pure mathematical graph
theory. )e following is the formal definition of a graphical
depiction of an electric circuit (network).

Definition 1. Let λ(V(λ), E(λ)) be an electric circuit, where
V(λ) and E(λ) are the sets of nodes (vertices) and branches
(edges), respectively. )e order of the electric circuit is
|V(λ)| and the size of the circuit is |E(λ))|.

Figure 1 demonstrates the example of the electric circuit
and its equivalent graph.

Slater and Harary described the concept of resolving sets
(RSs) independently in graphs [1–3], respectively. Metric
basis have been used in robot navigation [4], chemical
structures [5], and computed networks [6]. An electric
circuit will stop working if one node of the circuit becomes
faulty. Hernando et al. [7] established the new invariant
FTRS to resolve such complications. If the removal of one
node from the RS results in another RS, then the RS is called
the FTRS. In this situation, a FTRS solves the problem by
efficiently flowing the current in the circuit when one of the
nodes stops working. )e minimum cardinality of FTRS is
known as the FTMD. Due to the generalized invariant, the
FTMD produces more efficient results than MD. Due to this
fact, researchers started to give attention to computing the
exact values of the FTMD for different families of graphs.

Hernando et al. [7] discussed the invariant FTMD for the
tree graphs and computed the upper bound
β′(G)≤ β(G)(1 + 2.5β(G)− 1) for any graph G. Raza et al. [8],
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Zheng et al. [9], and Afzal et al. [10] applied the concept of the
FTMD in some families of convex polytopes and computed
their exact values. Basak et al. [11] calculated this parameter for
the graphCn(1, 2, 3), and Saha et al. [12] generalized the results
for the graph Cn(1, 2, 3, 4). Hayat et al. [13] and Prabhu et al.
[14] applied this invariant to different computer networks and
found their upper bounds. Somasundari et al. [15], Azeem et al.
[16], Ahmad et al. [17], and Nadeem et al. [18] used the FTMD
on different chemical structures and computed the exact values
of this parameter. Laxman in [19] computed the lower bound
of the FTMD for the cube of the path graph. Koam et al., in
[20], calculated the MD and FTMD of the hollow coronoid
chemical structure.Wang et al., in [21], considered the problem
of finding the FTMD of three types of ladder graphs. Sharma
and Bhat, in [22], calculated the FTMD of three families of the
double antiprism graphs, which equals to 4. For more appli-
cations of the FTMD, see [23–25].

Voronov [26] and Raza et al. [27] determined some im-
portant upper bounds for the king’s and extended Petersen
graphs, respectively. Guo et al. [28] computed the FTMD for
the line graphs of the families of necklace and prism graphs.
Faheem et al. [29] calculated this invariant for the subdivision
graphs of the same families of graphs. Simic et al. [30] and Saha
et al. [31] determined the precise value of the FTMD for the
grid and square of grid graphs, respectively. Ahmad et al. [32]
calculated this parameter for P(n, 2)⊙K1 graph, which equals
to 4. Hussain et al. [33] applied the idea of the FTMD to some
families of gear graphs. Formore applications and results about
the FTMD in engineering, we refer [34–36].

)e following are some essential terminologies and
definitions that assist in calculating our primary results.

Definition 2. )edegree ″dλ(ξ)″ of″ξ″ is the cardinality of
branches that is incident to a node in ξ ∈ V(λ).

Definition 3. )e minimum cardinality of the branches,
between ξ1 − ξ2 path, is known as the distance dλ(ξ1, ξ2)
between ξ1, ξ2 ∈ V(λ).

Definition 4. Let κ � ξ1, ξ2, . . . , ξt􏼈 􏼉 ⊂ V(λ); then, the ab-
solute difference code have t -vector (|dλ(μ1, ξ1) −

dλ(μ2, ξ1)|, . . . , |dλ(μ1, ξt) − dλ(μ2, ξt)|) for any
μ1, μ2 ∈ V(λ) with respect to κ, denoted by A D((μ1, μ2)|κ).

Definition 5. Let κ � ξ1, ξ2, . . . , ξt􏼈 􏼉 ⊂ V(λ); then, the t-order
distance code r(μ|κ) for a node μ ∈ V(λ) is (dλ(μ,

ξ1), dλ(μ, ξ2), . . . , dλ(μ, ξt)) with respect to κ. If the distance
codes for every nodes of the circuit are unique, then the set κ is
said to be a RS of the circuit λ. Moreover, if the absolute
difference codes for any two nodes of the circuit have at least
one nonzero with respect to κ, then κ is called the RS. )e
minimum cardinality of κ is called the MD, denoted by β(λ).

Definition 6. Any RS κ′ of the circuit λ is known as the FTRS
of the circuit if κ′∖ ξ{ } is again a RS of the circuit, where
ξ ∈ κ′. Moreover, if the absolute difference codes for any two
nodes of the circuit have at least two nonzeros with respect to
κ′, then κ′ is called the FTRS.)eminimum cardinality of κ′
is called the FTMD, denoted by β′(λ).

Definition 7. )e line graph of the circuit λ is a new circuit
L(λ), whose nodes are the branches of λ and two branches υ1
and υ2 have a common end node in λ if and only if they are
connected in L(λ).

Following are some important bounds for β′(λ) which
are presented.

Lemma 1 (see [37]). Let λ be any graph; then, β(λ)< β′(λ).

Lemma 2 (see [37]). Let λ≠Pn be any graph; then, β′(λ)≥ 3.

Lemma 3. If the FTMD of any graph λ is 3 and
ξ1, ξ2, ξ3􏼈 􏼉 ⊂ V(λ) is a FTRS in λ, then the degrees of the
vertices ξ1, ξ2, ξ3 are no more than 3.

2. The Fault-Tolerant Resolvability of the Line
Graph of Dragon Graph

Let Cn be a cycle with edge set E(Cn) � e1, e2, . . . , en􏼈 􏼉; also,
let Pm+1 be a path with edge set E(Pm+1) � f1, f2, . . . , fm􏼈 􏼉.
Dragon graph Tn,m is shown in Figure 2.

To compute our required results, we convert the graph
Tn,m into their line graph L(Tn,m). )e line graph L(Tn,m) of
the dragon graph consists of a cycle of nodes e1, e2, . . . , en􏼈 􏼉

and the path of nodes f1, f2, . . . , fm􏼈 􏼉, as shown in Figure 3.
)e result of the MD of L(Tn,m) is presented below.

Theorem 1. For any integers m≥ 1 and n≥ 4, we have
β(L(Tn,m)) � 2.

Proof. For even integers n≥ 4, it can be easily verify that
κ � e1, en+4/2􏼈 􏼉 ⊂ V(L(Tn,m)) is the metric generator of
L(Tn,m). For odd integers n≥ 5, it can also be verified that
κ � e1, en+1/2􏼈 􏼉 ⊂ V(L(Tn,m)) is the metric generator of
L(Tn,m). So, β(L(Tn,m)) � 2.

Now, we will compute the FTMD for L(Tn,m). □

Theorem 2. For any integers m≥ 1 and n≥ 4, we have
β′(L(Tn,m)) � 3.

Proof. To calculate our required results, the following are the
cases. □

2A10

5

5

15

2 21
3

4

10V
+
-

2
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4

Figure 1: Electric circuit and its equivalent graph.

2 Mathematical Problems in Engineering



Case 1. If n is odd. Take κ′ � e2, en+1/2, en+3/2􏼈 􏼉 ⊂ V(L(Tn,m)) for odd in-
tegers n≥ 5. )e distance codes of the nodes ek, where
1≤ k≤ n, are

r ek|κ′􏼒 􏼓 �

1,
−1 + n

2
,
−1 + n

2
􏼒 􏼓, if k � 1,

−2 + k,
n + 2k − 1

2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
,
−2k + n + 3

2
􏼠 􏼡, if 2≤ k≤

3 + n

2
,

−k + n + 2,
−n + 2k − 1

2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
,
−n + 2k − 3

2
􏼠 􏼡, if

5 + n

2
≤ k≤ n.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

)e distance codes for the nodes fk are r(fk|κ′)
� (k + 1, −1 + n + 2k/2, −3 + n + 2k/2), for 1≤ k≤m.

From the above codes, we can conclude that the absolute
difference codes for every pair of nodes have at least two
nonzero in their 3-vector. So, β′(L(Tn,m))≤ 3. From Lemma 1
and )eorem 1, we have β′(L(Tn,m))≥ 3. Hence,
β′(L(Tn,m)) � 3.

Case 2. If n is even.
Take κ′ � e1, en+4/2, f1􏼈 􏼉 ⊂ V(L(Tn,m)) for every even

integers n≥ 4. )e distance codes of the nodes ek, where
1≤ k≤ n, are

r ek|κ′( 􏼁 �

0,
−2 + n

2
, 1􏼒 􏼓, if k � 1,

−1 + k,

􏼌􏼌􏼌􏼌􏼌􏼌
−n + 2k − 4

2

􏼌􏼌􏼌􏼌􏼌􏼌, k􏼠 􏼡, if 2≤ k≤
n

2
,

−k + n + 1,

􏼌􏼌􏼌􏼌􏼌􏼌
−n + 2k − 4

2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
, −k + n + 1􏼠 􏼡, if

n + 2
2
≤ k≤ n.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

)e distance codes for the nodes fk with respect to
W′ are r(fk | κ′) � (k, −4 + n + 2k/2, −1 + k), for 1≤ k≤m.

From the above codes, we can conclude that the ab-
solute difference codes for every pair of nodes have at least
two nonzero in their 3-vector. )is shows that
β′(L(Tn,m))≤ 3, and from Lemma 2, β′(L(Tn,m))≥ 3.
Hence, β′(L(Tn,m)) � 3.

3. The Fault-Tolerant Resolvability of the Line
Graph of Kayak Paddles Graph

Kayak paddles graph KP(l, m, n) is a graph made up of two
cycles Cl and Cm having size l and m joined by a path of
length n. We label the branches of cycle Cl by e1, e2, . . . , el􏼈 􏼉,
the branches of cycle Cm by f1, f2, . . . , fm􏼈 􏼉, and the

e3

e4

e5

e6

e7
e8

e9

f1 f2 f3 f4 f5

e2

e1

Figure 2: Dragon graph T9,5.

f1 f2 f3 f4 f5

e3

e4

e5

e6

e7
e8

e9

e2

e1

Figure 3: Line graph of dragon graph T9,5.
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branches of path joining these cycles by h1, h2, . . . , hn􏼈 􏼉, as
shown in Figure 4.

To compute our required results, we need to convert the
graph KP(l, m, n) into the graph L(KP(l, m, n)). )e line
graph of kayak paddles graph L(KP(l, m, n)) consists of
cycle Cl with nodes e1, e2, . . . , el􏼈 􏼉, the cycle Cm with nodes
f1, f2, . . . , fm􏼈 􏼉, and the nodes of path joining these cycles
h1, h2, . . . , hn􏼈 􏼉, as shown in Figure 5.

)e known result about β(L(KP(l, m, n))) is presented
below.

Theorem 3 (see [38]). For any integers n≥ 2 and l, m≥ 3, we
have β(L(KP(l, m, n))) � 2.

Now, we will compute β′(L(KP(l, m, n))).

Theorem 4. For any integers n≥ 2 and l, m≥ 3, we have
β′(L(KP(l, m, n))) � 4.

Proof. To calculate our required results, the following are the
cases. □

Case 3. If l and m both are even.
Take κ′ � e1, e2, f1, f2􏼈 􏼉 ⊂ V(L(KP(l, m, n))) for both

even integers l, m≥ 4. )e distance codes of the nodes ek,
where 1≤ k≤ l, are

r ek | κ′( 􏼁 �

(−1 + k, |−k + 2|, k + n, 1 + n + k), if 1≤ k≤
l

2
,

l

2
,
−2 + l

2
,
l + 2n

2
,
2 + l + 2n

2
􏼠 􏼡, if k �

2 + l

2
,

(−k + l + 1, −k + l + 2, −k + l + n + 1, −k + 2 + l + n), if
4 + l

2
≤ k≤ l.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

)e distance codes for the nodes fk, where 1≤ k≤m,
are

f1

f2
f3

f4

f5
f6

f7

e3
e4

e5

e6
e7

e8

e9

e2

e1
h1 h2 h3 h4 h5 h6

Figure 4: Kayak paddle graph KP(9, 7, 6).
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e8

e9

e2

e1
h1 h2 h3 h4 h5 h6

f1

f2
f3

f4

f5
f6

f7

Figure 5: Line graph L(KP(9, 7, 6)).
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r fk | κ′( 􏼁 �

(k + n, 1 + n + k, −1 + k, |−2 + k|), if 1≤ k≤
m

2
,

m + 2n

2
,
2 + m + 2n

2
,
m

2
,
−2 + m

2
􏼒 􏼓, if k �

2 + m

2
,

(−k + 1 + m + n, −k + 2 + m + n, −k + m + 1, −k + 2 + m), if
m + 4
2
≤ k≤m.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

)e distance codes for the nodes hk are
r(hk | κ′) � (k, 1 + k, −k + 1 + n, −k + 2 + n), for 1≤ k≤ n.

From the above codes, we can conclude that the ab-
solute difference codes for every pair of nodes have at least
two nonzeros in their 4-vector. )is shows that
β′(L(KP(l, m, n)))≤ 4, but, in Lemma 2,
β′(L(KP(l, m, n)))≥ 3.

Now, to prove that β′(L(KP(l, m, n)))≥ 4, suppose
contrary that β′(L(KP(l, m, n))) � 3, and according to
Lemma 3, we have the following conditions:

(i) Let κ′ � ei, ej, ek􏽮 􏽯 ⊂ V(L(KP(l, m, n))), for
1≤ i< j< k≤ l; then, A D((f1, fm)|κ′) � (0, 0, 0).
So, κ′ is not FTRS.

(ii) Let κ′ � ei, fj, fk􏽮 􏽯 ⊂ V(L(KP(l, m, n))), for
1≤ i≤ l and 1≤ j< k≤m; then,
A D((e1, el)|κ′) � (1, 0, 0). So, κ′ is not FTRS.

(iii) Let κ′ � ei, ej, hk􏽮 􏽯 ⊂ V(L(KP(l, m, n))), for
1≤ i< j≤ l and 1≤ k≤ n; then,
A D((f1, fm)|κ′) � (0, 0, 0). So, κ′ is not FTRS.

(iv) Let κ′ � ei, hj, hk􏽮 􏽯 ⊂ V(L(KP(l, m, n))), for
1≤ i≤ l and 1≤ j< k≤ n; then,
A D((f1, fm)|κ′) � (0, 0, 0). So, κ′ is not FTRS.

(v) Let κ′ hi, hj, hk􏽮 􏽯 ⊂ V(L(KP(l, m, n))), for
1≤ i< j< k≤ n; then, A D((e1, el)|κ′) � (0, 0, 0). So,
κ′ is not FTRS.

From the above discussion, we conclude that there is
no FTRS with cardinality 3. )is shows that
β′(L(KP(l, m, n)))≥ 4. Hence, β′(L(KP(l, m, n))) � 4.

Case 4. If l and m both are odd.

(1) Let l � 3, and for any odd integers m≥ 3, take
κ′ � e1, e3, f1, fm+3/2􏼈 􏼉 ⊂ V(L(KP(3, m, n))). )e
distance codes for the nodes ek, where 1≤ k≤ 3, are

r ek | κ′( 􏼁 �

−1 + k, 1, k + n,
−3 + m + 2k + 2n

2
􏼠 􏼡, if 1≤ k≤ 2,

1, 0, 1 + n,
−1 + m + 2n

2
􏼒 􏼓, if k � 3.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(5)

)e distance codes for the nodes fk, where 1≤ k≤m,
are

r fk | κ′( 􏼁 �

1 + n, 1 + n, 0,
−1 + m

2
􏼒 􏼓, if k � 1,

k + n, n + k, −1 + k,
−2k + m + 3

2
􏼠 􏼡, if 2≤ k≤

1 + m

2
,

−k + 1 + m + n, −k + 1 + m + n, −k + m + 1,
−3 − m + 2k

2
􏼠 􏼡, if

3 + m

2
≤ k≤m.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

)e distance codes for the nodes hk are
r(hk | κ′) � (k, k, −k + n + 1, −2k − 1m + 2n/2), for
1≤ k≤ n.

(2) Take κ′ � e1, e2, f1, f2􏼈 􏼉 ⊂ V(L(KP(l, m, n))), for
both odd integers l, m≥ 5. )e distance codes for the
nodes ek, where 1≤ k≤ l, are
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r ek | κ′( 􏼁 �

(−1 + k, |−2 + k|, n + k, 1 + n + k), if 1≤ k≤
l + 1
2

,

−1 + l

2
,
−1 + l

2
,
−1 + l + 2n

2
,
1 + l + 2n

2
􏼠 􏼡, if k �

3 + l

2
,

(−k + 1 + l, −k + l + 2, −k + l + n + 1, −k + 2 + l + n), if
5 + l

2
≤ k≤ l.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

)edistance codes for the nodesfk, where 1≤ k≤m, are

r fk | κ′( 􏼁 �

(k + n, 1 + n + k, −1 + k, |−k + 2|), if 1≤ k≤
1 + m

2
,

−1 + m + 2n

2
,
1 + m + 2n

2
,
−1 + m

2
,
−1 + m

2
􏼒 􏼓, if k �

3 + m

2
,

(−k + 1 + m + n, −k + 2 + m + n, −k + 1 + m, −k + 2 + m), if
5 + m

2
≤ k≤m.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

)e distance codes for the nodes hk are
r(hk|κ′) � (k, 1 + k, −k + 1 + n, −k + 2 + n), for 1≤ k≤ n.
From the above codes, we can conclude that the absolute

difference codes for every pair of nodes have at least two
nonzeros in their 4-vector. )is shows that β′(L(KP(l,

m, n)))≤ 4, but in Lemma 2, β′(L(KP(l, m, n)))≥ 3.
Now, to prove that β′(L(KP(l, m, n)))≥ 4, suppose

contrary that β′(L(KP(l, m, n))) � 3, and according to
Lemma 3, we have the following conditions:

(i) Let κ′ � ei, ej, ek􏽮 􏽯 ⊂ V(L(KP(l, m, n))), for
1≤ i< j< k≤ l; then, A D((f1, fm)|κ′) � (0, 0, 0).
So, κ′ is not FTRS.

(ii) Let κ′ � ei, fj, fk􏽮 􏽯 ⊂ V(L(KP(l, m, n))); for
1≤ i≤ l and 1≤ j< k≤m, then

A D e1, el( 􏼁|κ′􏼒 􏼓 �

(0, 0, 0), if i �
l + 1
2

,

(1, 0, 0), else.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(9)

So, κ′ is not FTRS.
(iii) Let κ′ � ei, ej, hk􏽮 􏽯 ⊂ V(L(KP(l, m, n))); for

1≤ i< j≤ l and 1≤ k≤ n, then
A D((f1, fm)|κ′) � (0, 0, 0). So, κ′ is not FTRS.

(iv) Let κ′ � ei, hj, hk􏽮 􏽯 ⊂ V(L(KP(l, m, n))); for
1≤ i≤ l and 1≤ j< k≤ n, then
A D((f1, fm)|κ′) � (0, 0, 0). So, κ′ is not FTRS.

(v) Let κ′ � hi, hj, hk􏽮 􏽯 ⊂ V(L(KP(l, m, n))); for
1≤ i< j< k≤ n, then A D((e1, el)|κ′) � (0, 0, 0). So,
κ′ is not FTRS.

From the above discussion, we conclude that there is
no FTRS with cardinality 3. )is shows that
β′(L(KP(l, m, n)))≥ 4. Hence, β′(L(KP(l, m, n))) � 4.

Case 5. If m is even and l is odd.

(i) Let l � 3, and for any even integers m≥ 4, take
κ′ � e1, e3, f1, f2􏼈 􏼉 ⊂ V(L(KP(3, m, n))). )e dis-
tance codes for the nodes ek, where 1≤ k≤ 3, are

r ek|κ′􏼒 􏼓 �
(−1 + k, 1, k + n, 1 + n + k), if 1≤ k≤ 2,

(1, 0, 1 + n, 2 + n), if k � 3.
􏼨

(10)

)e distance codes for the nodes fk, where 1≤ k≤m,
are

r fk|κ′􏼒 􏼓 �

(n + k, k + n, −1 + k, |−k + 2|), if 1≤ k≤
m

2
,

m + 2n

2
,
m + 2n

2
,
m

2
,
−2 + m

2
􏼒 􏼓, if k �

2 + m

2
,

(−k + 1 + m + n, −k + 1 + m + n, −k + m + 1, −k + m + 2), if
4 + m

2
≤ k≤m.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)
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)e distance codes for the nodes hk are
r(hk|κ′) � (k, k, −k + n + 1, −k + n + 2), for 1≤ k≤ n.

(2) Take κ′ � e1, e2, f1, f2􏼈 􏼉 ⊂ V(L(KP(l, m, n))) for
any odd l≥ 5 and even m≥ 4 integers. )e distance
codes for the nodes ek, where 1≤ k≤ l, are

r ek|κ′􏼒 􏼓 �

(−1 + k, |−k + 2|, k + n, 1 + n + k), if 1≤ k≤
1 + l

2
,

−1 + l

2
,
−1 + l

2
,
−1 + l + 2n

2
,
1 + l + 2n

2
􏼠 􏼡, if k �

l + 3
2

,

(−k + l + 1, −k + l + 2, −k + 1 + l + n, −k + 2 + l + n), if
l + 5
2
≤ k≤ l.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

)e distance codes for the nodes fk, where 1≤ k≤m,
are

r fk|κ′( 􏼁 �

(k + n, 1 + n + k, −1 + k, |−k + 2|), if 1≤ k≤
m

2
,

m + 2n

2
,
2 + m + 2n

2
,
m

2
,
−2 + m

2
􏼒 􏼓, if k �

2 + m

2
,

(−k + 1 + m + n, −k + 2 + m + n, −k + 1 + m, −k + 2 + m), if
4 + m

2
≤ k≤m.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)

)e distance codes for the nodes hW are
r(hk|W′) � (k, 1 + k, −k + 1 + n, −k + 2 + n), for

1≤ k≤ n.
From the above codes, we can conclude that the absolute

difference codes for every pair of nodes have at least two
nonzeros in their 4-vector. )is shows that β′(L(KP

(l, m, n)))≤ 4, but, in Lemma 2, β′(L(KP(l, m, n)))≥ 3.
Now, to prove β′(L(KP(l, m, n)))≥ 4, suppose con-

trary that β′(L(KP(l, m, n))) � 3, and according to Lemma
3, we have the following conditions:

(i) Let κ′ � ei, ej, ek􏽮 􏽯 ⊂ V(L(KP(l, m, n))), for
1≤ i< j< k≤ l; then, A D((f1, fm)|κ′) � (0, 0, 0).
So, κ′ is not FTRS.

(ii) Let κ′ � ei, fj, fk􏽮 􏽯 ⊂ V(L(KP(l, m, n))), for
1≤ i≤ l and 1≤ j< k≤m; then,

A D e1, el( 􏼁|κ′􏼒 􏼓 �

(0, 0, 0), if i �
l + 1
2

,

(1, 0, 0), else.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(14)

So, κ′ is not FTRS.
(iii) Let κ′ � ei, ej, hk􏽮 􏽯 ⊂ V(L(KP(l, m, n))), for 1≤

i< j≤ l and 1≤ k≤ n; then, A D((f1, fm)|κ′) �

(0, 0, 0). So, κ′ is not FTRS.

(iv) Let κ′ � ei, hj, hk􏽮 􏽯 ⊂ V(L(KP(l, m, n))), for
1≤ i≤ l and 1≤ j< k≤ n; then,
A D((f1, fm)|κ′) � (0, 0, 0). So, κ′ is not FTRS.

(v) Let κ′ � hi, hj, hk􏽮 􏽯 ⊂ V(L(KP(l, m, n))), for
1≤ i< j< k≤ n; then, A D((e1, el)|κ′) � (0, 0, 0). So,
κ′ is not FTRS.

From the above discussion, we conclude that there is
no FTRS with cardinality 3. )is shows that
β′(L(KP(l, m, n)))≥ 4. Hence, β′(L(KP(l, m, n))) � 4.

4. Conclusion

We conclude that, in the case of the line graph for the dragon
graph, the FTMD is exactly one more than its MD, and it
exactly doubles the MD in the case of the line graph of kayak
paddles graph [39–44].
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Deconvolution-related methods are the mainstream choice when it comes to enhancing the pulse impact of bearing fault and
reducing noise interference. Kurtogram algorithm is used to optimize the minimum generalized Lp/Lq deconvolution to improve
the nonconvexity of other optimization criteria. However, it has low computational efficiency and poor diagnostic accuracy under
strong background noise. *e paper proposes an optimized method using protrugram algorithm that combines fast iterative filter
decomposition (FIFD) with minimum generalized Lp/Lq deconvolution (OMGD) for the 1.5-dimension Teager energy spectrum
demodulation. Here is the specific process of the application: Fast iterative filtering (FIF) was used to reduce noise interference
before using the maximum kurtosis to obtain the center frequency and frequency band and optimize the filter design, which was
for theMGD initialization operation to prevent the result from falling into the local optimal solution and check the interference of
impulse noise to a certain extent. *e 1.5-dimension Teager energy spectrum was then used for demodulation analysis to extract
small fault features of rolling bearings.*e verification of simulation signals and actual data showed that this method was better in
terms of extraction effect and efficiency than the use of fast kurtogram algorithm to optimize minimum generalized Lp/Lq
deconvolution when it comes to extracting microfault features with high interference of background noise.

1. Introduction

*e bearing is an indispensable component in the me-
chanical system. It is prone to all types of failure because of
its fast motion speed, large load, and complex structure [1].
All failures start from small faults (early faults or initial
faults) according to the final analysis. However, when the
bearing signals are being collected from sensors, the signals
will inevitably be mixed with other vibration interference
components. Besides, one of the characteristics of microfault
is small amplitude, which can make the fault impulse re-
sponse very weak. *us, it is easy to drown in the strong
background noise, and it is too hard to find and solve timely.
Over time, the equipment may be damaged or shut down,
even bringing significant personal casualty and huge eco-
nomic loss. For example, from September 2003 to October
2004, major accidents of freight train derailment caused by
bearing fatigue fracture occurred many times in some

important sections of China, resulting in economic losses of
more than 2 billion yuan [2]; in 2010, a Russian airliner had
an accident during landing due to motor shaft failure,
resulting in 132 deaths [3]; in 2015, a serious leakage ac-
cident occurred in a petrochemical company in China due to
the rupture of the ball caused by the distortion and fracture
of the bearing inner ring [4]. In addition, the operational
safety of modern engineering system which has large scale
and complexity has gradually reduced [5]. *erefore, the
study on microfaults of rolling bearings is helpful to prevent
equipment accidents and ensure the operation safety of
mechanical systems [6–9]. However, how to detect and
enhance fault impulse response and extract fault features
effectively has always been an important concern in bearing
microfault diagnosis, and it is also a popular subject in the
study of nonlinear vibration signals.

Due to the background noise and interference, noise
reduction filtering is a necessary step before extracting the
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features of microfaults of rolling bearings. Wavelet can be
used to denoise nonstationary signals [10]. However, its
transform results depend on wavelet basis and lack adapt-
ability. Furthermore, energy leakage occurs easily during the
signal transformation [11], which leads to the nonideal
results of denoising. *erefore, some decomposition
methods are proposed to denoise the signal, such as em-
pirical mode decomposition (EMD) [12], ensemble empir-
ical mode decomposition (EEMD) [13], complementary
ensemble empirical mode decomposition (CEEMD) [14],
complete ensemble empirical mode decomposition with
adaptive noise (CEEMDAN) [15], and variational mode
decomposition (VMD) [16]. Most decomposition technol-
ogies break down the signal into some IMFs. In order to
achieve noise reduction, the components with more useful
information are retained and the those with more noise are
discarded. However, such decomposition methods only
work better for the signals that have very short data points.
When long data points are involved, they will have various
problems, such as poor decomposition effect and long de-
composition time [17]. Considering that the iterative fil-
tering (IF) method is an iterative decomposition method
inspired by EMD and that it can ensure convergence and
stability [18], paper [19] has proposed an iterative decom-
position method based on fast Fourier transform (FFT),
namely, fast iterative filtering decomposition (FIFD)
method. *is method has excellent rapidity and accuracy in
signal decomposition.

Furthermore, because the generalized Lp/Lq norm ap-
plied in blind deconvolution performs well in extracting
sparse features from noise signals [20], the generalized Lp/Lq
norm sparse filtering method for pulse feature enhancement
is applied to rolling bearing fault diagnosis successfully [21].
Based on the contributions of the above papers, paper [22]
has proposed the minimum correlation generalized Lp/Lq
deconvolution method, which can successfully extract the
fault features and complete the detection of composite faults.
Because the objective function of the minimum generalized
Lp/Lq deconvolution (MGD) is nonconvex, the result may
fall into the local optimal solution if improper initial values
are selected. *erefore, paper [9] has used the filter designed
by fast kurtogram to provide appropriate initialization and
achieve adaptive adjustment. It is helpful to find the fre-
quency band of the best filter and optimize MGD.*erefore,
it is very important to adopt an appropriate method based on
deconvolution to enhance the impact of bearing fault pulse.

Moreover, since the nonlinear signal can modulate
amplitude and modulation frequency, the nonlinear
broadband component can be converted into narrowband
component through demodulation technology; that is, the
concentrated spectrum can be obtained [23]. *erefore, the
traditional demodulation technology, such as Hilbert
transform (HT) [24] and Teager energy operator (TEO)
demodulation [25], is usually applied to the bearing fault
signal that can modulate amplitude and modulation fre-
quency after noise reduction and brings out the fault fea-
tures. However, considering the poor noise resistance of
these demodulation methods, the paper [26] has proposed
that the 1.5-dimension energy spectrum be applied to

analyze the bearing fault, since it can reduce noise well and
recover nonlinear features. *us, it works well in extracting
the frequency doubling information of fault feature
frequency.

To sum up, in order to solve the computational efficiency
loss in the above optimization methods, this paper has pro-
posed MGD optimization based on the protrugram algorithm
(referred to as OMGD herein). It is used to obtain the center
frequency and the corresponding frequency band at the
maximal kurtosis [27, 28]. Moreover, we can use the filter
parameters obtained from this algorithm to design the filter
and then to complete MGD optimization. *is method does
not achieve calculation accuracy at the expense of calculation
efficiency. On the contrary, it ensures not only the accuracy of
the diagnosis results, but also the calculation speed. However,
the optimization method alone is not enough to process the
signal under strong background noise. *erefore, in order to
maintain the performance of deconvolution when the signal is
affected by strong background noise, this paper has proposed a
combination of OMGD and FIFD. First, we used FIFD to
eliminate the noise and other signal interference, improve the
signal-to-noise ratio, and reduce the number of objective
functions converging to the local optimal solution. *en, the
deconvolution method was used to make it easier to converge
to the global optimal solution and then to enhance the pulse
characteristics of small faults. Finally, we used the 1.5-di-
mension Teager energy spectrum for demodulation analysis to
complete the feature extraction of microfaults. With the
proposed FIFD-OMGD-1.5-dimension Teager energy spec-
trum, we could extract themicrofault features of rolling bearing
efficiently and accurately even with serious interference of
noise.

*e rest of the content is arranged in the following order:
first, an introduction of the formula derivation of FIFD
method is presented in Section 2. Second, an introduction of
the derivation process of OMGD is provided in Section 3.
Finally, an introduction of the 1.5-dimension energy spec-
trum is given in Section 4. In Sections 3 and 4, we use the
abovementioned methods to analyze and verify the analog
signal and actual signal, respectively. Finally, we summarize
the study in Section 5.

2. Methodology

2.1. Fast Iterative Filtering Decomposition Method. Fast it-
erative filter decomposition (FIFD) is essentially the discrete
version of iterative filter decomposition (IFD) based on fast
Fourier transform (FFT).

Assuming that the signal is s(x), x ∈ R, we sample it at n

points xj � j/n − 1 to ensure that the sampling rate captures
all its details. *e main objective of FIFD is that vector IMFs
are obtained by vector [s(xj)]

n−1
j�0 . In addition, it is assumed

that ‖[s(xj)]‖2 � 1 to make the method more general.
For convenience, [s(xj)]

n−1
j�0 is replaced by symbol s to

simplify the formula.
*ere are two “while” loops in the discrete version of the

iterative filter decomposition (DIFD) algorithm. *e first
“while” loop is known as an outer loop, and the second one is
an inner loop.
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In the inner loop, the first IMF can be obtained through
IMF1 � limm⟶∞(I − Cm)sm, where the matrix Cm �

[ωm(xi − xj)]
n−1
i,j�0 represents the discrete convolution opera-

tor, and its structure is determined by the semi-support length
lm at each step m. A nonnegative number is used for ωm. *e
closely supported symmetric filter ωm within area 1 is gen-
erated by the convolution of the symmetric filter hm and itself.
We can use the following equation to calculate ωm(u):

ωm(u) �
ω g

−1
(u)􏼐 􏼑

􏽒
1
−1 ω(t) gm

′ (t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌dt
, (1)

where gm is the scaling function, which is considered
monotonically reversible. By linear scaling,
g−1(u) � u/lm, gm

′ (t) � lm ≥ 0. *us, we can rewrite (1) as

ωm(u) �
ω u/lm( 􏼁

lm
. (2)

Suppose that for any number m and m≥ 1, there is
C � Cm. Given the semi-simple eigenvalue λp􏽮 􏽯

p�0,...,n−1 of C

and its eigenvector up􏽮 􏽯
p�0,...,n−1, we can define the column

of matrix U as the eigenvector up. In addition, suppose there
are k zero eigenvalues in C, where k ∈ 0, 1, . . . , n − 1{ }.

*erefore, in the external circulation, the first IMF is
obtained by the following formula:

IMF1 � lim
m⟶0

(I − C)
m

s

� UQU
T
s,

(3)

where U is known as unitary matrix. Besides, the k elements
in the diagonal of the diagonal matrix Q are equal to 1.

To make DIFD reach the accuracy δ in calculating an
IMF, we need to approximate the number of iterations
through the following equation:

N
N0
0

N0 + 1( 􏼁
N0+1 <

δ
‖􏽥s‖∞

��������
n − 1 − k

√ , N0 ∈ N, (4)

where 􏽥s � UTs.
*erefore, we can calculate IMF from the following

formula:

IMF � UP

0

1 − λ1( 􏼁
N0

⋱

1 − λn− 1− k( 􏼁
N0

1

⋱

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

× P
T
U

T
s,

(5)

where the permutation matrix obtained by reordering the
columns of U is represented by P. Since the column of U

corresponds to the eigenvector of C, λ represents the cor-
responding eigenvalues in descending order.

UTs is obtained by DFT of s using FFT algorithm. In
addition, its computational complexity is n log(n).

Multiplying the matrix U on the left side of UTs is equivalent
to calculating the IDFT, which can be completed by using
the IFFT. *erefore, IMF can use the following formula for
rapid calculation:

IMF � 􏽘
n−1

k�0
uk 1 − λk( 􏼁

N0
σk

� IDFT (I − D)
N0DFT(s)􏼐 􏼑, (6)

where D is a diagonal matrix in which its diagonal includes
the eigenvalue of C, and σk is the k − th element obtained
after DFT of s.

In order to shorten the execution time of the algorithm, a
stop criterion is introduced here, that is,

M
I
(s)(x) − M

I+1
(s)(x)

����
����L2 < δ,∀I≥N0, (7)

where M(sm) � sm − Lm(sm) � sm+1 and Lm(sm)(x)

� 􏽒
lm

−lm
sm(x + t)ωm(t)dt.

In order to avoid m unlimited growth, we use the above
stopping criterion to intervene, shown as follows:

S D ≔
sm+1 − sm

����
����2

sm

����
����2

. (8)

When the value of S D is less than or equal to δ, the
process can be stopped, so as to greatly shorten the calcu-
lation time.

2.2. OMGD Method

2.2.1. Generalized Lp/Lq Norm. In some current literature,
the concise sparse representation of signal is expressed by
the following formula:

min
θ

‖θ‖l0
,

‖x − Aθ‖ ≤ ε,
(9)

where A represents the dictionary matrix or base matrix, θ
represents the expected sparse representation, x represents
the input signal, and ε represents the estimation error which
is an infinitesimal positive number.

However, because it is difficult to optimize l0, some
literature has proposed to use lp norm (0<p≤ 1) to rep-
resent the sparsity of signal. Because signal sparsity regu-
larization was not applicable in the study, the study in [29]
has proposed to make the signal sparse due to several ad-
vantages of l1/l2 in calculation. Its advantages are as follows:
First, the scale remains unchanged. Second, it has all the
input gradient information and will give an easy minimi-
zation algorithm. According to that, l1/l2 norm is a modified
sparse index. We further extend l1/l2 to the generalized lp/lq
norm, which is a generalized sparse measure. Its definition
can be expressed by the following formula:

Jp,q(x) � log
q

p
􏼠 􏼡 ·

‖x‖lp

‖x‖lq

⎛⎝ ⎞⎠

p

� log
q

p
􏼠 􏼡 ·

􏽐
N
i xi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
p

􏽐
N
i xi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
q

􏼐 􏼑
p/q,

(10)
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where log(q/p) is a constant with a sign. According to the
above explanations, the minimization method can be used to
replace the optimization method.

2.2.2. OMGD. *e method based on the generalized lp/lq
norm can optimize the sparsity of the input characteristic
matrix. Each increasing diagonal element in the charac-
teristic matrix of the input signal obtained by this method is
a constant. *is matrix is called Hankel matrix, shown as
follows:

H �

x1 x2 · · · xl

x2 x3 · · · xl+1

⋮ ⋮ ⋮ ⋮

xN−l+1 xN−l+2 · · · xN

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (11)

where x ∈ RN represents the input signal vector and
H ∈ R(N− L)×L represents the Hankel matrix derived from x.
We use f � H · W to describe the signal features, where
W ∈ RL is the weighted vector and f ∈ RN− L+1 represents the
feature vector after sparse learning. *e sparse constraint
applied to the eigenvector f is expressed by the following
equation:

min
f

Jp,q(f) � min
f

􏽐
N
i fi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
p

􏽐
N
i fi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
q

􏼐 􏼑
p/q

subject to:

f � H · W,

‖W‖L2
� 1, p< q.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

Because sparse filtering and deconvolution can be
equated mathematically, the sparse filtering of generalized
lp/lq norm is renamed as minimum generalized lp/lq

deconvolution (hereinafter referred to asMGD) in [8, 9].We
can use the following equation to represent deconvolution:

y � x∗ginv, (13)

where x indicates the input signal, ginv is the inverse filter
that we desire, y is the filtered signal, and ∗ is the con-
volution operator.

In MGD, according to the relationship between sparse
filtering and deconvolution, we can rewrite the convolution
process of the above formula as the following formula by
using Hankel matrix:

y � H · W, (14)

where W ∈ RL is equivalent to ginv in the formula. At this
time, the filtered signal y to which the sparse constraint is
applied has sparse features, which can be indicated as
follows:

min
y,w

Jp,q(y),

subject to
y � H · W,

‖W‖2 � 1, p< q.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(15)

*e reason why we cannot minimize Jp,q(y) is that the
objective function in (15) is not smooth and the function also
has nonconvexity. *erefore, MGD needs to be optimized:

(1) *e nonsmooth problem can be solved by replacing
|yn| with the soft absolute function ci �

�����
y2

n + ξ
􏽱

,
where ξ is a small number, which is greater than 0
and is generally specified as ξ � 10−8.

(2) We choose to use the gradient descent algorithm to
optimize the nonconvexity of the function. *e
gradient term of the optimization algorithm is as
follows:

zJp,q

zwj

� 􏽘
i

zJp,q

zci

·
zci

zyi

·
zyi

zwj

� p 􏽘
i

c
p−1
i

􏽐i c
q
i( 􏼁

p/q −
􏽐ici( 􏼁 · c

q−1
i

􏽐ic
q
i( 􏼁

p/q+1
⎡⎣ ⎤⎦ ·

fi�����

f
2
i + ε

􏽱 · xi+j−1

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (16)

However, it is indispensable to confirm the initial value
before gradient descent. A good initial value is very
important to solve the optimal solution. *e initial
value optimization method adopted in [9] is to realize
the design of the filter through the fast kurtogram
algorithm and then take the filter coefficient as the
initial value. However, when the environmental noise
has a great impact and the signal-to-noise ratio is low,
the fast kurtogram can only provide a large bandwidth.
*erefore, it may result in the lack of accuracy of the
center frequency and filter bandwidth and thenmake it
unable to find the parameters correctly.

*erefore, in this paper, we used the protrugram al-
gorithm to find the optimal initial value of MGD. *e
algorithm selects the optimal frequency band based on the
kurtosis of the signal narrowband envelope spectrum,
which solves the problem of low parameter accuracy
obtained by fast kurtogram algorithm. *e general steps
are as follows:

(1) *e p and q parameter values of the generalized Lp/
Lq norm, the number of decomposition layers k, and
the filter length L are set; the coefficients of the stage
0 all-pass filter are initialized to [0, 1, 0, . . . , 0]
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(2) Taking three times of the fault characteristic fre-
quency of the rolling bearing as the fixed bandwidth
value of the protrugram method, the kurtosis value
corresponding to each center frequency is calculated
according to the protrugram algorithm

(3) *e bandwidth and center frequency with the largest
kurtosis are selected as filter parameters to design the
corresponding filter

(4) *e designed filter coefficient is used as the initial
value of MGD to complete the optimization work

2.3. 1.5-Dimension Teager Energy Spectrum

2.3.1. Review of the Teager Energy Operator. We use y(t) to
represent the signal and define the energy operator ψ by

Ψ[y(t)] �
dy(t)

dt
􏼢 􏼣

2

− y(t)
d
2
y(t)

dt
2 , (17)

where Ψ[y(t)] is the instantaneous energy signal, and
dy(t)/dt and d2y(t)/dt2 are the first derivative and second
derivative of signal y(t), respectively. Teager energy oper-
ator has good time resolution. Its output can quickly and
accurately track the change of total energy required by the
signal and enhance the transient features.

2.3.2. Definitions of 1.5-Dimension Spectrum. For the sta-
tionary random signal y(t), the third-order cumulant di-
agonal slice R3y(T, T)(T1 � T2 � T) is

R3y(T, T) � E[y(n)y(n + T)y(n + T)]. (18)

By performing one-dimension Fourier transform on
R3y(T, T), the 1.5-dimension spectrum B(ω) of signal y(t)

is obtained as

B(ω) � 􏽚
∞

−∞
R3y(T, T)e

−jωTdT. (19)

In addition, the 1.5-dimension spectrum has the prop-
erties of strengthening the fundamental frequency compo-
nent, suppressing Gaussian white noise, and detecting
harmonic components [30].

2.3.3. 1.5-Dimension Teager Energy Spectrum.
1.5-dimension energy spectrum combines Teager energy
operator and 1.5-dimension spectrum. Its principle is as
follows: Firstly, the energy operator is used to demodulate
the signal y(t) to obtain the instantaneous energy signal so
that the transient impact of the signal becomes obvious.
*en, a 1.5-dimensional spectrum of Ψ[y(t)] is made to
suppress the noise component.*erefore, the 1.5-dimension
Teager energy spectrum of y(t) is

E(ω) � 􏽚
∞

−∞
R3Ψ(τ, τ)e

−jωτdτ. (20)

Because the 1.5-dimension energy spectrum can not only
effectively highlight the transient impact features, but also

suppress the interference of noise, it is very appropriate for
extracting the impact features of bearing fault signal.

2.4. Proposed Method for Bearing Microfault Diagnosis under
StrongBackgroundNoise. In this paper, a bearing microfault
feature extraction method under strong background noise
has been proposed. *e flowchart of the proposed method is
shown in Figure 1. It consists of three main steps: First, the
original vibration signal polluted by interference and noise is
decomposed by FIFD method, and the useful components
are selected by the combination of correlation coefficient and
kurtosis criterion to complete the signal reconstruction. In
the second step, OMGD is performed on the reconstructed
signal to enhance the pulse characteristics. During this step,
we use the parameters obtained by the protrugram algorithm
to optimize the filter and then take the filter coefficient as the
initial value of MGD to optimize MGD. In the third step, the
1.5-dimension Teager energy spectrum is used for demod-
ulation analysis to extract the characteristics of bearing
microfaults under strong background noise.

3. Simulation Validation

3.1. Construction of Bearing Fault Simulation Signal. In this
part, we use the same method to diagnose the analog signal
to further verify its effectiveness. In this part, we construct
the simulation model of defective bearing as follows:

Y � y0e
−2πgfnt0 sin 2πfs

�����

1 − g
2

􏽱

􏼒 􏼓t0 + n(t), (21)

where y0 is the displacement constant, the natural frequency
is shown by fn, g is the damping coefficient, fs is the
sampling frequency, and t0 is the single cycle sampling time.
Besides, n(t) is Gaussian white noise and its amplitude is 1.5
[31].

Set y0 � 2, g � 0.1, fn � 2kHz, andfs � 20kHz; the
repetition period is 0.1 s; the number of sampling points is
10000; and the fault feature frequency of the simulation
signal is 100Hz.

*e waveform diagram and envelope spectrum from the
above simulation model are shown in Figure 2. Due to the
interference of noise, we cannot identify the fault impact
component of the signal. Direct envelope analysis of sim-
ulation signals cannot directly find the correct fault
frequency.

3.2. Verification of the ProposedMethod. Now, the proposed
method is used to extract the fault characteristic frequency
from the severely damaged signal. Fast iterative filter de-
composition (FIFD) is implemented on the original simu-
lation signal to obtain 8 IMFs. Besides, the correlation degree
between each component and bearing signal is evaluated by
calculating the cross-correlation coefficient. *e effective
component with more information has more correlation
with the signal, and the calculated correlation value is large
[32]. Of course, kurtosis is often used to characterize bearing
faults. *e larger the kurtosis value is, the more obvious the
fault impact component is, and the easier it is to extract fault
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information [33]. However, because kurtosis is particularly
susceptible to abnormal components, it is difficult to dis-
tinguish random pulses from cycle pulses [9, 34, 35].
*erefore, we use the screening method on cross-correlation
coefficient and kurtosis value to select the sensitive IMF and
then to complete the filtered signal reconstruction.

*e cross-correlation coefficients and kurtosis values are
shown in Tables 1 and 2. According to the screening criteria,
we select IMF1 and IMF2 components for signal recon-
struction after filtering. *e waveform of the reconstructed
signal is shown in Figure 3. We can find out that compared
with the original simulation model, the reconstructed signal
after preliminary filtering shows obvious impact, which
proves the effect of the fast iterative filtering decomposition
method in noise reduction filtering.

However, we can also see that after fast iterative filtering,
there are still some noise and interference in the recon-
structed signal. *erefore, its periodicity is not shown, and
the amplitude of the filtered signal is significantly reduced.
To solve these problems, we will use OMGD based on
protrugram algorithm to filter the reconstructed signal again

and enhance the fault pulse features, so as to reduce the
difficulty of extracting small faults in the filtering process.
Firstly, we set the parameters of the protrugram algorithm
responsible for MGD initialization. We set the iteration step
to 100; select the triple fault characteristic frequency as the
fixed bandwidth, that is, bw � 300Hz; and determine the
center frequency as CF � bw/2: step: Fs/2 − bw/2.
According to the protrugram algorithm, the center fre-
quency corresponding to the maximum kurtosis value is
1050Hz. According to the above values, the corresponding
band-pass filter is designed, and the coefficient of the band-
pass filter is taken as the initial value ofMGD iteration.*en,
we set the filter length to 100 in MGD, p� 1, q� 2. Analyzing
the reconstructed signal by using OMGD based on pro-
trugram algorithm, the processing result is shown in
Figure 4(a). We can see from the figure that after OMGD
processing the signal shows obvious periodicity and impact,
the filtering effect is very obvious and the signal amplitude
has been significantly improved. In addition, the signal
processed by OMGD is analyzed by 1.5-dimension Teager
energy spectrum. We can see that the fault feature frequency

Raw vibrational
signal

Three times of the fault
characteristic frequency

of rolling bearing

FIFD

Screening criteria for
the combination of
correlation number

and kurtosis

Reconstructed signal

OMGD

1.5-dimension Teager
energy spectrum

Feature extraction
of micro faults

Given the fixed
bandwidth

Determine center
frequency

Calculate the kurtosis value
corresponding to each center

frequency

Protrugram
algorithm

Select the center frequency and
bandwidth corresponding to

the maximum kurtosis

Design the
corresponding filter

Take the filter coefficient
as the initial value of MGD

Optimize
MGD

Figure 1: Flowchart of the proposed bearing microfault diagnosis.
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and frequency doubling feature of the simulation signal are
effectively extracted. From the final envelope spectrum, we
can know that using the FIFD-OMGD combinedmethod for
noise reduction filtering in addition to 1.5-dimension Teager
energy spectrum analysis has a better effect in extracting
small fault features of rolling bearing.

3.3. >e Comparison of the Proposed Method with FIFD-
OMGD (Based on Fast Kurtogram Algorithm), CEEMDAN-
OMGD, and FIFD-MCKD. We compare the proposed
method with FIFD-OMGD (based on fast kurtogram al-
gorithm), CEEMDAN-OMGD, and FIFD-MCKD and an-
alyze the results to evaluate the effectiveness of the proposed
method.

Referring to the idea of control variable method, firstly,
we apply OMGD based on fast kurtogram algorithm to the
reconstructed signal after FIFD decomposition. *e pro-
cessing result is shown in Figure 5. In this method, we keep
the parameter settings in MGD consistent with the pa-
rameters of OMGD based on protrugram algorithm; that is,
the filter length in MGD is set to 100, p � 1, and q� 2. *e
only difference is that the two methods provide two different
initialization techniques for the initial value of MGD.
Among them, OMGD based on fast kurtogram algorithm
uses fast kurtogram to search the resonance band of the

bearing, designs the filter by laying the frequency plane in
the case of 1/3 binary tree, and finally completes the ini-
tialization operation via taking the filter coefficient as the
initial value.

By comparing Figures 4 and 5, we can see that the
OMGD method using the fast kurtogram algorithm has
exposed many problems in feature extraction of signals
seriously polluted by noise. For example, when the measured
signal is tampered with by some strong interference signals,
the fault impulse enhancement effect has been reduced
greatly. In contrast, it achieves more accuracy and robust-
ness in extracting microfault features under strong back-
ground interference.

*rough the comparison of the above contents, we can see
that OMGDmethod based on protrugram algorithm has more
advantages in enhancing the fault pulse impact of contami-
nated signal.*erefore, in the following comparison, we choose
OMGD method based on protrugram algorithm. In order to
highlight the advantages of FIFD algorithm in the proposed
method, this paper selects the method of combining CEEM-
DAN and OMGD to process the contaminated signal. *e
processing result is shown in Figure 6.

Before using the above decomposition tool, we need to
set some predefined parameters. *e key parameters are as
follows: for CEEMDAN, the noise standard deviation is set
to 0.2, the number of times noise is added is 100, and the
maximum number of iterations is 100. *e number of IMFs
is set to 8. For FIFD, the mask length is 2 in this paper and
the number of IMFs is 8. Unless otherwise specified, these
parameter values no longer change.

In order to reflect the decomposition accuracy of the two
decomposition methods better, we calculate the RMSE (root
mean square error) between the eight IMF components of
the two methods and the ground truth. It can be clearly seen
from Figure 7 that the RMSE of IMFs decomposed by FIFD
is significantly smaller than that of IMFs decomposed by
CEEMDAN algorithm. *erefore, FIFD is obviously better
than CEEMDAN algorithm in decomposition accuracy.
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Figure 2: Simulation signal: (a) its waveform and (b) its corresponding envelope spectrum.

Table 1: Kurtosis values of components obtained by decomposing
the simulation model.

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8
2.8779 3.3622 3.0615 3.0491 3.3131 3.0418 4.6211 2.6637

Table 2: Correlation values of components obtained by decom-
posing the simulation model.

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8
0.8329 0.5976 0.3352 0.2169 0.1481 0.0847 0.0732 0.0506
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In addition, by comparing Figures 4 and 6, we see that
the signal after being denoised and filtered using the
CEEMDAN-OMGD method presents obvious impact and
periodicity. Compared with the signal filtered by the other
method, the signal is sparser, which makes it sensible to
suspect that using this method may result in losing some
useful information in the process of denoising and filtering.
Finally, the filtered signal was analyzed using the 1.5-di-
mension Teager energy spectrum. It can be observed from
the energy spectrum that only the triple frequency was
extracted using the method. In addition, by comparison with
the effect shown from the quintuple fault feature frequency
extracted in Figure 4(b), we have more ground to suspect
that the above method has lost some useful information in
filtering.*is also reveals the robustness of the FIFD-OMGD
method.

Next, we choose to use FIFD algorithm to denoise the
simulation signal, and then compare the denoised signal
with MCKD method and OMGD method based on pro-
trugram algorithm to verify the performance of OMGD.

Similarly, we need to set the parameters before usingMCKD.
For MCKD, the number of iterations is set to 30, and the
filter length is set to 100.*en, we use MCKD to enhance the
fault pulse impact of the reconstructed signal processed by
FIFD algorithm. From Figure 8, we see that the signal impact
and periodicity after the signal was filtered by FIFD-MCKD
are not obvious, which indicates that filtering using FIFD-
OMGD combined with noise reduction is better than that
using FIFD-MCKD. To further expand on that, in
Figure 8(b), the feature frequency extraction effect of this
method and the performance of frequency doubling are not
ideal. In addition, the amplitudes of the first and second
frequency doubling of the extracted fault feature frequency
are extremely small compared with the frequency amplitude
extracted by the FIFD-OMGD method. *us, we conclude
that the performance of OMGD is better in fault pulse
features enhancement.

In order to illustrate the effectiveness of 1.5-dimension
Teager energy spectrum, we performed envelope demodu-
lation analysis on the signal after FIFD-OMGD noise
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Figure 3: Reconstructed signal after FIFD filtering.
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Figure 4:*e reconstructed signal based on protrugram algorithm processing after OMGD: (a) its waveform and (b) its 1.5D Teager energy
spectrum.
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reduction directly. *e analysis result is shown in Figure 9.
According to the comparison between Figures 4(b) and 9, we
see that the effect of enveloping the joint filtered signal
directly is not very satisfactory. However, using the 1.5-
dimension Teager energy spectrum can well suppress the
interference of noise and highlight the transient impact
characteristics of the signal.*e superiority of demodulation
analysis using 1.5-dimension Teager energy spectrum is
confirmed. Due to spatial constraints, we use 1.5-dimension
Teager energy spectrum for demodulation analysis directly
in the next experimental data verification part.

3.4. Computational Complexity. *is section will compare
the three methods mentioned with the proposed method in
terms of calculation time. Figure 10 shows the relationship
between data length and execution time, where the sampling
data interval is 10000. It can be clearly seen from the figure
that the calculation efficiency of the proposed method is the
highest among the four methods. Moreover, when the data
length increases from 10000 to 50000, the calculation time
curve of the proposed method is always below the other
three curves, which also shows that the calculation efficiency
of the proposed method is still in the leading position among
the four methods no matter how long the data length is.

3.5. Conservativeness of the Proposed Method. Because the
proposedmethod in this paper is aimed at the signal polluted
by strong background noise, we add different degrees of
noise to the simulation signal in this section. *e conser-
vativeness of the proposed method is verified by comparing
the fault feature frequency extracted by different methods
with the ideal fault feature frequency under different SNR

and calculating the average relative error between them. *e
results are obtained as shown in Table 3. It can be seen from
Table 3 that with different SNR, the accuracy of fault feature
frequency extraction by the proposed method is higher than
that of other algorithms. In addition, as more and more
noise is added, the ability of the proposed method to extract
fault feature frequency is not affected, which also verifies that
the method has good conservativeness.

4. Experimental Data Validation

*e experimental data in this paper come from the
accelerated life test data set of XJTU-SY rolling bearing con-
ducted by Xi’an Jiao tong University. *e data set collects the
vibration signals of bearings switching from normal state to
failure state, which can be used to diagnose the microfaults of
rolling bearings [36].*e bearing tested is LDKUER204 rolling
bearing, and the geometric parameters are shown in Table 4.
During data acquisition, the sampling frequency was set to
25.6 kHz, the sampling interval was 1min, and the sampling
duration of each time was 1.28 s [36].

In this section, the fault vibration signal of the bearing
outer ring was selected under the working conditions of 2400
r/min of rotation speed and 10 kN radial force. *e fault
feature frequency of the used bearing outer ring was
123.32Hz, which is calculated by the calculation formula in
Table 5.

*e waveform and envelope of the outer ring vibration
signal are shown intuitively in Figure 11. It can be seen that
the original vibration signal contains a lot of random noise
and interference and that the signal features are weak. *e
bearing fault feature frequency extracted by envelope
analysis is not obvious.
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Figure 5: *e signal processed by OMGD using fast kurtogram algorithm: (a) its waveform and (b) envelope spectrum.
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As in the previous section, the proposed method was
used for fast iterative filter decomposition (FIFD) to obtain 8
IMFs on the original outer ring signal. *e cross-correlation
coefficients and kurtosis values of the IMFs from decom-
posing the outer ring signal are shown in Tables 6 and 7.
According to the screening criteria, we select IMF1 and
IMF3 components for signal reconstruction after filtering.
*e waveform of the reconstructed signal is shown in
Figure 12. It is obvious that most random interference in the
reconstructed signal after fast iterative filtering has been
removed. It also shows obvious periodicity and impact,
which also shows the effectiveness of fast iterative filtering
(FIF) in noise reduction filtering.

However, in Figure 12, we see that the amplitude of the
reconstructed signal after fast iterative filtering is small. To
solve this problem, we use OMGD based on protrugram
algorithm to increase the fault feature of reconstructed
signal. In Figure 13, the signal amplitude was significantly
improved, and the 1.5-dimension envelope of the signal
shows that the fault feature frequency and its doubled fre-
quency are effectively and obviously extracted.*e extracted
fault feature frequency is 124.1Hz.

Similarly, we apply the proposed method, FIFD-OMGD
(based on fast kurtogram algorithm), CEEMDAN-OMGD,
and FIFD-MCKD to the actual fault data of bearing outer
ring and compare their processing results (the parameter
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Figure 6: Filtered signal by CEEMDAN-OMGD: (a) its waveform and (b) its 1.5D Teager energy spectrum.
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settings of these algorithms have been described earlier and
will not be described here). *e effectiveness of the proposed
method is further verified by analyzing the results.

Firstly, we apply FIFD-OMGD (based on fast kurtogram
algorithm) to the bearing outer ring signal, and the pro-
cessing results are shown in Figure 14. By comparing Fig-
ures 13 and 14, we can find that FIFD-OMGD (based on fast
kurtogram algorithm) is not outstanding in feature ex-
traction of signals seriously polluted by noise. *is also
verifies the superiority of the proposed method indirectly.

Secondly, in order to highlight the advantages of FIFD
algorithm in the proposed method, this paper selects the
method of combining CEEMDAN with OMGD based on
protrugram algorithm to process the bearing outer ring
signal. *e processing results are shown in Figure 15. It can
be seen from Figure 15(b) that the fault feature frequency
extracted by CEEMDAN-OMGD method is not complete,
and the frequency doubling of the fault feature frequency is
submerged in the noise. Comparing this with Figure 13, we
can see that FIFD-OMGD method is significantly better
than CEEMDAN-OMGD method.

Finally, we choose to use the FIFD algorithm to denoise
the bearing outer ring signal, and then use the MCKD

method to process the denoised signal. *e processing re-
sults are shown in Figure 16. It can be seen from Figure 16
that the signal impact and periodicity after filtering with
FIFD-MCKD are not obvious, which shows that the effect of
FIFD-OMGD combined with noise reduction is better than
that of FIFD-MCKD. Moreover, in Figure 16(b), the ex-
traction effect of this method on the fault feature frequency
and its frequency doubling are not very ideal. Furthermore,
the fault feature frequency and its frequency doubling of the
outer ring signal are not clearly extracted. It can be seen that
OMGD based on protrugram algorithm is obviously better
in enhancing fault pulse feature.

In addition, we can clearly see from Table 8 that the
computational efficiency of FIFD-OMGD (based on pro-
trugram algorithm) is still better than that of the other three
methods. Although the relative error of FIFD-MCKD in
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Figure 8: Filtered signal by FIFD-MCKD: (a) its waveform and (b) its 1.5D Teager energy spectrum.
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extracting fault feature frequency is slightly less than that of
the proposed method, the extraction effect of the proposed
method is still the best in combination with the energy
spectrum of the above method. *erefore, taking everything

into consideration, the proposed method in this paper has
good accuracy, high efficiency, and good conservativeness in
extracting the microfault feature of seriously polluted
signals.

Table 3: Fault feature frequency extracted by different methods and average relative error with different SNRs.

Fault feature Frequency (Hz) SNR
Algorithm −3 −5 −7 −9 −11 −13 −15 Average relative error
True 100 100 100 100 100 100 100
FIFD-OMGD (based on protrugram algorithm) 99.8 99.8 99.8 100.2 100.2 99.8 100.2 0.000200
FIFD-OMGD (based on fast kurtogram algorithm) 101 98.98 98.98 101 98.98 98.98 98.98 0.010143
CEEMDAN-OMGD 101 101 102.2 101 101.6 98.98 102 0.014029
FIFD-MCKD 100.1 100.1 101 98.6 107.3 111.8 89.4 0.046142

Table 4: Geometric parameters of LDK UER204 rolling bearing.

Number of balls m (piece) Ball diameter d (mm) Bearing pitch diameter D (mm) Contact angle α (°)
8 7.92 34.55 0

Table 5: Calculation formula of fault characteristic frequency of rolling bearing.

Fault type Calculation formula of fault characteristic frequency of rolling bearing
Outer ring fault f0 � n/60(1 − d/DCOSα)m/2
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Figure 11: Original signal: (a) its waveform and (b) its envelope spectrum.

Table 6: Kurtosis values of components obtained by decomposing the outer ring signal.

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8
3.2036 3.0818 3.2593 2.3082 1.7219 7.7511 3.0594 1.8473

Table 7: Correlation values of the components obtained by decomposing the outer ring signal.

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8
0.8116 0.3801 0.4740 0.3051 0.1194 0.0174 0.0072 0.0056
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Figure 13: Filtered signal after processing reconstructed signal by OMGD: (a) its waveform and (b) its 1.5D Teager energy spectrum.
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Figure 14: Filtered signal by FIFD-OMGD based on fast kurtogram algorithm: (a) its waveform and (b) its 1.5D Teager energy spectrum.
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5. Conclusion

In this paper, the combination of FIFD-OMGD and 1.5-
dimension energy spectrum was used to extract the features
of microfault pulse under massive noise. In order to solve the
problem of low precision and low efficiency of OMGD
method using the fast kurtogram algorithm to extract
bearing fault features under strong background noise, the
protrugram algorithm was proposed to determine the filter
parameters for the filter design, and the designed filter
coefficient was adopted as the initial value of MGD to
achieve more efficient pulse feature enhancement. After
using different methods to analyze and compare the signal of

the outer ring of the simulation bearing and the actual
bearing, the following conclusions are drawn:

(1) By comparing the FIFD-OMGD with the OMGD
method that uses fast kurtogram algorithm, we can
see that the proposed method has better accuracy,
noise robustness, and efficiency in fault feature
extraction.

(2) By comparing CEEMDAN-OMGD and FIFD-
OMGD, it can be seen that the decomposition speed
of FIFD is significantly faster than CEEMDAN. *is
efficiency is very important for processing large-scale
data. In addition, for strong background noise, FIFD
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Figure 16: Filtered signal by FIFD-MCKD: (a) its waveform and (b) its 1.5D Teager energy spectrum.

Table 8: Computational time and error analysis of fault feature frequency for different algorithms.

Algorithm Computational time (s) FCF (Hz) Relative error
True — 123.32
FIFD-OMGD (based on protrugram algorithm) 42.653022 124.1 0.006325
FIFD-OMGD (based on fast kurtogram algorithm) 133.733360 38.78 0.685534
CEEMDAN-OMGD 174.489326 121.5 0.014758
FIFD-MCKD 107.101329 122.9 0.003406
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Figure 15: Filtered signal by CEEMDAN-OMGD: (a) its waveform and (b) its 1.5D Teager energy spectrum.
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method has better noise reduction effect and
stronger robustness.

(3) By comparing FIFD-OMGD with FIFD-MCKD, we
can see that the effect of noise reduction of FIFD-
OMGD combined with noise reduction filter is
better. Moreover, FIFD-OMGD is obviously better
in enhancing fault pulse features.

(4) By comparing the analysis results of direct envelope
demodulation and 1.5-dimension Teager energy
spectrum demodulation, we can see that the per-
formance of the latter method is better in that it
highlights the transient impact features of signal and
restrains the interference of noise, which further
affirms the superiority of 1.5-dimension Teager en-
ergy spectrum in demodulation analysis.

To sum up, to combine FIFD-OMGD with noise re-
duction filter and 1.5-dimension Teager energy spectrum is
more effective as a practical tool in the microfault feature
detection of rolling bearings. In addition, because it is
outstanding in microfault feature extraction with strong
background interference, this method can be applied to a
more general range of targets, such as planetary gear vi-
bration signal seriously polluted by noise. Moreover, signal
processing is combined with optimized deconvolution to
enhance the performance of the latter, which provides a new
idea for optimizing the deconvolution during the processing
of strong interference signals in the future.
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&e fault signals of planetary gears are nonstationary and nonlinear signals. It is difficult to extract weak fault features under strong
background noise. &is paper adopts a new filtering method, fractional Wavelet transform (FRWT). Compared with the tra-
ditional fractional Fourier transform (FRFT), it can improve the effect of noise reduction. &is paper adopts a planetary gear fault
diagnosis method combining fractional wavelet transform (FRWT) and two-dimensional convolutional neural network (2D-
CNN). Firstly, several intrinsic mode component functions (IMFs) are obtained from the original vibration signal by AFSA-VMD
decomposition, and the two components with the largest correlation coefficient are selected for signal reconstruction. &en, the
reconstructed signal is filtered in fractional wavelet domain. By analyzing the wavelet energy entropy of the filtered signal, a two-
dimensional normalized energy characteristic matrix is constructed and the two-dimensional features are input into the two-
dimensional convolution neural network model for training. &e simulation results show that the training effect of this method is
better than that of FRFT-2D-CNN.&rough the verification of the test set, we can know that the fault diagnosis of planetary gears
can be realized accurately based on FRWT and 2D-CNN.

1. Introduction

As an important part of rotating machinery and equipment,
planetary gears usually operate in a high-speed and high-
power environment. &ey are widely used in aircraft
manufacturing, coal mining machinery, wind power gen-
eration, ship manufacturing, and other industries. It is very
easy to appear in the long-term operation process, smooth
vibration phenomenon. Since the 1980s, many serious ac-
cidents have been caused by the fault of rotating equipment
around the world, causing huge economic losses. About 80%
of the faults occurred on the planetary gears [1]. &erefore,
how to accurately diagnose the fault of planetary gears has
important research significance.

At present, many achievements have been made in the
research on fault diagnosis of planetary gears. Yu Jun and
others proposed a planetary gear fault identification
method that combines a stacked denoising autoencoder
(SDAE) and a gated recurrent unit neural network
(GRUNN) to solve the problem of low planetary gear fault
recognition rate [1]. Gao Hongying and others proposed a

planetary gear fault identification method combining
complementary set empirical mode decomposition
(CEEMD) and chaotic particle swarm kernel extreme
learning machine (CPSO-ELM), which reduces the influ-
ence of external disturbances on planetary gear fault di-
agnosis [2]. Wang Zhenya and others proposed a fault
diagnosis method based on optimized variational modal
decomposition and multidomain manifold learning of the
salvia group, which solved the problem of difficult feature
extraction and identification of planetary gears [3]. Li
Haiping proposed an intelligent diagnosis method com-
bining Fast Fourier Transform (FFT) and Deep Confidence
Network (DBN) to improve the accuracy of planetary gear
fault diagnosis [4]. Li Yuheng proposed a fault diagnosis
method that combines the ensemble empirical mode
(EEMD) and the symmetrical differential energy operator
to achieve accurate diagnosis of planetary gears and ac-
curately obtain the fault characteristic frequency value of
planetary gears [5]. Zhang et al. proposed a fault diagnosis
method based on time-frequency characteristics and PSO-
SVM, and verified that the method can quickly and
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accurately identify the fault type of planetary gears from
nonstationary signals [6]. Wang et al. proposed a gear fault
diagnosis method based on multicriteria fault feature se-
lection and heterogeneous integrated learning classifica-
tion, which improved the accuracy and robustness of
diagnosis [7]. Aiming at a kind of multimode process with
hidden degenerate faults, a fault prediction algorithm based
on the combination of multi-PCA model and fault re-
construction technology is proposed, which can well solve
the fault prediction problem of multimode process data [8].

In order to realize the planetary gear fault diagnosis
under strong background noise, this paper adopts the
planetary gear fault diagnosis method combining frac-
tional wavelet transform and two-dimensional con-
volutional neural network. Firstly, the planetary gear
fault signal is denoised by fractional wavelet transform.
Secondly, use wavelet packet to extract the one-dimen-
sional normalized energy value of the filtered signal, and
convert the obtained one-dimensional energy value into
a two-dimensional energy feature map. Finally, use a
two-dimensional convolutional neural network to es-
tablish a fault diagnosis model to achieve accurate
identification of different faults under different working
conditions.

2. The Theoretical Basis of Fractional
Wavelet Transform

2.1. Discrete Wavelet Transform. In signal processing, the
continuous wavelet is discretized. After the discretization,
the continuous wavelet and its corresponding wavelet
transform become the discrete wavelet transform. &e
discrete wavelet transform [8] is the second of the dis-
placement and scale of the continuous wavelet transform.
&e power is discretized, which is essentially binary
wavelet transform. In order to reduce the complexity of
wavelet coefficients, the wavelet coefficients are taken at
some discrete points, and the scale is discretized first. In
order to reduce the wavelet transform coefficients of the
remainder, we set the wavelet system. In order to reduce
the wavelet transform coefficients of the remainder, we
limit the values of a and b of the wavelet coefficient
ψa,b(t) � 1/

��
a

√
ψ(t − b/a) to some discrete points and first

discretize the scale, that is, let a � a
j
0a0 > 0. At this time,

the corresponding wavelet function is a
− j/2
0 ψ[a

− j
0 (t − b)],

where j � 0, 1, 2, . . ., b is a uniform discrete value. At scale
j, since the width of ψ(a

− j
0 t) is a

j
0 times ψ(t), the interval

can be used to expand a
j
0 without changing ψ(t). At this

time, ψa,b(t) is changed to

ψa,b(t) � a
− j/2
0 ψ a

− j
0 t − ka

b
0τb0􏼐 􏼑􏽨 􏽩

� a
− j
0 ψ a

− j
0 t − kb0􏽨 􏽩.

(1)

&e discrete wavelet transform is

WT a
− j
0 t − kb0􏼐 􏼑 � 􏽚 f(t)ψ

a
j

0 ,kb0
(t)dt

j � 0, 1, 2, . . . . . . , k ∈ z.

(2)

&e continuous wavelet transform at a � 2j(j ∈ z) is
called discrete binary wavelet transform, and its expression
is

ωj 2j
, b􏼐 􏼑≤f(t),

ψ2j,b(t)≥ 2− 1/2
􏽚 f(t)ψ∗

t − b

2j
􏼠 􏼡dt.

(3)

2.2. Discrete Fractional Fourier Transform. &e fractional
Fourier transform is

Xp(u) � 􏽚
+∞

− ∞
Kp u, u′( 􏼁x u′( 􏼁du′. (4)

KP(u, u′) � Aα exp[jπ(u2 cot α − 2uu′ csc α + u′
2 cot α)]

is called the kernel function of FRFT, Aα �
���������
1 − j cot α

􏽰
,

α � pπ/2, p≠ 2n, n is integers.
According to the definition given by formula (4), the

formula of Ozaktas sampling fractional Fourier transform
can be obtained as

XP(u) � Aα 􏽚
+∞

− ∞
exp jπ u

2 cot α − 2uu′ csc α + u′
2 cot α􏼒 􏼓􏼔 􏼕

x u′( 􏼁du′.

(5)

In formula (5),

Aα �
exp(− jπsgn(sin α)/4 + jα/2)

|sin α|
1/2 ,

α �
pπ
2

.

(6)

When the order pε[1, − 1], formula (6) is decomposed
into the calculation process of the following formulas:

g u′( 􏼁 � exp − jπu′
2 tan

α
2

􏼒 􏼓􏼔 􏼕x u′( 􏼁, (7)

g′(u) � Aα 􏽚
∞

− ∞
exp jπβ u − u′( 􏼁

2
􏽨 􏽩g u′( 􏼁du′, (8)

Xp(u) � exp − jπu
2 tan

α
2

􏼒 􏼓􏼔 􏼕g′(u). (9)

Here, g(u′) and g′(u) are just two intermediate results
β � cscα, − π/2≤ α≤ π/2. Discretize equations (7)–(9) to
obtain the numerical calculation method of discrete frac-
tional Fourier transform [9].

2.3. Fractional Wavelet Transform. &e scale factors a � ak
0,

k ∈ z (where a0 > 1) and the time shift factor Δb � ak
0b0 in

the continuous fractional wavelet transform expression are
discretized and sampled in the displacement domain, and
the value corresponding to the sampling point can be
expressed by the discrete fractional wavelet transform
formula.

Discretize the scale factors a � ak
0, k ∈ z to get
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ψp: k,n(t) � e
− jt2− nak

0b0( )
2/2 cot α 1

a
k
0

ψ
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k
0b0

a
k
0
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� e
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(10)

When a � a0
0 � 1, the expression of discrete fractional

wavelet transform is

DFRWTf(k, n) �〈f(t),ψp: k,n(t)〉 � 􏽚
+∞

− ∞
f(t)ψp: k,n(t)dt

� 2− k/2
􏽚

+∞

− ∞
f(t)e

jt2 − n2k( )
2/2 cot αψ 2− k

(t − n)􏽨 􏽩dt.

(11)

&e reconstruction of the fractional wavelet transform is
the inverse process of the decomposition process of the
fractional wavelet. In the known k-th layer, the fractional
wavelet coefficients are c′km􏽮 􏽯

m∈z and d′km􏽮 􏽯
m∈z, and the

original signal is c0n􏼈 􏼉 through the reconstruction. Vα
k􏼈 􏼉k∈z is

the multiresolution analysis, which can be seen from the
relationship between ψp: k,n(t), ϕp: k,n(t), and the function
projection:

c
′k+1
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n e
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me
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e
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d
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e
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Hence,

c
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n � 􏽘

m∈z
c

k
m〈ϕk,m(t),ϕk+1,n(t)〉 + 􏽘

m∈z
d

k
me

i(1/2) n2j+1( )
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c
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mh0(n − 2m) + 􏽘

m∈z
d

k
mh1(n − 2m)⎡⎣ ⎤⎦.

(13)

Equation (13) is the reconstruction process of traditional
discrete wavelet coefficients. Firstly, the fractional coeffi-
cients c′km and d′km of the k layers are modulated, and then one-
dimensional wavelet inverse transformation is performed in
the wavelet domain to obtain ck+1

n , and then ck+1
n is mod-

ulated into the fractional wavelet domain to obtain c′k+1
n , and

so on, to restore the original signal c0n􏼈 􏼉 step by step.

2.4. Realization Process of Fractional Wavelet Transform.
With a one-dimensional signal f(x), using the definition of
fractional wavelet transform proposed by Menlovevic, the

realization process of one-dimensional fractional wavelet
transform can be obtained as follows:

(1) Input one-dimensional signal f(x)

(2) Select the appropriate fractional order change range
p, and use the minimum output energy to search for
the best transformation order

(3) Perform p-order fractional Fourier transform on the
input signal f(x) to obtain a signal in the fractional
domain
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(4) Perform wavelet decomposition on the obtained
signal in the fractional domain to obtain a signal in
the fractional wavelet domain

(5) Perform wavelet reconstruction on the signal in the
fractional wavelet domain to recover the signal in the
fractional domain

(6) Perform − p-order fractional Fourier transform on
the signal in the fractional domain to recover the
filtered signal [10, 11]

&e realization process of fractional wavelet transform is
shown in Figure 1 [8].

3. Wavelet Energy and Two-Dimensional
Convolutional Neural Network

3.1. Feature Extraction Process Based on Wavelet Energy.
&e main steps are as follows:

(1) &e signal is decomposed by n-layer wavelet packet,
the j-th layer has 2n frequency band signals, and then
2n features of the n-th layer are extracted.

(2) In order to improve the denoising ability of the
signal, select the low-frequency coefficients and
high-frequency coefficients of each frequency band
decomposed in (1) to reconstruct the signal, denoted
as f.

(3) Solve the energy Ei,j of each signal, and the calcu-
lation formula for the energy value of each frequency
band is as follows:

Ei,j tj􏼐 􏼑 � 􏽚 fi,j tj􏼐 􏼑
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
dt � 􏽘

m

k�1
xj,k

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

j � 0, 1, 2, . . . , 2i
− 1.

(14)

Here, x is the decomposition coefficient of the
wavelet packet, Ei,j(tj) is the energy value of the j-th
node in the i-th layer after the signal x(t) undergoes
wavelet decomposition, k � 1, 2, . . . , Nc, and xj,k is
the wavelet packet reconstruction coefficient of fi,j

[12].
(4) Construct feature vector.

In the process of wavelet decomposition, the energy of
each layer is equal to the total energy, and the total energy of
the signal is

Esum � Ei

� 􏽘
j

Ei,j. (15)

&e wavelet packet energy of each frequency band is

Mi,j �
Ei,j

Esum
. (16)

&e wavelet packet energy feature vector is

Wn � Mn,0, Mn,1, . . . , Mn,2n− 1􏼐 􏼑. (17)

3.2. Structure of a Two-Dimensional Convolutional Neural
Network. &e current typical two-dimensional convolu-
tional neural network structure is composed of input layer,
convolution layer, pooling layer, fully connected layer, and
output layer. &e network structure of LeNet − 5 is shown in
Figure 2. &e input of the convolutional neural network is
mainly in the form of a two-dimensional grayscale image or
a color image. Its output layer uses the Softmax classifier to
output the classification and recognition results of a two-
dimensional grayscale image or a color image. In other
image processing fields such as target detection, other forms
of network output layers need to be set up [13, 14].

&e convolutional layer is composed of multiple con-
volutional neurons. &e parameters of the convolutional
neuron are obtained by using the backpropagation algo-
rithm. &e convolutional layer is a key part of the entire
convolutional neural network, which is mainly used for
input data to extract different features [15]; the process of
convolution operation is composed of continuous convo-
lution and discrete convolution.

&e process of discrete convolution operation is as
follows:

y(n) � x(n)∗ h(n) � 􏽘
N− 1

i�0
x(i)h(n − i). (18)

When the image convolution operation is performed, it
is the operation between the image pixels. &e pixels of the
image can be understood as a matrix, and the pixels are not
continuous. &e process of the convolution operation is the
selected convolution kernel and the image. Input for

input signal

p-order fractional Fourier 
transform

Wavelet transform

Signal processing

Wavelet reconstruction

-p-order fractional Fourier 
transform

output signal

Figure 1: &e basic process of fractional wavelet transform.
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convolution operation: Assuming that the two-dimensional
image input is I(i, j) and the two-dimensional convolution
kernel is K(m, n), the image convolution operation process
can be expressed as

S(i, j) � (I∗K)(i, j) � 􏽘
m

􏽘
n

I(m, n)K(i − m, j − n). (19)

Convolution operation is alternating, so

S(i, j) � (K∗ I)(i, j) � 􏽘
m

􏽘
n

I(i − m, j − n)K(m, n). (20)

Here, m, n is the size of the convolution kernel. After the
feature is extracted by the convolution operation, the offset
operation needs to be performed after the convolution
operation. &e calculation formula is as follows:

x
i
j � f 􏽘

i∈Mj

x
i− 1
j ∗ k

l
ij + b

l
j

⎛⎜⎝ ⎞⎟⎠. (21)

Here, xi
j is the first feature map output by the first layer;

f(x) is the activation function used by the convolutional
layer; kl

ij is the convolution matrix used by the convolution
kernel; and b is the offset of the convolution operation.

&e pooling layer is also commonly referred to as the
downsampling layer. &e pooling layer can reduce the
training time of themodel, improve the robustness of feature
extraction, and avoid overfitting of the model. &ere are
usually three ways of pooling: average pooling process,
maximum pooling process, and random pooling process. In
actual applications, the pooling process is dominated by
maximum pooling.

Maximum pooling calculation formula is

pi � Max
k∈Mj

ai(k)􏼈 􏼉. (22)

In the actual application process, the classifier needs to
be trained in the fully connected layer. &e commonly used
classifier is the Softmax classifier. &e fully connected
process is shown in the following formula:

y
k

� f w
k
x

k− 1
+ b

k
􏼐 􏼑. (23)

In formula (23), yk is the output of the fully connected
layer; wk is the weight value; xk− 1 is the input of the fully
connected layer; bk is the bias term; f(x) is the classification
function; k is the network layer number.

In image classification, Softmax is generally used as the
classifier. If there are K classifications, the output of Softmax
can be expressed as

σ(x)i �
e

zi

􏽐
k
j e

zj
, i � 1, 2, . . . , k. (24)

3.3. Procedure. In order to accurately classify planetary gear
faults in a complex actual industrial environment, this paper
proposes a planetary gear fault diagnosis method based on
FRWTand 2D-CNN. A flowchart can be drawn as shown in
Figure 3.

&e specific steps are as follows:

(1) Use fractional wavelet transform to separately
denoise the gear fault signals

(2) Use Shannon entropy to extract energy from the
signal after noise reduction and calculate the nor-
malized energy value

(3) Convert the obtained wavelet energy value into a
two-dimensional matrix feature sample set

(4) Initialize the two-dimensional convolutional neural
network and use the sample set to extract the
characteristics of the signal

(5) Train and establish a two-dimensional convolutional
neural network model to identify planetary gear
faults

4. Experimental Verification

4.1. Introduction to the Experimental Sample Set. &e plan-
etary gear fault experiment data used in this article is col-
lected by the QPZZ-II mechanical fault simulation and test
platform produced by Jiangsu Qianpeng Diagnostic Engi-
neering Co., Ltd. &e test platform includes drive motors,

INPUT
32×32

C1: feature maps
6@28×28

C3: f. maps 16@10×10

S2: f. maps
6@14×14

C5: layer
120 F6: layer

84
OUTPUT

10

S4: f. maps 16@5×5

Convolutions ConvolutionsSubsampling Subsampling
Full connection

Full connection

Gaussian connections

Figure 2: Schematic diagram of LeNet-5 structure.
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planetary gears, rolling bearings, speed control equipment,
etc. &e fault components used in the entire test platform
include planetary gear pitting fault, broken tooth fault, wear
fault, and other faults. &e sampling frequency of the ex-
perimental data is 5120Hz. A total of 10 fault samples under
fault states were selected, 1700 samples were selected for
each fault, and the number of sample points for each sample
was 512. Among them, the ratio of the number of training
samples to the number of test samples is 10 : 7, and the
specific sample classification is shown in Table 1.

4.2. FRWT Filter Analysis

4.2.1. Determination of the Optimal Order of FRWT.
First, the minimum output energy is used as the objective
function to optimize the optimal order. &e order opti-
mization process of pitting fault reconstruction signal,
broken tooth fault reconstruction signal, and wear fault
reconstruction signal is shown in Figure 4. It can be clearly
seen from Figure 4 that the minimum value of the FRFT
output energy of the pitting fault (Dianshi880-1) recon-
structed signal is 11670, and the corresponding order is
1.57; that is, the best order is 1.57; in the broken tooth fault
(Duanchi1500) the minimum value of the FRFT output
energy of the reconstructed signal is 20020, and the cor-
responding order is 1.646; that is, the best order is 1.646;
the minimum value of the FRFT output energy of the
reconstructed signal FRFT for wear fault (Mosun880-1) is
50360. At this time, the corresponding order is 1.558; that
is, the best order is 1.558. &e output energy value and the
corresponding optimal order of the remaining faults are
shown in Table 2.

4.2.2. Determination of the Number of FRWT Wavelet Bases
and Decomposition Layers. In the fractional wavelet
transform, when the selected wavelet base and the number of

decomposition layers are different, the noise reduction effect
of the signal will be different.&erefore, the wavelet bases are
selected as db1 ∼ db4 and sym1 ∼ sym4, respectively, and
the number of decomposition levels is 1 to 5, and the optimal
wavelet base and decomposition level are selected by cal-
culating the output signal-to-noise ratio (SNR) of the
denoising signal. &e specific results are shown in
Figure 5–Figure 7. &e wavelet basis and decomposition
layer settings for each fault are shown in Table 3.

4.2.3. FRWTand FRFT Filtering Effect Analysis. &e pitting
fault reconstruction signal, wear fault reconstruction signal,
and broken tooth fault reconstruction signal are, respec-
tively, subjected to FRFT filtering and FRWT filtering, and
the filtering results of each fault signal are shown in Figure 8,
Figure 9, and Figure 10. Using the found optimal fractional
order p � 1.57, 1.646, and 1.558, the pitting reconstruction
signal, broken tooth reconstruction signal, and wear re-
construction signal are, respectively, subjected to fractional
Fourier transform filtering. &e filtering results are shown in
Figure 8(b), as shown in Figure 9(b) and Figure 10(b), and
then perform wavelet transform on the signal after the
fractional Fourier transform in the corresponding fractional
domain and finally carry out the transformed signal,p
� − 1.57, − 1.646, − 1.558-order fractional Fourier transform
to obtain the corresponding output signal time domain
diagram as shown in Figure 8(c), Figure 9(c), Figure 10(c).

In order to analyze the influence of the fractional order
on the signal filtering effect, this paper calculates the output
signal-to-noise ratio of the two filtering methods, respec-
tively. &e input signal-to-noise ratio of the pitting fault
(Dianshi880-1) signal is -12.25 dB; the broken tooth fault
(the input signal-to-noise ratio of Duanchi1500) signal is
-13.15 dB; the input signal-to-noise ratio of wear fault
(Mosun880-1) signal is -16.47 dB. &e comparison result is
shown in Figure 11.

It can be seen from Figure 11 that the output signal-to-
noise ratios (SNR) of FRWT for pitting faults, wear faults,
and broken teeth faults are all greater than the output signal-
to-noise ratio (SNR) of FRFT. According to the larger output
signal-to-noise ratio (SNR), the signal will be distorted. &e
smaller the degree and the noise interference, the better the
filtering effect of FRWT compared to the filtering effect of
FRFT.

4.3. Wavelet Packet Extraction Features. Set the decompo-
sition level of the wavelet packet to 8, which will generate a
total of 256 frequency bands, and use the wavelet basis db 3
to decompose the fault vibration signals of 10 gears into
eight layers, and generate a total of 256 wavelet packet
components. &en use Shannon entropy to extract the
wavelet energy, and then process the energy of the frequency
band, that is, obtain the sum of the norm squares of each
node of each layer of neurons, and finally obtain the nor-
malized energy amplitude of each node. &e corresponding
normalized energy value of each frequency band is shown in
Figure 12.

Gear vibration signal

Filter

Filtered signal

Two-dimensional 
features

Model training

Diagnostic model

Fractional wavelet 
transform

Wavelet energy entropy

Two-dimensional 
Convolutional Neural 

Network

Figure 3: Fault diagnosis flowchart of planetary gear.
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Among them, the characteristics of each sample are 256
frequency band energy spectra, and the characteristics of
1700 samples are converted into a matrix form with a two-
dimensional form with a dimension of 16∗16. Figure 13
shows the converted two-dimensional frequency band en-
ergy characteristic distribution. Finally, the One − hot code
is used to set the label category for each type of fault.

4.4. Training and Classification of Fault Models. &e specific
parameter selection for experimental verification is as fol-
lows: the number of layers of the two-dimensional CNN
network is set to 6 layers, the convolutional layer and the
pooling layer are each two layers, the number of convolution
kernels in the first layer is 8, and its size is 3∗ 3. &e number
of convolution kernels in the second layer is 16, and its size is

Table 1: Sample set.

Data set name Fault type Number of training set samples Number of test machine samples Label
Mosun880 Wear 1000 700 1
Mosun880-1 Wear 1000 700 2
Mosun880-2 Wear 1000 700 3
Mosun880-3 Wear 1000 700 4
Dianshi880 Pitting 1000 700 5
Dianshi880-1 Pitting 1000 700 6
Dianshi880-2 Pitting 1000 700 7
Dianshi880-3 Pitting 1000 700 8
Duanchi1500 Broken tooth 1000 700 9
Normal880 Normal 1000 700 10
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Figure 4: FRWT order optimization.

Table 2: Fault input signal-to-noise ratio, FRWT optimal order, and energy value.

Fault type Enter SNR (db) Best order Minimum energy
Mosun880 − 13.58 1.1 35250
Mosun880-2 − 20.65 1.42 62135
Mosun880-3 − 25.47 1.25 70259
Dianshi880 − 10.02 1.291 9875
Dianshi880-2 − 15.63 1.432 13026
Dianshi880-3 − 20.87 1.45 16548
Normal880 − 10.25 1.31 7458
Dianshi880-2 − 15.63 1.432 13026

Mathematical Problems in Engineering 7



4∗ 4; the batch size is 10, and the maximum number of
iterations is 1500; the pooling layer uses the maximum
pooling method, and its size is 2∗ 2; using Dropout regu-
larization reduces overfitting. Extract the wavelet energy
values of the signals after FRFT filtering and FRWT filtering
to construct a two-dimensional feature matrix as input;
randomly select 1000 samples of each type of fault as the
training set for model training, and 700 samples as the test
set for the two-dimensional convolutional neural. &e
training model of the network is verified, and the training
error curve is shown in Figure 14.

From the analysis in Figure 14, it can be seen that, re-
gardless of whether the fractional Fourier transform or the
fractional wavelet transform is used, when the number of
iterations is less than or equal to 120, the training error of the
two is equal; when the number of iterations is 120, the

training error is 0.6667. &e effect is extremely poor; when
the number of iterations is greater than 120, the training
error of the fractional wavelet transform filtering signal is
obviously smaller than the training error of the fractional
Fourier transform filtering signal; when the number of it-
erations is 1500, the training error of the fractional wavelet
transform filtering method is 0.01623, and the training error
of the fractional Fourier transform filtering method is
0.06514, that is; the training error of the fractional wavelet
transform filter signal is significantly smaller than the
training error of the fractional Fourier transform filter
signal. It can be seen that the training effect of FRWT+2D-
CNN is better than that of FRWT+2D-CNN.

&e classification results of each fault in the test set
using the FRWT+2D-CNN and FRFT+2D-CNN models
are shown in Figure 15 and Figure 16. &e abscissa is the
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Figure 5: &e relationship between the signal-to-noise ratio of the pitting signal and the wavelet basis and the number of decomposition
layers.
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Table 3: Wavelet basis and decomposition layer settings for each fault.

Fault type Wavelet base Decomposition layer
Mosun880 db4 4
Mosun880-2 db4 4
Mosun880-3 db4 4
Dianshi880 db4 5
Dianshi880-2 db4 5
Dianshi880-3 db4 5
Normal880 db3 4
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Figure 8: Time domain diagram of pitting signal filtering. (a) Pitting corrosion reconstruction signal. (b) FRFT filtered signal. (c) FRWT
filtered signal.
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Figure 9: Time domain diagram of broken tooth signal filtering. (a) Tooth reconstruction signal. (b) FRFT filtered signal. (c) FRWT filtered
signal.
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Figure 12: &e relationship between the number of frequency bands of each fault and the normalized energy value.
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predicted category label of the test set; the ordinate is the
actual label category of the test set; the value of the di-
agonal position is the classification accuracy of each of the
10 types of faults; the position outside the diagonal is the
type of fault.

Comparing Figures 15 and 16, it can be found that when
FRWT+2D-CNN classifies and recognizes faults, only two
samples are misclassified; that is, type 3 faults are mis-
classified as type 4 faults, and type 7 faults are wrong. &e
fault is classified as the 8th type of fault; when FRFT+2D-
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CNN classifies and recognizes the fault, except for the 5th
type of fault, the other fault types are all misclassified, and
the number of misclassified samples for each type of fault is
greater than 1. &erefore, when classifying faults based on
FRWT+2D-CNN, each type of fault can be accurately
identified to the greatest extent possible.

In order to fully verify the stability and accuracy of the
diagnosis method proposed in this article, this article ran-
domly conducts 15 simulation tests on the two diagnosis
methods (FRFT+2D-CNN, FRWT+2D-CNN), and the
classification accuracy of each test is as shown in Figure 17.
&e average accuracy of the diagnosis models of the two
classification methods is shown in Table 4.

By analyzing Figure 5, 20, it can be seen that the clas-
sification accuracy of the two diagnostic methods FRFT+2D-
CNN and FRWT+2D-CNN basically remains stable, and the
classification accuracies of FRFT+2D-CNN and FRWT+2D-
CNN are both within 3%. With fluctuations up and down,
from a macroperspective, the classification accuracy of

FRWT+2D-CNN is higher than that of FRFT+2D-CNN. It
can be seen from Table 4 that when the number of training
samples, the number of test samples, and the number of
trials are equal, the average accuracy of FRWT+2D-CNN
classification is higher than the average accuracy of
FRFT+2D-CNN classification. &erefore, in the fault diag-
nosis of planetary gears, the classification method of
FRWT+2D-CNN is obviously better than the fault classi-
fication method of FRFT+2D-CNN.

5. Conclusion

(1) &is paper adopts the FRWT-based planetary gear
vibration signal filtering method. &e simulation
results show that both the fractional wavelet trans-
form and the fractional Fourier transform can
achieve the denoising effect of the signal; the
denoising effect of the fractional wavelet transform is
better than fractional Fourier transform:&e energy-
based fractional Fourier transform algorithm is
better than the peak search-based fractional Fourier
transform algorithm.

(2) &is paper adopts a two-dimensional convolutional
neural network model, and the signals after the
fractional Fourier transform and the fractional
wavelet transform are filtered, and the one-dimen-
sional wavelet energy value is normalized and
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Figure 15: FRWT+2D-CNN test set classification label.

Table 4: &e average accuracy of classification by different
methods.

Diagnosis
method

Training
samples

Test
sample

Number of
experiments

Average
accuracy

FRFT+2D-
CNN 1000 700 15 93.53

FRWT+2D-
CNN 1000 700 15 98.36
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converted into a two-dimensional feature matrix for
diagnosis model training. &e simulation results
show that the two-dimensional convolutional neural
network can effectively realize fault classification and
recognition. In addition, the accuracy of planetary
gear fault classification based on FRWT and 2D-
CNN is better than the accuracy of planetary gear
fault classification based on FRFT and 2D-CNN.
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In order to solve the problem that it is very difficult to extract fault features directly from the weak impact component of early fault
signal of rolling bearing, a method combining continuous variational mode decomposition (SVMD) with modified MOMEDA
based on Teager energy operator is proposed. Firstly, the low resonance impulse component in the fault signal is separated from
the harmonic component and noise by SVMD, and then the Teager energy operator is used to enhance the impulse feature in the
low resonance component to ensure that the accurate fault period is selected by the MOMOEDA algorithm. After further noise
reduction byMOMEDA, the envelope spectrum of the signal is analyzed, and finally the fault location is determined.)e results of
simulation and experimental data show that this method can accurately and effectively extract the characteristic frequency of
rolling bearing weak fault.

1. Introduction

Rolling bearing is one of the important parts of rotating
machinery, which ensures the working accuracy of the shaft
[1]. When the bearing is partially damaged, the vibration
signal will produce periodic impact characteristics, which
will affect the normal operation of the equipment.)erefore,
accurate and timely identification of bearing faults can ef-
fectively ensure the safety of equipment operation. However,
early fault vibration signals often have nonlinear and
nonstationary characteristics, the impact component of fault
characteristics is easy to be submerged in strong background
noise, and it is difficult to judge the fault type directly from
time domain or frequency domain [2, 3].)erefore, the early
fault diagnosis of rolling bearing has always been a research
difficulty and hot spot.

Empirical mode decomposition (EMD) can express
nonlinear and nonstationary signals as the sum of physically
averaged time-frequency components, which has been ap-
plied satisfactorily in many applications [4]. However, the
results of EMD are highly influenced by the searching of
extremum and interpolation methods. Different from EMD,

variational mode decomposition (VMD) is a nonrecursive
decomposition method, which compresses different fre-
quency bands around different center frequencies [5].
However, both VMD and its improved algorithm are based
on the assumption that the modal component is narrow
band. In reference [6], an extension of VMD is given to
decompose the signal containing broadband nonlinear
frequency modulation component, that is, variational
nonlinear frequency modulation mode decomposition
(VNCMD). It is a method to transform the wideband
Nonlinear FM component into narrow band signal for
analysis by demodulation technology [6]. Recently, a new
method, variational mode extraction (VME), is proposed to
extract the intrinsic mode function by knowing the ap-
proximate central frequency of the intrinsic mode function
[7]. Later, continuous variational mode decomposition
(SVMD) algorithm is extended to VME, which is an efficient
and fast adaptive signal variational decomposition method.
)is new decomposition method extracts all the modal
components (IMF) in a continuous way, does not need to
know the number of modes, and has low computational
complexity [8].
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In addition, the transmission process of the original
fault signal of rolling bearing can be regarded as a linear
convolution mixing process of the original signal and the
channel, and the extraction of the original fault impact
signal can be regarded as a deconvolution process. From
this point of view, Wiggins [9] proposed minimum en-
tropy deconvolution (MED) algorithm for the first time,
which uses kurtosis maximization to recover the pulse
like estimation of the original vibration signal. However,
the results of MED cannot reflect the real situation of
bearing failure. Later, Wiggins [10] and others improved
MED and proposed a maximum correlation kurtosis
deconvolution algorithm (MCKD). Based on correlation
kurtosis, we can measure the impulsivity of signals
correlated with a given period, but improper selection of
parameters will lead to poor estimation of correlation
kurtosis. An optimal minimum entropy adjusted
deconvolution algorithm (MOMEDA) is proposed by
Cabrelli [11], which proves that the output returned by
OMEDA has a simpler structure. However, OMEDA only
tends to deconvolute a single pulse effectively. )erefore,
McDonald and Zhao [12] proposed an improved algo-
rithm of OMEDA, which overcomes the limitations of
MED, MCKD, and OMEDA by introducing the target
vector to deconvolute the ideal periodic pulse sequence.
However, when the early fault signal is directly denoised
by MOMEDA algorithm, it is easy to be interfered by
strong background noise.

Based on the above analysis, using Teager energy op-
erator has strong antinoise ability and can enhance the
property of transient impact [13–15]; using MOMEDA to
highlight fault impact features from Teager energy operator
can extract weak fault frequency more effectively. )e
SVMD algorithm is combined with the improved
MOMEDA algorithm, and the simulation results are

compared with other diagnosis methods to verify the ef-
fectiveness and practicability of the proposed method.

2. Fundamental Theory

2.1. SVMD. SVMD algorithm can be regarded as a con-
tinuous implementation of VMD and an extension of VME.
In this method, some criteria are added to the VMD al-
gorithm to ensure that the latest modal components are
different from those previously found.)e biggest advantage
of SVMD algorithm is that it does not need to know the
number of available modal components in the signal, but it is
a key parameter for VMD algorithm.

In this algorithm, VME is applied to decompose the
signal in turn, and some constraints are added to avoid
converging to the previously extracted modal compo-
nents. )is process will continue until all modal com-
ponents are extracted or the reconstruction error (the
error between the sum of the input signal and the
modulus) is less than the threshold. Mathematically, it is
assumed that the input signal f(t) is decomposed into two
signals: the Lth modal component uL(t) and the residual
signal fr(t), as follows:

f(t) � uL(t) + fr(t), (1)

where fr(t) is an input signal other than uL(t) and contains
two parts: the sum of the previously obtainedmoduli and the
unprocessed part of the signal, namely,

fr(t) � 􏽘
i�1:L− 1

ui(t) + fu(t). (2)

Obviously, in order to find the first modal component,
the first part of fr(t) (the sum of the modal components
obtained previously) is zero. An iteration of SVMD can be
completed by the following equation:

u
⌢n+1

L (ω) �
f
⌢

(ω) + α2 ω − ωn
L( 􏼁

4
u
⌢n

L(ω) + λ
⌢

(ω)/2
1 + α2 ω − ωn

L( 􏼁
4

􏽨 􏽩 1 + 2α ω − ωn
L( 􏼁

2
+ 􏽐

L− 1
i�1 1/α

2 ω − ωi( 􏼁
4

􏽨 􏽩
, (3)

where α denotes the equilibrium parameters of data fidelity
constraints, which can be solved by the Lagrange multiplier
method. As explained in [5], α the value of α is usually very
large. )erefore, the equation of updating ω. can be ap-
proximately expressed as

ωn+1
L �

􏽒
∞
0 ω u

⌢n+1
L (ω)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
dω

􏽒
∞
0 u

⌢n+1
L (ω)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
dω

. (4)

Finally, Lagrange multiplier is given λ. )e modified
equation of the method is obtained by the double rising
method

λ
⌢n+1

� λ
⌢n

+ τ f
⌢

(ω) − u
⌢n+1

L (ω) + f
n+1
u (t) + 􏽘

L− 1

i�1
u

n+1
i (ω)⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦,

(5)

where τ represents the update parameter.
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(6)

)e SVMD algorithm extracts modal components one
by one until the reconstruction error reaches a certain
threshold. )e optimization problem in SVMD can be ap-
proximately regarded as a k-dimensional optimization
problem at each frequency, while VMD is a k-dimensional
optimization problem [8], which further shows that SVMD
has lower computational complexity.

2.2.TeagerEnergyOperator. Teager energy operator is a kind
of nonlinear differential operator, which can amplify the
transient energy component of the signal by nonlinear
combination of the instantaneous value and its differential of
the vibration signal, which can more highlight the instan-
taneous characteristics of the impact [13].

For continuous time signals x(t) � a(t)cos[Φ(t)],
Teager energy operator is defined as

ψ[x(t)] � _x(t)
2

􏽨 􏽩 − x(t) €x (t), (7)

where _x(t) and€x(t) are the first and second derivatives of
signal x(t).

If x(t) is a discrete signal, the differential is replaced by
difference, and the Teager energy operator is approximately
defined as

ψ[x(n)] � [x(n)]
2

− x(n + 1)x(n − 1). (8)

It can be seen from equation (8) that for discrete-time
signals, the Teager energy at the current time can be cal-
culated as long as the samples at the current time and before
and after the time are known.

)e output of Teager energy operator is the product of
the instantaneous amplitude and the square of the instan-
taneous frequency, which increases the product of the square
of the frequency compared with the traditional energy
definition [14]. Since the vibration frequency of transient
shock is high, the output of Teager energy operator can
effectively enhance the transient shock component.

Aiming at the problem of rolling bearing fault feature
extraction under strong background noise, the instanta-
neous Teager energy operator can be used, which has the
advantages of good time resolution and adaptive ability to
the transient change of signal, highlighting the impact fault
feature of bearing [14].

2.3. MOMEDA. )e essence of MOMEDA is to recover the
impulse characteristics of the original signal by finding an
optimal filter f in a noniterative way, so as to minimize the

impact of noise on the extracted impulse signal, which is a
deconvolution process [16]. )e process of shock signal
transmission from signal source to sensor can be expressed
as follows:

x � h∗y + e, (9)

where y expresses the bearing fault impact signal; h expresses
the system transfer function; x expresses the original vi-
bration signal collected by sensor; and e expresses the
random noise.

)e deconvolution process is as follows:

y � f∗x � 􏽘
N− L

k�1
fkxk+L− 1, (10)

where k expresses the total sampling points, k� 1, 2, ..., n − l,
and L expresses the filter length.

For the characteristics of periodic pulse signals of ro-
tating machinery, the method of MOMEDA defines mul-
tipoint D-norm based on D-norm:

MDN(y, t) �
1

‖t‖

t
T
y

‖y‖
, (11)

MOMEDA(y, t) � max
f

MDN(y, t) �
1

‖t‖

t
T
y

‖y‖
, (12)

where y expresses the vibration signal vector; f expresses the
filter vector bank; and t expresses the target vector, used to
determine the pulse position and weight of deconvolution
target.

When the fault impulse signal is completely coincident
with the target vector t, the multipoint D-norm reaches the
maximum, the corresponding filter f is the optimal filter, and
the deconvolution effect is optimal.

)e extremum of equation (12) is obtained by deriving
the filter:

d

df

t
T
y

‖y‖
􏼠 􏼡 � ‖y‖

− 1
t1M1 + t2M2 + · · · + tkMk( 􏼁

− ‖y‖
− 3

t
T
yX0y � 0,

(13)

where f � f1,f2, . . . ,fL;t � t1, t2, . . . , tN− L;Mk �

xk+L− 1
xk+L− 2
⋮
xk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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By further simplifying equation (13), it can be concluded
that

ty

‖y‖
2X0y � X0t, (14)

where X0 is the matrix form of pulse signal,
X0t� t1M1 + t2M2+ +tkMk。.

Suppose that the inverse toplitz autocorrelation matrix
(X 0X T 0)− 1 exists, and y�X T 0f is substituted into equation
(14):

ty

‖y‖
2 f � X0X

T
0􏼐 􏼑

− 1
X0t. (15)

From the above formula, we can take its special solution f
as a group of optimal filters, which is the solution of
MOMEDA:

f � X0X
T
0􏼐 􏼑

− 1
X0t. (16)

By substituting equation (16) into y�X T 0f, the original
shock signal can be recovered to the greatest extent.

2.4. Early Fault Feature Extraction of Rolling Bearing. )e
impact component of rolling bearing early signal is weak, so
it is more difficult to extract fault features under strong
background noise. Because the VMD method decomposes
each modal component (IMF) at the same time, when the
number of available modulus in the signal is high, the
calculation time will increase significantly, and some of the
decomposed modal components are regarded as interfer-
ence or noise signals. SVMD is an algorithm for searching
modal components step by step. )is continuity helps to
improve the convergence speed. At the same time, it does
not extract unnecessary modal components and reduces the
calculation time. )erefore, SVMD algorithm is better than
VMD algorithm.

In addition, although MOMEDA algorithm has many
advantages, it is easy to be interfered by strong background
noise when extracting fault period directly from multipoint
kurtosis spectrum of early fault signal, which leads to
extracting noise period instead of fault period.)erefore, the
Teager energy operator of the original signal is used to
enhance the periodic fault impulse component in the signal,
and then the fault period is extracted from the multipoint
kurtosis spectrum of the Teager energy operator by using
MOMEDA, which can achieve efficient noise reduction. )e
specific process is as follows:

(1) Reasonable parameters such as balance parameter,
time step of double lifting, tolerance of convergence
criterion, and type of stop criterion are set for
SVMD algorithm, and a series of IMF components
are obtained by decomposing fault signal with
SVMD

(2) )e sum of all components is used to reconstruct,
and the Hilbert envelope demodulation analysis is
used to determine whether the fault characteristic
frequency can be extracted

(3) If the fault characteristic frequency cannot be
extracted, the Teager energy operator of the recon-
structed signal is calculated to highlight the con-
tinuous periodic impact component in the
reconstructed fault signal

(4) Combined with the theoretical fault period, the
reasonable period interval and filter length are set,
and the noise reduction and feature enhancement of
Teager energy operator are further carried out by
using MOMEDA algorithm

(5) )e Hilbert envelope is used to demodulate the
above filtering signal, and the fault location is di-
agnosed by comparing with the theoretical fault
characteristic frequency

)e detailed fault diagnosis flow of the proposed method
is shown in Figure 1.

Here, error rate η of the theoretical failure period δ and
the actual failure cycle ω is introduced, as an index to
measure the deviation between the actual cycle and the
theoretical cycle. Error rate η is defined as

η �
|δ − ω|

δ
× 100%. (17)

3. Simulation Verification

In order to verify the noise reduction effect based on the
combination of SVMD and improvedMOMEDA algorithm,
the following simulation signals are used to simulate the
weak fault of rolling bearing:

x(t) � s0e
− 2πζfnt sin 2πfn

�����

1 − ζ2
􏽱

t􏼒 􏼓,

y(t) � x(t) + n(t),

⎧⎪⎨

⎪⎩
(18)

where s0 expresses the displacement constant, s0 � 2; ζ ex-
presses the damping coefficient, ζ � 0.1; FN expresses the
natural frequency of bearing, fn � 2000Hz; x(t) expresses the
periodic shock component; n(t) expresses the Gaussian
white noise; the signal-to-noise ratio of the simulation signal
is − 13 dB; the known fault characteristic frequency
f� 100Hz; and the number of sampling points N� 5120.

)e time-domain waveform of the signal shown in
Figure 2 is obtained by simulation. Due to the heavy white
Gaussian noise added to the impact signal, the original
impact component has been completely submerged in the
noise signal, and it is difficult to find obvious periodic impact
characteristics.

It can be seen from the spectrum and envelope spectrum
of the simulation signal in Figure 3 that the characteristic
frequency and its frequency doubling of the impulse signal
are affected by the frequency conversion modulation phe-
nomenon and strong background noise, and the obvious
fault characteristic frequency and its frequency doubling
component cannot be found in the envelope spectrum.

From the above analysis, it can be seen that it is difficult
to identify the rolling bearing fault simply by using envelope
spectrum, so it is necessary to denoise the fault signal before
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envelope analysis, so as to improve the signal-to-noise ratio
and enhance the fault impact component. )e simulation
signal is decomposed by SVMD to separate weak fault
features and noise interference frequency. First, set the
maximum balance parameters α� 2000. )e obtained
components (IMF1-IMF5) are shown in Figure 4. Since all

the components extracted by SVMD are needed, the
reconstructed signal and its envelope spectrum can be ob-
tained by summation of each component signal directly, as
shown in Figure 5.

)e fault characteristic frequency is shown in Figure 5,
which shows that SVMD decomposition has a certain effect.
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Figure 2: Time-domain waveform of simulation signal. (a) Signal without noise. (b) Signal with strong noise.
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Figure 3: Frequency domain waveform of simulated signal. (a) Spectrum. (b) Envelope spectrum.
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Figure 1: Fault diagnosis flow chart.
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However, the amplitude of the interference frequency
around the fault feature of the signal is also large, and its
frequency doubling component cannot be found accurately,
so it is necessary to further denoise the fault signal after
decomposition and reconstruction.

)e multipoint kurtosis spectrum and interval diagram of
Teager energy operator of reconstructed signal are shown in
Figure 6. It can be seen from the figure that the points with
large multipoint kurtosis value can be observed in the mul-
tipoint kurtosis spectrum of Teager energy operator, and the
corresponding periods are T1� 101, T2� 201, and T3� 301,
respectively, corresponding to 0.5, 1, and 1.5 times of the
theoretical fault period. )e period corresponding to the
maximum kurtosis value (T3� 201) can be observed clearly in
the period interval [150, 250], and the periodic error rate at this
time η� 5%, which is basically consistent with the theoretical
failure period, that is, T2� 201 as the accurate failure period.

)e time-domain waveform of Teager energy operator is
extracted by using MOMEDA algorithm and its envelope
spectrum is calculated. Set the filter length of MOMEDA to
1000 and the fault period interval to [195, 205]. )e results
are shown in Figure 7. In Figure 7(b), a number of impact
components with regular attenuation can be observed,
corresponding to the frequency doubling f ∼ 7f of the fault
characteristic frequency of the simulation signal, and the
fault type can be judged according to this.

Compared with Figures 5 and 7, it is found that the
periodic pulse component of the time-domain waveform
obtained by the proposed method is more obvious, and
the fault characteristic frequency and its frequency
doubling component of the envelope spectrum have also
been accurately extracted. In order to further verify the
effectiveness of the proposed method, it is compared with
the method based on SVMD and MOMEDA. )e noise
reduction signal and its envelope spectrum are obtained
by MOMEDA filtering on the reconstructed SVMD signal
(the parameter settings are consistent), as shown in
Figure 8.

Compared with Figures 7 and 8, it is found that the
method of SVMD and improved MOMEDA is obviously
better than the comparison method. Firstly, the periodic
impulse characteristics of the signal obtained by the pro-
posed method are more prominent in the time-domain
diagram, and the peak values of the fault characteristic
frequency and its frequency doubling components extracted
from the envelope spectrum aremore obvious, which further
verifies the effectiveness of the proposed method.

4. Experimental Verification

)e method proposed in this paper is verified by using the
bearing open data set of Case Western Reserve University and
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Figure 5: Reconstructed signal. (a) Time-domain waveform. (b) Envelope spectrum.
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compared with othermethods. In addition, the data come from
the official website of bearing data of Western Reserve Uni-
versity: https://csegroups.case.edu/bearingdatacenter/home.

4.1. Early Fault Data Description. In the experiment, 6203-
2RS JEM SKF deep groove ball bearing was selected, and the
specific parameters are shown in Table 1.

)e motor speed is 1750 r/min, the rotation frequency is
29.17Hz, and the sensor sampling frequency is 12KHz. For
the convenience of experimental calculation, 24000 points of
inner ring fault data are selected. According to the following
formula of fault frequency, the failure frequency of inner
ring of rolling bearing can be calculated as 144.3Hz.

fi � 0.5rn 1 +
d

D
cos α􏼠 􏼡, (19)

where d expresses the rolling body diameter; D expresses the
bearing feature diameter; α expresses the bearing contact
angle; and n expresses the number of rolling bodies, and r
represents the transition. Early fault time-domain signals
and their envelope are shown in Figure 9.

Observing Figure 9, it is difficult to observe obvious and
regular periodic impact characteristics in time-domain
waveform because the impact component in original fault
signal is submerged by strong background noise. Moreover,
only the motor rotation frequency fr and its frequency
doubling can be observed in the envelope spectrum, and the
rolling bearing fault characteristic frequency and its fre-
quency doubling component are difficult to be effectively
extracted due to the occurrence of frequency component
modulation such as noise. )erefore, it is necessary to use
the proposed method to denoise the original fault signal.

4.2. Early Fault Analysis Based on SVMD. Because the en-
velope spectrum of the original signal cannot directly reflect
the fault state information, a new signal decomposition
method, SVMD decomposition, is used for preliminary
noise reduction. First, set the maximum balance parameters
α� 12000. )e time step of double promotion tau� 0. )e
tolerance of convergence criterion tol� 1e-6. )e stop cri-
terion type stopc� 4 (converges to the energy of the last
modal component), and then SVMD decomposition is

0 0.02 0.04 0.06 0.08 0.1
Time (s)

60

40

20

0

En
er

gy

(a)

0 50 100 150 200 250 300 350 400
Period

0.6

0.4

0.2

0

-0.2M
ul

ti-
po

in
t k

ur
to

sis X: 101
Y: 0.3873

X: 201
Y: 0.387

X: 301
Y: 0.4241

(b)

Figure 6: Teager energy operator and its multipoint kurtosis spectrum of reconstructed signal. (a) Teager energy operator. (b) Multipoint
kurtosis spectrum.
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Figure 7: Signal based on SVMD and improved MOMEDA. (a) Time-domain waveform. (b) Envelope spectrum.
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performed to obtain 11 modal components (IMF1-IMF11),
the first five of which are shown in Figure 10. Finally,
according to the theory that all components extracted by
SVMD algorithm are valid, the SVMD reconstructed signal
and its envelope spectrum are obtained by summing all
components, as shown in Figure 11.

It can be seen from Figure 10 that the impact component
of the signal decomposed and reconstructed by SVMD is
more prominent in the time-domain diagram, and the fault
characteristic frequency and its frequency doubling com-
ponent of the signal can be preliminarily found in the en-
velope spectrum, which shows that the decomposition
method has a certain effect on the noise reduction of the
signal. However, the peak value of fault characteristic fre-
quency and its frequency doubling is not prominent, es-
pecially the weak signal can only be found at the frequency
doubling, which is easily submerged by noise.)erefore, this
method cannot accurately and effectively extract the early
fault characteristic frequency of rolling bearing. It is nec-
essary to take further noise reduction methods to extract the
fault characteristic frequency more accurately.

4.3. Early Fault Analysis Based on SVMD and Improved
MOMEDA. In order to highlight the characteristic fre-
quency and frequency doubling component of the early fault
signal of rolling bearing, the improvedMOMEDAmethod is
adopted to further enhance the signal characteristics after
SVMD decomposition and reconstruction. Firstly, the
Teager energy operator and its multipoint kurtosis spectrum
of SVMD reconstructed signal are calculated, and the results
are shown in Figure 12.

It can be seen from Figure 12 that the significantly
enhanced impact component can be observed in the signal
Teager energy operator diagram. In the multipoint kurtosis
spectrum, the peak values of multipoint kurtosis with cor-
responding periods of 40, 84, and 167 are 0.5, 1, and 2 times
of the theoretical fault period, respectively. In the period
interval [80, 86], it is obvious that the period corresponding
to the maximum kurtosis value is 84, and the periodic error
rate is lower η� 1.01%, which is basically consistent with the

theoretical failure cycle. It is judged that the selected period
is the accurate failure period.

)e time-domain diagram and envelope spectrum of
Teager energy operator extracted by MOMEDA filtering are
shown in Figure 13. Obvious periodic impact component
can be observed from the time-domain diagram, and the
noise interference in the envelope spectrum can be signif-
icantly reduced. Obvious impact component (145Hz) can be
observed, which basically corresponds to the theoretical fault
frequency 144.3Hz of inner ring and its multiple frequency
multiplication. According to this, it can be judged that there
is inner ring fault in this rolling bearing.

In order to further prove the superiority of the proposed
method, it is compared with other fault feature extraction
methods. )e time-domain signal and envelope spectrum
are obtained by using the method based on SVMD and
MOMEDA, as shown in Figure 14. Compared with the
proposedmethod, it can be seen from the envelope spectrum
that this method can only extract a single frequency of
bearing early fault, and its frequency doubling component is
easily submerged by noise, so it cannot be effectively

Table 1: Structural parameters of 6203-2RS JEM SKF deep groove ball bearing.

Bearing type Diameter of rolling element (mm) Bearing pitch diameter (mm) Bearing contact angle Number of rolling
SKF 6203 6.75 28.5 0° 8
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Figure 9: Early fault signal. (a) Time-domain waveform. (b) Envelope spectrum.
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extracted. )en, the method based on SVMD and MCKD is
used to extract the characteristic frequency of the original
fault signal (set the filter length as 100 and the number of
iterations as 200), and the time-domain signal and envelope
spectrum are obtained, as shown in Figure 15.

It can be seen from the time-domain waveform in
Figure 15 that only a small number of periodic impact
components appear in the deconvolution reconstruction
signal of MCKD, which indicates that the deconvolution

effect is not ideal. )e fault characteristic frequency can be
found in the envelope spectrum, but its amplitude is very
small, and its frequency doubling cannot be accurately
found, and the characteristic frequency is easily interfered by
noise and other modulation frequencies. )e effectiveness of
the improved MOMEDA method is further verified.

In addition, the time-domain waveform and envelope
spectrum of the signal are obtained by using the method
proposed in reference [17], as shown in Figure 16. Although
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Figure 14: Signal based on SVMD and MOMEDA. (a) Time-domain waveform. (b) Envelope spectrum.
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the fault impulse component can be seen in the time-domain
diagram, the fault characteristic frequency and its frequency
doubling component obtained by the proposed method are
weaker than those obtained by the proposed method in the
envelope spectrum, especially the frequency doubling
component is easily interfered by other frequency compo-
nents, which further illustrates the effectiveness of the
proposed method.

By comparing the proposed method with the other three
feature extraction methods, it is found that the proposed
method is the least disturbed by strong background noise,
and the peak value is the most prominent at the fault feature
frequency and its frequency doubling, which can accurately
extract the early fault feature frequency of rolling bearing.
)e effectiveness and practicability of the method based on
SVMD and improved MOMEDA are fully proved.

5. Conclusion

)is paper presents a bearing fault diagnosis method based on
SVMD and improved MOMEDA. Firstly, SVMD technology
is used to decompose the vibration signal of the bearing, and
several IMF components are obtained. Considering that the
components extracted by SVMD method are all useful, the
fault impulse signal is reconstructed directly by summing the
components. )en, the improved MOMEDA is used to
denoise the reconstructed signal. Finally, the denoised signal
is demodulated by Hilbert envelope.

)e simulation and experimental results show that
compared with VMD, the most advantage of SVMD is that it
does not need to know the number of available modes in the
signal, and it has lower computational complexity and can
successfully converge to the real modal components. In ad-
dition, compared with MOMEDA and other deconvolution

algorithms, the improved MOMEDA algorithm can highlight
the fault characteristic frequency when dealing with periodic
pulse signals with strong background noise. )e interference
components near the peak are few, and the characteristic
frequency and frequency doubling characteristics are greatly
enhanced, which is more convenient for fault analysis.

)rough the analysis of simulation signals and experi-
mental data, compared with other rolling bearing fault
feature extraction methods, the proposed method can ex-
tract fault feature frequency more accurately under strong
noise interference, and the time cost is lower, which verifies
the effectiveness and practicability of the method.
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Circuits are considered an important part of railway vehicles, and circuit fault diagnosis in the railway vehicle is also a research
hotspot. In view of the nonlinearity and diversity of track circuit components, as well as the diversity and similarity of fault
phenomena, in this paper, a new fault diagnosis model for circuits based on the principal component analysis (PCA) and the belief
rule base (BRB) is proposed, which overcomes the shortcomings of the circuit fault diagnosis method based on data, model, and
knowledge. In the proposed model, to simplify the model and improve the accuracy, PCA is used to reduce the dimension of the
key fault features, and varimax rotation is used to deduce the fault features. BRB is used to combine qualitative knowledge and
quantitative data effectively, and evidential reasoning (ER) algorithm is used to carry out the inference of knowledge. )e initial
parameters of the model are optimized, and the optimal precondition attributes, rule weights, and belief degree parameters are
obtained to improve the accuracy. )rough the training and testing of the model, the experimental results show that the method
can accurately diagnose the fault of the driver controller potentiometer in the railway vehicle. Compared with other methods, the
model shows high accuracy.

1. Introduction

)e circuits are important parts of the railway vehicle [1].
Under the adverse working conditions of high temperature
and vibration environment of the railway vehicle, the failure
probability is very high, and the diagnosis is difficult. Any
damage to the circuits of a railway vehicle may result in
security issues. In order to enhance the security of railway
vehicle, the circuit fault diagnosis of railway vehicles is a very
important way to find the fault in time. However, the de-
velopment of circuit fault diagnosis is slow; due to the
complexity and nonlinearity of the electronic system, the
tolerance of the components, and the diversity of the faults,

even some of the faults are slowly changed, and whether the
circuit is faulty cannot be determined unilaterally [2].

Based on the particularity of the circuit system, it can be
known that circuit failure is not a failure mode in the tra-
ditional sense. It is necessary to timely feed back the failure
and future failure information to the driver. )erefore, the
fault detection method cannot use the traditional fault de-
tection method. It is necessary to develop a suitable fault
diagnosis method according to the characteristics of the
electronic system.

At present, fault diagnosis methods are mainly divided
into two categories: quantitative methods and qualitative
methods. Quantitative methods are mainly based on
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data-driven methods, using large amounts of data to train
the system, which are accurate. However, they cannot add
expert knowledge and output the fault samples corre-
sponding to the fault category label, which belong to the
black box and cannot output other diagnostic information,
such as the probability of the fault sample belonging to each
fault category. )ere are mainly backpropagation neural
network (BPNN) [3], support vector machine (SVM) [4],
and DS evidence theory fusion method [5]. Qualitative
methods can build a knowledge base or use the empirical
knowledge of experts. )e more the knowledge base, the
higher the diagnostic accuracy, but the data cannot be used
for learning and updating. For example, Huang et al. [6]
proposed an improved hidden Markov model for rail transit
motor faults. Li [7] proposed an expert system-based fault
diagnosis method for locomotive electric drive circuits. Yang
et al. and Zhang et al. [8, 9] proposed reasoning methods
based on DS theory, decision theory, and rule base. )is
method adds rule parameters on the basis of traditional rules
and establishes the learning model of the RIMER expert
system.

Combining qualitative and quantitative methods can
effectively solve the problem of fault classification and use
data for learning and updating. Liu and Tong and Zhang
[10, 11] put forward the method of combining neural network
and expert system to study the fault of locomotive wheel pair,
which effectively solves the misdiagnosis rate and real-time
problems in traditional faults. However, the problem of the
probability of failure has not been resolved. )erefore, this
paper proposes a new PCA-BRB fault diagnosis model. At
first, when the dimensionality of the data was too high, PCA
was used to reduce the dimensionality of the feature quantity.
In order to extract more representative and physically
meaningful fault feature quantities, the factor rotation
method, that is, the maximum variance orthogonal rotation,
is used to reduce the dimension of the load matrix through
factor analysis to obtain the physical meaning of the fault
feature quantities. )en, the reasoning method of the belief
rule base using the evidence reasoning method (RIMER) is
used to diagnose the fault. )e combination of principal
component analysis and factor analysis can effectively reduce
the number of input confidence rules in the confidence rule
base (BRB) and improve learning efficiency and fault diag-
nosis accuracy.)is paper mainly solves the problems of fault
in railway vehicle circuits. )e RIMER expert system can be
used to classify the faults effectively; meanwhile, calculated
sample belongs to the probability of each failure categories.
)erefore, it can be utilized for the circuits of engineering
practice. )e main work in this paper includes the following:

(1) Due to the high complexity of the rail vehicle line
model, the variety of data, and the difficulty of data
monitoring, it is easy to cause a combination ex-
plosion, especially in a large-scale system, and it is
difficult to monitor a large number of variables in
each subsystem. )is results in a need for fault di-
agnosis methods that can work with a limited set of
monitoring signals. In order to simplify the model
and improve the accuracy of using principal

component analysis (PCA) to construct the factor
model, [12], use maximum variance rotation to in-
vert the relationship between principal components
and feature quantities, and select key fault features
through dimensionality reduction.

(2) In order to classify the fault samples of the circuits of
rail vehicles, the RIMER method based on evidential
reasoning is used to diagnose the fault. Knowledge is
expressed by BRB and reasoned by ER.)e input is a
prerequisite attribute sample after dimensionality
reduction, the basic probability mass of each con-
fidence rule is established, and then the rules are
combined by ER, and the output is the probability of
each fault; according to the corresponding fault
probability and the fault type semantic value, the
fault type semantic value of the final output is
calculated.

(3) Fmincon’s active-set algorithm is employed as the
optimization method to train and optimize BRB
parameters. )e objective function is the minimum
variance of the real fault semantic value and the
initial BRB output. As a result, the optimized BRB
can reflect system’s behavior accurately.

(4) )e new PCA-BRB-based model was proposed and
applied to an actual engineering system to verify the
validity of the new model. Compared with the other
approaches, the proposed model has shown higher
accuracy.

)e rest of this paper is organized as follows. In Section
2, a new fault diagnosis model for circuits in railway vehicle
based on the principal component analysis and the belief
rule base is proposed. In Section 3, fault diagnosis steps are
put forward. In Section 4, the potentiometer is chosen as a
numerical example to validate the efficiency of the new
proposed model. In Section 5, conclusions are provided.

2. Fault Diagnosis Theory Based on PCA-BRB

2.1. Feature Dimension Reduction Method for PCA. )e
railway vehicle circuits have many electronic components
and many kinds of fault characteristics, and the charac-
teristics of faults are complicated, but it is difficult to
monitor a large number of variables. It is especially im-
portant to effectively reduce the number of features and find
smaller dimensions and more representative features
without changing the qualitative knowledge contained in the
data itself and to simplify the fault diagnosis model at the
same time.

Principal component analysis (PCA) is an effective
method for statistical analysis of data, which is based on the
Karhunen–Loeve decomposition. Its purpose is to find a set
of vectors in the data space to explain the variance of the data
as much as possible. )rough a special vector matrix, the
data are mapped from the original high-dimensional space
to the low-dimensional vector space. After the dimension-
ality is reduced, the vector retains the main information of
the original data, making the data easier to process [13]. But
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the result of PCA is to obtain the principal component which
contains the comprehensive index. )e main component is
reconstructed, and it will lose some qualitative knowledge
and does not have the actual physical meaning, which is not
conducive to the construction of the BRB model. )e factor
analysis, through the study of the internal relationship be-
tween the correlation matrix and covariance matrix of many
variables, finds out a few random variables (factors) that can
integrate the main information of all variables.

)erefore, a method of combining principal component
analysis with varimax rotation is proposed to reduce the
dimension of fault feature. Firstly, PCA is used to extract the
principal component, and then the principal component is
used to carry out the reverse reasoning [14], using the
method of maximum variance rotation in the factor analysis
method to solve the load matrix. )e purpose is to make the
absolute value or square value of each element of the load
matrix as much as possible two-level differentiation, that is,
the absolute value or square value of a few elements is as
large as possible, while other elements close to zero.)e fault
characteristic quantity with the absolute value of more than
0.9 is selected as the key fault characteristic of the principal
component. Specific steps are as follows.

2.1.1. Standardization of Raw Data. )e original dataset of
the fault characteristic value of electronic circuits is (xij)

T×P

(where T is the number of samples and P is the number of
fault features). In order to eliminate the influence of the
different dimensions of original variables and large nu-
merical difference, it is necessary to standardize the original
variables, that is:

xij

∗
�

xij − xj
���
Sij

􏽱 , i � 1, 2, . . . T; j � 1, 2, . . . p, (1)

where

xj �
1
T

􏽘

T

i�1
xij, (2)

Sij �
1

T − 1
􏽘

T

i�1
xij − xj􏼐 􏼑

2
. (3)

2.1.2. Establishing Correlation Matrix and Calculating the
Matrix Eigenvalue and Eigenvector

R �
1

T − 1
X
∗
X

T
, (4)

where X∗ is data matrix of standardization. Eigenvalue λj

and eigenvector ej are calculated by R, for j � 1, 2, . . . p.

2.1.3. Selection of Principal Component. )e contribution
rate of the jth principal component to the total variance is
calculated, that is, the variance contribution rate is
calculated:

per �
λj

􏽐
P
j�1 λj × 100%

. (5)

)e P principal components are sorted from large to
small order according to the contribution rate; usually, the
principal component number n whose cumulative contri-
bution rate is greater than 95% is selected.

2.1.4. Establishing a Factor Model

yn � Exp. (6)

In general, the PCA transforms P vectors (x1, x2,

x3, . . . xp) to n vectors (y1, y2, y3, . . . yn). where E represent
the load matrix, E � dig

��
λn

􏽰
enp.

2.1.5. Orthogonal Rotation of Load Matrix

B � EQ

� bij􏼐 􏼑.
(7)

B is the rotation factor load matrix. Let matrix B’s
variance of sum be max, and thus orthogonal matrices Q and
B are obtained. )e critical fault characteristics of bij > 0.9
are selected.

)rough principal component analysis, the input of the
expert system of the rule base is reduced, and the number of
rules and the structure of themodel are simplified, which can
greatly improve the learning speed.

2.2. RIMER Method. )e belief rule base inference meth-
odology using the evidential reasoning approach (RIMER) is
mainly composed of two parts, which are the regular rep-
resentation of known information and inference of decision
process rules. At present, this method is effective in solving
classification problems, pattern recognition, fault diagnosis,
and so on. Because of the nonlinear characteristics of the
circuits, the diversity of the components, and the complex
circuit connection, the mathematical model is difficult to be
established when the fault of an electronic component or a
branch is not proportional to the total output. However, the
rule base expert system does not need to establish mathe-
matical model through historical data and expert knowledge.
It is only necessary to carry out the knowledge represen-
tation by means of the rule base, and the inference of
knowledge is realized by ER inference. It belongs to white
box diagnosis, which has clear observation of the reasoning
process and a clear explanation of the diagnostic results.)is
paper presents a method of fault diagnosis for railway vehicle
electronic circuits based on the belief rule base inference
methodology using the evidential reasoning approach
(RIMER).

2.2.1. 2e Knowledge Representation of the BRB. Its main
purpose is to calculate the circuit input data and the rules of
the rule base operations. After regularization, the known
input contains the fault information of each rule, and the
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fault information is an equivalent to known input weights
assigned to each rule. )e regularization process is not a
simple IF-THEN rule, and it is a more comprehensive in-
troduction of fault feature weight and rule weight. Some-
times, the known data are highly similar to a rule. But this
rule is not important, or the premise attribute is not im-
portant, and the weight after regularization is not necessarily
very high [15]. )e kth rule of the belief rule base is rep-
resented as

If x1 isA
k
1∧ x2 isA

k
2 isA

k
M,

Then D1, β1,k􏼐 􏼑, . . . , DN, βN,K􏼐 􏼑􏽮 􏽯.

With a rule weight θk and

fault feature weight δ1,k, . . . , δMk,k,

(8)

where X is input vector; Ak represents a collection of entered
reference values by the rule k, Ak � Ak

1, Ak
2, . . . , Ak

M􏼈 􏼉,
k � 1, 2, . . . , L, where L is the number of all rules; D is the
result vector, and D � [D0, D1, D2, . . . , DN], where N is the
system states number including the normal state; βk is the
vector belief degree, which is the possibility that the result of
fault diagnosis results in various states; θk is the rule weight,
which represents the importance of the corresponding rules;
and δj is the weight of fault feature, which indicates the
importance of thejth precondition (fault feature).

)e BRB expert system can effectively use various types
of information, and a nonlinear model is established by the
rail vehicle electronic circuits characteristic input and fault
class output. Compared with the traditional IF-THEN rules,
it provides a way to contain more information, more close to
the actual knowledge expression.

2.2.2. ER Algorithm. )e BRB is the expression of frame of
knowledge, but after a group of fault feature input, how to
combine the L rules in the rule base is important, so that the
results can be achieved in the fault detection and diagnosis.
Specific steps have to be achieved by reasoning algorithm.
)e disadvantage of the traditional Dempster evidence
theory is that there is no fusion of conflict events [16]. To
solve this problem, there are two kinds of solutions, one is

that the Dempster rule is flawed and needs to be modified;
the other is that it is not related to the Dempster rule, and the
reason lies in the modelling not being accurate, and it needs
to preprocess the evidence and then make a combination
[17]. However, most of the modifications to the rules have
destroyed the combination rule of the Dempster rules, and
the pretreatment of the evidence changed the specificity of
the evidence and did not take into account the reliability and
importance of the evidence. Li et al. [18] put forward a new
evidence combination rule of evidence reasoning (ER) al-
gorithm; after preprocessing the evidence, the Dempster rule
is used to synthesize the algorithm, which not only satisfies
the commutative law and associative law but also keeps the
specificity of the evidence in the preprocessing. Specific steps
are as follows [15]:

(1) Calculating the activation weights of belief rules: if xi

is assumed to be the ith input, the activation weights
in the kth rule can be expressed as

ωk �
θk 􏽑

M
i�1 αk

i􏼐 􏼑
δi

􏽐
L
l�1 θl 􏽑

M
i�1 αk

i􏼐 􏼑
δi

, (9)

ωk � θk 􏽙

M

i�1
αk

i􏼐 􏼑
δi

. (10)

In this paper, two methods for calculating RIMER
activation weights of circuit fault diagnosis are put
forward. )e activation weights in equation (9) are
required to be normalized, that is,􏽐ωk � 1; equation
(10) is nonnormalization; when there are many rules
of circuit belief rules, the normalized weight will
result in the small weight of all rules, so that the
fusion result is very close to the mean value. )e
equation (10) is used to calculate when the conflicts
between the rules are not very large or the weight of
the conflicting evidence is small. Fusion after nor-
malization is used when there is a large conflict in the
rules and the weight of conflict evidence is large.

αij x
∗
i( 􏼁 �

xi(k+1) − x
∗
i

xi(k+1) − xik

, j � k xik ≤xi ≤xi(k+1)􏼐 􏼑,

x
∗
i − xik

xi(k+1) − xik

, j � k + 1,

0, j � 1, 2, . . . xi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌, j≠ k, k + 1,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)
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where ωk ∈ [0, 1], k � 1, 2, . . . , L; ai,j is the
matching degree of the input information which is
based on rules or utility.)e input information is the
matching of i attribute of j rules.

(2) ER algorithm: the final output of BRB S(x) can be
realized by the combination of all the rules in the ER
algorithm:

S(x) � Dn, 􏽢βn􏼐 􏼑􏽮 􏽯, n � 1, · · · , N. (12)
)e confidence level of Dn is shown in equation (8):

􏽢βj �
μ × 􏽑

L
k�1 ωkβn,k + 1 − ωk 􏽐

N
n�1 βn,k􏼐 􏼑 − 􏽑

L
k�1 1 − ωk 􏽐

N
n�1 βn,k􏼐 􏼑􏽨 􏽩

1 − μ × 􏽑
L
k�1 1 − ωk( 􏼁􏽩,􏽨

(13)

μ � 􏽘
N

n�1
􏽙

L

k�1
ωkβn,k + 1 − ωk 􏽘

N

n�1
βn,k

⎛⎝ ⎞⎠ − (N − 1) 􏽙
L

k�1
1 − ωk 􏽘

N

n�1
βn,k

⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦

− 1

. (14)

ωk in equations (13) and (14) can be obtained by the
activation weight equation (9) or (10). )erefore, it can be

seen that βn

∧
is described by the function of confidence

βn,k(n � 1, . . . , N, k � 1, . . . , L), rule weight θk(k � 1, . . . ,

L), and fault feature weight δj.
Finally, the discriminant result of output can be

expressed as

yi � 􏽘
N

1
Dnβn, n � 1, 2, . . . , N. (15)

2.2.3. Optimization of the BRB Parameters. )e initial BRB
parameters are usually given by experts based on prior
knowledge and historical information. It is difficult to deter-
mine the precise values of these parameters. Especially in the
rail passenger car driver’s console, there are many types of
faults and the diagnosis accuracy is required. In the case of high
demand, the driver’s console fault diagnosis result output by
the initial BRB will deviate from the real result.)e accuracy of
the evaluation is reduced. )erefore, in order to improve the
evaluation accuracy, the initial BRB needs to be optimized, and
the purpose of optimization is to minimize and optimize the
error between the actual output result and the initial BRB
output result. So, it is necessary to optimize the initial BRB, and
fmincon’s active-set algorithm is used in this paper [19].

)e BRB parameter vector is V � [θ1 · · · θK · · · δ1 · · ·

δm · · · βk
1 · · · βk

n]T, and its constraints are

minMSE y θkδm
, βk

n􏼐 􏼑􏼐 􏼑, (16)

0≤ θk ≤ 1, (17)

0≤ βk
n ≤ 1, (18)

􏽘

N

n�1
βk

n, k � 1, 2, . . . L. (19)

)e objective function [20] is

MSE �
1
T

􏽘

T

i�1
yi − yir( 􏼁

2
, (20)

where yir is the real referenced value of the data.

3. PCA-BRB Fault Diagnosis Model for
Circuits in Railway Vehicle

3.1. Circuit Fault Diagnosis Flowchart. )e flowchart of the
PCA-BRB fault diagnosis model for circuits is shown in
Figure 1.

3.2. Circuit FaultDiagnosis Procedure. )e steps of the PCA-
BRB fault diagnosis model for circuits are shown in Table 1.

4. Case Study

)e driver controller is the key electrical equipment on the
rail vehicle, and it is the main control device used by the
driver to operate the locomotive. All instructions for the
traction, braking, and speed regulation of the motor train
unit are realized by the driver controller. It mainly uses the
low-voltage electrical apparatus of the control circuit to
indirectly control the electrical equipment of the main
circuit; whether the action is well will directly affect the
smooth operation of the locomotive and the realization of
various conditions. )e small fault of the driver controller
will bring a lot of security risks to the locomotive, for ex-
ample, “motor vehicle suddenly channels endplay,” no
voltage and no electricity, the electronic circuit receives the
wrong instruction to produce the disoperation, and so on,
and these will bring very big threats to the equipment safety
and the driving safety. So, using numerical observations
accurately to diagnose for hidden failures is particularly
important.

)e driver controller is prone to electrical failure, and
the potentiometer circuit fault of it directly leads to serious
problems of the locomotive, for example, the internal open
circuit of the potentiometer could lead to no voltage and no
electricity of the railway vehicle, element parameters
change, and the external load of the potentiometer affects
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the voltage value of the traction system’s acquisition ac-
curacy. )e purpose of this section is to solve the problem
of fault diagnosis of the driver controller and take a large
number of fault diagnosis problems in the circuit of the
potentiometer as an example. )e method is used to es-
tablish the rule base of the driver controller, and the
corresponding learning model is established. )e PCA is
used to select the fault feature, so as to simplify the learning
model. In order to verify the proposed fault diagnosis
model for rail vehicles, the most common faults in working
process of the driver controller potentiometer are diag-
nosed, and these five states are normal work, the forward
bias of the component parameters, the negative deviation
of the component parameters, the external load, and in-
ternal open circuit.

4.1. ExperimentalDesign. In this paper, the fault diagnosis of
the implementation of the framework is from the literature
[21], as shown in Figure 2. )e framework is divided into 5
stages: fault circuit generation, fault data simulation, fault
feature extraction, fault diagnosis, and parameter optimi-
zation [22, 23].

4.1.1. Generating the Potentiometer Fault Circuit.
Potentiometer faults can be divided into hard and soft faults.
Hard faults, such as open circuit or short circuit, will cause
the topology change of the potentiometer circuit, and the
circuit function will change greatly.

)e soft fault is the actual value of the component pa-
rameter beyond the tolerance range, leading to the reduction
of the working performance of the potentiometer, the speed
command error, and so on.

In the generation phase of the potentiometer fault cir-
cuit, a variety of faults are injected into the potentiometer
simulation circuit by the mutation operation, and a series of
circuit under test (CUT) variants with different fault modes
are obtained. Fault generation is shown in Table 2. Among
them, the forward bias of the component parameters and the
negative deviation of the component parameters are the
PCH mutation operations, and they are uniformly distrib-
uted (U[0.1Xn, Xn − 2t] and U[Xn + 2t, 2Xn]) (XN is the
nominal value of component and t is tolerance value of the
component); potentiometer external load fault is GRB
mutation operation which is uniform distribution
(U[10Ω, 1KΩ]); potentiometer internal open circuit is ROP
mutation operation which is uniform distribution
(U[100kΩ, 100MΩ]).

In this paper, potentiometer schematic diagram is
adapted from the literature [23]. Figure 3 shows the sim-
ulation of the driver controller potentiometer in Proteus.
Train management system (TMS) provides 15V analog
power supply for the controller, where RV1 and RV2 are
“traction” and “brake” sliding rheostats. When the speed
control handle A of the master controller is manipulated and
rotated in the RV1 orRV2 area, the output voltage of the

Table 1: PCA-BRB fault diagnosis model for circuits.

Step 1: fault feature selection by the PCA method.
Step 1.1: constructing the standardized data xij

∗
by equations (1)–(3).

Step 1.2: calculating the correlation matrix R by equation (4) and calculating the eigenvalue λj and characteristic vector ei of R matrix.
Step 1.3: calculating the principal component of eigenvalue by equations (6) and (7).
Step 2: the establishment of the initial BRB.
Step 2.1: defining semantic values of system input and output.
Step 2.2: setting the initial parameters of the BRB.
Step 2.3: calculating the initial BRB output semantic value by equations (8)–(14).
Step 3: optimization of the BRB parameters.
Step 3.1: calculating the initial BRB and real output variance MSE, as the target function by equation (20).
Step 3.2: establishing the constraint by equations (16)–(19).
Step 3.3: selecting the best parameters in the current generation.
Step 4: electronic circuit fault diagnosis.
Step 4.1: the testing data are transformed to the belief degrees by equation (11).
Step 4.2: calculating the activated weights of rules in the optimized BRB by equation (9) or (10).
Step 4.3: deriving the distributed output of the system’s state by equations (13) and (14).
Step 4.4: calculating the expected utility of the fault diagnosis by equation (15).

Testing dataTraining data

BRB

Normalized
calculation

Nonnormalized
calculation

Optimize
parameters

Fault diagnosis

X = (X1, X2, X3, … XM),
Xi є X, M є P

{(D1, β1,k), … (DN, βN,k)}

V = [θ1 …θk …δ1 …δm …β1
k …βnk]T

k = 1, 2, … L

{(D1, β1), … (DN, βN)}

yi = ∑ Dnβnk

Figure 1: )e flowchart of the PCA-BRB fault diagnosis model for
circuits.
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potentiometer is changed, thereby issuing instructions to
adjust the speed of the locomotive. In this paper, 101 kinds of
data in the potentiometer from the “0” slide to the braking
process are randomly injected into each fault.

Fault description is shown in Table 3.
In the Proteus simulation software, each class of 101 sets

of fault samples (505 groups) is obtained. )e fault samples
are divided into 2 categories according to the category. )e
first one is the training sample (group 340), and the second
one is the test sample (group 165).

4.2. Feature Reduction. )e driver controller potentiometer
has a lot of fault types and fault element prerequisite at-
tributes, and the circuit has some branches and trunk roads,
such as voltage, current, resistance of the branches and trunk
roads, sliding ratio of sliding rheostat in braking process
RV2, and so on. )e correct choice of characteristic quantity
is not only easy to diagnose but also simplifies the learning
model. Because the potentiometer is mainly operated by
regulating the resistance variation of the change of voltage to
control the speed of railway vehicles, this paper mainly

assumes the circuit output voltage, main circuit current, and
output resistance as characteristic quantities. For more
complex circuit or circuit having a plurality of output ter-
minals, more characteristic quantities can be chosen.

Using the training data, the number of samples is T �

340 and the fault feature number is P � 3. It is necessary to
perform standardized treatment of original variables, that is,
the original variables need to be standardized.

)e mean is xj � 5.89 10.48 0.63􏼂 􏼃; the standard de-
viation is Sij � 2.68 2.23 0.40􏼂 􏼃; and the characteristic
quantity is λj � 2.672 0.306 0.022􏼂 􏼃. Calculate the con-
tribution to the total variance of the principal components in
the ith rate, and the variance contribution rate is

peri �
λj

􏽐
P
j�1 λj × 100% � 89.07% 10.19% 0.74%􏼂 􏼃

. (21)

It shows that there are 2 total contribution rates of more
than 95% principal components (because the characteristic
of greater than 1 is only one factor by using SPSS analysis, it
cannot be rotated, and two principal components are
extracted by the gravel method); according to varimax ro-
tation, the load matrix is obtained, and the correlation
between the principal components and key fault feature is
shown in Table 4.

)e main elements usually take the total contribution
rate of more than 95%, which contain most of the original
variable information. )rough principal component anal-
ysis, two principal components of total contribution rate are
more than 95%, and output voltage coefficient of component

Table 3: Fault description of potentiometer.

Number Fault description Nominal value Fault value
D0 Fault-free
D1 RV2↑ 1043Ω [1460.2, 2086]Ω
D2 RV2↓ 1043Ω [104.3, 625.8]Ω
D3 GRB(R5) [10, 1000]Ω
D4 ROP(RV2) 1043Ω [100, 100000]KΩ

CUT

Mutation
operation Variant Proteus

emulator
Fault feature

selection BRB-ER

Parameter
optimization

y-

∆y

Diagnosis

yr
⊗

Figure 2: )e structure of the PCA-BRB model.

Table 2: Mutation operators.

Operators Name Description
PCH Parameter changes Specified parameters of the component diverge the tolerance range

GRB Global resistive
bridging A resistor with a very low resistance is connected between the two nodes of different components

ROP Resistance open A resistor with a high resistance is connected between the ports of the component to represent the
open circuit

Output RA

RV2

braking

traction
RV1

R1 R2

INPUT

15 V I

–
++

–

Figure 3: )e circuit diagram of motorman controller
potentiometer.
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1 which is obtained by maximum variance rotation method
is greater than 0.9, the main current coefficient (0.910) of
component 2 is greater than 0.9, and the two features are
selected as an input of the BRB expert system.)e number of
rules and model structure are simplified, which can greatly
improve the learning rate.

4.3. RIMER Algorithm. )e output voltage is selected by 6
reference values: zero (Z), very small (VS), small (S), me-
dium (M), large (L), and very large (VL), that is,
A1 ∈ Z, VS, S, M, L, VL{ }.)e electric current is selected by 7
reference values: very small (VS), medium small (MS), small
(S), medium (M), large (L), medium large (ML), and very
large (VL), A2 ∈ VS, MS, S, M, L, ML, VL{ }. )e semantic
value and referenced values of features are shown in Tables 5
and 6.

)e potentiometer has five fault states which are normal
work (D0), element parameter positive deviation (D1), el-
ement parameter negative deviation (D2), external load
(D3), and potentiometer open circuit (D4), D� [D0, D1, D2,
D3, D4]. Above the semantic value, it needs to be quantified,
and the referenced values of the fault states are shown in
Table 7.

4.3.1. 2e Initial BRB Potentiometer Fault Diagnosis.
Because the output voltage has 6 reference values and the
current has 7 reference values, there are 42 belief rules in
belief rule base (BRB). Divide the experimental data into 152
sets of training data and 238 sets of test data

x152,1 x152,2( 􏼁 � 4.27253 11.4( 􏼁, x283,1 x283,2( 􏼁 �

3.43793 11.9( 􏼁. )e output voltage and electric current
reference values of the two sets data are very similar, and the
semantic value A1 is between S and M. )e semantic value
A2 is betweenM and L. However, 152 groups of fault data are
D2 (component parameters RV2↓), and the reference value
is 3; 238 groups of fault data are D3 (external load failure),
and the reference value is 4, which is diagnosed by the initial
confidence rule base.

(1) )e initial BRB diagnosis processes of 152 data
x152,1 x152,2( 􏼁 � 4.27523 11.4( 􏼁 are shown in

Tables 8–10.

D0, β1,k􏼐 􏼑, . . . DN, βN,k􏼐 􏼑􏽮 􏽯 � D0, 0.0320( 􏼁,􏼈

D1, 0( 􏼁, D2, 0.650( 􏼁,

D3, 0.3180( 􏼁, D4, 0( 􏼁􏼉.

(22)

)at is, the probability output of the fault sample
belongs to the fault types; the probability of the third
fault is the largest.

Confidence relative evaluation results of ER
algorithm:

yi � 􏽘
N

1
Dnβ

k
n

� 3.254.

(23)

Fault status belongs to D3, component parameters
RV2↓. )e diagnosis is correct.

(2) )e initial BRB diagnosis processes of 238 data
x238,1 x238,2( 􏼁 � 3.43793 11.9( 􏼁 are shown in

Tables 11–13.

D0, β1,k􏼐 􏼑, . . . DN, βN,k􏼐 􏼑􏽮 􏽯 � D0, 0( 􏼁, D1, 0( 􏼁,􏼈

D2, 0.5558( 􏼁, D3, 0.4442( 􏼁, D4, 0( 􏼁􏼉.
(24)

)at is, the probability output of the fault sample belongs
to the fault types; the probability of the third fault is the
largest, and it is inconsistent with the real situation.

Confidence relative evaluation results of ER algorithm:

yi � 􏽘
N

1
Dnβ

k
n

� 3.4442.

(25)

Fault status belongs to D3, component parameters
RV2↓. )e diagnosis is wrong. In the next section, the initial
BRB parameters are optimized to improve the accuracy.

4.4. 2e Fault Diagnosis Using the Optimized BRB. )e BRB
parameters V � [θ1 · · · θK · · · δ1 · · · δm · · · βk

1 · · · βk
n]T are op-

timized by establishing the true reference value of the data
category and the variance of the actual output value. It is
diagnosed by the belief rule base after optimization.

Table 4: )e correlation between the two principal components
and the fault characteristics.

Feature Component 1 Component 2
Output voltage 0.924 0.379
Electric current − 0.414 0.910
Resistance 0.855 0.495

Table 5: )e referenced values of A1.

Semantic values Z VS S M L VL
Referenced values 0 2.4 3 6 8 10.1

Table 6: )e referenced values of A2.

Semantic values VS MS S M L ML VL
Referenced values 7.5 9 10 11.5 13.5 14.5 21.5

Table 7: )e referenced values of the fault states.

Semantic values D0 D1 D2 D3 D4
Referenced values 1 2 3 4 5

Table 8: Relative membership degree of A1.

Semantic values Z VS S M L VL
Membership 0 0 0.575823 0.424177 0 0
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(1) )e optimized BRB diagnosis process of 152 data.
ER algorithm is used to calculate the relative eval-
uation results of evaluation.

D0, β1,k􏼐 􏼑, . . . DN, βN,k􏼐 􏼑􏽮 􏽯 � D0, 0.0739( 􏼁, D1, 0.2242( 􏼁,􏼈

D2, 0.4886( 􏼁, D3, 0.0195( 􏼁,

D4, 0.1889( 􏼁􏼉.

(26)

)at is, the probability output of the fault sample
belongs to the fault types, and the probability of the
third fault is the largest.
)e evaluation results of semantic value.

yi � 􏽘
N

1
Dnβ

k
n

� 3.0106.

(27)

Fault status belongs to D3, component parameters
RV2↓. )e diagnosis is correct and more accurate
than the original BRB.

(2) )e optimized BRB diagnosis process of 238 data.
ER algorithm is used to calculate the relative eval-
uation results of evaluation.

D0, β1,k􏼐 􏼑, . . . DN, βN,k􏼐 􏼑􏽮 􏽯 � D0, 0.0055( 􏼁, D1, 0.0263( 􏼁,􏼈

D2, 0.4440( 􏼁, D3, 0.1365( 􏼁,

D4, 0.3761( 􏼁􏼉.

(28)

)at is, the probability of the output result sample
belongs to the fault category, and the probability of
third kinds of faults is the largest, which is not
consistent with the real situation.
)e evaluation results of semantic value.

yi � 􏽘
N

1
Dnβ

k
n

� 3.8166.

(29)

It is worth noting here that it belongs to D4 fault
when 3.6≤yi < 4.4.

Fault state belongs to D4, external load fault. )e di-
agnosis is correct. )rough the comparison of the above two
methods, in terms of precision or accuracy, the updated BRB
diagnosis effect is much better than the initial BRB.

)e fault category of the testing data can be calculated by
the same way. Figure 4 shows the output of the

Table 9: Relative membership degree of A2.

Semantic values Z VS S M L VL VL
Membership 0 0 0 0.067 0.933 0 0

Table 10: )e activation weight calculation section of the kth rule.

Article k these rules 17 18 24 25 Other rules
ωk 0.03839 0.53744 0.02828 0.39589 0
ER algorithm is used to calculate the relative evaluation results of confidence.

Table 11: Relative membership degree of A1.

Semantic values Z VS S M L VL
Membership 0 0 0.8540233 0.1459767 0 0

Table 12: Relative membership degree of A2.

Semantic values VS MS S M L ML VL
Membership 0 0 0 0.8 0.2 0 0

Table 13: Kth rule activation weight calculation.

Article k these rules 18 19 25 26 Other rules
ωk 0.6832 0.5723 0.1168 0.0292 0
ER algorithm is used to calculate the relative evaluation results of confidence.
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potentiometer’s fault state using initial and optimized BRB.
Figure 5 shows the fault feature and output of the poten-
tiometer’s fault state using initial and optimized BRB.

As can be seen from Figure 5, the fault type coordi-
nates of the optimized BRB diagnosis system are more
suitable to the actual reference value; as can be seen from
Figure 4, the reference value of the optimized BRB fault
diagnosis system is similar to the actual reference value.
)e blue line in the figure is almost entirely within the
range of the true reference value; therefore, the updated
diagnostic results are more accurate and the diagnostic
accuracy is higher.

4.5. FaultDiagnosis ofOptimizedBRBPotentiometer Based on
Unnormalized Activation Weight. )e comparative study is
also done by the ER algorithm of nonstandardized ωk using
the same training and testing data. Figure 6 shows the
comparison chart of output value of unnormalized activated
weights fault diagnosis and true reference value.

ER algorithm of unnormalized is

ωk � θk 􏽙

M

i�1
αk

i􏼐 􏼑δi. (30)

)e accuracy by using unnormalized activated weights is
more than that using initial BRB. However, the accuracy is
less than that of optimized BRB of normalized activated
weights. It proves that when there is a conflict of rules and
the weight of conflict evidence is very large, it is suitable for
fusion after normalization.

4.6. 2e Fault Diagnosis Using the PCA to Reconstruct Fault
Feature in the Optimized BRB. )e principal component of
reconstruction by PCA is used as input feature of the BRB
model, not the varimax rotation back stepping features. )is

paper also conducts a comparative study of this method, as
shown in Figure 7.)e accuracy and error are less than those
of optimized BRB of varimax rotation. )e data diagnosis
process without physical meaning and qualitative knowledge
proved to be difficult.

4.7. 2e Fault Diagnosis Using the Neural Net Algorithm.
In this section, the potentiometer is diagnosed by using BP
neural network. )e parameter settings are as follows:
net.train Param.epochs � 340 and net.train
Param.goal � le − 5. Others are the default values. )e
training data and testing data are the same text. Figure 8
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Figure 4: Comparison chart of optimized system fault diagnosis
results.
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Figure 5: )ree-dimensional diagram of optimized system fault
diagnosis results comparison.
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Figure 6: Comparison of the diagnostic results of the unnor-
malized activation weight potentiometer and the true value of the
test data.
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shows the comparison chart of output value of BP neural
network fault diagnosis and true reference value.

Moreover, BP neural network belongs to the “black box”
method, so it is difficult to explain the complicated relationship
of complex system between the input and output. Only the
category label corresponding to the fault sample can be output,

and other diagnostic information, such as the probability of
each fault category in the fault sample, cannot be output.

4.8. Comparison of the Results of Different Methods. Two
methods of true reference value and output reference value
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Figure 7: PCA reconstructed data are used to optimize the BRB potentiometer fault diagnosis result and the true value comparison chart of
the test data.
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Figure 8: Comparison chart of actual output and initial system output.

Table 14: Comparison of the results of different methods.

Method Accuracy (%) MSE
Optimized BRB 95.8 0.1603
Initial BRB 83.6 0.3091
ER algorithm of unnormalized ωkin optimized BRB 95.2 0.1722
Fault feature reconstruction by PCA in optimized BRB 87.9 0.2545
BP neural network 89.1 0.2396
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are used to evaluate the fault diagnosis capability, as shown
in Table 14. )e results prove that the optimized BRB results
are better than the other two methods, with better accuracy
and lower error.

5. Conclusion

Taking the controller potentiometer as an example, a fault
diagnosis model is established in this paper. )is paper
focuses on the fault diagnosis methods of railway passenger
cars, which can also be developed into a fault diagnosis
system of railway passenger cars. )e feasibility study of
applying the PCA-BRB fault diagnosis method to electronic
circuit of the railway vehicle is introduced. Firstly, the
limited fault feature acquisition and simplified circuit model
were solved by the principal component analysis and
maximum variance rotation method. In this method,
qualitative knowledge and quantitative information are
combined effectively, and two fusion methods of normalized
activation weights and nonnormalized activation weights are
proposed according to different actual situations. Finally, the
initial BRB parameters are optimized. Compared with initial
BRB, unnormalized activation weights in optimized BRB,
PCA, and neural network for reconstruction of fault features
in optimized BRB, the proposed method has higher diag-
nostic accuracy and minimum error. )e fault diagnosis
method proposed in this paper can find the faults of railway
vehicles and ensure the reliability of railway operation.

Further efforts should be made to further study the
following aspects in the future:

(1) Higher precision optimization algorithm could be
explored to improve the optimization ability of
confidence rule base model.

(2) Although this paper only takes the common circuit
faults as an example, more emphasis will be placed
on the study of fault diagnosis methods for rail cars
in the future, which can be developed into the fault
diagnosis system for rail cars.
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In order to improve the safety design of roadside areas and reduce the loss of roadside accidents, this paper uses PC-Crash
software to perform an accident simulation analysis. By recording the track of the vehicle after entering the roadside, the
recommended widths of the roadside clear zone for different operating speeds and horizontal curve radii in straight and curved
sections are given. According to our previous research data, the conditions for setting the roadside clear zone are proposed.
Finally, based on a cost-benefit ratio analysis, a comprehensive risk index method is adopted to evaluate the social stability risk of
the project and conduct research on the design method of the roadside clear zone. )e results show that the width of the roadside
clear zone has an exponential relation with the departure speed and a power relation with the horizontal curve radius.)e research
results realize the accurate calculation of the roadside clear zone width and fill in the gaps of the relevant specifications and
guidelines in the setting conditions of the roadside clear zone.

1. Introduction

Despite improvements in road safety, the “Global Status
Report on Road Safety” issued by the World Health Or-
ganization shows that approximately 1.25 million people still
die in traffic accidents yearly. In the twentieth century,
approximately 25.85 million people died from traffic injuries
worldwide, which is greater than the number of deaths in
World War I. RISER, a European research project, has
shown that roadside accidents account for 19%, 22%, and
19% of the total accidents in Germany, Austria, and Greece,
respectively, but account for 33%, 36%, and 34% of all traffic
fatalities, respectively [1]. According to the statistical report
from the Roadside Safety Research Program of the Federal
Highway Administration (FHWA), roadside accidents
accounted for more than 50% of the total deaths in 2018 [2].
Additionally, the Road Traffic Accident Statistical Annual
Report of China also revealed that roadside accidents
accounted for approximately 8% of the total number of
traffic accidents each year but had a 13% fatality rate [3].
Given the high death rate of roadside accidents, it is urgent
to conduct research on roadside safety design.

Since the late 1960s, roadside safety design has been a
hotly debated topic in highway design. )e concept of the
roadside clear zone (RCZ) first appeared in a meeting
document of the Highway Research Board (HRB) in 1963,
which was formally written into the Highway Safety Design
Manual in May 1965. After two revisions in 1973 and 1978,
the manual was incorporated into the practical application
of road project construction. In 1989, the first edition of the
Roadside Design Guide (RDG) was published by AASHTO,
followed by the second edition in 2002, and the third and
fourth editions were published in 2006 and 2011,
respectively.

In the fourth edition of the RDG, the RCZ is defined as
“Clear Zone-"e unobstructed, traversable area provided
beyond the edge of the through traveled way for the recovery of
errant vehicles. "e clear zone includes shoulders, bike lanes,
and auxiliary lanes, except those auxiliary lanes that function
such as through lanes” [4]. According to the definition of the
RCZ, this area should provide a fault-tolerance space with
sufficient width, gentle slope, and no hazards for runaway
vehicles. When implementing the RCZ design, how to
mitigate existing hazards in the RCZ in order to reduce loss
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of out of control vehicles and how to determine the slope and
width of the RCZ according to different road characteristics,
regional characteristics, and traffic conditions have always
been a topic of concern in academia.

)e fourth edition of the RDG gives the recommended
width of the RCZ in straight sections and the correction
coefficient of the curved section.)e recommended width of
the RCZ in the straight section is determined based on the
annual average daily traffic (AADT), design speed, slope
gradient, and slope form (i.e., fill or cut) [4]. Meanwhile, this
edition also gives the setting standard of the RCZ slope [4],
as shown in Figure 1. A slope gradient equal to or less than 1:
4 is considered to be recoverable, and a slope gradient
between 1:3 and 1:4 is considered to be unrecoverable.
Additionally, when roadside conditions do not allow for
setting a recoverable slope, an additional buffer zone (clear
run-out zone) can be placed at the foot of the nonrecoverable
slope to reduce accident losses, and it is stipulated that the
slope gradient in this field should be equal to or less than 1:6.
Note that these research results are widely used interna-
tionally. Given that the recommended widths from the
fourth edition of the RDG are deduced based on limited
empirical data, even though these empirical data provide a
reference for roadside safety design in most countries, the
road network characteristics, vehicle ownership, driver
characteristics, roadside hazard distribution, and economic
level of each country vary greatly. )erefore, scholars have
taken various measures to analyze roadside safety design
according to their national conditions.

China’s Specifications for the Highway Safety Audit
(JTG B05-2015) provides a graphic method for the RCZ
width on fill and cut subgrades. )e determination of the
RCZ width in straight sections is based on the one-way
AADTand running speed, and the RCZ width in the curved
sections is selected by the correction coefficient according to
operating speeds and the curve radii; furthermore, when the
slope gradient is greater than 1:3.5, the filling slope cannot be
considered to be an effective safe area; when the fill slope
gradient is between 1:3.5 and 1:5.5, the 1/2 slope width can
be regarded as a safe zone; when the slope gradient is less
than 1:6, the entire slope width can be used as a safe clear
zone [5]. Australian scholars have recommended that a clear
area width of at least 2m from the curb could significantly
reduce injuries in vehicles leaving the road [6]. Sax et al.
proposed that setting the RCZ at a width of 4∼5 feet could
reduce collisions with roadside objects by 90% [7]. By an-
alyzing the main factors influencing the design of the RCZ
width, such as the braking reaction time, the distance
traveled by vehicles, and the state of vehicles leaving the
road, Fan and Xing constructed a calculation model of the
RCZ width [8], where the basic assumption is that the slope
is flat, which is not consistent with the actual state. )e
United Kingdom studied the relationship between the in-
crease in the RCZ width and the number of accidents and
found that increasing the RCZ width is correlated with a
gradual decrease in the number of roadside accidents [9].
However, a study from Jurewicz and Pyta proposed that even
an RCZ with a width of 29.5 feet still did not prevent nu-
merous roadside accidents [10]. For this reason, in a study

on driver behavior, by investigating the impact of two
variables (i.e., the RCZ width and the density of roadside
vegetation) on driver behavior from the perspective of ve-
hicle speed and lateral position, Fitzpatrick et al. determined
that the wider the RCZ, the faster the vehicle speed. As the
RCZ width increases, drivers tend to drive closer to the edge
of the road [11, 12].

In the setting method of the RCZ, a safety benefit-cost
analysis system called ROADSIDE was developed by the first
version of the RDG for roadside designers on specific sec-
tions [13]. Road design decision-makers need to weigh the
risk of injury and death to traffic participants against the cost
of installing and maintaining safety facilities. Based on the
National Cooperative Highway Research Program
(NCHRP) 22-9 and 22-9 (2) projects, the first Roadside
Safety Analysis Program (RSAP) was developed to assess the
effectiveness of roadside safety improvement after the
publication of the RDG (2002 version). )e RSAP is
designed based on the method of “encroachment proba-
bility” and consists of two complete procedures: the user
interface procedure, which provides a user-friendly envi-
ronment for data input and results review, and the main
analysis procedure, which includes benefit-cost procedures
and algorithms. Compared with the ROADSIDE system, the
RSAP has shown significant improvement in how en-
croachments and final crashes are allocated by using a
random solution rather than a deterministic method [14].

Furthermore, Ayati and Shahidian proposed an optimal
RCZ width by weighting the engineering costs and safety
improvement benefits resulting from increasing the roadside
area. )e results show that for curves with a radius less than
195m, the wider roadside recovery zone is a key factor that
affects roadside safety [15]. Considering the lack of land
resources, Ayati and Shahidian implemented a reasonable
allocation of limited resources among different roadside
safety schemes in the form of charts through resource
surveys [16]. According to the established chart, road design
engineers could choose to install a guardrail or set a gentle
embankment slope from the two aspects of roadside safety
and economic safety. By proposing a series of traffic pro-
tection measures and considering various factors, including
average collision cost, AADT, and discount rate, Roque and
Cardoso discussed the comprehensive safety benefits
brought by implementing a variety of measures and the
generated investment cost, operation cost, and maintenance
cost. )ey then selected an alternative scheme according to
the proposed incremental benefit-cost ratio [17].

In roadside safety design, there is a lack of discussion on
a comprehensive consideration of benefits involving the
roadside slope, which is not consistent with the actual state.
In light of the lack of land resources and social stability
problems that result from land requisition, the concept of a
tolerance roadside design is impractical to effectively im-
plement in all regions. )erefore, the RCZ should be set
according to the land use indexes of different grade roads,
the probability of roadside accidents, social stability, engi-
neering costs, safety benefit, and so on. However, existing
technical specifications, such as Technical Standards of
Highway Engineering (JTG B01-2014) and Design
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Specification for Highway Alignment (JTG D20-2017) of
China do not involve setting conditions for the RCZ. In
addition, although China’s Specifications for the Highway
Safety Audit (JTG B05-2015) and the fourth edition of the
RDG give a method for selecting the RCZ width in the
curved section, they do not provide a theoretical basis.
)erefore, in terms of the roadside safety design, there is still
a lack of an accurate quantitative calculation of the RCZ
width and the RCZ design method based on a benefit-cost
analysis. How to develop a set of reasonable and effective
methods for roadside safety design in order to reduce the
frequency and severity of roadside accidents is an important
research topic.

According to the research status and gaps of roadside
safety, this paper uses PC-Crash software to conduct accident
simulation analysis and proposes the recommended width of
the RCZ in straight and curved sections for different operating
speeds and curve radii by recording the vehicle’s track after
entering the roadside. Referring to our previous research
results and data [18, 19], this paper utilizes a binary logistic
regression analysis and multiple regression analyses to con-
struct the probability prediction model of roadside accidents
and an occupant injury risk assessment model. Based on the
above research results and on the premise of considering the
highway land use index, this paper puts forward the setting
conditions for the RCZ, constructs the calculation model of
the safety benefit brought by setting the RCZ, and gives the
engineering cost calculation model from the two aspects of
earthwork costs and land requisition costs. On the basis of a
benefit-cost ratio analysis and the social stability risk as-
sessment of a highway construction project, a set of RCZ
design methods is therefore proposed in this paper.

2. Calculation of the RCZ Width

By analyzing the main factors influencing the design of the
RCZ width, including the shoulder width, slope gradient,
braking response time, departure speed, and departure
angle, this paper uses the PC-Crash software to perform the
simulation test. According to the track of vehicles after
entering the roadside, the RCZ width is determined by
calibrating the lateral distance between the right front of the
vehicle and the edge of the carriageway.

2.1. Influence Factors. After a vehicle enters the roadside,
most drivers will instinctively perform emergency braking,
so the process of vehicles traveling can be equivalent to
moving at a constant speed and moving at a uniform de-
celeration in kinematics. However, the distance required for
a vehicle from the departure from the lane to a safe stop
depends on a variety of factors, such as the shoulder width,
slope gradient, braking response time, braking deceleration,
departure speed, departure angle, and so on.)us, before the
simulation test, the values of the above factors should be
discussed and analyzed.

2.1.1. Shoulder Width and Slope Gradient. )e RCZ is
generally composed of the shoulder and a gentle slope, so the
width of the RCZ includes the shoulder width and the width
of the slope clear zone (SCZ), as shown in Figure 2. )e
Specifications for Highway Safety Audit (JTG B05-2015) of
China stipulates that when the slope gradient is less than 1:6,
the entire slope width can be considered to be a safe area [5].
)erefore, this simulation test takes a slope gradient of 1:6 as
the test condition when conducting research on the RCZ
width. In addition, the shoulder width is determined in
accordance with the relevant provisions in the Technical
Standard of Highway Engineering (JTG B01-2014) [20].

2.1.2. Braking Response Time. )e braking response time
refers to the time required for the driver to identify the
danger, the right foot to switch from the accelerator pedal to
the brake pedal, and the vehicle to generate a braking force.
)rough an experimental detection of the drivers’ decision
time, Li et al. determined that most drivers’ decision times
are less than 0.5 s, and 95% of drivers’ decision times are less
than 1.0 s. When the driver identifies the danger, it takes
approximately 0.2 s for the right foot to move from the
accelerator pedal to the brake pedal and approximately 0.1 s
from when the brake pedal is pressed to when the vehicle
begins braking [21]. )erefore, the braking response time is
approximately 0.8 s–1.3 s.

2.1.3. Braking Deceleration. )e braking deceleration taken
by drivers in the face of emergencies is greatly affected by the
adhesion coefficient, which mainly depends on the road

Roadway Shoulder Recoverable slope
Clear runout

area
Non-Recoverable

slope

1:4 or flatter slope 1:3~1:4 1:6 or flatter slope

Figure 1: Setting standard of the RCZ slope.
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material and road conditions. According to the stipulation of
identification for the speed of vehicle involved in road traffic
accident, a hard shoulder is generally asphalt pavement with
an adhesion coefficient of 0.7; a dirt shoulder is generally
sandy soil or soil; and its adhesion coefficient can be set at
0.55 [22]. Since most of the slope surface is covered by
vegetation and the moisture content will affect the soil
strength and make its adhesion coefficient change, so 0.55
can be used under dry soil conditions.

2.1.4. Departure Speed and Departure Angle. Many factors
determine the angle of the vehicle leaving the lane. Most
drivers will suddenly turn the steering wheel once they
recognize danger. )erefore, the actual departure angle of
the vehicle is of great randomness and uncertainty, which
cannot be calculated quantitatively. Since there is currently
no relevant research in China, according to the European
RISER project on the relationship between vehicle departure
angles and departure speeds in actual roadside accidents [1],
the departure angles corresponding to different departure
speeds can be approximately estimated, as shown in Table 1.

2.2. Simulation Test. PC-Crash is a computer simulation
software developed by Austrian scholars. With powerful
functions and a simple operation, this software is widely
used in the world for simulations and reconstruction ana-
lyses of traffic accidents. PC-Crash software is based on the
theory of energy conservation, momentum conservation,
and Newton’s three laws and combines the vehicle’s rigid
body, the road, and a multirigid body module to build the
vehicle collision simulation model, which has the following
advantages: (1) it allows vehicles to enter the roadside; (2) it
contributes to achieving quantitative and accurate calcula-
tion of RCZ width on the basis of the assigned variables and
distance calibration function; and (3) it is widely used in
forensic identification and liability determination of traffic
accidents, so it can recreate the accident process more re-
alistically. For example, Cheng et al. carried out the test of a
vehicle entering the roadside by PC-Crash software and
predicted the probability of roadside accidents for curved
sections on highways [18]. Zou et al. used PC-Crash to
reconstruct freely available real-world vehicle-pedestrian
video collisions and explored the cause mechanism of pe-
destrian injuries [23]. Wu et al. utilized a multibody system
model in PC-Crash to reconstruct the elderly vulnerable
road users’ kinematics and head injuries [24]. )ese studies

have proven that PC-Crash software has high accuracy in
simulating traffic accidents.

2.2.1. Test Scenario Construction. To improve the reliability
of the research results, before the simulation test, we selected
a case of a roadside accident to calibrate the simulation scene
of the PC-Crash software. )e accident section is a two-way
four-lane road with a lane width of 3.75m, a shoulder width
of 3m, a horizontal curve radius of 600m, a slope gradient of
1:6, a subgrade height of 0.7m, dry asphalt pavement, and a
slope covered with vegetation. According to traces at the
accident scene, the departure angle of the vehicle was ap-
proximately 6°, and the departure distance was approxi-
mately 44.3m. )ese findings, combined with the driver’s
confession, indicate that the vehicle speed was approxi-
mately 90 km/h. After the vehicle entered the roadside, the
driver braked and took a slight left turn, as shown in
Figure 3(a). PC-Crash software is first used to construct the
road model, and various road parameters are set according
to the characteristics of the accident section, with the ad-
hesion coefficients of the road and slope set as 0.7 and 0.55,
respectively. Subsequently, the test vehicle conforming to the
accident vehicle is selected from the simulation software,
and the speed, departure angle, braking, and steering of the
test vehicle are set according to the accident information,
with the braking response time set as 1.3 s. Finally, the
simulation results show that the departure distance of the
test vehicle is approximately 44.5m, and its stop position
and pose are basically consistent with those of the accident
vehicle (as shown in Figure 3(b)). )e effectiveness of the
simulation scene is therefore verified.

According to the calibrated simulation scene, for straight
sections, this paper uses PC-Crash to establish a two-way
two-lane road model with a lane width of 3.75m, a slope
gradient of 1:6, and a shoulder width of 3m. For the curved
section, referring to the Design Specification for Highway
Alignment (JTG D20-2017) [25], the horizontal curve radius
is set as 200m, 300m, 400m, 500m, and 600m based on the
above road model. BMW-116d Autom and ASCHERSLE-
BEN KAROSS are selected as the representative models for
the car and truck, respectively, and their parameters are set
in accordance with the literature [18, 19]. )e constructed
test scenario is shown in Figure 2.

)e vehicle fully brakes by setting the simulation motion
sequence module. )e braking response times are set at 0.8 s
and 1.3 s, and the departure speeds are set as 50 km/h, 60 km/
h, 70 km/h, 80 km/h, 90 km/h, 100 km/h, 110 km/h, and
120 km/h. )e departure angle is set according to Table 1.

2.2.2. Test Process. According to the above variable values,
2 × 8 �16 test conditions can be constructed. In order to
ensure the accuracy of the simulation results, each vehicle

Table 1: Departure angle.

Variable Value
Departure speed
(km·h− 1) 40 50 60 70 80 90 100 110 120

Departure angle (°) 12 10 9 8 7 6 5 5 4

Figure 2: Test scenario.
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type is simulated repeatedly 5 times under each test
condition. )e two vehicle types could be simulated 10
times, and the average value of the results is finally
calculated. After each simulation, the ranging tool of PC-
Crash software is used to measure the lateral distance
between the right front of the vehicle and the road edge,
that is, the guaranteed width of the SCZ. Combined with
the shoulder width of a specific section, the recom-
mended width of the RCZ can be obtained, as shown in
Figure 4.

2.3. Recommended RCZWidth. According to the above test
process, 2× 8×10�160 simulation tests are conducted in
the straight section, and 2× 8×10× 5� 800 simulation tests
are conducted in the curved section. When determining the
standard of the RCZ width, the vehicle departure speed
should take the operating speed as the basis, rather than the
design speed.

2.3.1. RCZ Width in the Straight Section. By calculating the
average value of the test results under different test conditions,
for the straight section, Table 2 gives the recommended width
of the RCZ corresponding to eight operating speeds when the
shoulder width is 3m.)e upper and lower limits of the RCZ
width in Table 2 are the measured average values corre-
sponding to brake response times of 0.8 s and 1.3 s, respec-
tively. )e upper limit should be taken into consideration
when the road designer sets the RCZ, which can significantly
improve the roadside safety level. Since the driver’s basic
braking response time is 0.8 s, the setting of the RCZ should at
least meet the requirements of the lower limits.

2.3.2. RCZ Width in the Curved Section. For the curved
section, according to the collected simulation data, Figures 5
and 6 show the relationships between the departure speed
and the SCZ width and between the horizontal curve radius
and the SCZ width, respectively. As can be seen from
Figure 5, with an increase in the departure speed, the width
of the SCZ gradually increases, and the increasing amplitude
becomes larger and larger; the width tends to be dispersed
from concentration. It can be seen from Figure 6 that with an
increase in the horizontal curve, the width of the SCZ
gradually decreases, and the decreasing amplitude becomes
smaller and smaller; the width tends to be concentrated from
dispersion.

Referring to the trends analysis of the departure speed,
the horizontal curve radius, and the SCZ width, SPSS
software is used to fit the calculation models of the lower and
upper limits of the RCZ width m in the curve segment, as
shown in Table 3. )e correlation coefficient R2 is usually
used to test the fitting goodness of the model; its value is
between 0 and 1. )e higher the R2 is, the better the fitting
goodness of the model is, that is, the stronger the ability of
the model is to explain the dependent variable. By com-
paring the R2 of different models, models (b) and (f ) are the
optimal models for the lower and upper limit value of the
RCZ width, respectively. As can be seen from these two
optimal models, the width of the RCZ has an exponential
relation with the departure speed and a power relation with
the horizontal curve radius.

3. Setting Conditions for the RCZ

3.1.Overall Framework. )is paper considers the limitations
of the highway land use index (related to the land scope of
the SCZ l). According to the subgrade height h and shoulder
width w and combined with the recommended width m of
the RCZ obtained from this paper, the setting conditions of
the RCZ are studied. For sections equipped with the RCZ
setting conditions, based on our previous research results
and data, the probability model of roadside accident oc-
currence and the occupant injury risk assessment model are
first fitted; then the calculation model of the safety im-
provement benefit brought by the RCZ is constructed. Fi-
nally, the engineering cost caused by the RCZ is calculated
from the two aspects of earthwork costs and land requisition
costs. If the benefit-cost ratio is great than 1, then the social
stability risk generated by setting the RCZ is further eval-
uated. If the social stability risk is less than 0.36, it is rec-
ommended that the RCZ be set; otherwise, it is unadvisable
to set the RCZ. )e design idea of the RCZ is shown in
Figure 7.

Given the shortage of land resources and the limitation
of a land acquisition index in China, it is difficult to realize
the design of the RCZ in all regions.)erefore, before setting
the RCZ, it is necessary to consider whether the conditions
for setting the RCZ are available on the roadside. According
to the relevant provisions of the Specifications for Highway
Safety Audit (JTG B05-2015), when the slope gradient is 1:6
or lower, the entire slope width can be used as a safe clear
zone [5]. )erefore, h and l should satisfy the following
relationship:

(a) (b)

Figure 3: Simulation calibration: (a) accident scene and (b) simulation scene.
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h

l
≤ 1: 6 ≈ 0.167, (1)

where l depends on the highway land scope L, which is
composed of the subgrade width W (including w), l, the
berm width l1, the width of side ditch l2, and the width of the
outer area of side ditch l3, as shown in Figure 8. According to
the provisions of China’s Highway Engineering Project
Construction Land Index (Construction Standard [2018]
124) [26] and Design Specification for Highway Alignment

(JTG D20-2017) [25], for the subgrade width and land scope
corresponding to highways of different grades, l can be
calculated as follows:

l �
L − W − l1 − l2 − l3

2
. (2)

In practical engineering implementations, the land scope
of the highway is often limited due to the impact of
structures or residential areas along the road, and it is
difficult to fully comply with the regulations. )erefore, the
actual land scope should be determined according to the
specific conditions on the roadside. In addition, in the case
of conforming to formula (1), the RCZ should also meet the
following relationships:

l + w≥ lower limit value of m. (3)

)at is, the RCZ width should not be less than the lower
limit of the recommended RCZ width obtained in Section 2.

3.2. Safety Benefit CalculationModel. Although the RCZ can
bring considerable traffic safety benefits, given that the
setting of the RCZ will generate additional engineering costs
and land requisition costs, setting the RCZ should be
considered on the basis of measuring safety benefits and

SCZ

Shoulder

Figure 4: Definition of the RCZ width.

Table 2: Recommended width of the RCZ in the straight section
where the shoulder width is 3m.

Operating speed (km·h− 1) Recommended width of the RCZ (m)
50 3.085 (0.085)∼3.098 (0.098)
60 4.055 (1.055)∼4.168 (1.168)
70 5.2001 (2.001)∼5.260 (2.260)
80 5.795 (2.795)∼6.052 (3.052)
90 6.380 (3.380)∼6.507 (3.507)
100 6.610 (3.610)∼7.201 (4.201)
110 8.355 (5.355)∼9.420 (6.420)
120 9.645 (6.645)∼11.532 (8.532)
Note. )e width of the SCZ is in brackets. When setting the RCZ, the width
of the RCZ can be determined according to different shoulder widths.
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Figure 5: Relationship between the SCZ width and departure
speed.
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Figure 6: Relationship between the SCZ width and horizontal
curve radius.
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engineering costs for sections equipped with the RCZ setting
conditions. If the benefit-cost ratio is great than 1, it can be
further considered when setting the RCZ. In addition, when
determining the probability prediction of roadside accidents
and the occupant injury risk assessment, this paper uni-
formly collates and analyzes the accident data of different
vehicle types from two studies [18, 19] in order to obtain the
applicability of the research results to different vehicle types.

3.2.1. Probability Prediction of Roadside Accidents. Based on
the obtained 12,800 roadside accident data and the identified
significant risk factors (i.e., departure speed, horizontal

Recommended width of the
RCZ m

Design idea of the RCZ

Subgrade height
h

Yes

Yes

Land scope of the SCZ
l

Roadside accident
probability prediction

Benefit-cost ratio
>1

No equipped with the RCZ
setting conditions

h/l ≤ 1:6 and
l+w ≥ m

No

RCZ is
recommended

No

Safety benefit

RCZ is not
recommended

Shoulder width
w

Engineering cost
Earthwork costs

Land requisition
costs

Social stability risk
< 0.36

Yes

No

Occupant injury risk
assessment

Figure 7: Design idea of the RCZ.
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Figure 8: Highway land scope.

Table 3: Model building.

No. Models R2

a

Lower limit value (braking reaction time is 0.8 s)

m � 1.05 × 10− 5v3 − 0.032R − 3.49 × 10− 14R2 + w 0.674
b m � 387.49e− (395.448/(v− 1.44)) + 5.027 × 106(1 + R)− 2.669 + w 0.919
c m � 0.003v2 − 0.208v − 70.717(1 + R)0.044 + 96 + w 0.790
d m � − 2.786e− 0.013v − 0.029R + 2.339 × 10− 5R2 + w 0.587
e m � − 7.09 × 105e(2.3×104)/(v− 2.7×103) − 0.035R + 2.62 × 10− 5R2 + w 0.864
f

Upper limit value (braking reaction time is 1.3 s)

m � 284.711e− (314.869/(v− 11.273)) + 2.888 × 106(1 + R)− 2.52 + w 0.911
g m � 1.06 × 10− 5v3 − 83.34(1 + R)0.038 + 104.18 + w 0.857
h m � 0.0025v2 − 0.204v − 0.032R + 2.644 × 10− 5R2 + 12.747 + w 0.898
i m � 21.442e− (86.63/v) − 0.033R + 2.654 × 10− 5R2 + w 0.593
j m � − 12.25e− 22.95v − 1.75 × 10− 8R3 + 8.121 + w 0.479
Note. v is the departure speed, km·h− 1; R refers to the horizontal curve radius, m; and w presents the shoulder width, m.
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curve radius, vehicle type, adhesion coefficient, and shoulder
width) by us in the early stage (see the literature [18]). )is
paper uses a binary logistic regression analysis to construct a
probability prediction model of roadside accidents involving
the horizontal curve radius, shoulder width, adhesion co-
efficient, and departure speed.

(1) Model Building. According to the obtained data of
roadside accidents, this paper takes the occurrence of
roadside accidents as the dependent variable, which is di-
vided into two grades: y� 1 (roadside accidents occur) and
y� 2 (no roadside accidents occur). It then takes the de-
parture speed v, horizontal curve radius R, shoulder width w,
and adhesion coefficient μ as independent variables and uses
SPSS software to perform a binary logistic regression
analysis, as shown in Table 4.

It can be seen from Table 4 that the above four variables
are significantly correlated with the occurrence of roadside
accidents. )e following regression equation can be con-
structed according to the parameter estimates:

ln
P1

P2
􏼠 􏼡 � − 4.085 + 0.078v − 2.7 × 10− 4

R − 4.011μ − 1.515w,

(4)

where P1 and P2 are the prediction probabilities of occur-
rence and nonoccurrence of roadside accidents, respectively.
Formula (4) can be converted into the cumulative logistic
probability prediction model, which represents the occur-
rence of roadside accidents:

P(y≤ 1) �
exp − 4.085 + 0.078v − 2.7 × 10− 4

R − 4.011μ − 1.515w􏼐 􏼑

1 + exp − 4.085 + 0.078v − 2.7 × 10− 4
R − 4.011μ − 1.515w􏼐 􏼑

. (5)

Model (5) is mainly used to predict the probability of
roadside accidents in the curved section. It is stipulated in
the Design Specification for Highway Alignment (JTG D20-
2017) that the maximum radius of the curve should not
exceed 10,000m [25]. In order to realize the probability
prediction of roadside accidents in the straight section, this
paper defines that model (5) is applicable to a straight
segment when R is set as 10,000m.

(2) Model Verification. According to the model prediction
results, the ROC curve is drawn using SPSS software, as
shown in Figure 9. As can be seen from Figure 9, the ROC
curve is very close to the upper left corner, and the area
under the curve (AUC) is 0.969> 0.9, indicating that the
fitting effect of the probability prediction model of roadside
accidents is good, with a confidence level of 95%.

3.2.2. Risk Assessment of Occupant Injuries in Roadside
Accidents. Based on our previous collected 1,500 data of
roadside accidents (see the literature [19]), by considering
the departure speed, horizontal curve radius, slope gra-
dient, and subgrade height, this paper uses multiple re-
gression analyses to fit the occupant injury risk assessment
model of roadside accidents based on the acceleration
severity index (ASI) and utilizes a Fisher optimal seg-
mentation method to rationally classify the occupant injury
risk levels.

(1) Model Building. According to the relationships between
the ASI and various risk factors explored in the literature
[19], by comparing the correlation coefficients R2 of different
models, the optimal model of the occupant injury risk

assessment for the straight and curved sections are re-
spectively fitted as follows:

Straight section:

ASI � 0.008v + 0.123h + 4.76 × 10− 5
e
0.033α

+ 0.876. (6)

Curved section:

ASI � 0.01v + 0.127h + 0.306e
0.0419α

+ 7.832R
− 0.165

− 2.392,

(7)

where α is the slope gradient, °. Among them, the correlation
coefficientR2 ofmodel (6) is 0.976, and that ofmodel (7) is 0.963.

(2) Classification of Occupant Injury Risk. )is paper uses a
Fisher optimal segmentation algorithm to classify the ASI data
in order to obtain the classification scheme of roadside acci-
dents risk, including the optimal number of classifications and
the corresponding threshold of each level. Fisher’s principle of
optimal segmentation is to ensure a minimum sum of squares
of the intragroup deviation of the segmented ordered sample
data, and the corresponding group has optimal segmentation.

Based on the 1,200 data groups obtained from the lit-
erature [19], the data for ASI≤ 1 are screened as a group, and
the risk is set to level I. )e remaining 269 groups of data are
numbered by the order of the ASI values from small to large
to generate ASI-ordered samples, which are denoted as xi
(i� 1, 2, . . ., 269). For the specific segmentation steps of
ordered samples, refer to the literature [19]. )e algorithm
code is written by MATLAB software to calculate the cat-
egory diameter and minimum error function of the ordered
sample, and the curve of the minimum error function with
different classification numbers k is drawn, as shown in
Figure 10.
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As shown in Figure 10, when k� 3 and 4, the curvature of
the ordered sample significantly varies. To further determine
the optimal classification number, the ratios of theminimum

error function β (k) of the adjacent classification number are
calculated in Table 5.

According to Table 5, β (3) is greater than β (4). )us,
k� 3 is the optimal classification number for the ordered
samples. Additionally, the codes that correspond to the
optimal classification can be obtained from Table 5, so the
corresponding injury index threshold can be determined.
Based on the above research results and considering the
classification of occupant injuries in traffic accidents in
China, the criteria for the occupant injury risk assessment
are proposed, as shown in Table 6.

3.2.3. Safety Improvement Benefit Calculation

(1) Number of Roadside Accidents. According to
the probability prediction model of roadside accidents
constructed in Section 3.2.1, the following prediction
model of the number of roadside accidents is proposed by
introducing AADT:

A � AADT
exp − 4.085 + 0.078v − 2.7 × 10− 4

R − 4.011μ − 1.515w􏼐 􏼑

1 + exp − 4.085 + 0.078v − 2.7 × 10− 4
R − 4.011μ − 1.515w􏼐 􏼑

⎛⎝ ⎞⎠, (8)

Table 4: Estimate of the parameters.

Variable Parameter Standard deviation Wald Degree of freedom Significance
Departure speed 0.078 0.003 1,877 1 <0.01
Horizontal curve radius − 2.7e − 04 0.001 1,749 1 <0.01
Adhesion coefficient − 4.011 0.186 466 1 <0.01
Shoulder width − 1.515 0.073 434 1 <0.01
Constant − 4.085 0.211 373 1 <0.01
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0
10
20
30
40
50
60
70
80
90

100

2 3 4 5 6 7 8 9

M
in

im
um

 er
ro

r f
un

ct
io

n

Classification numbers k

Figure 10: Relationship between the minimum error function and
classification number.

Mathematical Problems in Engineering 9



where A is the number of roadside accidents.

(2) Reduction of Occupant Injuries per Accident Brought by
the RCZ. )e reduction of occupant injuries brought by
setting the RCZ can be calculated quantitatively by the
occupant injury risk level, that is: occupant injury risk level
without setting the RCZ – the occupant injury risk level
with setting the RCZ. Since setting the RCZ can effectively
avoid the occurrence of roadside accidents, this paper
assumes that the setting of the RCZ will not cause casualties
of passengers in roadside accidents, that is, the risk is level I
(as shown in Table 6). )erefore, the reduction of the
occupant injuries per accident brought by the RCZ can be
equivalent to the occupant injury risk level per accident
without setting the RCZ, which can be obtained according
to the occupant injury risk assessment model constructed
in Section 3.2.2. Additionally, according to the Specifica-
tions for Highway Safety Audit (JTG B05-2015), when the
slope gradient is steeper than 1:3.5, it cannot be regarded as
an effective safety clear zone [5]. )erefore, this paper takes
the slope gradient of 1:3.5 as the basic index for not setting
the RCZ.

(3) Standard Economic Losses per Accident at Different
Occupant Injury Risk Levels. )ere are currently few studies
on the statistics of casualties, medical compensation, and
property losses of traffic accidents in China. )erefore, this
paper collects a total of 347 economic losses of casualties in
traffic accidents of different severity via a questionnaire
survey and telephone inquiry among lawyers, traffic po-
lices, and insurance practitioners, as shown in Table 7.
According to the statistical analysis, the average economic
loss of moderate injury per accident is approximately
60,000 yuan; the average economic loss of disabling injury
per accident is approximately 120,000 yuan; and the eco-
nomic loss of fatal injuries per accident is approximately
370,000 yuan.

Based on the above analysis, the calculation model for a
safety improvement benefit brought by setting the RCZ is
given as follows: AADT× the occurrence probability of
roadside accidents× reduction in occupant injuries per ac-
cident brought by the RCZ× standard economic losses per
accident at different occupant injury risk levels.

3.3. Engineering Cost CalculationModel. By establishing the
calculation models of earthwork costs and land requisition
costs, this paper calculates the difference in the economic
costs with and without the RCZ in order to obtain the
additional engineering costs caused by setting the RCZ.

3.3.1. Earthwork Costs. It is assumed that the slope gradient
is 1:n1 in case the roadside is not set in a clear zone; oth-
erwise, the slope is 1:n2, as shown in Figure 8. )en, the
earthwork volume of the highway per kilometer (set as V) is
as follows:

V �
1
2

× 1000h[(W + 2nh) + W]. (9)

)e increment in the subgrade earthwork per kilometer
generated by setting the RCZ is as follows:

ΔV � V2 − V1 � 1000h
2

n2 − n1( 􏼁. (10)

)e average cost of the subgrade earthwork per cubic
meter is set as T0 yuan, so the cost of the subgrade earthwork
is as follows:

T � T0ΔV � 1000T0h
2

n2 − n1( 􏼁. (11)

3.3.2. Land Requisition Costs. According to the highway
land scope shown in Figure 8, the area per kilometer of the
highway (set as S) is as follows:

S � 1000 W + 2nh + 2l1 + 2 m1 + m2( 􏼁a + 2b + 2l3􏼂 􏼃.

(12)

)e growth in road area per kilometer generated by
setting the RCZ is as follows:

ΔS � S2 − S1 � 2000h n2 − n1( 􏼁. (13)

)e actual land requisition costs in terms of construction
engineering consist of opportunity costs, new resource
consumption costs, and transfer payments. In the national
economic evaluation, the opportunity cost and new resource
consumption cost are adjusted according to the shadow
price, while the transfer payment is not included in the land
requisition costs, as shown in the following formula:

E0 � OC + Y � NB0(1 + g)
τ+1 1 − (1 + g)

n
(1 + i)

− n

i − g
􏼢 􏼣 + Y,

(14)

where E0 is the land requisition cost, 10,000 yuan/mu; OC is
the opportunity cost, 10,000 yuan/mu; Y is the new resource

Table 5: Classification results.

k Minimum error function Classification β
2 88.675 {1∼156} {157∼269} —
3 32.521 {1∼89} {90∼156} {157∼269} 1.74
4 18.671 {1∼43} {44∼89} {90∼156} {157∼269} 1.24
5 15.013 {1∼43} {44∼89} {90∼156} {157∼202} {203∼269} —

Table 6: Criteria for the occupant injury risk assessment.

Risk level ASI threshold value Occupant injury level
I ≤1 Noninjury
II (1, 1.31] Moderate injury
III (1.31, 1.78] Disabling injury
IV >1.78 Fatal injury
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consumption cost, 10,000 yuan/mu; NB0 is the annual net
benefit; g is the average annual net benefit growth rate; τ is
the number of years from the base year to the engineering
commencement year; n is the economic evaluation period;
and i is the social discount rate. )e land requisition cost per
kilometer generated by setting the RCZ is as follows:

E � 0.0015E0ΔS. (15)

3.4. Risks to Social Stability. Since the problems of land ex-
propriation and demolition, farmers’ burden, environmental
damage, and social security caused by engineering construction
tend to arouse social contradictions, the risk assessment of
social stability should be determined before the engineering
implementation. According to the relevant provisions of the
Compilation Outline and Explanation of Social Stability Risk
Assessment Reports of Major Fixed Asset Investment Projects
(Trial; Issue and Reform Investment No. [2013] 428) issued by
the National Development and Reform Commission (NDRC)
of China [27], this paper adopts a comprehensive risk index
method (CRIM) to evaluate the social stability risk caused by
setting the RCZ. )e specific steps are as follows:

(1) )rough the analysis of the feasibility study report
and the design data of the project, the significant risk
factors of setting the RCZ are identified from the four
aspects of legality, rationality, feasibility, and con-
trollability of the engineering construction

(2) According to data analysis and questionnaire survey,
the probability-impact matrix (PIM; as shown in
Figure 11) is used to evaluate and predict the risk
level of each risk factor

(3) Referring to the rules of social stability risk assess-
ment and the expert experience of similar highway
construction engineering projects, the weight of each
risk factor is determined

(4) According to the weight and risk level of each risk
factor, a comprehensive risk index of the engineering
project is obtained via weighted calculation

(5) According to the comprehensive risk level, whether
or not the engineering project should be imple-
mented will be determined

PIM is also called the risk assessment matrix, which takes
the possibility of the occurrence of risk factors as the abscissa
and the impact degree of risk factors after the occurrence as
the ordinate. It is mainly used to analyze specific risk points
and determine their risk levels.

4. Case Analysis

Huashan south road in the Coastal Advanced Equipment
Industry Cluster area in southern Zhejiang is in urgent need of
renovation because of the increasing traffic volume.
According to the preliminary design data of the project, the
reconstructed highway adopts the design standard of a first-
grade highway with two-way six-lane traffic, a designed speed
of 80 km/h, and a subgrade width of 44m. According to the
traffic volume prediction results, the annual one-way AADTis
approximately 5,000. K2+ 960∼K16+ 358 are the filling sec-
tions; considering that there are structures and residential
areas on the roadside, the design of the RCZ should be studied.
According to the speed calculationmodel of the Specifications
for Highway Safety Audit (JTG B05-2015) [5], the operating

Table 7: Statistics of economic losses caused by traffic accidents.

Occupant injury level Economic losses (10,000 yuan) Number of accidents Percentage (%)

Moderate injury

0∼2 26 13.98
2∼4 18 9.68
4∼6 54 29.03
6∼8 60 32.26
8∼10 21 11.29

More than 10 7 3.76
Total 1049 186 100

Disabling injury

0∼4 0 0.00
4∼8 1 1.02
8∼12 37 37.76
12∼16 36 36.73
16∼20 12 12.24

More than 20 12 12.24
Total 1372 98 100

Fatal injury

0∼12 0 0.00
12∼24 1 1.59
24∼36 20 31.75
36∼48 28 44.44
48∼60 10 15.87

More than 60 4 6.35
Total 2594 63 100

Mathematical Problems in Engineering 11



speed of each section is predicted. Table8 summarizes the
design indexes and operating speeds of each section.

4.1. Determination of the Setting Condition for the RCZ.
According to the cross-sectional design data of the project,
the width of the berm, side ditch, and outer area of the side
ditch are 1m, 2m, and 1m, respectively. By referring to the
provisions of the highway land scope in China’s Highway
Engineering Project Construction Land Index (Construction
Standard [2018] 124) [26], formula (4) is used to calculate
the land scope of the SCZ: l� (63.935 − 44 − 1 − 2 − 1)/
2� 7.9675m. According to the subgrade height of each
section (as shown in Table 8), the calculation results show
that sections 1, 2, 6, 7, 8, 10, and 12 conform to the rela-
tionship shown in formula (1). In addition, if the RCZ is set,
the RCZ width should be further verified to meet the rec-
ommended width given in Section 2. According to formula
(3), the allowable RCZ widths of sections 1, 2, 6, 7, 8, 10, and
12 are all larger than the corresponding lower limit widths.
Among them, the recommended RCZ width in the straight
section is obtained via the line interpolation method
according to Table 2.

Aimed at the above 7 sections that meet the conditions
for setting the RCZ, the safety benefit calculation model
and engineering cost calculation model are used to cal-
culate the safety improvement benefit and additional en-
gineering cost of each section brought by the RCZ and
further consider whether to set the RCZ by analyzing their
benefit-cost ratios.

4.2. Calculations of the Safety Benefit and Engineering Cost.
In the process of the safety improvement benefit assessment,
when calculating the probability of roadside accidents, the
adhesion coefficient is set to 0.7 because the reconstructed
road is dry asphalt pavement. In the process of engineering
cost accounting, according to the relevant provisions of the
Specifications for Highway Safety Audit (JTG B05-2015) [5],
the slope gradient should be 1:3.5 when there is no RCZ and
1:6 when there is an RCZ.

According to the project feasibility report, the average
earthwork cost is proposed to be 55 yuan/m3, so the total
earthwork costs can be calculated by formula (11). Since rice
is mainly planted along the road, according to the relevant
regulations of the local price bureau, the annual net benefit is
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Table 8: Results.

No. Mileage peg v

(km·h− 1)
R
(m)

w

(m)
h
(m) h/l

Lower limit
value of m

(m)

Allowable
RCZ width

(m)

Benefit-cost ratio
(benefit/cost/
10,000 yuan)

Social
stability
risk

Setting
the RCZ

1 K2+ 960∼K4+ 070 105 +∞ 3 1.65 0.161 7.48 10.97 3.18 (379/119) 0.216 Yes
2 K4+ 070∼K5+ 182 99 +∞ 3 1.43 0.166 6.59 10.97 1.59 (196/123) 0.216 Yes
3 K5+ 182∼K6+ 225 88 3,900 3 1.78 0.223 — — — — No
4 K6+ 225∼K7+ 330 88 3,900 3 2.23 0.280 — — — — No
5 K7+ 330∼K8+ 416 83 3,500 3 2.51 0.315 — — — — No
6 K8+ 416∼K9+ 550 70 3,800 3 1.63 0.151 5.41 10.97 1.13 (124/110) 0.216 Yes
7 K9+ 550∼K10+ 615 75 3,800 3 1.34 0.164 5.79 10.97 0.66 (81/122) — No
8 K10 + 615∼K11 + 718 69 1,800 3 1.08 0.136 5.52 10.97 0.89 (87/97) — No
9 K11+ 718∼K12+ 800 67 2,000 3 1.89 0.237 — — — — No
10 K12+ 800∼K13+ 910 73 2,000 3 1.14 0.143 5.55 10.97 2.16 (224/103) 0.216 Yes
11 K13 + 910∼K15+ 105 69 2,000 3 1.43 0.179 — — — — No
12 K16+ 105∼K16 + 358 69 1,500 3 1.05 0.132 5.78 10.97 2.00 (188/94) 0.216 Yes
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1,106 yuan/mu, and the average annual net benefit growth
rate is 6%. In addition, the base year for engineering is the
commencement year, so τ is set as 0. Referring to the rel-
evant provisions of the Economic Evaluation Methods and
Parameters of Construction Projects (third edition) [28], the
economic evaluation period takes 25 years, and the social
discount rate is 8%. In this project, new resource con-
sumption costs mainly include elderly maintenance, en-
dowment insurance, relocation compensation, resettlement
fees, and compensation for attachments to land, whose
prices are taken as 5,400 yuan/mu, 1,000 yuan/mu, 34,800
yuan/mu (adjusted by the shadow price conversion factor
1.1), 16,200 yuan/mu, and 6,000 yuan/mu, respectively, for a
total of 63,400 yuan/mu. According to formulas (14) and
(15), the land requisition cost can be calculated.

Table 8 shows the safety benefit and the engineering costs
of the seven sections. Among them, the benefit-cost ratio of
sections 1, 2, 6, 10, and 12 is >1, that is, the safety benefit is
greater than the engineering cost, so they can be considered
to set the RCZ. However, the risks to social stability caused
by the setting of the RCZ in these sections should be further
assessed.

4.3. Social Stability Risk Assessment. Combined with the
construction background of the project and the construction
characteristics of the RCZ, the significant risk factors of
setting the RCZ are identified from the four aspects of le-
gality, rationality, feasibility, and controllability, as shown in
Table 9.

)e risk level of each significant risk factor is evaluated
and predicted by using the PIM as follows.

4.3.1. Policy Risk. According to the project planning, the
RCZ is included in the road structure and conforms to the
relevant provisions of the Specifications for Highway Safety
Audit (JTG B05-2015).)erefore, the RCZ complies with the
national industrial policy; the probability of policy risk is
very low; and the impact degree is medium, so the risk is
considered a smaller risk.

4.3.2. Legal Risk. )e decision-maker of this project is the
Wenzhou municipal government, and relevant external
supporting documents, land preexamination, and envi-
ronmental impact assessments have all passed the exami-
nation. From the perspective of legal procedure, the overall
construction of this project (including the RCZ) meets the
requirements of current laws and regulations, so the
probability of legal risk is very low and the impact degree is
medium, which is considered to be a smaller risk.

4.3.3. Risk of the Ecological Environment and Risk of Land
Requisition and Demolition. For farmland, residential areas,
and enterprises involved in land requisition and demolition
of sections 1, 2, 6, 10, and 12, the questionnaire survey is
conducted to collect public opinion on the environmental
damage, land requisition, and demolition caused by the
RCZ. )e entire process of public participation follows the
principle of representativeness and randomness. Consid-
ering that respondents under the age of 20 and over the age
of 75 have biased understandings of the interview content,
the above age groups are excluded. Finally, there were 68
males and 47 females in all the collected samples.)e sample
distribution basically reflects the overall intention of the

Table 9: Significant risk factors.

Category Risk factors

Legality Policy risk
Legal risk

Rationality Ecological environment risk
Feasibility Land requisition and demolition risk

Controllability Social security risk
Public opinion risk

Table 10: Statistical results of the questionnaire survey.

Question Frequency Percentage (%)

Ecological environment
risk What do you think is the ecological impact of setting the RCZ?

Beneficial 61 53.04
Nothing 49 42.61
Harmful 1 0.87
Unknown 4 3.48

Land requisition and
demolition risk

Are you satisfied with the current way of land requisition and
demolition?

Satisfied 90 78.26
Dissatisfied 6 5.22
General 19 16.52

Are you satisfied with the current compensation standard?
Satisfied 88 76.52

Dissatisfied 7 6.09
General 20 17.39

To set the RCZ, if the land requisition and demolition continue
according to the current way and compensation standard, can you

accept it?

Yes 89 77.39
No 7 6.09

Unconcerned 19 16.52
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survey group, and the location of the sample covers the area
affected by the RCZ. )e survey results are shown in
Table 10.

As can be seen from the statistical results in Table 10,
only 0.87% of all respondents believe that the setting of the
RCZ is harmful to the ecological environment, so the
probability of ecological environment risk is very low and
the impact degree can be ignored; therefore, the risk is
considered a tiny risk. Moreover, 5.22% and 6.09% of re-
spondents are not satisfied with the methods of land req-
uisition and compensation standards, respectively, which
means that this part of the group cannot accept the following
requisition. However, the remaining 94% of respondents are
in favor of or do not oppose setting the RCZ, so the
probability of land requisition and demolition risk is lower
and the impact degree is larger, which is considered a general
risk.

4.3.4. Social Security Risk. As the constructor has formu-
lated a reasonable construction organization and supervi-
sion measures, strengthened close communication with the
local government, and comprehensively created a safe,
harmonious, and stable public security environment, the
probability of a social security risk is very low, and the
impact degree is larger, so this risk is considered to be a
smaller risk.

4.3.5. Public Opinion Risk. Although the project has been
strongly supported by the local residents, the construction of
the RCZ will have a certain impact on the surrounding
environment. )erefore, publicity and positive guidance are
particularly important. )e constructor performed a sig-
nificant amount of publicity work through mainstream
media and networks in the early stage, so the probability of
public opinion risk is lower and the influence degree is
medium. )erefore, this risk is considered a smaller risk.

Referring to the rules of some social stability risk as-
sessments of highway construction projects and expert ex-
perience, the weight of each risk factor in the setting of the
RCZ is determined. )e weight and risk level of each factor
are weighted to obtain the comprehensive risk index of the
project, as shown in Table 11.

In general, when the comprehensive risk index is lower
than 0.36, which indicates that the social stability risk level of

the project is smaller (i.e., the majority of people understand
and support the project), a small number of people have
opinions on the project, but effective persuasion and
guidance can prevent and resolve the conflicts. As can be
seen from Table 11, the social stability risk caused by setting
the RCZ is 0.216, which is a smaller risk. )erefore, sections
1, 2, 6, 10, and 12 are feasible for setting the RCZ.

5. Conclusion

)is paper explores the main factors affecting the design of
the RCZ width, including the shoulder width, slope gradient,
braking response time, departure speed, and departure
angle. PC-Crash software is used to establish the vehicle and
road models to perform simulations of a vehicle entering the
roadside by setting different departure speeds and curve
radii. By recording the track of the vehicle after entering the
roadside and measuring the lateral distance between the
right front of the vehicle and the lane edge, the recom-
mended widths of the RCZ in the straight and curved
sections for different operating speeds and curve radii are
given. )e Fourth Edition of the RDG and China’s Speci-
fications for Highway Safety Audit (JTG B05-2015) provide
the RCZ width determination method. For the straight
section with fill and excavation subgrades, the Fourth
Edition of the RDG provides a recommended RCZ width
corresponding to different design speeds, AADT, and slope.
For the curved section, it provides a correction coefficient for
a curved section that is based on the horizontal curve radius,
but this guide does not provide a specific calculation
method. Referring to the Fourth Edition of the RDG, China’s
Specifications for Highway Safety Audit (JTG B05-2015)
show how to determine the recommended RCZ width in the
form of a graph. However, the calculation accuracy of the
graphical method is inadequate, while the proposed method
in this paper can accurately calculate the width of the RCZ
via modeling.

Based on our previous research results and data, the
probability prediction model of roadside accidents and the
occupant injury risk assessment model are constructed by
means of the binary logistic regression analysis, the multiple
regression analysis, and the Fisher optimal segmentation
algorithm, and the quantitative analysis of the probability
and occupant injury risk of roadside accidents is realized.

Based on the above research results, this paper deter-
mines the setting conditions for the RCZ by considering the

Table 11: Social stability risk assessment before project implementation.

Risk factor Weight
Risk level

Risk indexTiny Smaller General Larger Great
0.04 0.16 0.36 0.64 1

Policy risk 0.14 √ 0.0224
Legal risk 0.13 √ 0.0208
Ecological environment risk 0.15 √ 0.006
Land requisition and demolition risk 0.37 √ 0.1332
Social security risk 0.11 √ 0.0176
Public opinion risk 0.10 √ 0.016
Σ 1 0.216
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land use index, the subgrade height, and the shoulder width.
A safety benefit calculation model based on AADT, the
occurrence probability, and the occupant injury risk of
roadside accidents is constructed, and an engineering cost
calculation model is given from the two aspects of earthwork
costs and land requisition costs. )us, an RCZ design
method based on the safety benefit and the engineering cost
is proposed. Based on the benefit-cost ratio analysis, the
CIDM is adopted to evaluate the social stability risk of the
project. Finally, the research results are applied by a case
analysis. )is result fills in the gaps of the Fourth Edition of
the RDG and China’s Specifications for Highway Safety
Audit (JTG B05-2015) in the setting conditions of the RCZ
by first involving social stability risk into the RCZ design.

)e results of this paper are helpful for reducing the
occurrence and loss of roadside accidents and can provide a
reference and guidance for traffic control departments and
highway designers to optimize the design of roadside safety
in the future. However, because the recommended width of
the RCZ obtained in this paper is based on the test condition
of a safety slope of 1:6, in practical engineering imple-
mentations, the RCZwidth should be adjusted when another
slope gradient is adopted, but their relationship is not yet
clear. )erefore, the precise quantitative calculation between
the RCZ width and the safety slope gradient can be further
determined. Additionally, since the research results of this
paper are based on simulation data, certain variables are
assigned values in advance according to professional stan-
dards and experience. Moreover, the human factor cannot
be considered in the simulation software, which is an im-
portant factor affecting the occurrence of roadside accidents.
)erefore, validation of the results and research on roadside
design involving human factors should be implemented by
collecting real accident cases in the future.
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With the gradual increase of malicious mining, a large amount of computing resources are wasted, and precious power resources
are consumed maliciously. Many detection methods to detect malicious mining behavior have been proposed by scholars, but
most of which have pure defects and need to collect sensitive data (such as memory and register data) from the detected host. In
order to solve these problems, a malicious mining detection system based on network timing signals is proposed. When capturing
network traffic, the system does not need to know the contents of data packets but only collects network flow timing signals, which
greatly protects the privacy of users. Besides, we use the campus network to carry out experiments, collect a large amount of
network traffic data generated by mining behavior, and carry out feature extraction and data cleaning. We also collect traffic data
of normal network behavior and combine them after labeling. )en, we use four machine learning algorithms for classification.
)e final results show that our detection system can effectively distinguish the normal network traffic and the network traffic
generated by mining behavior.

1. Introduction

With the rapid popularity of the Internet and the continuous
emergence of information technology, the attack means for
emerging technologies are also constantly upgraded and
evolving. With the help of various means, the media and
carriers for the implementation of network security threats
are unpredictable, and the network security situation is always
not optimistic. In recent years, with the development of
encryption currency trading market, and encryption of
monetary value, malicious attack has become the most widely
used means in mining and a kind of network security threats,
affecting the enterprises, organizations, and individuals at the
end of 2008, in the hearing on the network publishing a paper
on the currency, called the currency: peer-to-peer electronic
cash system [1]. In Satoshi Nakamoto’s white paper, the
authors describe a new kind of “currency” trading system that
can work in a nontrust environment. )at “currency” is
cryptocurrency. Subsequent researchers then extended this

concept and introduced the mining system into the mining of
Bitcoin, which led to the rapid development of Bitcoin. In
addition to Bitcoin, other types of cryptocurrencies have been
released, bringing broader market space [2]. Mining itself is
not a malicious activity. For Bitcoin mining, it is a compu-
tational activity, using hardware resources to perform
mathematical computations in the Bitcoin network, which are
paid in Bitcoins. As a result, countless people began to join the
Bitcoin mining team [1]. In addition, with the more andmore
types of electronic currency, mining currency is also
expanding, and mining forms and algorithms are also con-
stantly evolving. At first, the mining behavior mainly uses
CPU, GPU, and other resources, and the cost of these
hardware resources is relatively low. Later, as the crypto-
currency market gradually expanded, people were no longer
satisfied with using these hardware resources for mining but
began to design various professional mining tools, such as
programmable array for mining. Such professional mining
tools greatly improved the mining speed [3].
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Malicious mining or mining hijacking is a malicious
practice that uses infected devices to mine cryptocurrency.
)e attacker exploits the computing power and bandwidth
of the victim (the computer) to mine (in the vast majority of
cases, this is done without the victim’s knowledge or
consent). Typically, malicious mining software responsible
for such activities is designed to use sufficient system re-
sources to perform mining operations without being no-
ticed or detected for as long as possible. Since
cryptocurrency mining requires a lot of computing re-
sources, hackers try to break into multiple devices on the
same LAN, so they can make more money by increasing
computing power. Malicious cryptocurrency mining usu-
ally takes place in two ways: first, mining with browser-
based cryptography, typically by embedding a script
containing the mining code into a website. Take Coinhive
scripting as an example, a cryptocurrency mining service
that relies on a small piece of code embedded in a website
that uses some or all of the computing power of a browser
visiting a particular website to mine Monero crypto-
currency [4]. Due to the special ring signature scheme [5]
used in the Monero coin protocol, it is difficult for law
enforcement officers to determine the identity of the at-
tacker through the collection address. Many attackers use
Coinhive’s services to turn multiple compromised sites and
routers into mining machines for malicious mining
operations.

)e second way is to use binary-based malicious mining
software for mining. When a user inadvertently clicks an
e-mail containing mining software or a related malicious
advertising link, the malicious mining software will be
downloaded to the user’s host computer, and malicious
mining will be carried out without the victim’s knowledge
[6]. )e earliest mining Trojan appeared in 2012. With the
price of cryptocurrency skyrocketing from 2017, mining
Trojan has become a major security threat in the Internet
since 2018. Malicious mining attack not only brings per-
formance loss to users, but also may greatly waste power
resources and increase carbon emissions. )erefore, it is of
great significance to conduct an in-depth study on mining
software and find a more effective detection method for
malicious cryptocurrency mining software by analyzing its
characteristics.

In order to deal with the security threats brought by
malicious cryptocurrency mining software, researchers have
proposed a variety of protection schemes against crypto-
currency mining attacks; it is found that these existing so-
lutions have certain limitations through comprehensive
analysis [7].

In 2018, Hong [8] from Fudan University proposed a
method to detect web mining behavior based on hash
function. )e author uses the Chrome Remote Interface
(based on the Chrome debugging protocol, which supports
debugging the Chrome browser) to carry out remote
debugging of the web page and obtains the function call
information of the web mining operation. )en, select the
commonly used hash operation function for monitoring,
according to the total time spent on hash operation to judge
whether it is mining software.

In the same year, Konoth et al. from VU Amsterdam
proposed Minesweeper [9], which is a defense strategy for
webmining based on the characteristics of mining algorithm
itself. )rough inspection, the author finds that the current
malicious web page mining operations mostly adopt
WebAssembly (WASM) technology to improve the effi-
ciency of web page encryption mining and use WASM code
to realize the mining algorithm Cryptonight. )erefore, by
analyzing the WASM code, the author matches the mining
algorithm based on the detected encryption and hash op-
erations, so as to determine whether a web page operation
belongs to mining behavior.

Conti et al. [10] proposed the method of detecting
mining software by using Hardware Performance Counter
(HPC).)e change of HPC value is used as the characteristic
of the mining algorithm, and the curve conforming to the
mining algorithm is fitted with the machine learning al-
gorithm, so as to judge whether the program conforms to the
rules of the mining algorithm and determine whether it is
mining software [11]. However, this approach is highly
controversial.

Based on the existing research work, this paper pro-
poses a set of mining flow detection systems based on
machine learning, aiming at the deficiency of the existing
malicious mining behavior detection schemes. )e method
presented in this paper has three obvious advantages: first,
it purely utilizes network stream timing signals for de-
tection with strong privacy, without the need to install any
local software and the need to read user data. Second, for
network traffic transmitted with SSL encryption, there is no
need to decrypt, as well as to detect; it is a warning, and
classification can be realized through packet flow. )ird,
the scheme is highly adaptable and can be adapted to
different mining algorithms and pool strategies at any time
through new data training.

2. Network Traffic Classification
Detection Algorithm

Various machine learning algorithms are used in this paper,
including support vector machines (SVM), K-Nearest
Neighbor (KNN), AdaBoost, and Convolutional Neural
Networks (CNN). )e performance differences of various
algorithms were compared through experiments, and the
detection efficiency was evaluated.

2.1. Linearly Separable Support Vector Machines. First, our
task is to distinguish between normal network traffic and
malicious mining traffic. And it is a typical binary classifi-
cation task; the basic idea of support vector mechanism
model is to create an optimal decision hyperplane and make
the plane on both sides of the plane maximize the distance
between the two classes of samples recently, and support
vector machine was used first, in order to solve the problem
of sample classification binary classification problems, so the
algorithm has a good applicability for such tasks.

We assume that the sample network traffic data set to be
trained is as follows:
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D � x1, y1( 􏼁, x2, y2( 􏼁, . . . , xk, yk( 􏼁􏼈 􏼉, yi ∈ − 1, +1{ },

(1)

wherein xj, i � 1, . . . , k represents the training sample data,
and yi represents the class symbol corresponding to each
training sample.

)e method of network traffic classification is to find a
partition hyperplane in the sample space based on the
collected training set M. )e ultimate purpose of support
vector machine is to construct a decision function, which
can correctly classify every information. In two-dimensional
space, intuitiveness is said to exist in the two-dimensional
space of different points corresponding to the coordinates of
separation, and the line can be a straight line and can also be
a curve; for this task, characteristics exist in multidimen-
sional space, thread classification obviously cannot meet the
requirements, and this time, structure can only be used for
classification of plane to classify a point in space, And such
lines and planes are classification lines and classification
hyperplanes, which can be expressed as

(ω · x) + b � 0. (2)

In Equation (2), ω is the direction of the normal of the
hyperplane, and b is the distance between the hyperplane
and the origin. )e location of the hyperplane is determined
by these two unknowns. It is assumed that the distance
between any point x in the network traffic training set and
the hyperplane (ω, b) can be expressed as

r �
|ω · x + b|

‖ω‖
. (3)

As shown in Figure 1, in the SVM schematic diagram,
the training sample points falling on the dotted line in the
figure are the “support vectors” of the SVM algorithm,
namely, the points with correct classification. We can cal-
culate the sum of the distances from any two support vectors
belonging to different classes to the hyperplane as

c �
2

‖ω‖
. (4)

)rough analysis, it can be found that there are many
hyperplanes that can separate the two types of data, but there
is only one optimal hyperplane that meets the two condi-
tions at the same time, and only the points closest to the
hyperplane are closely related to the hyperplane, and the
other points will not directly affect the classification results.
We give the basic lemma for support vector machines [12]:

min
ω,b

1
2
‖ω‖

2

s.t. yi ω · xi + b( 􏼁≥ 1,

i � 1, 2, . . . , k.

(5)

)rough observation, it can be found that Equation (5) is
a convex quadratic programming problem with a unique
minimum point. Formula (5) is transformed into a “duality
problem” by Lagrange multiplier method. By introducing

Lagrange multiplier, the formula can be processed more
easily. Although the effect is not clear in linear cases, such
change can be generalized to solve nonlinear problems and
can be converted into kernel function for calculation. In the
algorithm in this paper, we use the linear kernel function,
which is defined as follows:

κ x1, x2( 􏼁 �〈x1, x2〉. (6)

2.2. Suitable AdaBoost Algorithm. Adaptive Boosting is the
full name of AdaBoost algorithm, and Boosting, as a typical
algorithm, was proposed in 1995 [13]. Boosting algorithm’s
main intention is to enhance the “weak classifier” into
“strong classifier,” and each “weak classifier” has its own
functions and deficiencies. )e advantages of each “weak
classifier” will be brought into play, and the deficiencies of
one “weak classifier” will be compensated by another or
more “weak classifiers” to enhance the whole process into a
“strong classifier.”)e AdaBoost algorithm enhances several
“weak classifiers” into “strong classifiers” by an adaptive way.
AdaBoost algorithm is reflected in practical application,
mostly used in dichotomy. Recently, AdaBoost algorithm is
mostly used in image recognition technology with re-
markable effect and excellent performance in feature se-
lection technology [14].

)e algorithm ideas applicable to this task are as follows:
Assign a set of labeled network traffic data sets

(x1, y1), . . . , (xn, yn) and yi ∈ +1, − 1{ }, y as a lable, and x as
a feature. )en, initialize weight:

Di(i) �
1
n

(i � 1, ..., n). (7)

Select a weak classifier ht to reduce the weight of the
error:

ht � argminhj∈H
ej � 􏽘

n

i�1Dt(i)I yi ≠ hj xi( 􏼁􏽨 􏽩. (8)

And calculate the proportion of ht(x) in the strong
classifier:
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Figure 1: Use SVM to classify network traffic.
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at �
1
2
ln
1 − ei

ei

. (9)

Until et � minjej > 1/2, setT � t − 1 and then stop the
loop. Update a new weight:

Dt+1(i) �
Dt(i)exp − αtyiht xi( 􏼁( 􏼁

Zt

(10)

where Zt is the normalized factor to ensure that Dt+1 could
be allocated.

Finally, we got a strong classifier:

H(x) � sign 􏽘
T

t�1
atht(x)⎛⎝ ⎞⎠. (11)

2.3. Unsupervised Learning K-Nearest Neighbor Algorithm.
K-Nearest neighbor algorithm is a famous statistical method
of pattern recognition, which plays an important role in
machine learning classification algorithms. In the KNN al-
gorithm, the distance between the given test object and each
object in the training set is firstly calculated; then, the K
training objects nearest to the test object are selected as the
nearest neighbors of the test object; and finally, the test objects
are classified according to the main categories belonging to
the K nearest neighbors. In general, KNN uses the “voting
method” in the classification task; that is, it chooses the
marker category with the most occurrence times in k in-
stances as the prediction result. Euclidean distance is used to
calculate the similarity when measuring the sample distance:

Assume that the category of network traffic is deter-
mined by n attribute; that is, the sample to be tested is an
n-dimensional vector. Assume that the representation of
sample i is Xi � (xi

1, xi
2, . . . , xi

n). xi
j represents the j − th

attribute of sample i, so the Euclidean distance between any
two samples can be obtained:

d x
i
, x

j
􏼐 􏼑 �

������������

􏽘

n

p�1
x

i
p − x

j
p􏼐 􏼑

2
.

􏽶
􏽴

(12)

In a feature space as shown in Figure 2, a blue circle
represents normal traffic, an orange rectangle represents
abnormal traffic, and a red star represents an unknown
anomaly detection point to be detected. According to the
anomaly detection principle of KNN algorithm, the com-
parison of Euclidean distances will be used to judge whether
a new unknown point is abnormal. )us, the intrusion
points A and B can be marked as abnormal traffic by the
KNN algorithm, because the Euclidean distance from these
two points to the abnormal class is closer than that to the
normal class.

2.4. End-to-End Convolutional Neural Network Algorithm.
In our previous research [15], deep learning has been applied
to the detection of dark web traffic, and because network
traffic can extract hundreds of relevant features, the feature
extraction and analysis are also a question worth

considering; for the first three algorithms, we use the
principal causes analysis (PCA) [14] for dimension reduc-
tion; for deep learning, we can not undertake feature ex-
traction or reduce it; this is called the end-to-end learning
solutions. In Figure 3, we show the steps of the end-to-end
learning algorithm.

Deep learning can automatically extract high-level fea-
tures from original data and learn the internal rules and
levels of samples. It has a high adaptability to massive high-
dimensional data and well solves the problem of feature
engineering in traditional machine learning.

In the overall structure of the model, the convolutional
layer operation is the core part of CNN, responsible for
automatically extracting a variety of abstract features from
the original flow generated images, and different convolu-
tional kernel learning features in the layer are different. )e
size parameters of the convolution kernel are specified
manually, and the internal weight parameters need to be
adjusted continuously in round training. )e convolution
kernel completes the convolution operation with each fea-
ture channel in the form of sliding window on the input
matrix. Let us now define the i − th traffic data in the data set
that is represented by k-dimensional vector, and a traffic
with a characteristic length of n is represented as follows:

xi:n � x1 ⊕x2, . . . , ⊕ xn . (13)

Convolutional operation: we define a convolution kernel
w ∈ Rhk, and the filter operates on a set of network traffic
bytes of window width k and outputs a new feature. Refer to
formula (14); a set of network traffic bytes generates char-
acteristics by operating the following:

ci � f w · xi: i+h− 1 + b( 􏼁. (14)

In formula (14), b is the bias term, and f is a nonlinear
function.

In the dichotomy task, Sigmoid function is often used as
the activation function [14]. In the actual training com-
parison, we find that the effect of this activation function is
better than other activation functions.

A

Normal Traffic

Abnormal Traffic

The traffic being detected

B

Figure 2: KNN.
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f(x)Sigmoid �
1

1 + e
− x, (15)

c � c1, c2, . . . , cn− h+1􏼂 􏼃 . (16)

Feature mapping: in formula (16), filters operate in every
possible traffic byte window and generate a corresponding
feature map, where c ∈ Rn− h+1.

Pooling operation: we use maximum pooling for sam-
pling. After the pooling layer completes the convolution
operation between the image and the feature map in the
convolution layer, the output data will enter the pooling
layer for subsampling. By reducing the data dimension,
overfitting is reduced, and the original feature information
abstracted from the traffic data is extracted.

􏽢c � max c{ } . (17)

After the above operation, the resulting data will be
entered into the full connection layer for classification. )e
operation of the full connection layer is described as follows:
in formula (18), we define a linear function.

f(x)probability � 􏽘
d

i�1
wixi + b. (18)

We assume that there is a network traffic with d attri-
butes described; we need to continuously update w and b for
the purpose of training. And we choose Root Mean Square
Prop (RMSProp) algorithm [13] as the optimization algo-
rithm to update parameters:

sdw � βvdw +(1 − β)dw
2, (19)

sdb � βvdb +(1 − β)db
2, (20)

W � W − α
dW
���
sdw

√
+ ε, (21)

b � b − α
db

���
sdb

√
+ ε. (22)

In formulas (19) and (20), sdw and sdb are, respectively,
the gradient momentum accumulated by the loss function in
the first t − 1 round of iteration. And β is an index of
gradient accumulation, which we can define freely. In for-
mulas (21) and (22), α is the learning rate in the training
process, and to prevent the denominator from becoming
zero, a small value ε is used for smoothing.

And we continue to use the sigmoid function as the
activation function of the neuron. )en, in order to over-
come the Sigmoid function brought by the characteristics of
slow parameter update, we use the cross-entropy loss
function to speed up the training process:

L(􏽢y, y)cross− entropy− loss � − y log(􏽢y) − (1 − y)log(1 − 􏽢y) .

(23)

Figure 4 shows the structure of the neural network. After
the above processing, the trained neural network model can
give the classification results of the input network traffic
data.

3. Design of Malicious Mining Flow
Detection System

In the early 1990s, the concept of abnormal traffic detection
technology was first proposed in the literature [16]. Relevant
scholars classified large-scale network traffic and divided it
into normal traffic and abnormal traffic. Abnormal traffic
detection technology can model network traffic character-
istics to find abnormal patterns to predict the occurrence of
abnormal, and at the same time, it can dig out new attack
types for prevention. Abnormal traffic detection technology
mainly includes five aspects, namely, network data traffic
collection, traffic feature extraction, behavior modeling,
abnormal detection, and result presentation and feedback.
)e specific technical process of abnormal traffic detection is
shown in Figure 5.

In this paper, the detection model we proposed is
roughly the same as that in Figure 5, and the specific
implementation process will be introduced below.

3.1. Attacker Model. In this paper, it is assumed that the
attacker will use the existing vulnerability exploitation
program to remotely attack and exploit the hosts and ser-
vices with vulnerabilities on the public network to achieve
the purpose of planting malicious mining programs. At-
tackers may also be targeted at the target Server and host
open Web services and applications for brute force cracking
access, such as brute force cracking of Nginx Server or SQL
Server, violent guess of SSH, VNC login credentials, and so
on. )ere may also be unauthorized access vulnerabilities
due to incorrectly configured application services and
components deployed on the server. )e hacker group
carries out batch scanning of relevant service ports, and
when the host and server with unauthorized access vul-
nerability are detected, further download and implant
malicious mining programs by injecting execution scripts
and commands [17]. Malicious mining attacks usually use
remote code execution vulnerabilities or unauthorized
vulnerabilities to execute commands and download and
release subsequent malicious mining scripts or Trojans.
Secondly, according to the our understanding and research
of mining software, all mining software has network be-
havior, and this is an important basis for the study of mining
software in this paper, but also an important support for the
detection of mining software in this paper. )erefore, this
paper assumes that mining software can access the network
unconstrained and carry out network communication.
Figure 6 describes in detail the communication flow between
the miner and the mining pool.

The original
network flow

Feature leaning
algorithm lable

Figure 3: )e end-to-end learning scheme.
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We assume that all communication sessions in the figure
above are transmitted using the Transport Layer Security
protocol and cannot be decrypted. And the invaded host
cannot be scanned for virus or Trojan because of objective
reasons. We set that the attacker does not use a proxy server
to forward network traffic, so that we can quickly lock the
original IP address for blocking.

3.2. Detection and Defense Models. Anomaly traffic de-
tection technology [18] is done by comparing the differences
between normal mode and abnormal mode to judge whether
it, apparently many kinds of attacks on attack, along with the
rapid change of the large-scale traffic data, using the char-
acteristics of these changes, can detect abnormal flow, so as
to do a series of measures, including closing the relevant
network port or shielding attack IP; this is undoubtedly a
guarantee to the network environment. Anomaly traffic
detection technology collected various hosts and servers of a
large number of discrete traffic; the traffic data contains the
network connection characteristics, building the model
according to the data characteristics, analysis, and calcula-
tion of the secondary data, getting themultidimensional data
flow characteristics, and achieving the normal behavior
pattern, with the similar degree of normal behavior patterns
to determine whether the behavior is unusual [19]. Finally,
the feedback analysis of the test results is carried out. In this
paper, we define abnormal traffic as the network traffic that
mining software (Trojan) and mining pool communicate
through.

Figure 7 shows the overall architecture diagram of the
malicious mining flow detection system we proposed. In an
environment where detection and warning are desired,
network traffic can be collected from the interfaces of various

Dichotomous output

Miner

non-Miner

Full-connection layer

Convolution layer Pooling layer

Data matrix

This
is
a

network
traffic data

Figure 4: Neural network diagram.

Network traffic
data acquisition Feature extraction Behavior modeling Anomaly classification

detection
Results presentation

and feedback

Figure 5: Flow for detecting abnormal traffic.
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mining.authorize
server.result
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Figure 6: )e communication flow between the controlled host
and the mine pool.
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devices for detection and analysis, or the underlying network
can be analyzed directly through the device’s operating
system. )e central controller will undertake this function.
When the feature extraction module completes the feature
extraction and feature selection of the data stream, it will
send the selected optimal feature subset to the anomaly
detection mechanism for processing and detection, so as to
improve the efficiency and accuracy of the abnormal traffic
detection mechanism and reduce the burden of the central
controller.

Anomaly detection mechanism is a centralized data flow
information analysis and anomaly detection processing
mechanism. It obtains the stream feature vectors after
feature selection through the central controller, preprocesses
these vectors, and classifies them through the anomaly
detection algorithm in Chapter 3 to determine whether there

is an anomaly. Anomaly detection mechanism is divided
into preprocessing module and anomaly detection module.
)e preprocessing module is mainly responsible for stan-
dardizing and normalizing the stream feature vectors sent by
the controller. Suppose that there are n stream feature
vectors, each of which contains t features, denoted as
Xij(1≤ i≤ n, 1≤ j≤ t). )e preprocessing of Xij includes the
following processes:

3.2.1. Standardized.

X
∗
ij �

Xij − Meanj

AvgDevj

(24)

Among them,

Meanj �
X1j + X2j + · · · + Xnj

n
,

AvgDevj �
X1j − Meanj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + X2j − Meanj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + · · · + Xnj − Meanj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

n

(25)

3.3. Normalized. Normalization refers to the normalization
of standardized data to the interval [0, 1]. Let Xij

′ be the
normalized value of X∗ij:

Xij
′ �

X
∗
ij − Xmin

Xmax − Xmin
. (26)

Among them,

Central controller

Traffic capture module

Feature extraction module

Anomaly detection mechanism

Preprocessing module

Anomaly Detection Module

A LAN on which
maliciopus mining

may occur

Server

ADSL

Router

Switches

Internet

Laptop using wireless
networks

Ordinary computer

Figure 7: System architecture diagram.
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Xmin � min X
∗
ij􏽮 􏽯,

Xmax � max X
∗
ij􏽮 􏽯.

(27)

After the normalization and normalization of the pre-
processing module of the anomaly detection module, the
preprocessing stream feature vector will be handed over to
the anomaly detection module for anomaly detection. )e
anomaly detection module uses the detection algorithm
proposed in Chapter 3 to detect the traffic. Figure 8 shows
the overall flow chart of the detection system we proposed.

4. Experiment

In order to simulate the real attack scenario, we used two
hosts in the same campus network for experiments. One
server was the target machine, and the other was Wireshark
to capture the network traffic of the target machine. In order
to make the collected data as fair and reliable as possible, we
used the TLS protocol for the mine pool address, and all the
features related to privacy in the data set were deleted (such
as IP address).

4.1. Experiment Conditions. We use Wireshark [20] for
network traffic capture, and then we use CICFlowMeter [21]
for flow feature extraction. )e specific experimental en-
vironment parameters are listed in Table 1.

4.2. Model Parameters. For the machine learning algorithm
in Chapter 3, we have tried many parameters for training
and evaluated under different parameter conditions. Finally,
the parameters we selected are listed in Table 2–5.

)e captured features of the train and test file are shown
in Table 6. )ese data have gone through the preprocessing
stage and removed the unobvious features.

4.3. Experimental Result. In Table 7, we use accuracy, pre-
cision, recall, and F1-score to compare several machine
learning algorithms.

Accuracy is our most common evaluation index, and it is
easy to understand, that is, the number of samples divided by
all the samples. Generally speaking, the higher the accuracy,
the better the classifier.

accuracy �
TP + TN

TP + TN + FP + FN
. (28)

Precision is defined as

precision �
TP

TP + FP
. (29)

)is represents the proportion of instances that are
divided into positive instances that are actually positive
instances.

Recall rate is a measure of coverage, which measures that
multiple positive cases are divided into positive cases.

recall �
TP

TP + FN
. (30)

Sometimes, there are contradictions between precision
and recall indicators, so we need to consider them com-
prehensively. )e most common method is F-measure (also
known as F-score):

F1 − score �
2 · precision · recall
precision + recall

. (31)

It can be seen from Table 7 that the effects of different
machine learningmethods on such tasks vary greatly, but the
accuracy of these methods is high, but the precision

Begin
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the network
traffic packet

Network traffic
data to be
detected

Data feature
extraction

Normal

Abnormal

Flow type ?

Issue a warning and
log the IP address

Determine whether it is the flow
rate of the mining behavior

parameter

Training set
data

generation

Data preprocessing
and training

The model
after

training

Figure 8: Flow chart of detection system.

Table 1: )e experimental environment parameters.

Category Parameters
CPU Intel xeno 4210R
RAM 32GB
GPU Nvidia RTX3090
Operation system Ubuntu 18.04 LTS
CUDA version 10.2
Machine learning platform Pytorch 1.7.0 + scikit-learn 0.23

Table 2: Parameters used in support vector machine.

Parameter name Parameter
Penalty coefficient of error term 0.3
Kernel Linear
Probability False
Max_iter 10000000
Random state None

Table 3: Parameters used in AdaBoost.

Parameter name Parameter
Base estimator Decision tree
Number of base classifier cycles 60
Probability False
Learning rate 1.2
Random state None
Algorithm SAMME.R

8 Mathematical Problems in Engineering



performance is quite different. If we evaluate the classifi-
cation effect according to F1-Score, deep learning is the most
potential method to provide relatively correct prediction
results.

5. Conclusion

)e experimental results show that our detection system can
effectively alert malicious mining behavior and protect user
privacy. Our detection system can run on any node or host of
the network and can quickly learn the characteristics of
network traffic generated by different mining behaviors. For
the malicious use of server computing resources for cryp-
tocurrency mining, the existing detection methods all have
some deficiencies; we used machine learning and data
mining technology to analyze network traffic and greatly
improve the efficiency of the detection system and effectively
protect user privacy.
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Aiming at the difficulty of extracting and classifying early bearing faults, a fault diagnosis method based on weighted average time-
varying filtering empirical mode decomposition and improved eigenclass is proposed in this paper. Firstly, the bearing fault signal
is decomposed into a series of intrinsic mode functions by the signal decomposition method, and the amplitude of the component
is modulated by the weighted average method to enhance the fault impulse component. *en, the fractional Fourier transform is
used to filter the reconstructed signal. Regarding classification issues, the eigenclass classifier is optimized by the IDE method that
can be used for feature dimensionality reduction. Finally, the optimal features are selected and input into the IDE-EigenClass
model. *e experimental results show that the bearing fault diagnosis method proposed in this paper has higher accuracy and
stability than the traditional PNN, SVM, BP, and other methods.

1. Introduction

In the process of bearing fault diagnosis, one difficult point is
to extract the fault impulse component. Because the back-
ground noise is present in the process of equipment oper-
ation, the fault impulse component is likely to be drowned
by the noise, resulting in the failure of diagnosis [1–3]. To
solve this problem, Huang et al. proposed the empirical
mode decomposition (EMD) for the first time, which can
effectively reduce the noise in the signal. However, EMD has
some problems such as end effect and mode aliasing [4].
Based on EMD, Huang et al. proposed the ensemble em-
pirical mode decomposition (EEMD). By adding noise to the
EMD decomposition process, the effect of mode aliasing has
been significantly reduced [5]. In 2014, the variational mode
decomposition (VMD) was proposed. VMD takes into full
consideration the narrow-band property of the components,
so the filtering frequency band is more centralized and the
signal-to-noise ratio of the signal components is higher [6].
However, there remains the problem of mode aliasing. *e
time-varying filtering empirical mode decomposition
(TVFEMD) is a new signal decomposition method proposed

by Li et al. in 2017 [7]. *e method provides an effective
solution to the above problems by using B-spline approxi-
mation as a time-varying filter.

In addition, the noise can be removed by filtering the
signal, as by the method of combining fast spectral kurtosis
with VMD to successfully extract the features of early rolling
bearing faults [8]. On the basis of the fast spectral kurtosis
method, autocorrelation spectral kurtosis has been im-
proved to effectively eliminate the interference of non-
periodic noise and improve the recognition accuracy [9]. In
recent years, the fractional Fourier transform (FRFT) has
been applied intensively in fault diagnosis. *e fractional
Fourier transform has good time-frequency focusing
property for LFM signals [10]. In the early stage of the fault,
since the fault impulse frequency changes steadily, the
fractional Fourier transform proves effective in extracting
the fault impulse components. Jiao and Ma used FRFT to
extract the features of the bearing signal, and the effect was
significant [11]. In addition, the advantages of FRFT can be
exploited to the full under variable conditions. Jia and
Huang [12] successfully diagnosed the fault of variable-speed
bearing using FRFT and LMS noise reduction methods.
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Machine learning algorithms are used mainly for clas-
sification issue. For example, Zhang et al. used the EMD-
SVM combination method to classify faults [13]. In addition,
Jung and Koh used the DWT-KNN to classify faults and
achieved certain results [14]. However, there remain many
problems in classification. For example, the accuracy is not
high enough, and the operation is too time-consuming.
Standardized variable distance (SVD) is an improved al-
gorithm based on MDE and proposed in 2020 to solve the
problem of long operation time [15]. However, its classifi-
cation accuracy is heavily dependent on features. In the
neural network algorithm, Ma et al. used the CSBP method
to improve the fault recognition rate by optimizing the BP
neural network [16]. In addition, the convolutional neural
network (CNN) [17] has also been used to classify the
bearing faults. Eigenclass is a new machine learning clas-
sification method proposed by Uğur in 2020. In this pro-
cedure, a feature matrix is constructed before the proximity
based on the eigenvalues and is used to classify the samples
[18].*is method ensures not only a high accuracy but also a
high speed and efficiency when the sample size is not very
large.

*e above studies mainly focus on the vibration signal.
Nevertheless, for some devices which are not easily em-
bedded with the acceleration sensor, it would be a good
choice to use the acoustic pressure sensor to collect the
acoustic signal for analysis and processing. Its advantage of
noncontact measurement makes it possible to diagnose the
fault of some devices in which it would otherwise be difficult
or even infeasible to embed the acceleration sensor [19].
However, there are few studies on fault diagnosis methods
based on acoustic signals probably because of the relatively
low signal-to-noise ratio of the acoustic signal. In addition,
the generated noise still contains certain impulse noise,
which is not necessarily periodic but can have a great effect
on the kurtosis of the signal. *erefore, the impulse noise
may lead to the wrong selection of sensitive components.

To solve the above problems, a fault diagnosis method
based on weighted average time-varying filtering empirical
mode decomposition and improved eigenclass is proposed
in this paper. Firstly, the acoustic array sensor is used to
collect data. *en, the signal is preprocessed to reduce noise
interference. Finally, the features are input into IDE-
Eigenclass model for fault classification. Compared with the
existing bearing fault diagnosis methods, the innovative
point of this proposal is that the acoustic array sensor is used
to collect the bearing fault signal.*is method aims to realize
the multichannel acquisition, which can not only improve
the accuracy of bearing sound signal but also realize the
localization of the sound source of fault bearing. In the
process of actual equipment operation, there are usually
more than one bearing, usually multiple or even multiple
groups of bearings. In such a scenario, failure to accurately
locate whichever of the bearings will make it inconvenient to
maintain the equipment. *e acoustic array technology has
made it possible to accurately locate the pitch angle and
azimuth of the bearing as well as the faulty bearing. *is
paper is organized as follows. Section 2 mainly introduces
the principle of signal preprocessing. Section 3 introduces

the principle of classification for optimization of IDE-
Eigenclass. Section 4 deals with the diagnosis process.
Section 5 is concerned on the experimental verification.
Finally, a summary with relevant discussion is made in
Section 6.

2. Signal Preprocessing

2.1. Time-Varying Filtering Empirical Mode Decomposition.
Time-varying filtering empirical mode decomposition
(TVFEMD) is an improved method based on EMD. Because
the cut-off frequency in those methods based on filtering is
constant over time, they are not suitable for nonstationary
signals. *is method can solve the problem of mode mixing
while maintaining the time-varying characteristics of dif-
ferent modes. *e detailed introduction on TVFEMD has
been covered in [20] and will not be repeated here.

2.2. Signal Reconstruction. A new signal reconstruction
method is proposed in this paper.

Firstly, the kurtosis of each component is calculated. *e
kurtosis can reflect the degree of a signal’s transient state,
thereby identifying the fault impulse characteristics. *e
expression is given as follows:

k �
(N − 1) 􏽐

N
i�1 xi − x( 􏼁

4

􏽐
N
i�1 xi − x( 􏼁

2
􏼐 􏼑

2 . (1)

Next, the coefficient of correlation between each com-
ponent and the original signal is calculated, with the coef-
ficient of correlation between two signals defined as

ρxy �
􏽐

N
i�1 Xi − X( 􏼁 Yi − Y( 􏼁

�������������

􏽐
N
i�1 Xi − X( 􏼁

2
􏽱 ������������

􏽐
N
i�1 Yi − Y( 􏼁

2
􏽱 , (2)

where X and Y are the mean values of X and Y, respectively,
and N is the size of the dataset.

*e product of kurtosis and coefficient of correlation is
termed as correlation kurtosis:

s(i) � k(i) × ρ(i). (3)

*e mean correlation kurtosis is calculated as

S(i) �
s(i)

􏽐
N
i�1 s(i)

, (4)

where s(i) represents the correlation-kurtosis value of each
IMF component.

*e signal is weighted and reconstructed by

IMFi
K � 􏽘

N

i�1
S(i)IMFi

. (5)

*e above method is the so-called weighted average
time-varying filtering empirical mode decomposition.

*is method is tantamount to modulating the amplitude
at different frequency components of the signal.*e kurtosis
correlation coefficient index is proposed to modulate the
amplitude of each component. By multiplying the index
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factor by each component, the effective component can be
enhanced, while the noise component can be reduced in
amplitude, thereby pinpointing the fault component. At the
same time, this method retains all IMF components to
ensure the intactness of useful information, thereby im-
proving the accuracy of diagnosis.

2.3. Fractional Fourier Transform. *e fractional Fourier
transform is based on the Fourier transform. Its physical
significance is shown in Figure 1.

As shown in Figure 1, a signal is transformed from the
time domain into the frequency domain through the Fourier
transform, a process equivalent to rotating the signal by 90°.
In other words, the physical significance of the fractional
Fourier transform is equivalent to the whole transformation
process of the signal at 0° to 90°. *e Fourier transform is
applied to every internal angle to find the optimal rotary
angle through two-dimensional peak search.*e principle of
selection for the optimal rotary angle is described as follows.
*e rotary angle is optimal when the projection of the
desired fault impulse component on the optimal plane of
rotation does not interfere with the projection of the noise.
Since the projection of noise at any rotary angle is invariable,
the only consideration is the projection of the fault impulse
component.

3. Feature Optimization and
Fault Classification

3.1. IDE Feature Optimization. In recent years, machine
learning has been applied more and more frequently in the
research on classification problems. Two key factors that
affect the effectiveness of classification are the quality of
feature selection and the classification method used. *e
foremost step of classification is to select features, whereby to
use the corresponding features to represent a section of data.
*e quality and the number of features can have a great
impact on the effectiveness of classification. In addition, the
number of features should be moderate. Too few features are
not enough to make a distinction between the types of
samples, while too many features may lead to the disaster of
dimensionality, resulting in a sharp decline in classification
accuracy. Overemphasizing the distinction between features
may lead to overtraining, which means training the wrong
features in the original data as correct ones at certain
probability. Anyway, either an extreme number of features
or overemphasis on the distinction between features may
lead to a sharp decline in classification accuracy.

*e improved distance evaluation (IDE) technique is a
feature optimization method. *e ratio of the average dis-
tance between the same type of samples to the average
distance between different types of samples is calculated to
judge whether the feature can make a distinction between
the types [21]. All features are solved and normalized
according to the above method. *e numerical results are
sorted, and the optimal features are selected by setting a
certain threshold. For example, a feature set contains class B
samples, and its expression is given as follows:

pn,b,j, n � 1, 2, . . . Nb; b � 1, 2, . . . , B; j � 1, 2, . . . , J􏽮 􏽯,

(6)
where pn,b,j represents the j

th eigenvalue of the nth sample in
the class B sample, Nb represents the sample size of class B, J
represents the eigenvalue, and B stands for the class.
*erefore, the distinguishing degree of a feature to all classes
can be calculated by the mathematical formula.

First, the average distance between the eigenvalues of the
same samples is calculated as

db,j �
1

Nb × Nb − 1( 􏼁
􏽘

Nb

l,n�1
pn,b,j − pl,b,j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

l, b � 1, 2, . . . , Nb, l≠m.

(7)

*en, we calculate the average value d
(w)
j :

d
(w)
j �

1
B

􏽘

B

b�1
db,j. (8)

Define the variance factor of v
(w)
j as

v
(w)
j �

max db,j􏼐 􏼑

min db,j􏼐 􏼑
. (9)

Calculate the mean value of all samples under the same
condition:

ub,j �
1

Nb

􏽘

Nb

n�1
qn,c,j. (10)

Calculate the average distance between different
samples:

d
(b)
j �

1
B ×(B − 1)

􏽘

B

b,e�1
ue,j − ub,j

􏼌􏼌􏼌􏼌􏼌
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(11)

Define the variance factor v
(b)
j as

v
(b)
j �

max ue,j − ub,j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓
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, b, e � 1, 2, . . . , B, b≠ e. (12)

A compensation coefficient λ is introduced as

u
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t

Figure 1: *e physical significance of FRFT.
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λj �
1

v
(w)
j / max v

(w)
j􏼐 􏼑􏼐 􏼑􏼐 􏼑 + v

(b)
j / max v

(b)
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*e ratio between the two average distances is calculated
and the compensation coefficient is allocated:

αj � λj

d
(b)
j

d
(w)
j

. (14)

Finally, αj is normalized as

αj �
αj

max αj􏼐 􏼑
. (15)

After normalization, the features are sorted in the size
order, with the optimal features selected according to the
threshold to form a feature matrix, which is then input into
the machine learning model for training.

3.2. Eigenclass. According to the method, the feature matrix
is first made up out of each set of features; next, the ei-
genvalues of the featurematrix in the training set and the test
set are determined; finally, the distance between them is
calculated.

Step 1: divide the dataset A into the matrix of the
training set Atrain and the test set Atest.
Step 2: if 0 is an element of the matrix, replace it with a
very small positive number, such as 0.0001.
Step 3: for each class r, divide the training set into the
training matrix Ar

train according to the number of
classes.
Step 4: each line element of the test set is composed
of the feature matrix, so is each line element of each
class in the training set. *en, the eigenvalues of the
test matrix and all the training matrices are
obtained by

b
i
rt � q diag A

r
t−train( 􏼁, diag Ai−test( 􏼁( 􏼁. (16)

Step 5: calculate the quasi-distance between the training
matrix and the test matrix by the following definition:

q(A, B) � 􏽘

1

.

.

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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. (17)

Step 6: derive the quasi-distance between the test set
and all the training sets of the same type, and then,
construct a distance matrix and reorganize it in the
ascending order.
Step 7: calculate the r-mean value of each line element.
*e test set of the line with the minimum mean value
belongs to the class represented by this line.

*e steps of the eigenclass algorithm are shown in Table 1.

4. Procedure

According to the method proposed in this paper, a flowchart
can be drawn as shown in Figure 2. *e diagnostic steps in
this paper are shown in Table 2.

5. Experimental Verification

5.1. Feature Extraction. To further verify the effectiveness of
the method proposed in this paper, the NU1004 cylindrical
roller bearing is used to test the outer ring fault, with bearing
parameters shown in Table 3. *e rolling bearing fault
testbed is shown in Figure 3. *e test platform consists of a
rolling bearing, a DCmotor, a support bench, a loading bolt,
and other components. *e speed of the bearing is adjusted
by themotor, and the loading bolt is used to load the bearing.
*e test speed has reached 780 rpm. ReSpeaker Mic Array
v2.0 is used as an acoustic sensor. *e sampling frequency is
44.1 kHz. *e device is shown in Figure 4. Placed at a
horizontal distance of 20 cm from the bearing, the sensor can
implement 4-channel acquisition. Two arrays of such sen-
sors are placed in the axial and radial directions of the
bearing, respectively, to implement a total of eight channels
of acquisition.

According to the main parameters of the bearing, the
theoretical fault characteristic frequency is 64.48Hz at a test
speed of 780 rpm. *e collected sound signal is decomposed
by TVFEMD to obtain 15 intrinsic mode functions. *e
time-domain waveform of the original signal and some IMF
components are shown in Figure 5. *e purpose of selecting
components 6, 7, 12, and 13 is that the kurtosis correlation
coefficient index of the four components exceeds the
threshold value of 0.7 after normalization, an indication that
these components are most sensitive. *e kurtosis and the
coefficient of correlation are calculated as shown in Figure 6.

Figure 5 indicates that IMF component 1 has a relatively
large kurtosis value. By the kurtosis selection principle, it
should contain the richest fault information. However, the
envelope spectrum shows that it has a peak value near
100Hz, which is quite discrepant from the theoretical fault
characteristic frequency of 64.48Hz.*e discrepancymay be
ascribed to the impulse noise contained in this component
rather than in the fault impulse component. By calculating
the coefficient of correlation, it is found that the correlation
with the original signal is very low, and therefore, it can be
concluded that IMF 1 is not an effective component.

By multiplying the kurtosis correlation coefficient index
by the amplitude of each IMF, the amplitude of each
component is modulated to increase the ratio of sensitive
component to noise component, thus fulfilling the purpose
of feature enhancement.

*en, the reconstructed signal is filtered by undergoing
the fractional Fourier transform, and the result is obtained at
90° to 180°, where the optimal rotary angle is found, as shown
in Figure 7, and the best order is 1.01.

At the order of 1.01, narrow-band filtering is carried out,
with the results shown in Figure 8.

*en, the inverse fractional Fourier transform is per-
formed, with the results shown in Figure 9.
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Table 1: Steps for eigenclass classification.

Eigenclass algorithm

Step 1: divide the data A into the matrix of the training set Atrain and the test set Atest

Step 2: if
aij−train � 0, aij−train⟵ 0.0001
aij−test � 0, aij−test⟵ 0.0001

Step 3: for each class r, extract the r-class training matrix Ar
train from Atrain

Step 4: for each i, obtain the eigenvalues of the test matrix and all the training matrices:
bi

rt � q(diag(Ar
t−train), diag(Ai−test))

Step 5: calculate the quasi-distance between the training matrix and the test matrix by the following definition:q(A, B) � 􏽐

1
⋮
1

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ − eig(A, B)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌Step 6: construct a distance matrix C and reorganize it in ascending order

Step 7: calculate the r-mean of each row to form a discriminant matrix D as defined below:D �

d1
⋮
dr

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦, Atest⟶min(d1 · · · dr)

Table 2: Fault diagnosis procedure.

Diagnostic procedure
Step 1: decompose the original signal by TVFEMD to extract the IMFs component
Step 2: obtain the correlation-kurtosis index of each modal function and weight and reconstruct the signal
Step 3: use an FRFT filter for secondary noise reduction to improve the signal-to-noise ratio
Step 4: extract 18 feature indexes including time domain and entropy, and then, use the IDE for feature selection to form a feature set
Step 5: divide the data into the training set and the test set and combine them into the eigenclass for classification prediction

Table 3: Main parameters of the NU1004 bearing.

Internal diameter (mm) External diameter (mm) Pitch diameter (mm) Diameter of element (mm) Number of balls
20 42 31 5.5 12

Acquisition signal WATVFEMD reduces
impulse noise infection

FRFT secondary noise
reduction

features extractedIDE feature optimizationEigenclass
classification

Figure 2: A flowchart of fault diagnosis.

DC motors

Rotary axis

Support frame

Load bolt

DC power

Faulty bearing

Figure 3: Bearing test platform.
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Figure 9 indicates that the fault characteristic frequency
is 64.66Hz. Given its bandwidth of 1Hz, its harmonics and
other noise components are filtered out. *erefore, the
envelope spectrum contains only the fault characteristic
frequency. It follows that the proposed method proves
effective.

5.2. Fault Classification. *e fault data of normal bearing,
inner ring bearing, outer ring bearing, and rolling element
bearing have been collected. More details of the dataset is
presented in Table 4.

After all data are denoised, 15 time-domain indexes
and 3 entropy indexes are selected to represent a segment
of data. *e time-domain characteristics are shown in
Table 5. *ree entropy indexes, namely, sample entropy,
permutation entropy, and fuzzy entropy, have also been
selected.

*en, the IDE is used for feature optimization, and the
result is shown in Figure 10.

*e threshold is set to 0.6. As shown in Figure 10, the
threshold values of features 12, 13, 15, and 17 are greater
than 0.6, an indication that these four features can make a
good distinction between the experimental data.
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Figure 4: Schematic view of the sensor.
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Figure 5: Time-domain waveforms of the original signal and some IMF components.
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*en, 400 datasets are combined according to the ratio of
1 : 4 to form the training set and the test set. Finally, the
eigenclass is used to classify the data. *e results are shown
in Figure 11.

Figure 11 indicates that the eigenclass has a satisfactory
effect of classification on the test set, with only 3 label
classification errors, including only one classification error
for normal bearing, inner circle, and outer ring, respectively.
*e classification accuracy of 96.25% demonstrates that the
eigenclass has a good effect on bearing fault classification.
*e effectiveness of this method is preliminarily verified.

In addition, this paper makes the comparison and
verification in two aspects. Firstly, to verify whether the
eigenclass has sufficiently accurate classification effect, the
processed data are input into PS0-SVM, BP, PNN, and SVD.
10 training sessions are conducted, respectively, with the
results of one testing shown in Figure 12. *e comparison of
testing accuracy for 10 times is shown in Figure 13.

As can be seen from Figure 12, the eigenclass achieves the
highest testing accuracy within the least operation time.
*erefore, it can be verified that eigenclass has a better
classification effect than the traditional classificationmethods.

Secondly, to verify the effectiveness of the IDE method
and the robustness of the eigenclass method, four features
are randomly selected and input into the above five clas-
sification models, with the results shown in Table 6.

Table 4 indicates that the IDE method can improve the
success rate of classification. In addition, no matter which
four features are used, the eigenclass achieves the highest
classification accuracy. *us, the effectiveness of the pro-
posed method is verified.
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Figure 9: Partial time-domain waveform after filtering.

Table 4: Details of the bearing dataset.

Training samples Testing samples Operating condition Label
80 20 Normal 1
80 20 Inner race 2
80 20 Out race 3
80 20 Ball 4
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Table 5: Feature parameters.

Time-domain feature parameters
T1 � max|xn|

T2 � min|xn|
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Results of eigenclass classification 

1 2 3 4

1

2

3

4

1

1

119

19

19

20

5.0%

5.0%

5.0%

95.0%

95.0%

95.0%

100.0%

20 40 60 800
Number of samples

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

Cl
as

s l
ab

el

Figure 11: Classification results.

8 Mathematical Problems in Engineering



Cl
as

sif
ic

at
io

n 
re

su
lts

Prediction effect of BP neural network

Cl
as

sif
ic

at
io

n 
re

su
lts

Prediction effect of PNN neural network
Cl

as
sif

ic
at

io
n 

re
su

lts

Prediction effect of PSO-SVM 

Cl
as

sif
ic

at
io

n 
re

su
lts

Prediction effect of SVD neural network

20 40 60 800
Forecast sample number

Actual value
Predicted value

Actual value
Predicted value

20 40 60 800
Forecast sample number

20 40 60 800
Forecast sample number

Actual value
Predicted value

Actual value
Predicted value

20 40 60 800
Forecast sample number

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

Figure 12: Comparison of classification results of different methods.

1 2 3 4 5 6 7 8 9 10
Number of tests

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

Cl
as

sif
ic

at
io

n 
ac

cu
ra

cy

Comparision performance on Acoustic bearing fault data set

Eigenclass
PSO-SVM
BP

PNN
SVD

Figure 13: Classification accuracy of different methods for 10 times.

Mathematical Problems in Engineering 9



6. Conclusion

In this paper, a bearing fault diagnosis method has been
proposed, based on weighted average time-varying filter
modal decomposition and improved eigenclass. *rough
experimental verification, the following conclusions can be
drawn:

(1) *e method of weighted reconstruction of decom-
posed signal proposed in this paper can effectively
modulate the amplitude of signal, increase the ratio
of the fault impulse component to the noise com-
ponent, and improve the accuracy of classification.

(2) By optimizing the input of the classifier, the classi-
fication accuracy of the eigenclass has been improved
with effectiveness. Compared with traditional
methods, this novel method ensures both the highest
accuracy and stability, as well as the verified
effectiveness.

(3) In this paper, the eigenvalue attributes between in-
dexes are used to construct the eigenvalue matrix.
Concerning its originality, this method is innovative
and open to further exploration and improvement in
the follow-up research.
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+is paper is concerned with the issue of finite-time H∞ load frequency control for power systems with actuator faults.
Concerning various disturbances, the actuator fault is modeled by a homogeneous Markov chain. +e aperiodic sampling data
controller is designed to alleviate the conservatism of attained results. Based on a new piecewise Lyapunov functional, some novel
sufficient criteria are established, and the resulting power system is stochastic finite-time bounded. Finally, a single-area power
system is adjusted to verify the effectiveness of the attained results.

1. Introduction

Load frequency control (LFC), as an integral part of auto-
matic generation control in power systems, has been adopted
to regulate the frequency deviation and tie-line power ex-
changes [1–3]. Added by the LFC strategy, the high-quality
electric energy can be maintained over a certain range [4]. In
general, constant frequency deviation may lead to unreliable
frequency devices, transmission lines overload, etc. Mean-
while, owing to the large size of the power grid, it raises the
difficulty in frequency control. +erefore, it is a tough task to
design suitable frequency control law. In practical applica-
tions, the loads are unexpected and unmeasurable, which
indirectly regulate the system frequency. Accordingly,
through the LFC strategy, the system performance can be
guaranteed without affecting the generation capacity or
frequency deviation. Up to now, the research on the LFC for
power system gradually becomes a hot topic [5–7].

In networked control systems, various faults can be
encountered due to the long-term utilization of components
[8–10]. Note that the actuator faults are the source of in-
stability and performance deterioration. To overcome the
above shortage and improve the dependability, a great deal
of attention has been shifted to actuator faults, and plenty of
results have emerged [11, 12]. However, the actuator faults
are assumed to be time-unchanged, which limits the

potential applications. As stated in [13], the so-called failure
probability is common in the reliability industry, where
failure rates can be governed by the Markov switching chain
[14–16]. Despite the significant achievement has attained, no
suitable attention has been devoted to the power systems.

On the other hand, Lyapunov asymptotic stability is
most common in the literature, where asymptotic behavior
can be expected over the infinite-time domain. Nevertheless,
in reality, the desirable transient performance is very im-
portant in many physical systems, which causes the inap-
plicability of the Lyapunov stability. Following this trend,
finite-time stability (FTS) has been studied [17–19], which
concerns the dynamic behavior within bound over a fixed
time interval instead of an asymptotical case. As is well
known that FTS is different from the Lyapunov case, it gives
more solutions of transient performance control. Owing to
the merits of the FTS, many valuable achievements have
been made over the past years [20]. However, to our
knowledge, most of the previous results are assumed that the
data communication keeps continuous between sensors and
controllers. In the fields of sampled-data control law, this
assumption is not accurate. In general, with respect to the
demand of actual systems, the sampler may encounter
component aging, data losses, etc. [21–23]. +ese shortages
may lead to unreliable periodic sampling. Fortunately, the
aperiodic sampled-data control strategy is presented
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[24, 25], which can efficiently deal with the aforementioned
issues. However, the finite-time aperiodic sampled-data
control for power systems remains unsettled, not mentioned
to the LFC, which motivates us for this study.

Inspired by the above observations, we focus on the
finite-time H∞ load frequency control for power systems
with actuator faults over the finite-time interval in this study.
+e main contributions can be summarized as follows: (1)
different from the previous studies, to fully describe the
randomly occurring actuator fault, the actuator fault is
characterized by a homogeneousMarkov chain. (2) To better
characterize the actual demands of practical dynamics, a
generalized framework of the actuator constraint is con-
sidered. (3) Apart from the traditional Lyapunov asymptotic
stability, this study exploits the FTS for power systems and
focuses on the finite-time control issue. By resorting to the
piecewise Lyapunov theory, some novel results over the
finite-time interval are reached. Finally, a numerical example
is manifested to reveal the validity of the gained results.

+e remainder of this study is listed as follows. Section 2
provides a description of the problem. Section 3 presents the
main results, and the simulation validation is exhibited in
Section 4. Section 5 concludes the study.

1.1. Notations. +e notations of this paper are standard. ‖ · ‖

means the Euclidean norm. R indicates a set of n-dimen-
sional matrix. E refers to the mathematical expectation.
(λmax(A)/λmin(A)) means the largest/smallest eigenvalue of
matrix A. Pr ·{ } means the occurrence probability. diag ·{ }

represents a block-diagonal matrix.

2. Problem Formulations

Block diagram of single-area LFC power model is exhibited
in Figure 1 [6]. Accordingly, the dynamic equation of power
model can be listed as follows:

_δ(t) � Aδ(t) + Bu
F
(t) + Fω(t),

y(t) � Cδ(t),

⎧⎨

⎩ (1)

where
δ(t) � Δf ΔPm ΔPυ􏼂 􏼃

T
,
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(2)

and the system parameters are expressed in Table 1.
In single-area, the area control error (ACE) is interpreted

as y(t) � βΔf due to the unaccessiblity of the tie-line power
exchange. In reality, the actuator faults cannot be neglected
for long-term utilization of components, which can be
expressed as

u
F
(t) � α rt( 􏼁u(t), (3)

where α(rt) � diag α1(rt), α2(rt), . . . , αf(rt)􏽮 􏽯, and each
element αm(rt) ∈ [0, 1](m � 1, 2, . . . , f). More specifically,
rt, t≥ 0􏼈 􏼉 is identified as a right-continuous Markov chain
taking values over a set S � 1, 2, . . . , S{ } with generator
Π � [πpq]S×S, and its transition probabilities are inferred as

Pr rt+Δt � q|rt � p􏼈 􏼉 �
πpqΔt + o(Δt), if q≠p,

1 + πpqΔt + o(Δt), if q � p,

⎧⎨

⎩

(4)

where Δt> 0 and (limΔt⟶0o(Δt)/Δt) � 0, for q≠p and
πpp � − 􏽐q≠pπpq for each p ∈ S.

Taking the ACE as the desired controller input of LFC,
the output of the proportional-integral (PI) controller is
asserted as

u(t) � − KPy(t) − KI 􏽚 y(t), (5)

where KP and KI signify the proportional and integral gains
of the area, respectively.

Let δ(t) � [δ
T
(t) 􏽒

t

0 yT(s)ds]T,
y(t) � [yT(t) 􏽒

t

0 yT(s)ds]T, the power model (1) is refor-
mulated as

_δ(t) � Aδ(t) + Bα rt( 􏼁u(t) + Fω(t),

y(t) � Cδ(t),

⎧⎨

⎩ (6)
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(7)

+e purpose of this study is to solve the output feedback
control for power system (6) with data sampling. +erefore,
the sampling sequence attained at a set of time instants.
Added by the data sampling technique, only the measured
signal y(tk) can be released to the controller. Specifically, the
sampling instants are represented as

0 � t0 < t1 < · · · < tk < tk+1 < · · · < lim
k⟶∞

tk �∞. (8)

In light of periodic sampling instants, in this study, we
consider the aperiodic sampling case. Following this trend,
the sampling interval [tk, tk+1) is time-varying with the
upper sampling period. +us, one defines
0< tk+1 − tk ≜ τk ≤ τ. Based on the input delay technique, we
have that tk � t − (t − tk)≜ t − τ(t) with _τ(t) � 1 for t≠ tk.
Summarizing the above discussion, we have 0≤ τ(t)< τk ≤ τ.

Letting K � Kp KI􏽨 􏽩, the PI-based sampled data LFC
can be designed as

u(t) � Ky tk( 􏼁, t ∈ tk, tk+1􏼂 􏼁. (9)

Substituting (3) and (9) into (6), the closed loop power
system can be governed by

_δ(t) � Aδ(t) + Bα rt( 􏼁KCδ tk( 􏼁 + Fω(t), t ∈ tk, tk+1􏼂 􏼁.

(10)

Before further derivation, some important contents are
stated as follows.

Assumption 1 (see [18]). +e external disturbance ω(t)

belongs to L2[t0, T), and it is assumed that there exists a
parameter ω> 0 such that 􏽒

T

t0
ωT(t)ω(t)dt≤ω.

Assumption 2. From the viewpoint of the physical limitation
of actuators in power systems, the control torque is assumed
to meet

us(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤ umax, s � 1, 2, . . . , nu. (11)

Definition 1 (see [26]). Given parameters c1 > 0, c2 > 0, time
interval T> 0, and matrix R> 0, the closed loop power
system (10) is called stochastic finite-time stability (SFTS)
with respect to (c1, c2, T, R) and ω(t) � 0, if inequality
E δT(t0)Rδ(t0)􏽮 􏽯≤ c1⇒E δT(t)Rδ(t)􏽮 􏽯≤ c2 holds for
∀t ∈ [t0, T].

Definition 2 (see [26]). Given parameters c1 > 0, c2 > 0,ω> 0,
time interval T> 0, and matrix R> 0, the closed loop power
system (10) is called stochastic finite-time boundedness
(SFTB) with respect to (c1, c2, T, R,ω), if inequality
E δT(t0)Rδ(t0)􏽮 􏽯≤ c1⇒E δT(t)Rδ(t)􏽮 􏽯≤ c2 holds for
∀t ∈ [t0, T].

+e object of this study is to design sampled-data-based
controller (9) such that

(1) +e closed-loop power system (10) is SFTS with
ω(t) � 0.

(2) When disturbancesω(t)≠ 0, the power system (10) is
called SFTB with H∞ performance index c such that

E ‖y(t)‖
2
2􏽮 􏽯< c

2
‖ω(t)‖

2
2. (12)

Lemma 1 (see [27]). For any vectors Z1(t) and Z2(t), scalar
ι ∈ (0, 1), a matrix A, and symmetric matrices B and C, the
following inequality holds:

β

ACE e–sσ(t) –(Kp + K1)
s

1
R

1 + sTg

1
1 + sTch

1
D + sM

1+
+

– –∆Pυ

∆Pd
∆f∆Pm

Figure 1: +e structure of single-area power system.

Table 1: Physical meaning.

Parameters Physical meaning
ΔPυ Governer valve position
Δf Deviations of frequency
ΔPm Mechanical output of generator
β Frequency bias factor
ΔPd Load disturbance
M Moments of inertia of the generator
R Speed drop
Td Time constant of the governor
D Damping coefficient of generator
Tch Time constant of turbine
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−
1
ι
Z

T
1 (t)BZ1(t) −

1
1 − ι

Z
T
2 (t)CZ2(t)≤ −

Z1(t)

Z2(t)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

T B A

∗ C
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

Z1(t)

Z2(t)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦. (13)

3. Main Results

Theorem 1. For given parameters ρ> 0, c1 > 0, c2 > 0, T> 0,
ω> 0, umax, and matrix R, the closed-loop power system (10) is
called SFTB with respect to (c1, c2,ω, T, R), if there exists
matrix Pp > 0, N1 > 0, N3 > 0, Q1 > 0, and Q2 > 0, such that
∀p ∈ S

Qf ≥ 0, f � 1, 2, (14)

Θ1 < 0, (15)

Θ2 τT
pH

T
p

∗ − τQ1
􏼢 􏼣< 0, (16)

ψc1 + c
2ω< e

− ρT min
p∈S

λmin
􏽥Pp􏼐 􏼑􏽮 􏽯c2, (17)

− u
2
smax C

T
K

T
s

∗ −
R

c2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, s � 1, 2, . . . , nu. (18)

where

Θi
�

Θi
11 Θ

i
12 Θ13 Θ

i
14 Θ15

∗ Θi
22 H
⊤
8 Θ

i
24 H10

∗ ∗ Θ33 0 0
∗ ∗ ∗ Θi

44 T
⊤
2 F

∗ ∗ ∗ ∗ − c
2
I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Q1 �
N1 U
∗ N1

􏼢 􏼣,

Q2 �
Q2 V
∗ Q2

􏼢 􏼣,

Θ111 � 􏽘

S

q�1
πpqPq − M1 + Q1 − Q2 + T

T
1 A + A

T
T1 − ρPp − τρM1 − H1 − H

T
1 ,

Θ211 � 􏽘
S

q�1
πpqPq − M1 + Q1 − Q2 + T

T
1 A + A

T
T1 − ρPp − H1 − H

T
1 ,

Θ112 � Pp + M1 − M2 − N2 + T
T
1 BαpKC − τρ − M1 + M2( 􏼁 + H

T
6 − H2,

Θ212 � Pp + M1 − M2 − N2 + T
T
1 BαpKC + H

T
6 − H2,

Θ13 � − H3 + V,

Θ114 � τM1 − T
T
1 + A

T
T2 − H4,

Θ214 � − T
T
1 + A

T
T2 − H4,

Θ15 � T
T
1 F − H5,

Θ122 � − M1 + M2 + M
T
2 + N2 + N

T
2 − τρ M1 − M2 − M

T
2􏼐 􏼑 + H7 + H

T
7 ,

Θ222 � − M1 + M2 + M
T
2 + N2 + N

T
2 − τN3 + H7 + H

T
7 ,

Θ124 � − M
T
1 + τ M

T
2 + N

T
2􏼐 􏼑 + T

T
2 BαKC􏼐 􏼑

T
+ H9,

Θ224 � − M
T
1 + T

T
2 BαKC􏼐 􏼑

T
+ H9,

Θ33 � − Q1 − Q2,

Θ144 � τN1 + τ2Q2 − T
T
2 − T2,

Θ244 � τ2Q2 − T
T
2 − T2,

Θ144 � τN1 + τ2Q2 − T
T
2 − T2,

Θ244 � τ2Q2 − T
T
2 − T2,

ψ ≜ max
p∈S

λmax
􏽥Pp􏼐 􏼑􏽮 􏽯 + λmax

􏽥Q1􏼐 􏼑 + λmax
􏽥Q2􏼐 􏼑,

􏽥Pp � R
− (1/2)

QpR
− (1/2)

,

􏽥Qs � R
− (1/2)

QsR
− (1/2)

, s � 1, 2.

(19)
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Proof. Establishing a Lyapunov functional as
V(t, rt) � 􏽐

4
i�1 Vi(t, rt), where

V1 t, rt( 􏼁 � δT
(t)P rt( 􏼁δ(t),

V2 t, rt( 􏼁 � τ − t − tk( 􏼁( 􏼁ϑT
1 (t)Mϑ1(t),

V3 t, rt( 􏼁 � τ − t − tk( 􏼁( 􏼁 􏽚
t

tk

e
ρ(t− s)ϑT

2 s, tk( 􏼁Nϑ2 s, tk( 􏼁ds,

V4 t, rt( 􏼁 � 􏽚
t

t− τ
e
ρ(t− s)δT

(s)Q1δ(s)ds + τ 􏽚
0

− τ
􏽚

t

t+θ
e
ρ(t− s) _δ

T
(s)Q2

_δ(s)dsdθ,

(20)

where

ϑ1(t) � δT(t) δT tk( 􏼁􏽨 􏽩
T
,

ϑ2 s, tk( 􏼁 � _δ
T
(s) δT tk( 􏼁􏽨 􏽩

T
,

M �
M1 − M1 + M2

∗ M1 − M2 − M
T
2

􏼢 􏼣,

N �
N1 N2

∗ N3
􏼢 􏼣.

(21)

+e weak infinitesimal operator L ·{ } can be inferred as

LV t, rt( 􏼁 �
zV t, rt( 􏼁

zt
+ _δ

T
(t)

zV t, rt( 􏼁

zt
+ 􏽘

q�∈S
πpqPqV t, rt( 􏼁.

(22)

Applying the operatorL ·{ } along the power system (10),
which yields

LV1 t, rt( 􏼁 � δT
(t)Pp

_δ(t) + _δ
T

(t)Pδ(t) + δT
(t) 􏽘

S

q�1
πpqPqδ(t), (23)

LV2 t, rt( 􏼁 � τ − t − tk( 􏼁( 􏼁ϑT
1 (t)M _δ

T
(t) 0􏽨 􏽩

T
+ τ − t − tk( 􏼁( 􏼁 _δ(t) 0􏽨 􏽩

T
Mϑ1(t) − ϑT

1 (t)Mϑ1(t), (24)

LV3 t, rt( 􏼁≤ − 􏽚
t

tk

_δ
T
(s)N1

_δ(s)ds − 2δT
(t)U2δ tk( 􏼁 + δT

tk( 􏼁 N2 + N
T
2 − t − tk( 􏼁N3􏼐 􏼑δ tk( 􏼁

+ τ − t − tk( 􏼁( 􏼁 _δ
T
(t)N1

_δ(t) + 2 τ − t − tk( 􏼁( 􏼁 _δ
T
(t)N2δ tk( 􏼁 + ρV3 t, rt( 􏼁,

(25)

LV4 t, rt( 􏼁≤ δT
(t)Q1δ(t) − δT

(t − τ)Q1δ(t − τ) + τ2 _δ
T
(t)Q2

_δ(t) − τ 􏽚
t

t− τ
_δ

T
(s)Q2

_δ(s)ds + ρV4 t, rt( 􏼁. (26)

Based on Lemma 1, the following inequality can be
devised:

− 􏽚
t

tk

_δ
T
(s)N1

_δ(s)ds≤ −
1

t − tk

ξT
(t)W

T
1 Q1W1ξ(t), (27)

− τ 􏽚
t

t− τ
_δ

T
(s)Q2

_δ(s)ds≤ − ξT
(t)W

T
2 Q2W2ξ(t), (28)

where

ξT
(t) � δT

(t) δT
tk( 􏼁 δT

(t − τ) _δ(t) ωT
(t)􏽨 􏽩,

W1 �
I 0 0 0 0

0 − I 0 0 0
􏼢 􏼣,

W2 �
I 0 0 0 0

0 0 − I 0 0
􏼢 􏼣.

(29)

It is well known that for any matrices H, one gets
1

t − tk

Q1W1 − t − tk( 􏼁H( 􏼁
T
Q

− 1
1 Q1W1 − t − tk( 􏼁H( 􏼁≥ 0.

(30)

+e aforementioned condition can be rewritten as

−
1

t − tk

W
T
1Q1W1 ≤ − H

T
W1 − W

T
1H + t − tk( 􏼁H

T
Q

− 1
1 H.

(31)

On the other hand, for any matrices T1 and T2, it is clear
that

0 � 2 δT
(t)T

T
1 + _δ

T
(t)T

T
2􏼒 􏼓 − _δ(t) + Aδ(t)􏽨

+ BαpKCδ tk( 􏼁 + Fω(t)].

(32)
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Substituting (23)–(32) into (20), it can be deduced that

E LV t, rt( 􏼁􏼈 􏼉 − ρV t, rt( 􏼁 − c
2ωT

(t)ω(t)≤ ξT
(t) Θ(t) + t − tk( 􏼁H

T
Q

− 1
1 H􏽨 􏽩ξ(t), t ∈ tk, tk+1􏼂 􏼁, (33)

where

Θ(t) �

Θ11 Θ12 Θ13 Θ14 Θ15
∗ Θ22 H

T
8 Θ24 H10

∗ ∗ Θ33 0 0

∗ ∗ ∗ Θ44 T
T
2 F

∗ ∗ ∗ ∗ − c
2
I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Θ11 � 􏽘
S

q�1
πpqPq − M1 + Q1 − Q2 + T

T
1 A + A

T
T1 − ρPp − τ − t − tk( 􏼁( 􏼁ρM1 − H1 − H

T
1 ,

Θ12 � Pp + M1 − M2 − N2 + T
T
1 BαpKC − τ − t − tk( 􏼁( 􏼁ρ − M1 + M2( 􏼁 + H

T
6 − H2,

Θ13 � − H3 + V,

Θ14 � τ − t − tk( 􏼁( 􏼁M1 − T
T
1 + A

T
T2 − H4,

Θ15 � T
T
1 F − H5,

Θ22 � − M1 + M2 + M
T
2 + N2 + N

T
2 − t − tk( 􏼁N3 − τ − t − tk( 􏼁( 􏼁ρ M1 − M2 − M

T
2􏼐 􏼑 + H7 + H

T
7 ,

Θ24 � − M
T
1 + τ − t − tk( 􏼁( 􏼁 M

T
2 + N

T
2􏼐 􏼑 + T

T
2 BαKC􏼐 􏼑

T
+ H9,

Θ33 � − Q1 − Q1,

Θ44 � τ − t − tk( 􏼁( 􏼁N1 + τ2Q2 − T
T
2 − T2.

(34)

Note that (33) is a convex combination of t − tk and
τ − (t − tk), in accordance with Schur complement; one can
deduce that Θ(t) + (t − tk)HTQ− 1

1 H< 0 if and only if (15)
and (16) hold. +erefore, one can see that

E LV t, rt( 􏼁􏼈 􏼉< ρV t, rt( 􏼁 + c
2ωT

(t)ω(t), t ∈ tk, tk+1􏼂 􏼁.

(35)

By integrating the both sides of (35) from tk to t and
simple derivation, it yields

E V(t, p)􏼈 􏼉< e
ρ t− tk( )E V tk, p( 􏼁􏼈 􏼉 + 􏽚

t

tk

e
ρ(t− s)

c
2ωT

(s)ω(s)ds

≤ e
ρ t− tk− 1( )E V tk− 1, p( 􏼁􏼈 􏼉 + e

ρ t− tk− 1( ) 􏽚
tk

tk− 1

e
ρ tk− s( )c

2ωT
(s)ω(s)ds

+ 􏽚
t

tk

e
ρ(t− s)

c
2ωT

(s)ω(s)ds ≤ · · · ≤ e
t− t0E V t0, p( 􏼁􏼈 􏼉 + e

ρ t− t1( ) 􏽚
t1

t0

e
ρ t1− s( )c

2ωT
(s)ω(s)ds

+ · · · + 􏽚
t

tk

e
ρ(t− s)

c
2ωT

(s)ω(s)ds≤ e
ρ t− t0( ) E V t0, p( 􏼁􏼈 􏼉 + 􏽚

t

t0

c
2ωT

(s)ω(s)ds􏼠 􏼡

≤ e
ρT E V t0, p( 􏼁􏼈 􏼉 + c

2ω􏼐 􏼑.

(36)

Recalling the Lyapunov functional (20), we can get
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E V t, rt( 􏼁􏼈 􏼉≥ λmin
􏽥Pp􏼐 􏼑δT

(t)Rδ(t), (37)

E V t0, rt( 􏼁􏼈 􏼉≤ max
p∈S

λmax
􏽥Pp􏼐 􏼑􏽮 􏽯 + λmax Q1( 􏼁 + λmax Q2( 􏼁􏼠 􏼡δT

t0( 􏼁Rδ t0( 􏼁. (38)

Substituting (37) and (38) into (36), we can obtain

inf
p∈S

λmin
􏽥Pp􏼐 􏼑􏽮 􏽯E δT

(t)Rδ(t)􏽮 􏽯< e
ρT ψc1 + c

2ω􏼐 􏼑. (39)

In light of (17), it can be concluded from (39) that
E δT(t)Rδ(t)􏽮 􏽯< c2. +us, from Definition 2, we have to
derive that power system (10) is SFTB over the time interval
[t0, T].

In the following, the actuator constraints (18) will be
discussed. In light of (9), one has

u
F
s (t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤ us(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 � KsCδ tk( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2

≤ KsCR
− (1/2)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

× R
1/2δ tk( 􏼁

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

� KsCR
− 1

C
T
K

T
s δ

T
tk( 􏼁Rδ tk( 􏼁

≤ c2KsCR
− 1

C
T
K

T
s .

(40)

Recalling Assumption 2, it yields

c2KsCR
− 1

C
T
K

T
s < u

2
smax, s � 1, 2, . . . , nu. (41)

According to Schur complement, (18) can be guaranteed
by (41), which completes the proof of +eorem 1. □

Theorem 2. For given parameters ρ> 0, c1 > 0, c2 > 0, T> 0,
ω> 0, umax, and matrix R, the closed-loop power system (10) is
called SFTB with respect to (c1, c2,ω, T, R) and meet an H∞
performance index c � c

���
eρT

√
, if there exists matrix Pp > 0,

N1 > 0, N3 > 0, Q1 > 0, Q2 > 0, and matrices X, Y with
suitable dimensions, such that ∀p ∈ S

Θ1 Z1 Z2

∗ − ε1 X + X
T

􏼐 􏼑 0

∗ ∗ − ε2 X + X
T

􏼐 􏼑

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (42)

Θ2 τHT
Z1 Z2

∗ − τQ− 1
1 0 0

∗ ∗ − ε1 X + X
T

􏼐 􏼑 0

∗ ∗ ∗ − ε2 X + X
T

􏼐 􏼑

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (43)

e
ρTψc1 + e

ρT
c
2ω< λ1c2, (44)

λ1R<Pp < λ2R, Q1 < λ3R, Q2 < λ4R, (45)

− u
2
smax YC I − X

∗ −
R

c2
ε3C

T
Y

T

∗ ∗ − ε3 X + X
T

􏼐 􏼑

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, s � 1, 2, . . . , nu, (46)

where
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Θi
�

Θi

11 Θ
i
12 Θ13 Θ

i
14 Θ15

∗ Θi
22 H

T
8 Θ

i
24 H10

∗ ∗ Θ33 0 0

∗ ∗ ∗ Θi
44 T

T
2 F

∗ ∗ ∗ ∗ − c
2
I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

ψ ≜ λ2 + τλ3 + τ2λ4,

Θ111 � 􏽘
S

q�1
πpqPq − M1 + Q1 − Q2 + T

T
1 A + A

T
T1 − ρPp − τρM1 − H1 − H

T
1 − C

T
C,

Θ211 � 􏽘
S

q�1
πpqPq − M1 + Q1 − Q2 + T

T
1 A + A

T
T1 − ρPp − H1 − H

T
1 − C

T
C,

Z1 � α TT
1 B − BX( 􏼁

T εYC 0 0 0􏽨 􏽩
T
,

Z2 � YC 0 0 α TT
2 B − BX( 􏼁

T 0􏽨 􏽩
T
.

(47)

@e controller gain is deduced as

K � X
− 1

Y. (48)

Proof. By resorting to the same Lyapunov functional as
displayed in (20), and adopting the similar derivations in the
proof of+eorem 1, for t ∈ [tk, tk+1), the following inequality
can be realized:

E LV t, rt( 􏼁􏼈 􏼉< ρV t, rt( 􏼁 − y
T
(t)y(t) + c

2ωT
(t)ω(t), t ∈ tk, tk+1􏼂 􏼁. (49)

Integrating the both sides of (49) from tk to t, it yields

E V(t, p)􏼈 􏼉< e
ρ t− tk( )V tk, p( 􏼁 + 􏽚

t

tk

e
ρ(t− s)

− y
T
(s)y(s) + c

2ωT
(s)ω(s)􏼐 􏼑ds, t ∈ tk, tk+1􏼂 􏼁. (50)

Clearly, (50) can be rewritten as

E V(t, p)􏼈 􏼉< e
ρ t− t0( )V t0, p( 􏼁 + 􏽚

t

t0

e
ρ(t− s)

− y
T
(s)y(s) + c

2ωT
(s)ω(s)􏼐 􏼑ds. (51)

Under the zero-initial conditions, one gets V(t0, p) � 0.
It follows from (51) that

􏽚
t

t0

e
ρ(t− s)

y
T
(s)y(s)ds< 􏽚

t

t0

e
ρ(t− s)

c
2ωT

(s)ω(s)ds. (52)

Since 1≤ eρ(t− s) ≤ eρt and t ∈ [t0, T], (52) signifies

E 􏽚
t

t0

y
T
(s)y(s)ds􏼨 􏼩< c

2
􏽚

t

t0

ωT
(s)ω(s)ds, (53)

with c �
���
eρT

√
c. +erefore, the H∞ performance index c is

ensured.

Meanwhile, in light of Lemma 1 of [28], conditions (42)
and (43) can be easily attained. Similarly, (46) can be en-
sured. +e proof is completed. □

4. Computational Experiments

In this example, a single-area power system is studied for
simulating the derived results. Similar to [6], the parameters
of system (1) are expressed in Table 2.

Taking the actuator faults into consideration, which is
characterized by a Markov process, the possible fault co-
efficients are α1 � 1, α2 � 0.8, and α3 � 0.5. Furthermore, the
transition probability matrix among faults is given by
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Π �

0.2 0.5 0.3

0.8 0.1 0.1

0.3 0.3 0.4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (54)

On the other hand, other parameters are selected as
τ � 0.2, c � 0.6, ρ � 0.2, c1 � 0.1, c2 � 1, ω � 0.8, R � I4×4,
and T � 8. +e control input u(t) is supposed to be con-
strained by |u(t)| ≤ umax � 2. By solving the linear matrix

inequalities of +eorem 2, the desired PI-type controller is
derived as

K � − 0.0002 − 0.0183􏼂 􏼃. (55)

For graphically verifying the achieved results, we select
the initial state disturbance ω(t) as

ω(t) �
1.8 sin(4t), if t≤ π,

0, otherwise.
􏼨 (56)

Table 2: Physical meaning.

Parameters R D M(s) β Tg(s) Tch(s)
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Figure 2: Evolution of frequency derivation.
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Figure 3: Evolution of ACE.
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Added by the aforementioned controller, the simulation
results are plotted in Figures 2–7. Figure 2 plots the sim-
ulated frequency, and Figure 3 displays the evolution of
ACE. Meanwhile, the mode switching of actuator faults is
shown in Figure 4, and control output is presented in
Figure 5. Furthermore, with the disturbance given in Fig-
ure 6, the evolution of δT(t)Rδ(t) is expressed in Figure 7.
One can be observed from Figure 7 that the state of closed-
loop system stays in the prefixed region, which implies the
resulting system is SFTB. Meanwhile, the input constraint is
also satisfied.

5. Conclusions

In this study, the finite-time LFC problem for power systems
with actuator fault has been considered. To better reflect the
actual demands of practical dynamics, a generalized
framework of the actuator constraint has been studied.
Given the randomly occurring actuator fault, a homoge-
neous Markov chain-based actuator fault has been studied.
Together with the piecewise Lyapunov theory, sufficient
conditions have been attained. In the end, a numerical
example has been applied to verify the effectiveness of the
developed results.

0 2 4 6 8 10
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System Modes

Figure 4: +e mode switching of actuator faults.
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Figure 5: Control output.
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Figure 6: +e disturbance ω(t).
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Figure 7: +e evolution of δT(t) Rδ(t).
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Information security is fundamental to the Internet of things (IoT) devices, in which security chip is an important means. +is
paper proposes an Advanced High-performance Bus Slave Control IP (AHB-SIP), which applies to cryptographic accelerators in
IoTsecurity chips. Composed by four types of function registers and AHB Interface Control Logic (AICL), AHB-SIP has a simple
and easy-to-use structure.+e System on Chip (SoC) design can be realized by quickly converting the nonstandard interface of the
security module to the AHB slave interface. AHB-SIP is applied to the security accelerators of SM2, SM3, and SM4 and random
number generator (RNG). Combined with a low-power embedded CPU, TIMER, UART, SPI, IIC, and other communication
interfaces, a configurable SoC can be integrated. Moreover, SMIC 110 nm technology is employed to tape out the SoC on a silicon
chip. +e area of AHB-SIP is 0.072mm2, only occupying 6‰ of the chip (3.45∗3.45mm2), and the power consumption of
encryption modules combined with AHB-SIP is lower than that combined with AXI interface, which is decreased up to 61.0% and
is ideal for the application of IoT.

1. Introduction

+e IoT is a network system that is extended and expanded
on the Internet and connects people, devices, and servers.
With the popularity of intelligent terminals and the rapid
development of artificial intelligence, the majority of in-
telligent nodes will have the access to the Internet in the
future. Regardless of its advantages, IoT technology has
caused various security threats, such as the leakage of user
privacy information and the attack vulnerability of hard-
coded security keys [1, 2]. At the end of 2016, a large number
of IoT devices were infected with the Mirai malware. +e
hackers formed a botnet and launched a DDoS attack against
Dyn, a globally DNS provider. Consequently, consumers
could not pay on PayPal websites, and users could not log in
to social networking sites such as Twitter and Tumblr [3].
Frustaci et al. mention that security is the key issue of IoT
[3]. +erefore, low-power, secure, and real-time physical
layer SoC security chips play a crucial role in the IoTsecurity
domain. Besides, it is of great importance to efficiently

design this security chip. Shorter life cycles of products can
significantly reduce the time-to-market and rapid simulation
capabilities are necessary with the increase of the design
space at the early stages of design [4]. In this regard, this
study focuses on the design of a highly efficient, low-power,
and easy-integrated IP interface and integrated crypto
modules.

Five SoC bus standards have been widely used in the
design of bus interfaces, including the AMBA Bus [5], the
Wishbone Bus [6], the CoreConnect Bus [7], the Avalon bus
[8], and the OCP bus [9]. +e AMBA is a bus standard for
high-performance embedded systems. With many third-
party supports, the AMBA has become one of the existing
widely supported interconnection standards [5]. +e Cor-
eConnect bus is a fully constructed general-purpose solution
that can connect high-performance systems such as work-
stations, but it may be too complex for simple embedded
applications [7]. +e Wishbone bus and the OCP bus are
extensively applied in small embedded systems. +e Avalon
bus only applies to a series of programmable logic devices
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(PLD) [6, 9]. +e difference between these SoC buses is the
features they provide and the integrity of the specification.
According to the reference [10], multiple asynchronous
AHB bus interface units were present, which allowed the
communication of an OpenGL ES 2.0 vertex shader (VS)
processor with other hardware units through the AHB bus in
the case of different frequencies. +e interface of IDE hard
disk, reconfigurable arbiter, and DMA controller were
designed with the AHB bus interface in [5, 11, 12], re-
spectively. It is possible to interchangeably adopt the ma-
jority of AHB slaves in an AHB-Lite or AHB system. +e
slave designed for the AHB-Lite system will work in the full
AHB and AHB-Lite designs.

In this study, the slave modules are security accelerators.
To the best of our knowledge, sensitive information can be
protected by utilizing cryptographic algorithms in the
proposed solutions. Cryptographic algorithms are classified
into three categories: symmetric cryptographic algorithms,
asymmetric cryptographic algorithms, and hash algorithm.
With the characteristics of high efficiency and low overhead,
symmetric cryptographic algorithms (such as AES, SM4, and
DES) are suitable for big data encryption. Asymmetric
cryptographic algorithms, also known as public-key algo-
rithms (such as RSA, SM2, and ECC), show high security.
However, due to the large size of the key, it does not apply to
big data encryption. Hash algorithms (such as SHA-1, SHA-
256, and SM3) are mainly used to generate a message digest
with a fixed length. A configurable SoC with built-in FPGA
logic gates that can achieve multiple algorithms for AES and
DES is proposed in [13]. A SoC is developed in [14], which
can be used in the field of mobile security, but it does not
apply to the IoTdue to its size and power constraints. A SM3
algorithm integrated into financial IC card is designed in
[15], which has low power and small area. In [16], a codesign
method is employed to propose an AES-ECC hybrid
cryptosystem and an interesting trade-off exist between area
occupation and speed. Crypto modules are different in terms
of functions and interfaces. +erefore, the traditional
method changes the nonstandard interface of specific
modules into the AHB slave interface. However, due to the
different functions of the slave modules, solving this issue
will cost mass manpower and resources, leading to a longer
product development cycle and higher costs.

For high-performance synthesizable design, the Ad-
vanced High-performance Bus Lite (AHB-Lite), as a part of
the AMBA, can be employed in IoT chips. It is a transport
interface that supports separate transport and provides
excellent data transfer capability.

Compared with a complete AHB master, a transport
interface can greatly simplify the interface design if masters
are designed based on the AHB-Lite interface specification.
All masters designed by the full AHB specification apply to
an AHB-Lite system with no modification. Although the
AHB bus has been widely used in the SoC, the study of AHB
slave interface design for security chips is scarce. By ana-
lyzing the advantages and disadvantages of different SoC
buses and considering the context of practical applications,
this study introduces four functional registers and designs a
simple and efficient slave bus controller in combination with

the AHB-Lite protocol. Moreover, based on the study of
symmetric cryptography, public-key cryptography, and hash
algorithms, AHB-SIP for cryptographic accelerators in an
IoT security chip is proposed. Even without detailed
knowledge of the AHB bus protocol, designers can quickly
transform a cryptographic accelerator with a nonstandard
interface into an accelerator of the AHB slave interface
through AHB-SIP. +erefore, AHB-SIP can improve the
design efficiency of implementing an SoC system. Based on
the above motivation, we make the following contributions:

(i) Based on the AHB-Lite bus, an easy-to-integrate
and fast AHB-SIP IP is proposed, which can quickly
convert from a nonstandard interface to an AHB-
Lite interface. +e slave security modules can be
easily integrated into an SoC via the AHB-SIP, and
all the slave modules can be configured by software.

(ii) +e AHB interface control logic that is the key part
of AHB-SIP is proposed, which is equipped with
strong data transfer capability and low resource
consumption.

(iii) +is design is taped out on a silicon chip with SMIC
110 nm process. As the experiment results reveal,
the area of AHB-SIP only accounts for 6‰ of the
chip, and the security accelerators integrated with
AHB-SIP can rapidly achieve the encrypted results.

(iv) We integrate three different security accelerators,
which can meet the requirement of IoT devices.
Specifically, the power consumption of AHB-SIP-
based security accelerators is lower than that of
AXI-based security accelerators.

+e remainder of this paper is structured as follows:
Section 2 introduces the background of the AHB. Section 3
describes the design of AHB-SIP. Implementation and in-
tegration of cryptographic accelerators are proposed in
Section 4, and the results and analysis are shown in Section 5.
Section 6 concludes the whole paper.

2. Background of AMBA AHB

+e Advanced Microcontroller Bus Architecture (AMBA) is
a high-performance embedded microcontroller on-chip
communication standard proposed by ARM [17], which has
become one of the most popular on-chip bus systems. +e
AMBA 2.0 bus standard defines three kinds of buses: the
Advanced High-performance Bus (AHB), the Advanced
System Bus (ASB), and the Advanced Peripheral Bus (APB)
[18]. Figure 1 presents a typical AMBA system structure.

In Figure 1, high-performance and high-throughput
modules, such as CPU, DMA, and RAM, are connected by
the AHB bus. +e ASB bus is a high-performance bus that
can connect microprocessors and system peripherals.
Compared with the AHB bus, the ASB has smaller data
width, and a bidirectional data bus is used. Being simple and
easy to use, the APB is generally applied in low-speed
modules such as UARTand SPI. Among the AMBA systems,
the most widely used buses are the AHB and the APB. +e
AHB-Lite bus is simplified based on the AHB, where the
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AHB supports multiple masters while the AHB-Lite sup-
ports only one master. +erefore, it is unnecessary to design
an arbiter for the AHB-Lite. Generally, one master is
designed in the security chip of IoT, so that the AHB-Lite
bus protocol can be considered to use.

+e SoC system with the AHB-Lite bus consists of
three parts: master, slave, and infrastructure. +e master
device launches the data transmission, and the slave de-
vices respond after receiving the access request from the
master. As shown in Figure 2, an AHB-Lite system is
composed of a slave-to-master multiplexor and an address
decoder. +e address from the master is monitored by the
decoder to select the appropriate slave, and the multi-
plexor routes route the corresponding slave output data
back to the master [19]. In our design, the requirements of
high-performance synthesizable design are met by using
the AHB-Lite.

3. Design of AHB-SIP

AHB-SIP is designed to easily integrate the security units
into SoC, which can be configured by software through
AHB-SIP, thereby improving the design efficiency of SoC.
For the general high-performance computing module, the
interface can be classified into four categories: data input,
data output, control, and status. Based on different kinds of
signals, data interaction is realized by designing four
function registers (the status register, the control register, the
output register, and the input register), so that the slave
modules can be controlled. As is shown in Figure 3, the
AHB-SIP consists of four function registers and an AHB
Interface Control Logic (AICL) module. In our proposed
design, the security units are the slave, and the embedded
CPU is the master. +e AHB-SIP transfers data between the
master and the slave.

3.1. AHB Bus Interface Control Logic. In our design, the
control logic is implemented based on the AHB timing.
Figure 4 demonstrates the diagram of the AHB protocol
sequence in the basic transmission mode.

+e control logic is designed according to the AHB bus
time sequence, which transfers data between the master and
the function registers. +e specific functions are divided into
the following two aspects:

(1) When the master issues the write request of writing
the control value, the data will be written from the
master to the corresponding control register. +e
data will be written to the corresponding input
register to write the ordinary data.

(2) When the master issues the read request, if the
current status is required to be obtained, the value in
the status register will be transmitted to the master.
To read the ordinary data, the data in the output
register will be sent to the master.

+e AICL consists of the slave-to-master multiplexer, the
data distributor, the address decoder, and the control logic.
Different signals on the AHB bus are read by the control
logic, and the control signals will be generated to control the
data distributor, address decoder, and multiplexer. In this
way, data can be read or written from registers. When the
master reads data, the data selector outputs the data to the
bus from the specified register based on the address signal
and the control signal. When the master writes data, the data
distributor will write the data to the corresponding register
based on the address decoding result. +e AICL module is
shown in Figure 5.

3.2. FunctionRegister. +e four function registers are mainly
adopted for control, calculation, data interaction, and
reading status, which can not only realize effective control of
the cryptographic accelerators but also obtain their current
status for software debugging. Finally, with a 32 bit low-
power embedded CPU as the master, the AHB-SIP is
employed to integrate the three cryptographic modules and
random number generation module into an SoC. +e four
types of registers are described as follows:

(1) Control register: the control register is utilized to
control the start, stop, and working modes of the
slave module (such as encryption, decryption, and
random number generation)

(2) Input register: the data to be processed by the slave
module from the master module are stored by the
data input register

(3) Output registers: this type of register can store the
data that have been processed by the slave module
and are required to be transmitted to the master
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ARM processor

High-bandwidth
on-chip RAM

UART

SPI

AHB to APB Bridge/
ASB to APB Bridge

AHB/ASB 

B
R
I
D
G
E

DMA bus
master

Timer

PIO

Figure 1: +e block diagram of AHB system structure.
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(4) Status register: the status of the slave module, such as
the mode, the status, and whether the operation is
completed, is reflected by the status register

4. Integration of Cryptographic Accelerators

In the SoC, the cryptographic accelerators include the SM2,
SM3, SM4, and RNG modules. +is section investigates how
to integrate these cryptographic accelerators into the SoC
quickly by using the AHB-SIP to improve design efficiency.
+e cryptographic modules are connected with the CPU
through AHB. To communicate with disparate IoT devices,
the IIC, SPIs, GPIOs, and UARTs are also integrated into the
security SoC. Besides, an SRAM is employed to run a real-
time operating system (RTOS) and interact with cloud
servers. Figure 6 is the architecture of the SoC. +is section
mainly presents the integration of cryptographic modules.

4.1. Integration of the SM2 Accelerator. SM2 is implemented
based on the elliptic curve over GF(p) [20, 21]. +e SM2
module is composed of modular operations and scalar
multiplication operations. In our design, we utilize the bi-
nary extended Euclidean algorithm and the interleaved
modular multiplication algorithm to decrease power con-
sumption and chip area [14, 22]. Multiple 256 bit multi-
plexers, four 256 bit registers, and two 256 bit address are the
main hardware overhead of SM2. +e structure of the SM2

accelerator can be found in [23]. From the structure, it is
observed that the SM2 is a 256 bit ECC. +e input data
include (x1, y1), (x2, y2), 256 bit key k, and the output data
include (x3, y3). +us, 56 32 bit data registers are needed.
+e modes of SM2 include point multiplication (PM),
multiple point (MP), point addition (PA), modular inverse
(MI), modular multiplication (MM), modular subtraction
(MS), and modular addition (MA). +erefore, we design a
32 bit status register and a 32 bit control register.

+e control register of SM2 is responsible for controlling
the computing pattern (enable, disable, or reset). +e
function of the control register is described in Table 1. For
the enable control bit, it will be set to 1 automatically after
completing the calculation. +e reset control bit must be
cleared before writing data. Otherwise, this module is always
in reset.

+e status register is designed to record the current
working status of the SM2 accelerator so that the CPU can
achieve the status of this module in real-time. SM2 has four
states, which are idle, calculating, finish, and error,
respectively.

4.2. Integration of the SM3 Accelerator. To meet the re-
quirement of low power consumption, the proposed SM3
cryptographic accelerator mainly expands and compresses
messages that are the most time-consuming parts. +e
padding and parsing processes are developed by software.

HWDATA[31:0]
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HRDATA[31:0]

Decoder
HSEL_1
HSEL_2

Slave 1

Slave 2

Slave 3

HSEL_3

HRDATA_3

HRDATA_2
HRDATA_1

Multiplexor
select

Master

Figure 2: +e AHB-Lite block diagram; reprinted from AMBA 5 AHB-Lite protocol [17].
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Finally, the 256 bit hash result can be obtained. +e detailed
codesign procedure can be found in [24].

+e input signals of the SM3 accelerator include 512 bit
input x, read control signal r, and write control signal w. +e
output signals include the 256 bit hash value y, the finish
signal f, and the state signals. +erefore, this study designs a
32 bit status register, a 32 bit control register, eight 32 bit
output registers, and 16 32 bit input registers. +e control
register of SM3 is responsible for the write/read control,
enable/disable, and reset. Before writing to the module, bit5
is set to 0, bit4 and bit3 are set to 1, and then data are written
to the input register. After writing the data, bit4 is set to 0,
and the module starts the calculation. Once the operation is
completed, the result can be read by setting bit4 to 1 and bit3
to 0. If there are several data blocks to be encrypted, bit4 and
bit3 are set to 1, and the data are written into the input
register until all operations are completed. +e function of
this control register is described in Table 2.

+e status register mainly presents four working states
and the exception of SM3. SM3 has four basic states, which
are idle, writing, encrypting, and finish, respectively.

4.3. Integration of the SM4 Accelerator. SM4 accelerator
contains the round key generation circuit part and the
encryption/decryption circuit part. +e 128 bits message
could be encrypted with 32 clocks.+e architecture of SM4 is
depicted in [23]. For each group of plaintext M, the ci-
phertext will be generated after 32 round encryptions. +e
input signal of the SM4module consists of 128 bit data input,
128 bit data output, status, and control signal. +erefore, it is
necessary to set one 32 bit status register, one 32 bit control
register, four 32 bit output registers, and four 32 bit input
registers.

+e function of the SM4 control register is described in
Table 3. First, bit2 and bit3 are set to 1 before data en-
cryption/decryption. Second, the 128 bit key or message is
written to the input register. Finally, the corresponding data
flag is set so that the module can identify the type of input
data. It is worth noting that, since the round key is used in
descending order for the encryption process, the message
can be directly written to the input register after the key is
loaded. For the decryption process, the data to be decrypted
cannot be input until the round key has been generated.

+e status register of SM4 is designed to present the
current work mode, including the encryption mode, the
decryption mode, whether the round key is generated, and
whether the encryption/decryption process is completed.

In addition, the RNG module in the proposed SoC is an
intellectual property depicted in [23].+e ring oscillators are
employed to generate pseudo-random numbers or high-
speed true random numbers. It consists of an online test
module, a postprocessing module, and a high entropy true
random source. +e standard NIST SP800-22 test is carried
out to verify the validity and stability of RNG.

4.4. Overall Steps of the Proposed Method. In this paper, a
new method of easy-to-integrate IP design of the AHB slave
bus interface for the security chip is proposed, which
consists of two steps:

(i) First, the master and slave modules of the system
should be determined before designing the interface
IP, and the corresponding address space is allocated
to these modules through the address decoder.

(ii) Second, the AHB interface control module is
designed according to the modules in this security
chip and AHB-Lite bus protocol.

(iii) +ird, the required function registers for each slave
module are designed and integrated with the AHB
interface control module.

(iv) Fourth, CPU, memory (RAM and ROM), and se-
curity modules (SM2, SM3, and SM4) are integrated
into SoC through AHB-SIP, and the functional
registers of each security module are designed and
configured. CPU is the master module of AHB-Lite
bus, while other modules are the slave modules.

(v) Fifth, the RNG module and other low-speed
modules are mounted on APB bus through APB
bridge that is also the slave module of AHB-Lite bus.

(vi) Finally, the software calls the underlying operation of
the hardware security module via CPU. +e CPU
reads and writes registers using the mode of bus
addressing. +e encryption/decryption operations are
implemented by configuring the function registers of
each security module through the CPU, thus realizing
the data interaction between software and hardware.

IIC

SPI

GPIO

UART

ROM

APB Bridge

SM2

SM3

SM4

RNG

AHBAPB RAM

CPU

Figure 6: +e architecture of the security SoC.
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5. Experiment Results and Analysis

We first analyze the reasons why we choose the AHB-Lite
bus as the SoC bus is that it will be more efficient and save
resources. With the rapid development of SoC systems, there
are increasing demands for SoC buses. For the widely used
SoC bus standards, the AMBA is a bus with complete
functions and advanced protocols. In the AMBA, the AHB is
an advanced high-performance bus, and AXI focuses on the
advanced extensible interface. +e bus latency in AHB is
lower than that of AXI, and the AHB bus is used more
frequently than AXI. As a subset of AHB, the AHB-Lite
protocol supports only one master device, and there is no
need for the arbiter and the request/authorization protocol.
+e goal of our design is to develop an efficient and low-

power consumption information security chip that can be
used for various intelligent hardware platforms and smart
home devices. +e structure of this chip requires only one
master device, which mainly focuses on high-performance
and low-power SoC design. To this end, we finally choose the
AHB-Lite bus as the SoC system bus.

On the other hand, it is complicated to design a highly
dedicated SoC, especially if the structure of the on-chip bus
is based on unfamiliar or new protocols. It is difficult to
accurately predict the architectural performance via an
unfamiliar bus protocol, resulting in the risk of tape-out.
Furthermore, the design period is prone to delay because of
using a new protocol.+e lack of easy-to-use bus interface IP
makes the verification environment setup and test vector
design more complex. Before communication, it is necessary
to ensure that all slave modules have a unified AHB slave
interface, or the communication cannot proceed. According
to the practical requirements of modules, four functional
registers are introduced, and a simple and efficient slave bus
controller is designed in combination with the AHB-Lite
protocol. Compared with the existing technology, our
proposed interface IP and method are featured with the
following advantages:

(1) Four functional registers for the communication
between the slave and the master modules are in-
troduced to realize the data transfer. +us, it is
unnecessary to know exactly about the AHB-Lite bus
protocol.

(2) +e AHB-Lite bus can realize the data transmission
between the master and the slave modules via simply
modifying the four types of function registers.

(3) By converting the nonstandard interface into the
AHB slave interface via the AHB-SIP, the SoC system
design can be achieved efficiently. +e risk of chip
tape-out can be reduced, the design period can be
shortened, and the performance of SoC can be
enhanced.

By utilizing the AHB-SIP and the integration method
described in Section 4, we successfully integrate SM2, SM3,
SM4 cryptographic accelerators, IIC, SPI, GPIO, UART
interfaces, and RNG module into an SoC, accomplishing a
low-power IoT security chip. +e security chip is taped out
with SMIC 110 nm technology process and QFN56 package
technology. +e system clock frequency is 36MHz, and the
voltage of core and IO are 1.2V and 3.3V, respectively. +e
area of this chip is 3.45× 3.45mm2. +e gates and area of
each module are listed in Table 4.

According to Table 4, SM2, SM3, and SM4 cryptographic
accelerators have a total area of about 1.0mm2. It is note-
worthy that the area of AHB-SIP is 0.072mm2, only oc-
cupying 6‰ of the chip. Since the 128K RAM is applied to
the SoC, it occupies about 1/3 of the chip area.

+e ASIC layout is shown in Figure 7.+e two RAMs are
distributed on the right of the layout. 8 KB ROM is in the
upper left of the layout, and the CPU is in the lower left of the
layout. +e rest are SM2, SM3, SM4 cryptographic accel-
erators, RNG, and other modules. Since the AHB-SIP is

Table 1: +e function description of SM2 control register.

Bit Operation Type Description

[3 : 0] Mode control

R/W

0001 :MM mod N
1001 :MM mod P
0001 :MM mod N
1001 :MM mod P
0010 :MA mod N
1010 :MA mod P
0011 :MS mod N
1011 :MS mod P
0000 :MI mod N

1000 :MI
0101 : PA
0110 :MP
0111 : PM
1111: Idle

4 Enable control 0: Enable
1: Disable

5 Reset control 1: Reset
[31 : 6] Reserve

Table 2: +e function description of the SM3 control register.

Bit Operation Type Description
[2 : 0] Reserve

R/W

3 Data read/write 0: data read
1: data write

4 Enable control 0: enable
1: disable

5 Reset control 1: reset
[31 : 6] Reserve

Table 3: +e function description of the SM4 control register.

Bit Operation Type Description

[1 : 0] Data flag

R/W

01: key
10: data to be encrypted
11: data to be decrypted
00: invalid input data

2 Data update 0: no update
1: update

3 Reset control 0: rset
[31 : 4] Reserve
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scattered in the layout, the size of AHB-SIP cannot be
observed directly from the layout.

Also, to compare with using AXI bus, we experimented to
evaluate the total power of crypto accelerator with different SoC
bus interfaces. +e experiment was implemented on the Xilinx
FPGA of Virtex 6 architecture under the frequency of
100MHz. +e ISE Design Suite of Xilinx provides a power
simulator XPower Analyzer, which can analyze the power of
programable logic devices. By taking the cases of SM2, SM3,
and SM4 modules, we found that the power consumption of
these encryption modules combined with AHB-SIP was lower
than that combined with the AXI interface, which decreased by
61.0%, 49.7%, 48.0%, respectively, as shown in Figure 8. +is
demonstrates that the fewer hardware resources we used, the
lower power is consumed.

For ASIC design, the proposed method is compared with
other state-of-the-art schemes to test the performance of the
cryptographic accelerators and AHB-SIP. Table 5 lists dif-
ferent implementation methods of the cryptographic ac-
celerators. +e results indicate that the proposed method
combining the cryptographic accelerators and AHB-SIP
provides low power consumption and good performance for
the three sorts of cryptographic algorithms.

It can be observed that it is infeasible to compare the
results, as technology library, methodologies, and application
areas are different. According to Table 5, for the SM2 ac-
celerator, the throughput of PM operation is higher than that
in [25], indicating the times of point multiplication per unit

time are more than that of [25]. Except for [25], the power
consumption of this design is the lowest. Since 40 nm process
technology is adopted in [25], no equivalent comparison can
be made. In other architectures, the performance of [26] is
better than ours, but its area and power consumption are
greater. Although the speed of PM operation in [27] is the
highest, the area is also the largest. Besides, the number of
logic gates is 11.76 times that of the design architecture in our
work and approximately triple that of other designs. Con-
sidering the cost of developing IoT chips, high power con-
sumption and a large area are inappropriate for IoTchips. For
the SM3 accelerator, several implementation methods of the
hash algorithm are listed in Table 5. As Table 5 reveals, the
implementation method proposed in [24] has high
throughput, small area, and high power consumption. Al-
though 886 gates are required in the SHA-3 design in [25], the
power consumption and throughput are inferior to our de-
sign. At the normalized frequency, the throughput of our
design is 13.8 times higher compared with the design in [28].
Compared with the AES architecture implemented in [25],
the power consumption of the SM4 accelerator is close to ours
at the same frequency, while the efficiency is much higher
than [25]. Compared with the architecture implementation in
[14], the saved gates with the proposed architecture are ap-
proximately 197.5K. It is evident that, although the
throughput in [29] is the highest, it has higher power con-
sumption and a larger area than other architectures. +ere-
fore, it does not apply to IoT security chips.

Table 4: +e gates and area of each module.

Module Gates (K) Area (mm2)
AHB-SPI 14.199 0.072
SM2/3/4 199.075 1.013
RNG 57.003 0.29
CPU 88.371 0.45
ROM 70.343 0.358
RAM 763.055 3.886
Others 1202.355 5.834
Total chip 2337.398 11.903

Figure 7: +e architecture of the security SoC.
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Our designed RNG module in the SoC is tested based
on the standard NIST SP800-22. +e random numbers to
be tested for each set are divided into 1000 groups, with
each group containing 1M bit random numbers.
According to the NISTstandard, if at least 980 of the 1000
random numbers pass a statistical test, it can be

considered to pass. We tested a total of five sets. Since the
standard of NIST’s nonoverlap template matching test is
quite strict, if the pass rate is not very poor, it is usually
negligible. +us, the five sets of random numbers are
verified to be of quite high quality. Table 6 presents the
results of our test.

Total power (mW)
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Figure 8: +e power comparison among different accelerators combined with different SoC buses of security chip.

Table 5: Performance comparison with other architecture.

Design library Frequency (MHz) Area (gate) Power (mW) +roughput
SM2 (our) 0.11-μm 36 56K 3.24 27.64Kbps
ECC233 [24] 0.04-μm 28.8 - 1.13 8.59Kbps
SM2 [25] 0.13-μm 214 208K 40.28 1.20Mbps
SM2 [26] 0.13-μm 163.7 659K — 12.57Mbps
SM3(our) 0.11-μm 36 18K 0.18 245.7Mbps
SM3 [23] 0.13-μm 36 6036 1.24 263Mbps
SHA-3 [24] 0.04-μm 28.8 886 4.87 14Mbps
SHA-256 [27] 0.13-μm 102 9036 3.06 47Mbps
SM4(our) 0.11-μm 36 124K 3.39 115.2Mbps
AES [24] 0.04-μm 28.8 — 2.8 5.08Mbps
AES [14] 0.13-μm 200 321.5 K 325 564Mbps
AES [28] 0.04-μm 1000 9028K 6.17K 128Gbps

Table 6: +e test result of the RNG.

Statistical Test Full entropy High speed
Frequency 990/1000 992/1000
Block frequency 992/1000 995/1000
Runs 984/1000 989/1000
Longest run 988/1000 985/1000
Rank 989/1000 990/1000
FFT 984/1000 989/1000
Cumulative sums Pass Pass
Nonoverlapping template Pass Pass
Overlapping template 987/1000 987/1000
Universal 992/1000 990/1000
Approximate entropy 990/1000 991/1000
Random excursions Pass Pass
Random excursions variant Pass Pass
Serial Pass Pass
Linear complexity Pass Pass
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In conclusion, compared with the above baseline de-
signs, we obtain the following results:

(i) Since the bus latency of AHB is lower than that of
AXI and the different structures of the security
module design, our proposed method is more ef-
ficient than others when using the AHB-SIP.

(ii) We use fewer hardware resources for designing the
AHB-SIP, and the area of the chip is smaller. +e
total power consumption is only 8.4mW@36MHz,
which is very suitable for IoT devices.

(iii) +e results indicate that the balance between the
throughput, area, and power consumption of our
proposed SoC with AHB-SIP at the normalized
frequency is excellent.

6. Conclusion and Future Work

+is study proposed a design of AHB-SIP in the field of IoT
security, which can easily integrate the security units into an
SoC and transform a cryptographic accelerator with a
nonstandard interface into an accelerator with the AHB
slave interface. Besides, the SM2, SM3, SM4, and RNG se-
curity modules are configured by software through AHB-SIP
to improve the design efficiency of SoC. Finally, a low-power
IoT security chip is realized by using 110 nm process
technology. +e implementation and test results indicate
that the area of AHB-SIP is quite small, the power con-
sumption is lower than AXI-based architecture, and the
performance of accelerators is ideal for IoT applications. In
the future, it is necessary to study the construction and
optimization of AHB-SIP to enhance performance and
flexibility.
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Aiming at the shortcomings of difficult classification of rolling bearing compound faults and low recognition accuracy, a
composite fault diagnosis method of rolling bearing combined with ALIF and KELM is proposed. First, the basic concepts of ALIF
and KELM are introduced, and then ALIF is used to decompose the sample data of vibration signals of different bearing states so
that each sample can get several IMFs, select the top K IMFs containing the main fault information from each sample, calculate the
energy feature and sample entropy of each IMF, and construct a fault feature vector with a dimension of 2K. Finally, the feature
vectors of the training set and the test set are input into the KELM model for fault classification. Experimental results show that,
compared with EMD-KELM model, ALIF-ELM model, ALIF-BP model, and IFD-KELM model, the rolling bearing composite
fault diagnosis method based on the ALIF-KELM model has higher classification accuracy.

1. Introduction

Rolling bearings are one of the basic components and play an
important role in various types of industrial equipment.
Rolling bearings have been widely used in many engineering
fields. However, the actual working environments of rolling
bearings are very harsh. After an extended period of op-
eration, these components are prone to failure. In addition
to a single failure, the failure types can also easily present as
composite failure formed due to simultaneous occurrences
of multiple types of failures [1]. Statistical analysis [2] in-
dicates that approximately 30% of all rotating machinery
equipment failures are caused by failure of rolling bearings.
Consequently, effective monitoring of the integrity health
status of rolling bearings and timely elimination of hidden
issues play an important role in ensuring safe and reliable
equipment operation, reduction in economic and capital
losses, and avoiding accidents.

In view of the above situation, most of the methods
currently proposed by researchers are based on vibration
signal processing composite fault diagnosis technology for
rolling bearings, in which the signal decomposition method
is one of the effective methods for processing vibration

signals. In 1998, Huang et al. [3, 4] proposed an empirical
mode decomposition (EMD) algorithm. Ma Xinna and
others combined EMD with an adaptive notch filter to re-
alize the adaptive separation and diagnosis of rolling bearing
composite faults. However, due to the lack of EMD’s strict
mathematical theoretical derivation, singular points in the
signal easily lead to modal aliasing occurrences. Cubic spline
interpolation has either underfitting or overfitting and is
unstable under the noise interferences. To effectively resolves
rolling bearing problems, researchers have proposed many
adaptive mode decomposition methods inspired by the idea
of EMD, including local mean decomposition (LMD),
empirical wavelet transform (EWT), and variational modal
decomposition (VMD) [5–7]. Huang et al. [8] extended the
local mean decomposition to a complex local mean de-
composition and were successful in applying it to the
composite fault diagnosis of rolling bearings. Zhu et al. [9]
proposed a parameterized local eigenscale decomposition
method for the discontinuity of the first derivative of the
local eigenscale decomposition method, applied it to the
composite fault simulation signal and the bearing experi-
mental signal, and verified the method’s performance. Ef-
fectiveness and superiority of the latter method are
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demonstrated by a comparative analysis. Hu et al. [10]
optimized several important parameters in the variational
modal decomposition to improve the decomposition per-
formances. At the same time, they also used the 1.5-di-
mensional spectrum to suppress noise and enhance the
impact signal, combining the two to achieve effective sep-
aration of composite faults in the rolling bearings. In order
to improve the stability and convergence of the mean
function of the upper and lower envelopes under distur-
bances, Lin et al. [11] proposed an iterative filter (IF) al-
gorithm, which follows the same algorithm framework as
EMD and uses low-pass filtering to obtain the upper and
lower mean functions of the signal envelope. In 2016, Cicone
et al. [12] used the basic solution system of Fokker–Planck
(FP) differential equations as the filter function to extend the
IF algorithm; they proposed the Adaptive Local Iterative
Filter (ALIF) algorithm. ALIF can effectively analyse and
process nonlinear and nonstationary signals. At present, the
algorithm has been increasingly applied to the field of ro-
tating machinery fault diagnosis, Chen et al. [13] combined
ALIF and energy operator demodulation methods to ef-
fectively diagnose the fault characteristic frequencies of
rolling bearings. Zhang et al. [14] proposed a method based
on ALIF and high-order energy operator demodulation and
successfully identified weak fault components during the
early faults stages of rolling bearings; compared with the
low-order energy operator demodulation method, this ap-
proach proves to be a superior method.

In recent years, machine learning technology has allowed
for better success, through applying intelligent fault diag-
nosis algorithms [15–18]. Globally, scholars have continued
to research intelligent recognition algorithms based on the
BP neural network; these applications have been widely
applied to the rolling bearing fault diagnosis achieving
relatively sound academic resolutions [19–21]. *e BP
neural network requires performing iterative calculations
during the learning process; sometimes, it falls into a local
minimum, causing the algorithm to become time intensive,
and the generalization ability of the network is very limited
[22].

To address the above problems, Huang et al. [23] pro-
posed an extreme learning machine (ELM) based on the
single-hidden layer feedforward network (SLFN). *e al-
gorithm relies on its own performance and has gradually
attracted the attention of scholars in diverse fields, including
significance for the development of intelligent diagnosis
technology for rolling bearing faults. For the nonstationary
characteristics of bearing vibration signals, scholars, locally
and abroad, usually use various nonstationary signal pro-
cessing and analysis methods combined with the ELM al-
gorithm to conduct intelligent diagnosis research on rolling
bearing faults. Xu and Ma [24] used a combination of
empirical wavelet transform and ELM to apply to the study
of intelligent diagnosis of rolling bearing faults and provided
bearing experimental data to prove the feasibility of this
method. When the intelligent diagnosis model remains
unchanged, the construction of the fault feature vector will
have an important influence on the diagnosis effect of the
intelligent fault diagnosis. KELM is an improved algorithm

proposed by Huang et al. [25, 26] and is based on ELM. First,
the original algorithm is optimized, and then the kernel
function is used to replace the activation function of the
hidden layer to make the model stable and universal. *e
KELM algorithm has improved generalization ability and is
more suitable for solving multiclassification problems. *is
paper proposes a composite fault diagnosis method for
rolling bearings that combines both Adaptive Local Iterative
Filter (ALIF) and KELM approaches.

2. Adaptive Local Iterative Filter Algorithm

Adaptive Local Iterative Filter (ALIF) is a new type of
adaptive mode decomposition method; improvements are
due to the iterative filtering algorithm (IF). ALIF mainly
constructs a filter function with adaptive characteristics by
applying the basic solution system of Fokker–Planck dif-
ferential equations. *erefore, it is also very necessary to
introduce the IF algorithm before introducing the principle
of the ALIF algorithm.

2.1. Iterative Filter. IF is similar to the EMD algorithm; it
iteratively filters out each eigenmode function (IMF)
component. *is method convolves the filter functions with
the signal to be decomposed to obtain the sliding operator;
this process replaces the process of fitting the original data to
obtain the mean value of the envelope in the EMD algo-
rithm. IF mainly includes two processes: inner loop and
outer loop.

Knowing the preprocessed signal X(t) and the filter
function f(t), the sliding operator Γ(X(t)) is obtained by
calculating the convolution of X(t) and f(t):

Γ(X(t)) � 􏽚
h(z)

−h(z)
X(t + τ)f(t)dτ, (1)

where f(t) is the fixed low-pass filter function; h(z) is the
filter interval; its calculation expression is as follows:

h(z) � 2
Nλ
a

􏼢 􏼣, (2)

where N is the signal length of X(t); λ is the set value; a is the
number of extreme points of X(t).

*en calculate the fluctuation operator K(X(t)) by
preprocessing the difference between the signal X(t) and the
sliding operator Γ(X(t)):

K(X(t)) � X(t) − Γ(X(t)). (3)

Finally, it judges whether the volatility operator K(X(t))

meets the conditions of the IMF component, and only the
volatility operator that meets the set conditions can be
extracted as the IMF component. If not, the volatility op-
erator needs to be screened further, and the specific process
is as follows:

(1) Calculate the filtering interval 1 of the preprocessed
signal according to formula (2).
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(2) Solve the sliding operator Γ(X(t)) according to
formula (1).

(3) Calculate the volatility operator K(X(t)) according
to formula (3), and the expression of the volatility
operator in the screening process is as follows:

Κn(X(t)) � Xn(t) − Γn(X(t)) � X(n+1)(t). (4)

Let

IMF(t) � lim
n⟶∞
Κn(X(t)). (5)

When IMF(t) can meet the IMF component conditions,
complete the extraction of IMF components; otherwise,
continue to repeat steps 1 to 4 until the conditions are met
before stopping the screening. However, in actual situations,
it is impossible for n to approach infinity, so the screening
termination conditions for IMF components can be artifi-
cially set as follows:

σ �
Ki,n − Ki,n−1

����
����2

Ki,n−1
����

����2
. (6)

*at is, when σ is less than a specified threshold, the
screening is stopped and IMF(t) is the filtered IMF
component.

*e above-mentioned is the inner circulation process,
and its main purpose is to extract the qualified IMF com-
ponents, while the function of the outer circulation process
is to stop the inner circulation process. First, the margin after
all the effective IMF components of the preprocessed signal
are successfully extracted is defined as the residual signal,
denoted as c(t):

c(t) � X(t) − IMF(t). (7)

When the residual signal c(t) has obvious trend char-
acteristics, that is, there is only one extreme point at most,
the entire iterative filtering process is halted. Otherwise, it
needs to be used as a fresh preprocessing signal to continue
to extract qualified IMF components.

2.2. Adaptive Local Iterative Filter. In IF, in order to reduce
the negative impact of noise on it, filter functions are
generally set in advance, but some complex signals will lack
adaptability when applying IF algorithms andmay also cause
component waveform distortion. In order to analyse both
nonlinear and nonstationary signals more effectively and
overcome the shortcomings of the IF algorithm, Cicone et al.
were inspired by the diffusion process of partial differential
equations and used the solution of the Fokker–Planck
equation to construct a filter function; this enabled the filter
to be tightly supported in the time domain; its length can be
flexibly changed and adaptability is enhanced. Moreover, it
can also avoid false components in the iterative filtering
process [14]. *is allows ALIF to effectively suppress noise
sensitivity and modal aliasing in the IF algorithm.

For interval (a, b), there are two differentiable functions
p(x) and q(x), and the following two conditions are
satisfied:

(1) p(a) � p(b) � 0, and p(x)> 0 holds for x ∈ (a, b)

(2) q(a)< 0< q(b)

*e Fokker–Planck equation is as follows:

z

zt
g(x, t) � −α

z

zx
[p(x, t)g(x, t)] + β

z
2

zx
2

· q
2
(x, t)g(x, t)􏽨 􏽩, α, β> 0.

(8)

In order to simplify the above formula, convert to the
expression of the differential equation:

Gt � −α(p(x)g)x + β q
2
(x)g􏼐 􏼑

xx
, (9)

where α and β are called steady-state coefficients and
α, β ∈ (0, 1).

(p(x)g)x in equation (9) will have the effect of aggre-
gation so that the solution g(x) of the equation will start
from the two endpoints of the interval [a, b] towards the
center point. At the same time, (q2(x)g)xx will produce the
effect of diffusion, which causes the solution g(x) of the
equation to diffusely move from the center of interval [a, b]

to the two endpoints. When the two effects are balanced,

−α(p(x)g)x + β q
2
(x)g􏼐 􏼑

xx
� 0. (10)

At this time, the differential equation has a nonzero
solution and meets the following conditions:

∀x ∈ (a, b), g(x)> 0,

∀x ∉ (a, b), g(x) � 0.
(11)

*e solution g(x) in the Fokker–Planck equation is the
filter function f(t) used in iterative filtering. For different
intervals [a, b], the solution obtained by the filter function
f(t) will also be different, and the function expression will
also differ, allowing the ALIF algorithm to solve for filter
function adaptively.

3. Kernel-Based Extreme Learning
Machine Algorithm

3.1. Extreme LearningMachine. *e ELM network structure
is shown in Figure 1. *e network structure includes three
layers: hidden layer, input layer, and output layer [27]. *e
ELM intelligent learning model needs to provide the number
of hidden layer nodes and the type of activation function
during the entire learning process, while the input weights
and hidden layer thresholds are randomly generated and
remain unchanged. Finally, the least square method can be
used to solve the output weight under the premise of en-
suring that the training error is minimized.

Assuming that there are N existing data samples (xi, ti)

that are not specific, where xi � [xi1, xi2, . . . , xin]T ∈ RN and
ti � [ti1, ti2, . . . , tin]T ∈ RN, the corresponding output ex-
pression of SLFN with L hidden layer nodes is as follows:
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y � 􏽘
L

i�1
βig ωi · xj + bi􏼐 􏼑 � tj, j � 1, 2, . . . , N, (12)

where βi represents the connection weight of the output
layer and the hidden layer; ωi represents the connection
weight of the input layer and the hidden layer; xj is the input
vector, which also represents all the feature vectors of the j th
sample; bi represents the hidden layer threshold; g(x)

represents the hidden layer containing layer activation
function; tj is the output vector, which also represents the
class label of the j th sample.

Assuming that the activation function g(x) is infinitely
differentiable, then the ultimate goal of ELM learning is to
minimize the output error; that is, infinity approaches 0,
which can be expressed as follows:

􏽘
N

j�1
tj − Tj � 0. (13)

*en there are βi, ωi, and bi that make the following
formula true:

􏽘

L

i�1
βig ωi · xj + bi􏼐 􏼑 − Tj � 0, j � 1, 2, . . . , N. (14)

*e abbreviated formula (14) is expressed as a matrix
form as follows:

Hβ � T, (15)

where H is the hidden layer output matrix; T is the expected
output matrix; they are represented as follows:

H(ω, x, b) �

g ω1 · x1 + b1( 􏼁 · · · g ωL · x1 + bL( 􏼁

g ω1 · x2 + b1( 􏼁 · · · g ωL · x2 + bL( 􏼁

⋮ ⋱ ⋮

g ω1 · xN + b1( 􏼁 · · · g ωL · xN + bL( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

N×L

,

β � β1, β2, . . . , βL􏼂 􏼃
T
m×L,

T � t1, t2, . . . , tN􏼂 􏼃
T
m×N.

(16)

Since the input parameters of the ELM algorithm are
randomly generated and remain unchanged, there is no need
to adjust during the entire training and learning process.*e
connection weight 1 of the output layer and the hidden layer
under the minimum error can be solved by the following
formula:

􏽢β � H
+
T, (17)

where H+ represents the Moore–Penrose generalized in-
verse matrix of H.

3.2. Kernel-Based Extreme Learning Machine. *e kernel
extreme learning machine is based on the single-hidden
layer feedforward neural network extreme learningmachine.
By introducing the kernel function mapping and regulari-
zation theory to optimize the model network, it can improve
the accuracy and generalization ability while reducing the
complexity and randomness of the network.

*e extreme learning machine can be expressed by the
following formula through mathematical expression:

min: Lp �
1
2
β2i +

C

2
􏽘

N

i�1
ξ2i ,

s.t.: h xi( 􏼁βi � ti − ξi, i � 1, 2, . . . , N.

(18)

where C represents the penalty coefficient; ξ is the training
error; h(x) is the output row vector of the hidden layer.

Solving for the above optimization problem, it can be
concluded that the improved output function of ELM is as
follows:

f xi( 􏼁 � h xi( 􏼁H
T 1

C
+ HH

T
􏼒 􏼓

− 1
T, (19)

where H is expressed as follows:

H � h x1( 􏼁, . . . , h xN( 􏼁􏼂 􏼃
T

N×L. (20)

X1 X2 X3

y

X4 X5
Input OutputHidden neurons

�reshold

Activation
function

g (Si)

l1 W
i1

Wi2
Si Oi Oi

W i3

l2

l3

Figure 1: ELM network structure diagram.
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Regarding h(xi) as the nonlinear mapping of each
sample, HHT represents the inner product form of h(xi),
using the kernel function theory to define the kernel matrix
ΩELM to replace HHT so as to overcome the fluctuation of
the final result of the ELM algorithm due to randomly
generated inputs.*e kernel matrix definition of KELM is as
follows:

ΩELM � HH
T
, (21)

ΩELMij
� h xi( 􏼁 · h xj􏼐 􏼑 � K xi, xj􏼐 􏼑. (22)

After finishing formulas (20)∼ (22) and substituting
them into formula (19), the new output function e of KELM
is obtained as follows:

f(x) �

K x, x1( 􏼁

⋮

K x, xN( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

1
C

+ΩELM􏼒 􏼓
− 1

T, (23)

where T represents the label of the data set; ΩELM is a
symmetric matrix with N rows and N columns; K(xi, xj) is
the kernel function quoted. *is paper uses the Gaussian
radial basis kernel function; ΩELM and K(xi, xj) are
expressed in the following specific forms:

ΩELM �

K x1, x1( 􏼁 · · · K x1, xN( 􏼁

⋮ ⋱ ⋮

K xN, x1( 􏼁 · · · K xN, xN( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

N×N

, (24)

K xi, xj􏼐 􏼑 � exp −λxi − x
2
j􏼐 􏼑, λ> 0. (25)

where λ represents the nuclear coefficient.

4. Classification Algorithm Based on the
Combination of ALIF and KELM

According to the previous introduction and analysis, ALIF
can effectively decompose nonlinear and nonstationary vi-
bration signals and further analyse the IMF components
obtained after decomposition. ALIF can extract the local
characteristics of the fault signal. Compared to traditional
neural network algorithms, KELM has a strong general-
ization learning ability and at the same time has high effi-
ciency and stability. *erefore, this paper combines the two
and proposes a diagnostic method for rolling bearing
composite faults based on ALIF and KELM. *e specific
steps are as follows:

(1) *e ALIF decomposition is applied to the sample
data of the vibration signal of different bearing states,
and each sample can get several IMF components
and a residual component

(2) Select the first K IMF components containing the
main fault information from each sample, calculate
the energy characteristics and sample entropy of
each component, and fuse them to construct a fault
feature vector with a dimension of 2K

(3) Divide all samples into training samples and test
samples in a certain proportion

(4) Select the specific form of the kernel function, and
determine the two parameters of the kernel coeffi-
cient λ and the penalty coefficient C to complete the
initialization of the KELM intelligent diagnosis
model

(5) *e fault feature vector of each sample is normalized
to improve the comparability between data

(6) Let the KELM intelligent diagnosis model continu-
ously learn through the fault feature vector set of the
training sample, then test the fault feature vector set
of the test sample, and finally, identify different
bearing fault types and output the results

*e corresponding flowchart of the steps outlined is
shown in Figure 2.

5. Classification Experiment

5.1. Experimental Data Processing. *e data set analysis and
verification in this study were generated from the Xi’an
Jiaotong University rolling bearing accelerated life test. *e
experimental setup is shown in Figure 3 [28]. *e sampling
frequency is set to 25.6 kHz, the sampling interval is set to
1min, and each sampling time is 1.28 s, so the number of
sampling points for each sample in the data set is 32768. *e
vibration signal collected in the experiment is all the data of
the rolling bearing from normal to failure, including a total
of 15 data sets under 3 working conditions. In the following
sections, four data sets will be used to analyse and verify the
method proposed in this paper. *e data description is
shown in Table 1. *e bearing data used in the subsequent
analysis in this paper are based on the failure data inter-
cepted during the whole life cycle.

*is paper uses the experimental data set introduced in
Table 1 and obtains 102400 sample points of rolling bearing
outer ring fault, cage fault, inner ring and outer ring
composite fault, inner ring fault, and normal state data from
it.

*e data of each state of the rolling bearing is divided
into 50 samples, a total of 250 samples are obtained from the
five states, and each sample contains 2048 sampling points.
*e procedure is to take one sample from each of the five
bearing states and generate their time-domain waveforms as
shown in Figure 4.

5.2. Fault Feature Analysis. It is necessary to construct fault
feature vectors in advance before KELM performs intelligent
fault diagnosis. Selecting appropriate features will help
improve the accuracy of fault intelligent diagnosis. *ere-
fore, before proceeding with the method verification, a brief
analysis of the fault characteristics used in this paper is given.

Select one sample data in each of the five states of the
rolling bearing, set the same parameters for all five samples,
and then apply ALIF decomposition to obtain five IMF
components and one residual component. Calculate the
energy characteristics and sample entropy of the first 4 IMF

Mathematical Problems in Engineering 5



components; the results are shown in Figures 5(a) and 5(b).
It can be seen from both graphs that the energy charac-
teristics of the first four IMF components and the sample
entropy of the first four IMF components decomposed by

ALIF are different under different operating conditions.
However, if only energy is selected as the feature vector,
there are three kinds of bearing state features in the IMF1
component that have obvious aliasing, and there are also two

Start

End

Collect bearing original vibration signal

ALIF decomposed the original signal into several IMFs

IMF2IMF1 IMFK

The first K IMFs containing primary fault information

Energy characteristics
and sample entropy

Normalize the
training data set

Determine the
relevant parameters

to complete the
model initialization

Normalize the test
data set

Energy characteristics
and sample entropy

Construct fault feature vector

KELM

Implement fault classification

Energy characteristics
and sample entropy

Figure 2: Fault diagnosis flowchart based on ALIF and KELM.

Digital force display Motor speed controller

Support sha�

AC motor Support bearings Hydraulic loading

Vertical accelerometer

Horizontal accelerometer

Tested bearing

Figure 3: Rolling bearing accelerated life test bench.
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Table 1: Dataset details.

Dataset Fault type Rotating speed (r/min)
Bearing1 Outer ring failure 2100
Bearing2 Compound failure of inner ring and outer ring 2100
Bearing3 Inner ring failure 2250
Bearing4 Cage failure 2250
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Figure 4: Time-domain waveforms of rolling bearing samples.
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Figure 5: Energy characteristics and sample entropy of the first 4 components. (a)*e energy characteristic value of the first 4 components.
(b) *e value of the sample entropy of the first 4 components.
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bearing state features in the IMF4 component that basically
overlap. *is has been an obstacle to identifying types of
bearing faults. When the energy feature and the sample
entropy are selected as the fault feature vector, several
bearing states where the original energy features are aliased
can be effectively distinguished by the sample entropy.

5.3. Experimental Results and Analysis. In order to intui-
tively distinguish the different operating states of rolling
bearings in the subsequent analysis, the sample data of the 4
types of faults and normal states are divided into 5 cate-
gories, and the specific category labels are given as shown in
Table 2.

First, use the ALIF algorithm to decompose the vibration
signals of all samples, make it get 5 IMF components and 1
residual component, calculate the energy characteristics and
sample entropy of the first 4 IMF components, and obtain a
fault eigenvector matrix with a size of 250× 8. *en select 30
samples in each state as the training set and 20 samples as the
test set, and normalize the fault feature data set to make the
data indicators.

Finally, the Gaussian radial basis kernel function in
equation (25) is used as the kernel function of KELM; the
kernel coefficient λ � 0.5 and penalty coefficient C � 1 are
determined. *e initialization of the KELM intelligent di-
agnosis model is then completed. Input 150 training sample
sets into the KELM model for training, and then apply 100
test samples for testing; the result is shown in Figure 6.

*e abscissa in Figure 6 represents 100 sets of test
samples, and each of the 5 bearing failure categories uses 20
sets of samples as the test; the vertical axis shows the category
labels of different failures of rolling bearings, corresponding
to Table 2. Judging from the diagnostic results, only one of
the 100 test samples was misdiagnosed. *e composite fault
of the inner ring and the outer ring was misdiagnosed as a
cage failure, while the remaining 99 test samples were ac-
curately diagnosed. Taken together, the overall fault diag-
nosis accuracy rate is 99%, of which the single fault diagnosis
accuracy rate is 100%, and the compound fault diagnosis
accuracy rate is 95%. *erefore, the effectiveness of the
intelligent diagnosis method of rolling bearing composite
fault based on ALIF and KELM proposed in the paper can be
proved.

However, in practical engineering applications, the
sample data available for equipment is usually limited. *e
next step will be to study whether the method proposed in
this paper can achieve higher accuracy fault intelligent di-
agnosis on test samples with fewer training samples. Setting
the number of training samples for each failure type to 30,
25, 20, 15, 10, 5, and 1 in turn, the number of corresponding
test samples is 20, 25, 30, 35, 40, 45, and 49; then we can get 7
different results of ALIF-KELM’s diagnosis of rolling
bearing faults. *e relationship between the number of
different training samples and the diagnosis accuracy is
shown in Figure 7. It can be found that even when the
number of training samples is only 1, the overall accuracy of
ALIF-KELM can still reach 81.63%. When the number of
training samples is 10, the fault intelligent diagnosis

accuracy can also be as high as 99%; the specific diagnosis is
shown in Figure 8. At this time, in all 200 test samples, only 2
sets of inner and outer ring compound faults were mis-
diagnosed as cage faults, so the compound fault accuracy
rate is still 95%, which is the same as the accuracy rate when
the number of training samples is 30. Compared with the

Table 2: Rolling bearing failure type label.

Fault type Label
Outer ring failure 1
Cage failure 2
Compound failure of inner ring and outer ring 3
Inner ring failure 4
Normal status 5
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Figure 6: ALIF-KELM fault diagnosis results.
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IFD-KELM method proposed in [29], when the sample size
is 10, the accuracy of the method proposed in this paper is
increased by 6.5%. *erefore, it can be further proved that
the intelligent diagnosis method of rolling bearing com-
posite fault based on ALIF and KELM proposed in this
chapter can still be effective with less sample data.

5.4. Comparative Analysis of Experiments. In order to verify
that the energy characteristics and sample entropy of the first
four IMF components calculated after the application of
ALIF decomposition can more effectively reflect the dif-
ferent fault characteristics of rolling bearings, the ALIF
decomposition method is replaced with the traditional de-
composition method EMD for comparison. *ere are 10
training samples and 40 test samples in each bearing state,
and the KELM parameters remain the same as before. A total
of 50 training sample sets of five bearing states are input into
the KELM model for training, and then 200 test samples are
used for testing; the result is shown in Figure 9. *e figure
shows that there are a total of 5 groups of test samples with
diagnostic errors. Among them, 3 groups misdiagnosed the
outer ring fault as a cage fault and an inner ring fault, and 2
groups misdiagnosed the cage fault as a composite fault of
the inner ring and the outer ring; the composite fault test
samples are all accurately identified, but the overall fault
diagnosis accuracy rate is 97.5%. Figures 7 and 8 show that
the overall diagnosis accuracy of ALIF-KELM is 99% in the
case of 10 training samples. In contrast, the application of
ALIF-KELM has higher accuracy than EMD-KELM’s in-
telligent fault diagnosis method. It is verified that ALIF
decomposition is more effective than EMD decomposition.
In order to verify the superiority of the performance of the
KELM fault diagnosis model, KELM was replaced with the
two traditional diagnosis models of ELM and BP neural
network. *e method of feature extraction and the

construction of feature vectors remain unchanged from the
original method. *e number of training samples in each
bearing failure state is still 10, and the number of test
samples is 40. Applying these two fault diagnosis models,
respectively, the results are shown in Figures 10(a) and
10(b). Figure 10(a) shows that the accuracy of using ELM as
a diagnostic model is 78.5%. *e accuracy of BP as a di-
agnostic model is lower; Figure 10(b) shows only 53%. In
short, compared with Figure 8, it can be found that the fault
diagnosis accuracy of the two traditional diagnosis models is
obviously much worse, and there are a lot of misdiagnosis
phenomena in 200 test samples.

Since the initial weights of the two diagnostic models,
ELM and BP, are randomly generated, the results obtained
from each test are usually different. In order to reduce the
impact of random fluctuations on the final comparison
results, the three diagnostic models KELM, ELM, and BP
were retrained and tested 10 times, and the accuracy of fault
diagnosis was recorded. *e results are shown in Figure 11.
In order to be able to study the algorithm efficiency of each
model and record the training time and test time consumed
by each diagnostic model, the results are shown in
Figures 12(a) and 12(b). Figure 10 shows that using KELM
as an intelligent diagnosis model to identify fault types has
not only the highest test accuracy but also the best stability.
It can maintain an accuracy of 99% in 10 tests. Compared
with the two diagnostic models of ELM and BP, the ac-
curacy and stability of ELM are significantly better than
that of BP. Figures 12(a) and 12(b) show that the KELM
model is used for classification, the training time is the
lowest, and the test time is basically the lowest, which is not
much different from ELM, but the overall efficiency of
KELM is the highest. And the algorithm efficiency of the BP
model for classification is obviously lower than that of
KELM and ELM. In short, ALIF-KELM has higher accuracy
and algorithm efficiency than the two fault diagnosis
methods ALIF-ELM and ALIF-BP.
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Figure 8: Fault diagnosis result of ALIF-KELM bearing under
small sample.
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Figure 10: Diagnosis result of traditional diagnosis model. (a) ALIF-ELM fault diagnosis result. (b) EMD-BP fault diagnosis result.
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6. Conclusions

In order to realize the composite fault diagnosis of rolling
bearings, this paper proposes a diagnosis method by com-
bining ALIF and KELM. In the case of a small sample, the
proposed method is compared with EMD-KELM, ALIF-
ELM, ALIF-BP, and IFD-KELM in [29]. *e results show
that both ALIF and KELM algorithms have certain ad-
vantages in the case of small samples, and the method
proposed in this paper has high diagnostic accuracy and is
suitable for the diagnosis of composite faults of rolling
bearings.
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In order to solve the difficulty in the classification of gearbox compound faults, a gearbox fault diagnosis method based on the
sparrow search algorithm (SSA) improved probabilistic neural network (PNN) is proposed. Firstly, the gearbox fault signal is
decomposed into a series of product functions (PFs) by robust local mean decomposition (RLMD).)en, the permutation entropy
of PFs, which contains much fault information, is calculated to construct the feature vector and input it into the SSA-PNNmodel.
)e experimental results show that compared with the traditional fault diagnosis methods based on EMD-BP and EEMD-PNN,
the gearbox fault diagnosis method based on RLMD and SSA-PNN has higher diagnosis accuracy.

1. Introduction

)e gearbox is the core component of mechanical equip-
ment, and its running state is closely related to the safe
operation of the equipment. Gearbox faults often occur as
multiple faults in practical engineering applications andmay
cause abnormal operation of the equipment system and even
lead to significantly reduced service life and degraded
property. )erefore, compound fault diagnosis of the
gearbox plays an important role in the safety maintenance of
themechanical system. Vibration signal analysis is one of the
common analysis methods of gearbox fault diagnosis [1].
Vibration signals can be obtained through the contact sensor
installed on the machine shell or base or through the air-
borne acoustic array sensor. However, in actual working
conditions, the environmental background noise is large,
and the fault impact characteristics of vibration signals are
submerged in the cluttered noise, making it difficult to
obtain fault information from original signals with the naked
eye. Signal decomposition is one of the effective methods to
deal with vibration signals. )e ensemble empirical mode
decomposition (EEMD) method [2] is widely used for
feature extraction of fault signals. By adding Gaussian white
noise when dealing with decomposed signal EMD, EEMD

uses the binary filter bank characteristics of the EMD filter to
fill the whole time-frequency space to reduce mode mixing.
However, the added noise may not be completely eliminated
and will cause signal reconstruction error [3]. To solvemodal
aliasing and end effect, Liu proposed a robust local mean
decomposition (RLMD) method [4]. Yan [5] reconstructed
the PFs obtained from RLMD of the signal and used the K-
means++ clustering method to cluster the fault features. )e
effectiveness of this method was verified by simulation and
experiments.

In the current fault diagnosis methods [6], the BP neural
network is the most widely used, but it also has many
shortcomings, such as the tendency to fall into the local
extremum because of the dependence on the initial network
weight, slow convergence, and so on. Compared with the BP
neural network, the probabilistic neural network [7] con-
verges faster and has higher diagnosis accuracy. Wang [8]
used multiscale entropy (MSE) to extract fault features from
signals and then input them into PNN. )e results showed
good fault diagnosis ability of the MSE-PNN model. Di [9]
used EEMD to decompose signals into multiple IMFs, then
took the energy as the feature vector, and inputted it into
PNN. It was proved that this method has high recognition
accuracy. However, the smoothing factor in PNN can only
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be selected by artificial experience without a fixed method.
Among swarm intelligence optimization algorithms [10–12],
the sparrow search algorithm (SSA) [13] with strong search
ability and fast convergence speed [14] is the best, and
therefore, it can be used in the adaptive selection of
smoothing factors to make them reflect the characteristics of
the sample to the maximum extent. Accordingly, a gearbox
fault diagnosis method based on RLMD and PNN optimized
by SSA is proposed in this paper.

2. Robust Local Mean Decomposition

2.1. Local Mean Decomposition. )e local mean decompo-
sition (LMD) method [15] is an adaptive time-frequency
representation method through iterative operation and can
decompose a signal into a series of product functions (PFs),
each of which is the product of the FM signal and the en-
velope signal. If the given original signal is x(t), the LMD
algorithm steps are as follows.

Step 1. All local maxima and minimums of the signal
x(t) are obtained. )e extreme points are represented
by ew, and the corresponding extremes are marked as
x(ew) with w � 1, 2, 3, . . .

Step 2. )e local mean m0(t) and local amplitude a0(t)

are preprocessed according to formulas (1) and (2), and
then, the smoothing algorithm is used to postprocess
m0(t) and a0(t) for the smoothed local mean m(t) and
local amplitude a(n):

m
0
(t) �

x ew( 􏼁 + x ew+1( 􏼁

2
, (1)

a
0
(t) �

x ew( 􏼁 − x ew+1( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

2
. (2)

Step 3. )e initial local average x(t) is removed from
the original signal m11(t), and the estimated zero-mean
signal h11(t) is obtained as

x(t) − m11(t) � h11(t). (3)

Step 4. )e estimated FM signal s11(t) is obtained by
dividing h11(t) by a11(t), that is,

s11(t) �
h11(t)

a11(t)
. (4)

After the LMD, if the signal s11(t) does not meet the
requirements, that is, it is not a pure FM signal, and
s11(t) will be regarded as a new signal to repeat Steps (1)
to (4) P times until the conditions in formula (5) are
satisfied:

lim
P⟶∞

a1p(t) � 1. (5)

Step 5. When formula (5) is established, the FM signal
s1(t) which meets the requirements can be calculated

by formula (6), and the envelope signal a1(t) can be
calculated by formula (7). )e first product function
PF1(t) can be obtained by multiplying s1(t) with a1(t):

s1(t) � s1P(t), (6)

a1(t) � 􏽙
P

j�1
a1j(t). (7)

Step 6. )e residual signal u1(t) is obtained by sub-
tracting PF1(t) from the original signal. Steps (1) to (5)
are repeated Q times until u1(t) is a constant or
nonoscillatory function, and then, the original signal
can be represented by the sum of multiple product
functions and residual components:

x(t) � 􏽘

Q

i�1
PFi(t) + uQ(t). (8)

2.2. Robust Local Mean Decomposition. Because of mode
aliasing and end effect of LMD, Liu proposed RLMD. )e
improvements are as follows.

Step 1. Boundary condition optimization: the mirror
expansion algorithm [16] is used to find the symmet-
rical points of the signal with respect to the endpoints at
both ends.
Step 2. Envelope estimation: for the value λ∗ that needs
to be selected by artificial experience, Liu creatively uses
a method based on statistical theory:

λ∗ � odd μs + 3 × δs( 􏼁. (9)

In the formula, odd(·) is the nearest odd number of the
input, μs is the center of the step, and δs is the standard
deviation of the step.
Step 3. Stop criteria filter: the objective function f(x) is
minimized:

f(x) � RMS(z(t) + EKz(t)), (10)

where the zero-baseline envelope signal z(t) � a(t) − 1
and RMS(·) and EK(·) are given by formulas (11) and
(12) as follows:

RMS �

�����������

1
N

􏽘

N

t�1
(z(t))

2

􏽶
􏽴

, (11)

EK �
(1/N) 􏽐

N
t�1 (z(t) − z)

4

(1/N) 􏽐
N
t�1 (z(t) − z)2􏼐 􏼑

2 − 3, (12)

where z is the average of z(n).
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2.3. Simulation Experiment and Analysis. In order to verify
the superiority of RLMD, a composite signal is simulated:

x1(t) � cos(300πt),

x2(t) � sin(1600πt),

x3(t) � 0.5randn(1, n), n � length(t),

x(t) � x1(t) + x2(t) + x3(t).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(13)

)e sampling frequency is 20480Hz, the number of
sampling points is 4096, and the time domain waveforms of
each component and composite signal are shown in Figure 1.

)e first four PFs and IMFs obtained by simultaneous
RLMD and EMD of the signal are shown in Figures 2 and 3.

Figure 2 shows that the PF1 component mainly corre-
sponds to function x2(t), and the PF2 component mainly
corresponds to function x1(t), while in Figure 3, all com-
ponents are affected by modal aliasing, resulting in that their
significance is not obvious. )erefore, the superiority of the
RLMD method is shown.

3. PNN Model Optimized by SSA

3.1. Sparrow Search Algorithm. Sparrow search algorithm is
a new swarm intelligence optimization algorithm, which
simulates the foraging behavior of the sparrow population,
and in this algorithm, the sparrow population is divided into
discoverers and participators. )e population X with the
number of sparrows n is expressed by formula (13):

X �

x1,1 x1,2 · · · x1,d

x2,1 x2,2 · · · x2,d

⋮ ⋮ ⋮ ⋮

xn,1 xn,2 · · · xn,d

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (14)

In the formula, d is the dimension of the parameter to be
optimized and n is the number of populations. )en, the
fitness values of all sparrows can be expressed as formula
(14):

FX �

f x1,1 x1,2 · · · x1,d􏼂 􏼃( 􏼁

f x2,1 x2,2 · · · x2,d􏼂 􏼃( 􏼁

⋮

f xn,1 xn,2 · · · xn,d􏼂 􏼃( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (15)

)e iterative formula of the discoverer’s position is
expressed as formula (15):

X
t+1
i,j �

X
t
i,j · exp −

i

α · itermax
􏼠 􏼡, if R2 < ST,

X
t
i,j + Q · L, if R2 ≥ ST,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(16)

where t is the number of iterations, itermax is the maximum
number of iterations, and Q is a random number, which
obeys normal distribution. )e maximum value of j is the
dimension d of the parameter to be optimized; L is a row

matrix with the length d, and the element is 1; R2 and ST
represent early warning value and safety value, respectively.

)e iterative formula of the participant’s position is
expressed as formula (16):

X
t+1
i,j �

Q · exp
Xworst − X

t
i,j

i
2

⎛⎝ ⎞⎠, if i>
n

2
,

X
t+1
p + X

t
i,j − X

t+1
P

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 · A
+

· L, otherwise,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(17)

where Xp and Xworst represent the global best location and
global worst location found by the discoverer so far, re-
spectively. A is a row matrix with the length d, the element is
set as 1 or -1 randomly, and A+ � AT(AAT)− 1.

In this paper, the sum of the classification error rate of
the training set and the classification error rate of the test set
is used as the fitness value.

3.2. Probabilistic Neural Network. A probabilistic neural
network [17] is a kind of neural network that can be used for
pattern classification, and its essence is a parallel algorithm
based on the Bayesian minimum risk criterion. It has the
characteristics of a simple learning process, fast training
speed, more accurate classification, good fault tolerance, and
so on.

Probabilistic neural networks are generally divided into
four layers, namely, input layer, pattern layer, summation
layer and output layer.

)e input layer is used to input the high-dimensional
fault feature matrix for analysis. )e number of input layers
is affected by the dimension of the fault feature matrix.

)e pattern layer connects with the input layer through
the connection weight. It calculates the matching degree,
that is, the similarity between the input feature vector and
each pattern in the training set, and then inputs it into the
activation function. )e result is the output of the pattern
layer.

)e summation layer is responsible for connecting the
pattern layer units of each class. )e number of neurons in
this layer is consistent with the number of fault types.

)e output layer classifies the fault type by outputting the
maximum value in the summation layer.

)e basic model of PNN is shown in Figure 4.

4. Compound Fault Diagnosis of the
Gearbox by RLMD-SSA-PNN

In order to solve the problems of compound fault diagnosis
of the gearbox, an improved PNN algorithm based on
RLMD and SSA is proposed in this paper, and the specific
steps are as follows.

Step 1.)e signal is decomposed by RLMD, and a series
of PFs are obtained. )e number of PFs containing
much fault information is judged by the correlation
coefficient, and the permutation entropy of each ef-
fective PF is calculated. After that, the high-dimen-
sional fault characteristic matrix is constructed.
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Figure 1: Each component and coincidence signal waveform.

PF4

-0.05

0

0.05

A
m

pl
itu

de

0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.20
Time t/s

PF3

-0.1

0

0.1

A
m

pl
itu

de

0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.20
Time t/s

PF2

-1

0

1

A
m

pl
itu

de

0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.20
Time t/s

PF1

-2
-1
0
1

A
m

pl
itu

de

0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.20
Time t/s

Figure 2: PFs waveform.
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Step 2.)e fault characteristic matrix is divided into the
training set and test set, which are then labeled.
Step 3. Parameters in the sparrow search algorithm are
set, such as the number of populations, maximum
number of iterations, and upper and lower boundaries
of the search (the range of smoothing factors).
Step 4. )e training set and its label are input into the
SSA-PNN model for training, making the model find
the optimal value of the smoothing factor, and then, the
test set and its label are input for the test.

5. Experiment and Analysis

5.1. Data Acquisition. )is paper used the gearbox test
platform of the Ministry of Education Key Laboratory in
Beijing Information Science and Technology University to
collect data. )e test bench includes an acceleration sensor,
conditioning circuit, acquisition instrument, planetary
gearbox test platform, and computer.

)e range of speed adjustment is 1140–2220 rpm, and
the step size is 120 rpm. Five types of data are included,
namely, the normal planetary gear, planetary gear tooth
fracture, planetary gear tooth surface wear, planetary gear
tooth fracture plus tooth surface wear, and planetary gear
tooth fracture plus rolling body missing. Each type of data is
collected three times, with the sampling frequency of
20480Hz and the sampling time of each collection being 3s.

)e length of each collected signal is 61440. )e data used in
this paper are the fault data under the speed of 1500 r/min,
and the time domain diagram of each type is shown in
Figure 5.

5.2. Construction of High-Dimensional Fault Characteristic
Matrix. Considering the computational cost and efficiency,
each collected signal is divided into 30 short samples, with
the length of each sample being 2048, and there are a total of
90 short samples for each type of data. Sixty of them are
randomly selected as the training set, and the remaining 30
are chosen as the test set. Since there are 5 data types in the
experiment, a total of 300 short samples are used as the
training set, and 150 samples are selected as the test set. )e
labels of the normal type, broken tooth type, wear type, wear
and broken tooth type, broken tooth type, and rolling body
missing type are 1, 2, 3, 4, and 5, respectively.

Taking the fault signal of tooth breaking of the planetary
gear as an example, this paper shows the decomposition of a
short sample with a length of 2048 by RLMD to get multiple
PFs, as shown in Figure 6.

)e above six PFs’ components are obtained after the
fault signal of planetary gear tooth breaking is decomposed
by RLMD. In fact, there are still meaningless components in
the PFs’ components of the signal after RLMD. Taking these
components as feature elements will cause interference and
reduce the recognition accuracy of the recognition
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Figure 3: IMFs waveform.
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algorithm. )erefore, it is necessary to use the correlation
coefficient method to filter out the unimportant PFs
components.

)e correlation coefficients of PFs’ components of five
types of data decomposed by RLMD are calculated, as shown
in Figure 7. It can be seen that the correlation coefficients of
the PFs after PF4 are all lower than 0.1, which indicates that
the latter PFs can hardly reflect the fault characteristics of the
original signal, and therefore, the first four PFs are retained
as effective components. )en, the permutation entropy of
these four PFs is calculated, and the fault characteristic
matrix of 450× 4 is obtained.

5.3. Experimental Results and Analysis. )e fault charac-
teristic matrix is inputted into the SSA-PNN model, and the
result is shown in Figure 8. It is shown that, in the 150 short
samples of the test set, only 4 short samples have classifi-
cation errors, including the diagnosis of the normal type as
wear plus broken teeth, the diagnosis of the broken teeth as
wear plus broken teeth, the diagnosis of the broken teeth as
rolling body missing plus broken teeth, and the diagnosis of
the wear as the normal type, and the overall classification
accuracy reaches 97.33%.

In order to verify the superiority of the proposed
method, it is compared with other methods. )is paper uses

Actual label value
Predicted label value

50 100 1500
Prediction sample number

1

2

3

4

5

Cl
as

sif
ic

at
io

n 
re

su
lt

Figure 9: Classification result of the EMD-BP model.
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EMD to decompose the signal, then takes the first four IMFs
as sensitive components, and also uses permutation entropy
as the index to construct the feature matrix, which is input
into the BP model. )e classification results of the EM-BP
model are shown in Figure 9. It is shown that there are 38
classification errors in the short samples of the test set, and
the classification accuracy is only 74.67%. Similarly, the
EEMD-PNNmodel is used, and its fault classification results
are shown in Figure 10. It can be seen that there are 13
classification errors in the short samples of the test set, and
the classification accuracy is 91.33%.

6. Conclusions

In this paper, a gearbox fault diagnosis method based on
robust mean decomposition and SSA improved PNN model
is proposed.)is method can effectively adaptively select the
smoothing factors in the PNNmodel so as to achieve a good
classification effect. Besides, it has higher diagnosis accuracy
than EMD-BP, EEMD-PNN, and other classification
methods and is suitable for fault diagnosis of the gearbox.
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