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In the aging society, the number of people suffering from vascular disorders is rapidly increasing and has become a social problem.
(e death rate due to stroke, which is the second leading cause of global mortality, has increased by 40% in the last two decades.
Stroke can also cause paralysis. Of late, brain-computer interfaces (BCIs) have been garnering attention in the rehabilitation field
as assistive technology. A BCI for the motor rehabilitation of patients with paralysis promotes neural plasticity, when subjects
perform motor imagery (MI). Feedback, such as visual and proprioceptive, influences brain rhythm modulation to contribute to
MI learning andmotor function restoration. Also, virtual reality (VR) can provide powerful graphical options to enhance feedback
visualization. (is work aimed to improve immersive VR-BCI based on hand MI, using visual-electrotactile stimulation feedback
instead of visual feedback. (e MI tasks include grasping, flexion/extension, and their random combination. Moreover, the
subjects answered a system perception questionnaire after the experiments. (e proposed system was evaluated with twenty able-
bodied subjects. Visual-electrotactile feedback improved the mean classification accuracy for the grasping (93.00% ± 3.50%) and
flexion/extension (95.00% ± 5.27%) MI tasks. Additionally, the subjects achieved an acceptable mean classification accuracy
(maximum of 86.5% ± 5.80%) for the random MI task, which required more concentration. (e proprioceptive feedback
maintained lower mean power spectral density in all channels and higher attention levels than those of visual feedback during the
test trials for the grasping and flexion/extensionMI tasks. Also, this feedback generated greater relative power in the μ-band for the
premotor cortex, which indicated better MI preparation. (us, electrotactile stimulation along with visual feedback enhanced the
immersive VR-BCI classification accuracy by 5.5% and 4.5% for the grasping and flexion/extensionMI tasks, respectively, retained
the subject’s attention, and eased MI better than visual feedback alone.

1. Introduction

(e number of elderly people suffering from vascular disor-
ders has increased rapidly in developed countries. It has be-
come a social problem, which can cause paralysis and worsen
living conditions. Paralysis could be due tomedical conditions,
such as stroke, spinal cord injury (SCI), amyotrophic lateral
sclerosis, or multiple sclerosis [1]. Stroke is one of the most
important causes of global mortality, and the death rate due to
stroke has increased by 40% in the last two decades [2]. It was
reported in 2016 as the second cause of death by the World
Health Organization [3]; most poststroke patients experience
partial paralysis mainly, often of the upper limbs [4].

Lately, brain-computer interfaces (BCIs) have been
gathering attention in the rehabilitation field. (ey are fo-
cused on improving the life quality and health condition of
paralyzed patients mostly. BCI for motor rehabilitation is an
assistive technology that promotes neural plasticity and
eases cortical reorganization in ipsilesional motor brain
regions, when subjects perform motor imagery (MI) tasks.
MI tasks can modulate brain activity in the sensorimotor
cortex by eliciting an event-related desynchronization
(ERD) and an event-related synchronization similar to
movement execution during physical therapies. High ERD
in the μ-(8–12Hz) and central β-(16–24Hz) bands can
contribute to the recovery process [5, 6]. Also, BCIs can train
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motor and cognitive skills of elderly people, with or without
physical and cognitive diseases. BCIs attempted to prevent
degenerative changes by aging. (ereby, an interactive in-
terface could improve multitasking skills, and neurofeed-
back (or feedback) could enhance cognitive performance [7].
In addition, feedback is a significant factor to reach high
performance and reliability in BCI-based assistive systems
[8, 9]. Most BCI applications use visual feedback; however, it
could be limited to subjects without visual disability or by
the end-effector device. Alternative feedbacks can be audi-
tory, vibrotactile, or electrical stimulation [10]. BCIs with
visual and proprioceptive feedbacks contribute to MI
learning in healthy subjects [11] and motor function res-
toration of poststroke patients [12].

In a BCI, visual feedback could induce fatigue and lead to
a poor BCI performance owing to the monotony of per-
forming MI tasks; thereby, subjects would lose interest and
concentration [13]. Visual feedback modification can im-
prove BCI performance by increasing the subject’s moti-
vation, attention, or engagement. An option is realistic visual
feedback, which can induce an embodiment sense, pro-
moting significant MI learning in the short term. (e em-
bodiment sense, which is the owning feeling of a controlled
body, can reinforce the immersive experience of able-bodied
subjects [14]. Moreover, virtual reality (VR) provides
powerful graphical resources to improve feedback control by
enhancing feedback presentation [15]. VR also increases
patient engagement during the BCI training owing to en-
hancing feedback focus [16]. On the other hand, action
observation of real or virtual bodymovements stimulates the
corresponding motor-related cortical areas through the
mirror neuron system [17–19]. (us, the ERD is enhanced
during MI tasks [20, 21].

BCIs in rehabilitation can replace and restore lost
neurological function. On the one hand, BCIs for replace-
ment restore the subject’s skills to interact with environ-
ments and control devices to perform activities. On the other
hand, BCIs for restoration are used with rehabilitation
therapies to help the central nervous system restoration by
inducing neural plasticity, synchronizing brain activity re-
lated to movement intent with motion, and feedback pro-
vided by end-effector devices [16]. (e electrical stimulation
also contributes to neural recovery from paralysis; functional
electrical stimulation (FES) produces muscle contraction on
paretic limbs and activates the sensory-motor system [5, 22],
and electrotactile stimulation provides somatosensory
feedback on human skin for sensory restoration [23].
Sensory restoration depends on cutaneous inputs for natural
motor control by indicating state transitions and providing
information about slip or contact force from manual in-
teractions [24]. (us, able-bodied and amputee subjects
improved the perceptual embodiment in an artificial hand
by participating in a modified version of the rubber hand
illusion and received transcutaneous electrical nerve stim-
ulation [25, 26]. In another study, Wilson et al. [27] pro-
posed a lingual electrotactile stimulation feedback as a vision
substitution system in a BCI based on MI to move a cursor,
where subjects with or without visual disability obtained
similar results. Also, a BCI used visual-haptic feedback [28],

which comprised a visual scene and electrical stimulation
simultaneously. (is feedback combination improved sen-
sorimotor cortical activity and BCI performance during MI
in able-bodied subjects.

Some studies combined VRwith electrical stimulation. A
VR hand rehabilitation platform with electrotactile stimu-
lation feedback and surface electromyography modules in a
closed-loop control improved the training efficiency and
grasp control performance of healthy subjects compared to
visual and no feedbacks [29]. FES-BCI [30, 31] and robot-
BMI [32] showed virtual hands as realistic visual feedback.
Both systems improved upper limb motor functions and
increased the subject’s motivation with SCI by achieving
higher relative power (RP) [33–35] than those of conven-
tional BCI systems. Other studies used a head-mounted
display (HMD) to increase the immersive experience, which
is considered as the subject’s propensity to respond to the
VR environment as it was real [36]. Researchers proposed an
embodied BCI based on MI using an HMD to display an
immersive VR environment to train able-bodied subjects.
(ese systems improved their MI skills and BCI perfor-
mance [37, 38], reaching classification results and power
spectral density (PSD) [38] better than those of the classical
MI approach [39].

(e present work proposed an immersive BCI based on
electroencephalography (EEG) signals to perform hand MI
tasks in a VR environment displayed by an HMD, supplying
realistic visual feedback along with electrotactile stimulation.
(e proposed VR-BCI framework with visual-electrotactile
stimulation (VES) feedback could improve the system
performance achieved with realistic visual feedback.
(ereby, our BCI design attempts to obtain results to in-
crease the system usability by able-bodied subjects. It can
also assist in the motor rehabilitation of paralyzed patients.

2. Materials and Methods

2.1. Participants. Twenty able-bodied subjects participated
in this study, 5 females and 15males, aged between 18 and 39
years (mean� 26.20, standard deviation (SD)� 5.37); only
one was left-handed. Ten of them participated in experi-
ments with VES feedback, while the rest of them participated
in experiments with visual feedback. (e Ethical Committee
from the School of Engineering at Tohoku University ap-
proved the experimental protocol.

All subjects signed an informed-consent document
according to the Declaration of Helsinki guidelines before
the experiment began. (ey were naive to perform MI tasks
for a BCI and without previous experience using a similar
device. In addition, none had a background in neurological
disorders.

2.2. Experimental Setup. (e experimental setup is illus-
trated in Figure 1(a). (e brain activity was recorded using a
16-channel amplifier g.USBamp (g.tec Medical Engineering
GMBH) with active electrodes. (e electrodes were dis-
tributed over the scalp according to the 10–20 international
system, using electrode positions AF3, AF4, FC3, FCz, FC4,
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C3, Cz, C4, T7, T8, CP3, CPz, CP4, Pz, O1, and O2; Fz was
the ground electrode, and the right ear lobe was the reference
electrode. Additionally, an HMD Oculus Rift (Facebook
Technologies, LLC) with a display frequency of 90Hz
provided a higher immersion perception of the subjects.
Also, two devices, UnlimitedHand (UH) (H2L Inc.), sup-
plied electrotactile stimulation and were mounted over each
subject’s forearm, as shown in Figure 1(a). (is device
worked to 40Hz and provided electrotactile stimulation for
1 second.

(e devices were connected to a PC for recording and
processing EEG data and developing the VR environment.
(e PC had the following features: Windows 10 operating
system, Intel Core i7-8750H CPU at up to 4.1GHz, 16GB
RAM, Nvidia GTX 1070 GPU. (e VR-BCI system was
integrated into Unity (Unity Technologies) and coded in C#
language.

(e VR environment, which comprised a virtual avatar
and room, was shown through an HMD. (us, the human
avatar was designed in MakeHuman ((e MakeHuman
Team). (e VR room was designed using Unity, and the
virtual arm animations were done using Blender (Blender
Foundation). (ey included a red ball that interacted with
the virtual arms, as shown in Figure 1(d). Each arm ani-
mation comprised the movement itself (during 1 second)
and the return (during 1 second) to the neutral position.

2.3. Experimental Procedure. (e electrotactile stimulation
intensity was calibrated before the beginning of the experiment.
(e pulse width (tw) was 0.2 milliseconds, and the voltage
bootup level (hi) of 5V over the voltage level (hf). (e voltage
level started at 1V and was increased by 1V repeatedly until the
subject felt it, and before producing muscle contraction, it was
between 1V and 3V for most subjects. (e experiment did not

require contracting handmuscles, and electrotactile stimulation
was simply a means to provide interaction between the subject
and the BCI. (e eight electrode positions and their pulse
waveforms are shown in Figure 1(b). (e electrodes used for
grasping were 0, 1, 3, 4, 6, 7, and flexion and extension were 0, 1,
6, 7.(erewas no difference between the stimulation pattern for
bothmovements.(ese electrodes were chosen according to the
MI task associated.

Active electrodes were positioned in a cap and mounted
on the subject’s scalp; then, the conductive gel was applied to
each electrode. (en, an HMD was placed over the subject’s
head. (e electrode’s impedance was then checked to be
below 10 kΩ. (e experimental setup preparation took be-
tween 15 and 20 minutes.

(e experiment was carried out following the timeline
shown in Figure 2(a) during the BCI calibration stage. In the
trial beginning, a green cross (side cue) was displayed ran-
domly in the left or right position to indicate theMI task limb.
(en, a virtual arm animation (MI cue) showed the MI task
requested. (e subject started the kinesthetic MI task when
the virtual arm animation stopped, and the red ball dis-
appeared; it is performed repeatedly for 6 seconds. After the
virtual arm animation of the MI performed was shown as a
visual reinforcement (R), the electrotactile stimulation was
added at the reinforcement beginning if the subject belongs to
the group with electrotactile stimulation. Afterward, a blue
line (end cue) indicated the trial ends. (is BCI system was
calibrated for hand MI tasks, such as grasping, flexion, and
extension. (ere were two runs for each MI task, each run of
20 trials (10 trials for each limb) with a break of 1 minute
between runs. (e flexion and extension MI tasks were
performed in the same run.(is stage lasted about 22minutes.

(e second stage was training and consisted of feature
extraction and classifier training, as shown in Figure 2(b),
using the EEG data recorded in the calibration session. (e

UH

tw

hi hf

(a)

ES – pulse  waveform

. . .

(c) Visual feedback
G

Left Right

F

E

(d)

HMD

Amplifier

PC
ES feedback

(b)

Figure 1: Immersive VR-BCI system. (a)(e experimental setup comprised an EEG amplifier, an HMD, two electrotactile stimulation (ES)
devices, and a PC. (b) UnlimitedHand (UH) device to supply electrotactile stimulation feedback. (c) Visual feedback displayed by an HMD.
(d) Virtual arm animations of both limbs for the MI tasks (G: grasping, F: flexion, and E: extension).
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feature extraction comprised common spatial pattern (CSP)
filtering and normalized log-variance; then, a support vector
machine (SVM) classifier was trained. (ese methods are
detailed in the next section. (ere was a break of 5 minutes
between the calibration and test sessions.

During the test stage, the trial followed the timeline
shown in Figure 2(c). In the beginning, a green cross and
the virtual arm animation indicated the MI task limb and
the MI task, similar to the calibration session. (e subject
started the kinesthetic MI task when the virtual arm
animation stopped, and the red ball disappeared; it is
performed repeatedly for 2 seconds. After the virtual arm
animation of the classifier’s output was shown as visual
feedback (F), the electrotactile stimulation was added at
the feedback beginning if the subject belongs to the group
with electrotactile stimulation. Afterward, a blue line
indicated the trial ends. (e VR-BCI system evaluated a
run for each hand MI task, which were grasping, flexion/
extension, and the random combination of them. (e
random MI task run used trained classifiers for the other
MI tasks. Each run consisted of 20 trials (10 trials for each
limb) with a break of 1 minute between runs. (is stage
lasted about 12 minutes.

Finally, subjects answered the questionnaire shown in
Table 1 about system perception and detailed in Section

2.6. (is stage lasted around 5 minutes. (e time required
to disassemble the experimental setup was around 10
minutes. Each subject carried out the whole experiment
on the same day, and the total time was about 1 hour 15
minutes.

2.4. Signal Processing. Figures 2(b) and 2(c) show the signal
processing for the training and test stages, respectively. EEG
data were sampled at a frequency of 512Hz and filtered using
an eighth-order Butterworth bandpass filter with cutoff
frequencies of 0.5 and 30Hz and a fourth-order 50 Hz notch
filter.

(e feature extraction consisted of CSP and log-variance.
CSP filtering is a popular and useful method applied in BCI
systems based on oscillatory activity such as MI. It provides
high classification performance, being numerically efficient,
and a simple algorithm to implement [40]. (e CSP method
is based on the calculation of a transformation matrix W
(equation (1)) that maximizes the variance of spatially fil-
tered EEG data belonging to one class while minimizing it
for the other class: in our case, EEG data of MI tasks of the
left and right limbs. (e matrix X is transformed into a
matrix Z. W is a square matrix, the dimensions of which
depend on the number of channels, and its columns are

Calibration

Side cue MI task R End cue

0 2 4 10 12 14 (S)
MI cue

(a)

Test

Side cue MI task F End cue

0 2 4 6 8 10 (S)
MI cue

(c)

F: feedback

Training

SVM trainingMI dataset Processing Log-varianceCSP filtering

(b)

MI data SVM predictionCSP filtering Log-variance

R: reinforcement

Figure 2: Timelines and flowcharts of the experiment sessions. (a) Calibration stage. (b) Training stage comprised feature extraction and
classifier’s training of the MI dataset recorded during the calibration stage. (c) Test stage.
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spatial filters. (ree pairs of spatial filters of the 16×16 CSP
transformation matrixW were applied to EEG data.(e first
three spatial filters generate the maximum variance in fil-
tered EEG signals during left limb MI, and the last three
spatial filters generate it during right limb MI [11, 41–43].

Z � WX. (1)

(en, the feature vector f involved the normalized
variance logarithm, as shown in equation (2), where p� 1, 2,
. . ., 6.

fp � log
varp

􏽐
6
p�1 varp

⎛⎝ ⎞⎠. (2)

(e SVM classifier has demonstrated to be efficient for
discriminating between two motor-imagery classes, and it is
the standard classification method used for binary-class
BCIs based on MI owing to its fast and computationally
efficient training [43–45]. An SVM classifier was trained to
discriminate between the left and right limbs for the
grasping and flexion/extension MI tasks. (is classifier was
configured with a radial basis function kernel using the li-
brary LibSVM [46] in C#.

In the SVM classifier training, each MI task EEG dataset
recorded during the calibration stage was reordered ran-
domly. (en, the dataset was divided into 80% and 20% for
training and test, respectively. (ese subdatasets were
reshaped to one-second segments with 90% overlapped
(sliding window method [47–49]). (e random reordering
of subdatasets was optimized by genetic algorithms in
MATLAB ((eMathWorks, Inc.).(e function to maximize
was the classification accuracy of the trained SVM using the
test subdataset. (en, the SVM model was validated using
fivefold cross-validation using the training subdataset.

(e optimized SVM classifier predicted MI tasks in the
test stage; the EEG data during test trials were also reshaped
to one-second segments, with 90% overlapping. (e virtual
arm animation displayed as visual feedback was shown
partially (biased feedback [14]) depending on the percentage
of one-second segments right classified. (en, the trial
prediction depended on the one-second segments’ accuracy.
In addition, no animation was shown if the prediction was
wrong (error-ignoring [14]).

2.5. Analysis. First of all, the classification accuracy and the
overall BCI performance were calculated for the test stage.
(e overall BCI performance was measured by the

information transfer rate (ITR) [42].(e ITR depends on the
accuracy and is defined by [50]

B � log N + P log P +(1 − P)log
1 − P

N − 1
􏼒 􏼓

60
T

􏼒 􏼓. (3)

Here, N is the number of classes, P is the classification
accuracy (%), T is the time required for one classification in
seconds, and B is the ITR in bits per minute (bpm).

Second of all, the frequency spectrum was calculated and
assessed by the following measurements. (e ERD power
generated was evaluated by the relative power for all
channels. (e relative power can normalize the PSD,
eliminating offsets and reducing the power variability. (en,
the relative power was computed using [33–35]

RPx �
Px − Pbaseline

Pbaseline
× 100. (4)

Here, Px is the PSD in dB during the event x.
(e coefficient of determination r2 was computed to find

power differences [51, 52] between the grand average PSDs
of two groups. r2 is defined as follows [53, 54]:

r
2

�
σ2xy

σ2xσ
2
y

, (5)

where x is the observed signal, y is the predicted signal, σ2x is
the variance of x, σ2y is the variance of y, and σ2xy is the
covariance between x and y. r2 range is from 0 to 1 [55]. If r2

value is close to 1, there is very good discrimination, whereas
if r2 value is close to 0, it indicates that the signals can hardly
be distinguished [54].

Additionally, the hemispheric asymmetry is related to
the performance of fine motor tasks, and left hemisphere
changes are related to motor learning.(en, the hemispheric
asymmetry was calculated over the motor brain regions as
the difference between the mean PSD of the right (FC4, C4,
and CP4) and left (FC3, C3, and CP3) channels [38, 56].

(en, the statistical analysis looked into differences between
groups.(e Shapiro–Wilk (S–W) test (p> 0.05) was applied to
verify the normal distribution; the S–W test is commonly used
for a small sample of fewer than 50 data. If the S–W test was
accomplished, analysis of variances (ANOVA) [55] was then
used to find statistically significant differences. (e repeated
measures ANOVA evaluated the overall differences between
groups; if the repeatedmeasures model failed theMauchly’s test
of sphericity (p< 0.05), the Greenhouse–Geisser correction was

Table 1: Questionnaire about the system perception.

Questions
Q1 I felt as if the virtual hands might belong to my body
Q2 I felt that I controlled the virtual hands as if they were my own hands
Q3 Even though it did not look like me, when I saw the virtual hands moving, I felt as if they might be my own hands
Q4 I had the feeling that I was in the virtual environment
Q5 I was concentrating during the experiment
Q6 I felt that moving my visual focus inside the virtual environment was easy
Q7 I was often distracted by the virtual environment objects
Q8 I was frustrated, trying to imagine the movements
Q9 I felt tired because the virtual environment was very bright
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computed. (en, the post hoc test Bonferroni correction was
used for pairwise comparisons.(e significance level was 5% for
the methods mentioned above [38].

On the other hand, If the S–W test was not accom-
plished, nonparametric statistical tests analyzed it; Friedman
test assessed the overall differences between groups. (en,
the nonparametric Wilcoxon rank-sum test was adopted to
find statistically significant differences between pairwise
comparisons. (e significance level was also 5% for the
nonparametric methods [38, 55].

Finally, Spearman correlation found relationships be-
tween the relative power for each channel and the perception
levels with a significance level of 5% [38].

2.6. Questionnaire. Each subject responded to the ques-
tionnaire presented in Table 1. (e questionnaire consisted
of nine questions, and the answers were on the Likert scale
from 1 to 7 [57]. (e questionnaire was directed to know the
subject’s perception about the system during BCI sessions;
the questions were designed to get levels for the ownership
perception (mean of Q1 and Q2), immersion perception
(mean of Q3 and Q4), attention (mean of Q5 and Q6), and
difficulty (mean of Q7, Q8, and Q9).

3. Results

All subjects performed the three MI tasks (grasping, flexion/
extension, and random) during the test stage; flexion and
extension were grouped as one MI task for this analysis
owing to the similar brain response. (e random MI task
attempted to evaluate the subject’s ability to perform MI
tasks of different nature in the same run.

3.1. Classification Performance. (e mean cross-validation
accuracy of both feedback groups for the grasping and
flexion/extension MI tasks was above 85%, with SD lower
than 8%. (ese results validated the SVM classifier model.

Table 2 presents the accuracy and F1-score of both feedback
groups during the test stage for the grasping, flexion/extension,
and random MI tasks. (e mean accuracy was close to the
mean F1-score for all MI tasks; i.e., there was a balance of
correct classifications. (e VES feedback group achieved
greater mean accuracy and lower SD for the grasping
(93.00% ± 3.50%) and flexion/extension (95.00% ± 5.27%)
MI tasks than those of the visual feedback group (grasping:
87.50% ± 4.25%, flexion/extension: 91.50% ± 7.09%). On the
other hand, the mean accuracy for the randomMI task of both
feedback groups was close. However, the variability of the VES
feedback group was greater than that of the visual feedback
group.

(e S–W test verified the accuracy normal distribution; the
VES feedback group did not accomplish the S–W test
(p< 0.05) for the grasping MI task. (en, the Friedman test
found overall statistical differences (χ2(1) � 4.52, p � 0.0335)
between the accuracy of both feedback groups. (us, the
nonparametric Wilcoxon rank-sum test found statistical dif-
ferences between both feedback groups for the grasping MI

task (p � 0.0091); however, there were no differences for the
flexion/extension and random MI tasks (p> 0.05).

Additionally, Table 3 shows the overall VR-BCI per-
formance calculated by the information transfer rate. (e
mean information transfer rate of the VES feedback group
was higher than that of the visual feedback group for all MI
tasks; however, the SD of the VES feedback group for the
random MI task was higher.

3.2. Frequency Spectrum. (e frequency spectrum was cal-
culated by the spectrogram of EEG data recorded of each
subject during the test stage for the grasping and flexion/
extension MI tasks of both feedback groups. (e PSD de-
creases in the μ-and central β-bands, mainly owing to
movement execution or MI [33, 42]. (ereby, the spectro-
grams verified that the PSD decreased during both MI tasks.
Also, the PSD for both MI tasks of the VES feedback group
were less intense than those of the visual feedback group.
(en, the VES feedback group reached a lower ERD level
than that of the visual feedback.

On the other hand, the coefficient of determination r2

[51–53] between the grand average PSD in the μ-and central
β-bands of both feedback groups for both MI tasks in each
channel was close to 1; thus, there was good discrimination
between both feedback groups [54].

3.3. Relative Power. (e mean relative power was calculated
using the PSD of EEG data recorded of each subject during

Table 2: Classification accuracy (Acc) % and F1-score (F1) % of
each subject (S) of both feedback (F) groups (VIS: visual, VES:
visual-electrotactile stimulation) for all MI tasks (G: grasping, F/E:
flexion/extension, R: random).

F S
G F/E R

Acc F1 Acc F1 Acc F1

V
I
S

1 80.00 83.33 80.00 80.00 90.00 90.91
2 85.00 82.35 80.00 83.33 90.00 90.00
3 85.00 85.71 100.00 100.00 85.00 86.96
4 90.00 90.91 90.00 90.00 85.00 85.71
5 90.00 88.89 95.00 95.24 90.00 90.91
6 95.00 94.74 95.00 94.74 90.00 90.00
7 85.00 86.96 90.00 88.89 95.00 94.74
8 85.00 86.96 100.00 100.00 85.00 86.96
9 90.00 90.00 95.00 94.74 75.00 76.19
10 90.00 88.89 90.00 90.00 80.00 75.00

Mean 87.50 87.87 91.50 91.69 86.50 86.74
SD 4.25 3.66 7.09 6.58 5.80 6.41

V
E
S

11 90.00 88.89 90.00 90.91 90.00 90.91
12 100.00 100.00 100.00 100.00 100.00 100.00
13 95.00 95.24 100.00 100.00 95.00 95.24
14 90.00 88.89 100.00 100.00 80.00 75.00
15 90.00 88.89 95.00 95.24 70.00 62.50
16 95.00 95.24 95.00 95.24 75.00 73.68
17 95.00 95.24 90.00 88.89 80.00 80.00
18 90.00 90.00 100.00 100.00 70.00 76.92
19 90.00 90.00 85.00 84.21 95.00 94.74
20 95.00 94.74 95.00 94.74 100.00 100.00

Mean 93.00 92.71 95.00 94.92 85.50 84.90
SD 3.50 3.87 5.27 5.48 11.89 12.95
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the test stage for the grasping and flexion/extensionMI tasks
of both feedback groups.(e grand average relative power in
the μ-and central β-bands of both feedback groups in
premotor (FC3 and FC4 channels), primary motor (C3 and
C4 channels), and somatosensory (CP3 and CP4 channels)
cortices is shown in Figures 3 and 4, without considering the
negative sign. (e premotor cortex is related to movement
preparation, the primary motor cortex is related to motor
execution and motor imagery [58, 59], and the somato-
sensory cortex is related to sensory perception [60].

(e VES feedback group had a grand average relative
power in the μ-band (approximately 72.71%) for the pre-
motor cortex greater than that of the visual feedback group
for both MI tasks. (ereby, the ERD over the movement
preparation region of the VES feedback group was more
intense. (e grand average relative power of both bands
(approximately 75.45%) for the primary motor cortex was
similar for bothMI tasks.(us, theMI performance was also
similar for both feedback groups, whereas the visual feed-
back group had a grand average relative power of both bands
(approximately 77.89%) for the somatosensory cortex
greater than those of the VES feedback group. (ereby, the
ERD over the sensory perception region of the VES feedback
group was weaker, verifying the results of [61]. Also, both
feedback groups achieved relative powers higher than those
of similar approaches (approximately 40%) [34, 35] in the μ-
and central β-bands.

(e mean relative power in each channel approached of
both feedback groups did not accomplish the S–W test of
normal distribution (p< 0.05). (e Friedman test found
overall statistical differences (p< 0.05) between both feed-
back groups for both MI tasks and both bands. (us, the
Wilcoxon rank-sum test found statistical differences
(p< 0.05) between both feedback groups in the channel CP3
for the grasping (μ-band: p � 0.0207, central β-band:
p � 0.0077) and flexion/extension (μ-band: p � 0.0026,
central β-band: p � 0.0036) MI tasks. Also, there were
statistical differences in channel CP4 of the central β-band
(p � 0.0499) for the grasping MI task. (e sensory per-
ception region was affected by the type of feedback, as
mentioned previously.

3.4. Hemispheric Asymmetry. (e mean hemispheric
asymmetry was calculated using the mean PSD of EEG
data recorded over the left and right motor brain regions
of each subject during the calibration and test stages for
the grasping and flexion/extension MI tasks of both
feedback groups. Figures 5 and 6 show the grand average
hemispheric asymmetry in both bands and both feedback
groups. (e increase of hemispheric asymmetry in

sessions with feedback (test stage) was verified and
compared with sessions without feedback (calibration
stage) [8, 9]. Also, the hemispheric asymmetry of the VES
feedback group was greater than that of the visual feed-
back group.

(e mean hemispheric asymmetry in both bands of both
stages and feedback groups did not accomplish the S–W test
of normal distribution (p< 0.05). (us, the Friedman test
did not find overall statistical differences (p> 0.05) between
both feedback groups.

3.5. SystemPerception. (e subjects of both feedback groups
answered the questionnaire about system perception; these
answers on the Likert scale are shown in Figure 7. Also,
Table 4 shows the mean perception levels of both feedback
groups. (e mean immersion and ownership perception
levels of the visual feedback group were higher than those of
the VES feedback group; besides, the VES feedback group
had a mean attention level higher and a mean difficulty level
lower than those of the visual feedback group. Most of the
subjects of both feedback groups felt very high levels of
immersion perception and attention.

(e attention level did not accomplish the S–W test of
normal distribution (p< 0.05).(en, the Friedman test did not
find overall statistical differences (χ2(1) � 0.93, p � 0.3338)
between both feedback groups.

On the other hand, the Spearman correlation found
significant correlations between the perception levels and
the channel’s relative power in both bands and for both MI
tasks, as shown in Table 5. Regarding the grasping MI task,
the ownership perception level was correlated with the
premotor cortex, and the attention level was correlated with
the somatosensory and prefrontal cortices. (e difficulty
level was correlated with the somatosensory, prefrontal, and
visual cortices, while, for the flexion/extension MI task, the
attention level was correlated with the somatosensory, and
the difficulty level was correlated with the premotor, so-
matosensory, prefrontal, and visual perception regions.
Additionally, attention and difficulty levels were correlated
inversely (ρ� −0.45, p � 0.0459).

4. Discussion

(is work investigated the feasibility of applying electro-
tactile stimulation along with visual feedback by assessing
VES feedback compared to visual feedback.

Regarding the classification accuracy, the VES feedback
group had the best results for the grasping and flexion/
extension MI tasks; however, there were only statistical
differences between the classification accuracy of both
feedback groups for the grasping MI task. (e response to
the electrotactile stimulation feedback could be owing to the
muscles involved with the movements. Grasping is a
movement more complex than flexion/extension. It activates
brain regions related to the finger’s movement proximate or
overlapped to those of the flexion/extension, which are
related to wrist movement [62, 63]. (us, performing the
flexion/extension MI was easier than the grasping MI, and

Table 3: Mean information transfer rate (bpm) of both feedback
(F) groups (VIS: visual, VES: visual-electrotactile stimulation) for
all MI tasks (G: grasping, F/E: flexion/extension, R: random).

F G F/E R
VIS 2.81 ± 0.74 3.77 ± 1.51 2.68 ± 0.90
VES 3.91 ± 0.92 4.56 ± 1.38 2.96 ± 2.08
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they could need no additional stimulation during feedback.
On the other hand, both feedback groups had similar mean
classification accuracy for the randomMI task; however, the
VES feedback group had a dispersion greater than that of the
visual feedback group. Performing twoMI tasks in a random
order required more concentration. However, the electro-
tactile stimulation could distract the subject. Moreover, most
of the subjects had significant accuracy (above 80%) for the

random MI task. It showed the feasibility of increasing the
BCI control options by combining different MI tasks for the
left and right limbs in an immersive environment, such as
similar motor rehabilitation BCI [37, 38] and cognitive
training BCI systems [64, 65].

In the frequency spectrum, there were differences be-
tween the PSD of both feedback groups. (e channels’ PSD
of the VES feedback group were lower than those of the
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Figure 4: Grand average relative power (RP) in the μ-and central (C) β-band, without considering the negative sign, in the channels FC3,
FC4, C3, C4, CP3, and CP4 for the flexion/extension MI task of both feedback groups (VIS: visual, VES: visual-electrotactile stimulation).

120

110

100

90

80

70

RP
 (%

)

60

50

40

30

20

10

0
FC3 FC4 C3

Channel Channel

μ-band

C4 CP3 CP4

VIS
VES

120

110

100

90

80

70

RP
 (%

)

60

50

40

30

20

10

0

C. β-band

FC3 FC4 C3 C4 CP3 CP4

VIS
VES

Figure 3: Grand average relative power (RP) in the μ-and central (C) β-band, without considering the negative sign, in the channels FC3,
FC4, C3, C4, CP3, and CP4 for the grasping MI task of both feedback groups (VIS: visual, VES: visual-electrotactile stimulation).

8 Computational Intelligence and Neuroscience



visual feedback group; the lower PSD for the occipital
α-band (8–12Hz) for the VES feedback group indicated a
higher attention level during test trials [66]. (us, subjects
experiencing proprioceptive feedback paidmore attention to
the VR-BCI system than those with visual feedback [11].
Also, there were statistical differences between the so-
matosensory cortex relative powers of both feedback groups.
(eVES feedback group had a relative power lower than that
of the visual feedback group, verifying that the β-band trends
to keep the current sensorimotor state. (en, the electrical
stimulation produced a change of the status quo by de-
creasing the β-band activity [67]. On the other hand, the
hemispheric asymmetry of PSD can be modulated and

increased during feedback sessions [8], improving the
performance of fine motor tasks and triggering motor
learning changes [56]. (ereby, our system could promote
inter-hemispheric interaction in patients with affected
hemispheric differences [38]. It could also contribute to
motor learning transfer by using a healthy hand to improve
the paretic hand movements [9]. (erefore, the reached
relative power and hemispheric asymmetry can contribute to
different learning processes [68] and restore motor and
cognitive functions [64, 69].

(e questionnaire answers confirmed that subjects of the
VES feedback group paid more attention. It was related to
the decrease in difficulty level to perform MI tasks. (e
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attention and difficulty levels were correlated with the rel-
ative power of the somatosensory channels, verifying the
electrotactile stimulation effect for decreasing the relative
power in this brain region [67]. On the other hand, the body
ownership illusion results from the interaction between

sensory inputs and internal body models; however, the
immersion and ownership perception levels influenced by
the VR, as mentioned in [37, 38], were higher without
proprioceptive feedback. (en, realistic visual feedback
generated an ownership perception higher than that of
cutaneous perception. It could attenuate proprioceptive
signals from the skin, altering the subject’s somatosensory
perception [70].

Our VR-BCI system with realistic visual feedback pro-
vided richer and more explanatory feedback, which could
reduce illiteracy and deficiency in naive subjects, than that of
conventional BCI systems during BCI training [71]. Also, the
sensorimotor rhythms’ modulation was influenced by re-
alistic visual feedback, positively biased feedback, and sense
of embodiment. (ey reinforced MI learning in the short
term to improve the BCI performance [14]. In addition, the
electrotactile stimulation and positively biased feedback
contributed to enhancing the VR environment interaction
by their influence on the subject’s motivation and confi-
dence; thus, they improved MI learning. (en, the VES
feedback enhanced the VR-BCI with visual feedback in some
features, such as classification accuracy of MI tasks, subject’s
attention during MI, and MI preparation.

(is work was limited by no pre-training sessions, few
test stage sessions, and the number of subjects. Subjects can
feel difficulty practicing MI learning skills in pre-training
sessions; then, they explore strategies and learn better in the
subsequent calibration sessions [14, 71]. Also, they can
improve MI performance with feedback during more test
sessions. (us, the differences between visual and VES
feedbacks could increase. Moreover, the results will be more
reliable by increasing the number of subjects. However,
other works evaluated BCI systems with a similar number of
subjects [11, 15, 20, 21, 57].

(e proposed immersive system will be assessed with
poststroke patients in future research, considering the
limitations mentioned above.(eVR-BCI would be updated
according to the patients’ constraints. In addition, cognitive
background and spatial abilities should be considered to
predict the subject’s response to the feedback and the BCI
performance [72, 73].

5. Conclusions

(e visual-electrotactile feedback was assessed and compared
to the visual feedback to discriminate MI tasks between both
limbs; the MI tasks were grasping, flexion/extension, and
random combination of them. Visual-electrotactile feedback
improved the mean classification accuracy for the grasping
(93.00% ± 3.50%) and flexion/extension (95.00% ± 5.27%)
MI tasks and reached higher information transfer rates for the
three MI tasks (maximum of 4.56 ± 1.38 bpm). In addition,
subjects achieved a significant mean classification accuracy
(maximum of 86.5% ± 5.80%) for the random MI task;
however, it was lower than that of the other MI tasks. Since the
random MI task required more subject’s concentration, elec-
trotactile stimulation could distract the subject during MI
performing, generating greater dispersion of classification
accuracy.(erewere only statistical differences for the grasping
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Figure 7: System perception levels on the Likert scale from 1 to 7 of
both feedback groups (VIS: visual, VES: visual-electrotactile
stimulation).

Table 4: Mean system perception levels on the Likert Scale from 1 to 7
of both feedback (F) groups (VIS: visual, VES: visual-electrotactile
stimulation).

F Ownership Immersion Attention Difficulty
VIS 4.45 ± 0.98 5.50 ± 0.75 5.75 ± 0.68 3.37 ± 1.59
VES 4.15 ± 0.75 4.80 ± 1.30 5.90 ± 0.84 2.80 ± 1.20

Table 5: Spearman correlations (ρ) between the system perception
levels (O: ownership, A: attention, D: difficulty) and the channel’s
relative power in the μ-and central (C) β-bands for the grasping (G)
and flexion/extension (F/E) MI tasks.

MI task Band Channel Level ρ p

G

μ

FC3 O −0.46 0.0419
AF3 A 0.52 0.0193
CP3 A 0.45 0.0493
AF3 D −0.49 0.0272
CP3 D −0.61 0.0044
O1 D −0.47 0.0388

C. β
AF3 A 0.58 0.0077
AF3 D −0.48 0.0309
CP3 D −0.62 0.0033

F/E

μ

AF3 A 0.51 0.0221
AF3 D −0.54 0.0135
FCz D −0.47 0.0350
CP3 D −0.67 0.0011
O1 D −0.46 0.0433

C. β

AF3 A 0.57 0.0082
CP3 A 0.49 0.0278
AF3 D −0.50 0.0246
CP3 D −0.64 0.0023
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MI task between the classification accuracies of both feedback
groups.

(e proprioceptive feedback kept lower mean PSD in
all channels and higher attention levels than those of the
visual feedback during test trials for the grasping and
flexion/extension MI tasks. (is feedback also generated a
relative power in the μ-band greater for the premotor
cortex, which indicated a better MI preparation. On the
other hand, the hemispheric asymmetry was lower for the
visual-electrotactile feedback; however, there were no
statistical differences between both feedback groups. (en,
both feedback types can contribute to the motor and
cognitive learning processes. Also, the questionnaire
confirmed attention level higher and difficulty level lower
for the visual-electrotactile feedback, whereas the
immersive and ownership perception levels were higher for
visual feedback. However, there were also no statistical
differences between the system perception levels of both
feedback groups.

(erefore, the use of electrotactile stimulation along with
visual feedback enhanced the immersive VR-BCI classifi-
cation performance. It also retained the subject’s attention
and eased motor imagery better than visual feedback alone.
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A 2-year-old girl, diagnosed with traumatic brain injury and epilepsy following car trauma, was followed up for 3 years (a total of
15 recordings taken at 0, 2, 3, 4, 5, 6, 7, 9, 10, 11, 12, 14, 19, 26, and 35 months). 0ere is still no clear guidance on the diagnosis,
treatment, and prognosis of children with disorders of consciousness. At each appointment, recordings included the child’s
height, weight, pediatric Glasgow Coma Scale (pGCS), Coma Recovery Scale-Revised (CRS-R), Gesell Developmental Schedule,
computed tomography or magnetic resonance imaging, electroencephalogram, frequency of seizures, oral antiepileptic drugs,
stimulation with subject’s own name (SON), and median nerve electrical stimulation (MNS). Growth and development were
deemed appropriate for the age of the child.0e pGCS and Gesell Developmental Schedule provided a comprehensive assessment
of consciousness and mental development; the weighted Phase Lag Index (wPLI ) in the β-band (13–25Hz) can distinguish
unresponsive wakefulness syndrome from minimally conscious state and confirm that the SON and MNS were effective. 0e
continuous increase of delta-band power indicates a poor prognosis. Interictal epileptiform discharges (IEDs) have a cumulative
effect and seizures seriously affect the prognosis.

1. Introduction

0e development of emergency and critical care medicine is
changing rapidly. After severe brain damage caused by
trauma, patients may experience coma, unresponsive
wakefulness syndrome (UWS), minimally conscious state
(MCS) [1, 2], and long-term motor and cognitive impair-
ment. 0e prevalence of UWS is between 0.2 and 3.4 per
100,000 [3, 4]. 10 to 15% of patients (including adults and
children) who survived the acute coma stage entered a state
of prolonged disorders of consciousness (PDOC) [5, 6]. 0e
incidence in children is particularly prominent due to a lack
of self-protection awareness and the errors of parents or
caregivers [7]. In the U.S., between 4,000 and 10,000 children

each year suffer from a persistent vegetative state (now
termed UWS). 24% of children in a persistent vegetative
state after traumatic brain injury (TBI) regained con-
sciousness after 3 months, while after 12 months, this
proportion rose to 62% [8, 9]. 63% of UWS patients survived
for more than 8 years [10]. 0is undoubtedly reduces the
patient’s quality of life and increases the burden on the
family and society.

At present, the diagnosis and treatment of disorders of
consciousness caused by severe brain injury are still very
difficult, especially in children [11]. Further, there is no clear
guidance regarding diagnosis, treatment, or prognosis.
Multisensory stimulation is widely recommended because of
an extremely low adverse reaction rate and the presence of
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observable immediate reactions and because it facilitates
active family participation. However, the technique lacks any
evidence of efficacy [12, 13]. Electroencephalogram (EEG) is
the only electrophysiological recording technique available
in most primary hospitals. EEG can be used to provide
periodic and repeated evaluations at the bedside to track the
patient’s rehabilitation trajectory [14]. EEG analysis can give
information related to a child’s consciousness level and
epilepsy activity and complements brain imaging research.
EEG analysis has been widely used in research in the field of
disorders of consciousness [15–19]. In this paper, EEG
analysis is used to longitudinally observe the diagnosis and
treatment process in a severe brain injury case, which may
provide a reference for clinical research.

2. Materials and Methods

2.1. Case. A 2-year-old girl presented having suffered from
prolonged disorders of consciousness (PDOC) for 2 months
and was diagnosed with traumatic brain injury and epilepsy.
0e girl’s development before the injury was normal.

On attending the emergency department after the car
accident, a pediatric Glasgow Coma Scale (pGCS) of 3 was
recorded. CT (computed tomography) showed a high-
density shadow in the right temporal lobe representing a
small amount of cerebral parenchymal hematoma. Also
observed were subarachnoid hemorrhage and bilateral
traumatic wet lung, but no abnormalities in the abdominal
pelvis. Neurosurgery provided ventilator-assisted breathing,
a blood transfusion was given to increase blood volume, in
addition to mannitol and dexamethasone, and other non-
surgical protective treatments to reduce cerebral edema.
After the vital signs had become stable, the patient was
transferred to the rehabilitation department to continue
treatment. At this point, a pGCS of 8 was recorded (E4-V2-
M2) in addition to quadriplegia.

Head magnetic resonance imaging (MRI) showed bi-
lateral frontotemporal apical subdural effusion, white matter
areas with high signal intensity in the bilateral parietal lobe,
low signal shadows in the bilateral cerebellar hemispheres,
brainstem, and cistern of the foot signified contusion and
laceration and possible subarachnoid hemorrhage, and long
T1 and long T2 signals in the right lateral basal ganglia area
signified hemorrhagic absorption, and there was a notable
widening of the ventricle and extraventricular space.

0e treatment regime comprised (1) maintaining stable
vital signs and nutritional support to prevent complications;
(2) the administration of various benign stimuli (namely,
subject’s own name, SON; electrical median nerve stimu-
lation, MNS; and proprioceptive stimulation) and physio-
therapy; (3) hyperbaric oxygen cabin treatment; and (4) oral
antiepileptic medication as shown in Figure 1.

2.2. Assessments. pGCS, CRS-R, Gesell Developmental
Schedule, height, weight, seizure frequency, oral antiepi-
leptic medication, CT, and MRI are shown in Figure 1. 0e
same researchers (comprising 3 rehabilitation physicians
and 1 psychological counselor) performed EEG acquisition
and observations via video recordings taken in the EEG

room or at the bedside. 0e processed EEG recordings are
shown in Figure 2. CRS-R and pGCS were evaluated by three
rehabilitation physicians at different times within the same
day.0e results were based on the same score being given by
more than two physicians. Clinical examination, pGCS, and
CRS-R assessment (accounting for fluctuations in the
functional status of the child) began immediately before the
EEG recording. 0e Gesell test was evaluated by a psy-
chological counselor.

2.3. Resting-State EEG. Resting-state EEG was recorded
using 16-channel silver chloride single disc electrodes,
placed according to the international 10/20 system. 0e
placement of each channel on the head is shown in Figure 3.
Data were collected at a sampling rate of 500Hz or 512Hz
and were later downsampled to 128Hz offline. 0e patient’s
behaviors and EEG data were monitored online to ensure
recordings were free from seizure activity. 0e test paradigm
is shown in Figure 2. SON stimulation was recorded by the
child’s mother, with 2 seconds between adjacent stimulus
repeats, edited by Format Factory, and presented using the
EDIFIER K800 headset. MNS was administered using a
Shanghai NuoCheng stimulator. A skin electrode
(2.5 cm× 2.5 cm) was applied to the patient’s right forearm
2 cm above the wrist striate. MNS was administered using
direct current in the form of a 300ms-wide asymmetric
square wave, with 13mA stimulation intensity (with ref-
erence to thumb or finger jitter), and 40Hz frequency. 0e
test was repeated twice [20].

Data were filtered between 1 and 25Hz and then
epoched to 2-second epochs. Epochs containing excessive
eye movement or muscular artifacts were rejected using a
quasiautomated procedure whereby abnormally noisy
channels and epochs were identified by calculating their
normalized variance. Further noisy channels and epochs
were manually rejected or retained by visual inspection. Data
with continuous epilepsy-like activity were excluded (e.g.,
periodic interictal epileptiform discharges, IEDs). Data were
rereferenced to compute the average across all channels.
0en use independent component analysis (ICA), which is
implemented by the RUNICA tool within EEGLAB [21].
Once relatively artifact-free EEG data had been obtained,
functions in MATLAB (version 7.6) were used to conduct
the power spectrum and functional connection analyses.

EEG data covering the known frequency bands, δ1
(1-2Hz), δ2 (3-4Hz), θ1 (5-6Hz), θ2 (7-8Hz), α1 (9-10Hz),
α2 (11-12Hz), and β (13–25Hz), were analyzed. 0e selected
EEG epochs were processed using a fast Fourier transform
(FFT). 0e weighted Phase Lag Index (wPLI) was used to
measure connectivity between each pair of electrodes. wPLI
minimizes the effects of volume conduction on the estimation
of brain connectivity.0e wPLI values across all channel pairs
were used to construct symmetric 16×16 wPLI connectivity
matrices for the β-band, as shown in Figure 3.

3. Results and Discussion

0ere is limited literature on the diagnosis and treatment of
disorders of consciousness in children [11, 22]. 0e research
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methods are mostly cross-sectional. Due to the instability of
the consciousness state of patients with prolonged disorders
of consciousness, the repeatability (especially during UWS

and MCS) is poor. 0e process of recovery comprises two
components: development and plasticity. Longitudinal re-
search is of great significance.
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In terms of the child’s growth and development, her
height and weight were seen to develop at the correct rate.
With regards to behavior evaluation (Figure 1), her pGCS
gradually increased as disease recovery progressed, until it
reached 15 points (the maximum score) after 19 months of
onset. Her CRS-R appeared to plateau three times during

disease recovery (at 5–9 months, 10–14 months, and 26–35
months). 0e Gesell assessment showed that all 5 areas were
extremely underdeveloped at 26 and 35 months. 0e mother
of the child believes that the child has continued to progress.
At 19 months after injury, she has been able to understand
and execute simple instructions (such as “sit,” “do not
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shout,” and “wave goodbye”). Further, the frequency of
execution has increased slowly.

EEG spectral analysis showed the δ-band power spec-
trum continued to increase over the 3 years (Figure 4). At the
end of the 3 years, the Gesell assessment showed that all 5
areas were still extremely underdeveloped. 0is indicated
that the continued rapid increase of slow waves may be
related to a poor prognosis. It is suggested that the con-
tinuous increase of slow waves may be a manifestation of
brain dysfunction. 0e Gesell assessment is more generally
used to monitor late neurodevelopment in preterm infants
[23], bilirubin encephalopathy [24], and hypoglycemic en-
cephalopathy [25]. 0erefore, this study attempts to use the
Gesell assessment to monitor the level of neurodevelopment
during later follow-up of a child with traumatic brain injury.
In follow-up studies related to the prognosis of adult dis-
orders of consciousness, the increase in slow waves has been
associated with a poor prognosis [26–29], in agreement with
our findings. 0e decrease of α+ β/δ + θ is also a common
indicator of poor prognosis [18]; however, it was not found
during continuous follow-up in this case. One reason for this
may be that a case study, being a study of a single individual,
is biased. Alternatively, during the rapid development of a 2-
year-old child, each frequency band has been shown to
change significantly with age [30, 31].

Stimulation using SON and MNS had a positive role in
the functional connectivity in the β (13–25Hz) frequency
band, as shown in Figure 4. In the UWS period, SON and
MNS increased the functional connectivity to a level above
that of the resting state. However, there was no obvious
difference between long-range functional connectivity and
short-range functional connectivity. Counterintuitively,
short-range functional connectivity sometimes even
exceeded long-range functional connectivity. Over the same
period, pGCS and CRS-R scores increased.0erefore, on the
one hand, stimulation using SON and MNS may increase
cortical functional connectivity in children and improve the
state of consciousness, but conversely, short-range func-
tional connectivity still accounts for a large proportion of
stimulus responses. 0is suggests that SON and MNS ef-
fectively activate the brain, but that activation is largely
concentrated in local brain regions. From the diagnosis of
MCS to 19 months after the onset, SON and MNS induced
increases in both long-range and short-range functional
connectivity to a level above that of the resting state, while
pGCS and CRS-R scores also increased.0is finding suggests
that SON and MNS can significantly increase cortical
functional connectivity in children in an MCS and improve
the state of consciousness. Between 19 and 35 months
following onset, functional connectivity in response to SON
and MNS suddenly decreased. 0is is in agreement with a
previous study that demonstrated no significant difference in
the short- and long-range functional connectivity in re-
sponse to stimulation in UWS and MCS. Observations have
shown that multisensory stimulation therapy had a more
positive effect in unconscious children than in a control
group. 0e early manifestations are reduced agitation and
decreased muscle tone, while longer-termmanifestations are
improved cognitive and self-care abilities [32]. However, no

evidence has been provided on the mechanism of action.
0is study suggests that SON and MNS can increase the
short- and long-range cortical functional connectivity in
children and provide a partial basis for the mechanism
behind the effectiveness of multisensory stimulation.

Epilepsy (including IEDs) was found to play a negative
role. IEDs persisted and increased in the first 13months after
injury; however, there were no clinical seizures. Cognitive
function significantly improved over this period. Between 13
and 35months after the injury, spastic seizures appeared and
gradually increased while cognitive function stagnated, as
shown in Figure 1. Although the dosage and types of an-
tiepileptic drugs had been increased since onset, they did not
effectively control the progress of epilepsy. Taking this ev-
idence in combination with the change in β-band functional
connectivity, it suggests that IEDs have little effect on
functional connectivity. However, there may be a cumulative
effect that has gone undetected. Seizures had a greater
impact on functional connectivity, suggesting that abnormal
discharge may be detrimental to brain function. Sometimes,
antiepileptic drugs have no obvious effect. 0e effect of
epilepsy on the prognosis of children with disorders of
consciousness has not attracted enough attention [22],
potentially due to the relatively low incidence of epilepsy in
the early stages of these disorders. 0e incidence of epilepsy
within the 5 days following brain trauma is 7%, of which 6%
go on to an epilepsy diagnosis [33]. However, after 59
months of follow-up, the incidence of epilepsy reached 20%
[34]. It is suggested that children with IEDs or normal EEG
in the early stages of brain injury may be likely to develop
epilepsy in the long term. 0e cognitive impairment asso-
ciated with IEDs is transient or slight, but the cognitive
impairment of persistent IEDs can be cumulative [35]. Some
studies have shown that the presence of IEDs is an inde-
pendent risk factor for cognitive impairment in children and
may even affect cognitive development through pathological
damage to the brain [36, 37]. Controlling IEDs has also been
shown to improve cognition and behavior [38]. 0is serves
as a reminder that it is important to pay attention to the
management of abnormal discharge. For children with a
severe head injury and prolonged increased abnormal dis-
charge, although early identification and diagnosis continue
to improve, there is still a possibility of a poor long-term
prognosis.

In the entire life cycle of human development, from
infants to young children, adolescents, adults, and old age,
there are different patterns underlying changes in cognitive
and motor abilities [39]. 0ese patterns are affected by the
plasticity of the central nervous system. For example, a study
found that correct rejection rates (CRRs) improved, and
reaction times (RTs) became longer (got worse). Perfor-
mance increased between a cohort of children to a cohort of
young adults but decreased again in the older adult cohort
[40]. Observing 586 healthy subjects aged between 2 and 73
years old, it was found that plasticity of the auditory
brainstem persisted, especially between 5 and 8 years old
[41]. 0e excitability and plasticity of cells in the cerebral
cortex, neural pathways, and neural networks are the key to
our exploration of age-related changes in brain structure and
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function [42]. As a method of electrophysiological moni-
toring, EEG is one of the most important methods in
cognitive neuroscience research [43, 44]. Children with
severe neurological diseases may not be able to communicate
or interact with their surroundings. Brain-computer inter-
faces (BCI) provide new opportunities for such children to
participate in interactions to improve their quality of life.
One study showed that children can quickly achieve control
and execute multiple tasks using simple EEG-based BCI
systems [45]. 0is has been demonstrated in autism [46] and
cerebral palsy [47]. 0erefore, the longitudinal study of
pediatric EEG provides a reference for the development of
BCI for children. At the same time, it also has important

guiding significance for the study of BCI technology for the
elderly.

4. Limitations

0is is a case report. It is challenging to design and conduct a
controlled study in this area. 0e scope of the behavior scale
used (the pediatric GCS) is restricted to young children. 0e
Rappaport Coma/Near Coma Scale (CNCS) and Level of
Cognitive Functioning Assessment Scale (LOCFAS) [48]
may be considered in future studies; however, both these
scales are currently used less often and it will take time for
clinicians to become familiar with their use. Multimodality
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assessments, combined with brain imaging, may provide a
more advantageous measure.

5. Conclusions

In the follow-up of this case, it was found that the con-
tinuous increase in the δ-band power spectrum indicated a
poor prognosis. wPLI in the β-band was used to identify the
effect stimulation using SON and MNS on cortical func-
tional connectivity. Spectral analyses and wPLI can be used
as auxiliary tools for the diagnosis and follow-up of pro-
longed disorders of consciousness. Interepileptic seizures
seriously affect long-term prognosis and need to be actively
managed. Long-term continuous follow-up of children with
prolonged disorders of consciousness is of great significance
in understanding the occurrence and development of these
diseases.
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Perceptual organization is an important part of visual and auditory information processing. In the case of visual occlusion,
whether the loss of information in images could be recovered and thus perceptually closed affects object recognition. In particular,
many elderly subjects have defects in object recognition ability, which may be closely related to the abnormalities of perceptual
functions. /is phenomenon even can be observed in the early stage of dementia. /erefore, studying the neural mechanism of
perceptual closure and its relationship with sensory and cognitive processing is important for understanding how the human brain
recognizes objects, inspiring the development of neuromorphic intelligent algorithms of object recognition. In this study, a new
experiment was designed to explore the realistic process of perceptual closure under occlusion and intact conditions of faces and
building. /e analysis of the differences in ERP components P1, N1, and Ncl indicated that the subjective awareness of perceptual
closure mainly occurs in Ncl, but incomplete information has been processed and showed different manners compared to
complete stimuli in N170 for facial materials. Although occluded, faces, but not buildings, still maintain the specificity of
perceptual processing. /e Ncl by faces and buildings did not show significant differences in both amplitude and latency,
suggesting a “completing” process regardless of categorical features.

1. Introduction

In everyday life, visual objects are usually shaded and even
occluded, making visual content inputs to human visual
systems incomplete. We have to be accustomed to com-
plementing views blocked by leaves, perceiving visual scenes
in dust and recognizing a friend with a face mask.

Loss of information in early visual processing stage has
to be completed following some rules in order to form a
stable and holistic perception prior to cognitive stage, which
facilitates recognizing objects quickly and accurately. /is
completion stage between sensory and cognitive process is
described as perceptual organization according to the theory

of Gestalt psychology [1]. Specifically, the process to deal
with incomplete, incoherent, and intermittent visual content
is considered as perceptual closure against lack of physical
closure [2], which may start several subprocesses to make
perception complete, such as element integration, contour
detection and formation, feature binding, and template
matching. Deficits in perceptual closure results in failure in
object recognition, misidentification of emotion, and even
hallucination, which is popular in elder people and patients
with neuropsychiatric disorders [3]. Actually, perceptual
closure is not only a processing stage but also reflects the
completion result of incomplete information. It not only
plays very important roles in processing visual information
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in human brains, but also crucial in inspiring developing
intelligent algorithms and artificial neural networks. How-
ever, the time course and the neural mechanisms of how
occluded objects are processed in our brains are still not fully
understood.

When we see incomplete visual images, brain areas in the
occipital, temporal, and parietal lobes participate in the
completing processes. In functional magnetic resonance
imaging (fMRI) studies, lateral occipital complex (LOC) and
posterior intraparietal region was found to be more activated
by incomplete stimuli than complete stimuli in the per-
ceptual closure task [4, 5]. Early visual cortex and fusiform
areas in inferior temporal cortex are activated rapidly, and
then incomplete information in visual content is predicted
which is conducive to subsequent target recognition [6, 7].
/e bottom-up processing starting from low-level visual
features is also regulated by top-down processing, as sub-
jective perception is usually affected instructions and visual
experiences because of the involvement of frontal networks
[8]. In addition, intraparietal sulcus (IPS) and inferior pa-
rietal cortex (IPC) in dorsal visual stream also interact with
temporal and occipital cortexes in ventral steam when
dealing with stimulus degradation by noise [9]. However, the
time course of perceptual closure is still worth for further
investigation.

EEG has higher time resolution than fMRI, so this
technology can provide fine description of the time course of
sensory and perceptual processes of incomplete visual in-
formation. /e EEG signal evoked by visual or auditory
stimuli is categorized to event-related potential (ERP). In
ERP studies, P1 and N1 are two typical components related
to visual sensory and perceptual processing [10]. P1 starts at
about 60–90ms after visual stimulation and peaks at
100–130ms, which can be observed at electrodes around
bilateral occipital regions. It is believed to reflect the early
sensory process of low-level visual information [10]. N1 is a
component that begins at 130ms after the presentation of
facial and other visual objects and peaks at 160–180ms
[11, 12]. N1 can be evoked by many visual stimuli such as
cars and houses and that by human faces is specifically
named N170 [11]. N1/N170 is sensitive to object categories,
and the amplitude of N170 by faces is much larger than N1
by nonface objects [10]. Given that faces usually contains
more elements and involves integrating more complex
features than other objects, the differences in N1 and N170
may be ascribed to the organization manners of visual
features, and N170 corresponds to the processes of structural
encoding of global visual features of faces [13, 14]. /is
implies that the neural activities producing N1/N170 is more
likely to be responsible for perceptual organization of var-
ious features rather than the initial sensation of low-level
information.

In the case incomplete visual objects, a subsequent
component named negativity of closure (Ncl) could be
evoked except for the two earlier components above. Pre-
vious studies indicated that when people are viewing in-
complete line drawings, a negative wave that starts at
220–230ms and reaches a peak at 290–300ms can be found
mainly in the occipital or occipito-temporal lobe [15–17] and

can be localized to the electrophysiological activities in LOC
[18]. /is Ncl component is believed to reflect the process of
visual completion instead of visual representation, but it
needs extensive exploration on different styles of stimulus
before wide acceptance [19, 20].

To sum up, the time course of neural activities for in-
complete objects is still unclear. Although the characteristics
of P1 and N1/N170 have been repeated by many studies,
they are mostly evoked by complete visual objects and the
conclusions cannot be automatically generalized to in-
complete objects. /ere is still lack of evidence about
whether N1/N170 or Ncl is more important for perceptual
closure. And even whether incomplete information has been
complemented or at least detected in the temporal stage
around P1 is worth experimental studies. In addition, in-
complete objects express with several styles, including oc-
cluded objects, virtual contour consisting of discrete
elements, and noisy images with different visibility. Oc-
cluded faces and familiar nonliving objects have seldom
been studied since they are better examples of perceptual
closure than contours.

To answer the above questions, a new experiment par-
adigm and new visual stimuli consisting of a series of oc-
cluded faces and buildings were designed to explore the
differences in three different ERP components. /e stimuli
contains two exemplars of visual objects, and by comparing
the occluded edition of them with the intact edition, ERP
under occlusion conditions and intact conditions could be
evoked and thus enable systematic comparison. /e se-
quential change of differences in ERP amplitude and latency
also helps reveal the time course of perceptual closure. All
the efforts above could provide solid support when we are
trying to reconstruct object recognition ability for elder
people and to construct neural networks with human-like
intelligence following the neural mechanisms of human
visual systems.

2. Methods

2.1. Participants. A total of 22 healthy subjects were in-
cluded in this study (Table 1). All subjects had normal vision
or corrected visual acuity. /ey fully understood the ex-
perimental task and signed the informed consent. /is study
was approved by the Ethics Committee of Beijing Anding
Hospital affiliated to Capital Medical University.

2.2. Stimuli. /e facial materials used in this study were
quoted from the Chinese Standard Emotional Face Picture
Library. Natural neutral facial pictures were selected as
stimulating materials in this experiment. 40 Male and 40
female faces were used. 40 building pictures were collected
from the Internet and edited by the authors of this study.
Adobe Photoshop was used to randomly occlude the whole
experimental material, and the average occlusion ratio was
41.5% of the whole picture (Figure 1).

2.3. Experimental Paradigm. In this experiment, the ex-
perimental stimulus was presented by E-Prime 2.0, faces and
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buildings were presented on a LCD monitor in two separate
sessions, and each session consists of 140 trials. In each trial,
the subjects were presented with two pictures (one complete
picture and one occluded picture) in random order. Each
stimulus picture lasts 500ms in screen and was followed by a
blank screen with a “+” in the center. /e task of the ex-
periment for the subjects was to judge whether the two
pictures (occluded and complete) presented can be recog-
nized as the same picture and to feedback the judgment by
pressing “F” or “J” on the keyboard. When the second
picture is presented, subjects press the keyboard to feedback.
/e ISI (interstimulus interval) was 1000ms, and ITI was
2000ms (Figure 2). Before the experiment was officially
started, there were 10 practice trials to ensure that the
subjects were clear about the task of the experiment.

During the experiment, EEG data were recorded by EGI
128-channel EEG system (Electrical Geodesic Instrument,
USA)./e sampling rate was 1000Hz, and Cz was selected as
the reference channel. During the experiment, the scalp
resistance of each subject was guaranteed to drop below
50 kΩ.

2.4. Data Analysis. /e EEG data were analyzed using
EEGLAB 13.5.4b (http://sccn.ucsd.edu/eeglab/), an open-
source signal processing toolbox on Matlab platform and
programs developed by the authors to preprocess the EEG
data including remove eye movement noise. /e sampling
rate of the EEG data was downsampled to 250Hz, filtered by
0.1–40Hz by a bandpass filter, and the average of EEG from
all channels were used as reference. Principal component
analysis (PCA) and independent component analysis (ICA)
were used to decompose EEG signals into 20 components in
usual, and those related to eyeblinks and eye movement
noise were identified visually by the author and removed
manually. /en EEG data of all trials were epoched into
segments of −200 to 500ms relative to the stimulus pre-
sentation onset. Segments corresponding to four stimuli
types (complete\occluded faces and buildings) were

averaged, and ERP waveform was finally extracted. /e
amplitude and latency of peaks in three ERP components P1,
N170, and Ncl were selected for statistical analysis in SPSS
19.0.

3. Results

In this study, P1 and N170 could be elicited by both
complete and occluded faces in commonly accepted visual
areas, i.e., right occipital lobe (corresponding to O2 in 10–20
EEG electrode systems) (Figure 3). For buildings, P1 and a
smaller component N1 (which is thus not named as N170 for
nonface objects) could also be observed in Figure 4. /e
differences of amplitude and latency in ERP components
between complete and occluded visual stimuli were further
analyzed.

In the case of face condition, the amplitude and latency of
P1 component were not significantly different (Table 2) be-
tween complete and occluded conditions according to the
results of paired-sample T-test (p> 0.05). In addition to faces,
significant differences could be found in neither latency nor
amplitude in P1 component between occluded and complete
buildings. One possible explanation is that P1 component
corresponds to the early stage of initial processing of low-level
visual information, and object category and even object
completeness detection have not started at P1 stage.

/en the amplitude and latency of N170 component
between complete and occluded faces were both significantly
different (p< 0.05, Table 2). /e peak latency of N170 for
occluded faces was 4ms early than that for complete faces,
and the amplitude of N170 for occluded faces was signifi-
cantly more positive than that for complete faces, suggesting
occluded objects may be processed more quickly because of
smaller amount/loss of visual information and resulting in a
less sufficient structural encoding process (1.57 μV smaller in
N170 peak amplitude). However, the effect in N170 for
occluded stimuli could not be observed in N1 by occluded
buildings. According to the results in Table 3, the peak
amplitude values of N1 by occluded buildings were not
significantly more positive than those by complete buildings
(p> 0.05). N1 by occluded buildings occurred later in peak
latency, but the differences were not statistically significant.

/e ERP component Ncl could be evoked by both oc-
cluded faces and occluded buildings, not by complete visual
stimuli. /e findings in this study support that Ncl is specific
to incomplete visual object and thus named negativity of
“closure” in early studies. Unlike the abstract object made by
line drawings used in previous studies (the unoccluded
object by line drawings still look “incomplete”), real face and
buildings were selected and occluded in this study. Hence,
further evidences were provided supporting a common
“complete” progress for all visual objects including faces and
nonface objects happening around 200–300ms after visual
presentation.

4. Discussion

How incomplete objects are retrieved, complemented, and
processed remain a challenge in both cognitive neuroscience

Figure 1: ERP waveforms of occluded and intact faces.

Table 1: Information of subjects (x± s).

N� 24
Age 26.54± 5.469
Education years 14.33± 3.088
Gender (male/female) 12/12
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and artificial intelligence. Intact and occluded visual objects
may activate different neural mechanisms in initial repre-
sentation stage, perceptual organization stage, or relatively
late stage.

/is study designed a new paradigm and new stimuli to
investigate the process of perceptual closure by comparing the
ERP differences between occluded and complete conditions.
/e visual materials were from the same collection of face and
building images, and thus they had the same size and the same
content, except for the degree of occlusion. All of them were
presented to subjects in random order, and all the evoked
EEG responses were used to generate ERP by grand average.
Hence, differences in ERP could be ascribed by different
experimental conditions, i.e., occlusion or completeness.
Another advantage of ERP lies in the high temporal resolution
which could separate different stages of object completion and
thus help exploit which stage contribute more to the visual
completion of multiple categories of objects. All the inves-
tigation above empirical information guide scientists and
engineers to design more intelligent and efficient hardware or
algorithms for visual information processing.

When does perceptual closure occur, at the very early
stage or at a relatively late stage of visual information? /is
question has not been fully answered, leaving much con-
fusion when experts majored in computational intelligence
are trying to design an artificial network to identify or
recognize visual objects inspired by the human brains.
According to previous studies, occluded objects are believed
to have been processed in the stage corresponding to Ncl
component [15, 18]. In this study, similar conclusions could
be drawn since an ERP component Ncl specific to perceptual
closure could only be evoked by incomplete stimuli;
moreover, the stimuli categories were expanded from ab-
stract line drawings to real faces and buildings.

When tracing back to an earlier stage corresponding to
N1/N170 component, that is, around 80ms earlier than Ncl,
we found that incomplete visual information had been
processed at least for faces. Incompleteness may be detected
first because of earlier latency in N170 component for faces
and then starts a subsequent complementation process
around 170ms which is believed to correspond to the
structural coding process in Bruce–Young model and newly
revised model [14, 19, 21]. Insignificant differences in either
peak latency or amplitude in P1 component indicated that
occluded and complete images were not distinguished at this
stage because it is a too early stage that may only participate
in initial low-level representation of visual information to
encode the global wholeness [22].
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Figure 2: /e experiment procedure of the complete-occluded object comparison task.
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Figure 3: ERP waveforms of complete and occluded faces.
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Figure 4: ERP waveform of occluded building and complete
building.
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In addition, in the processing stage corresponding to N1/
N170, occluded objects of different categories may be
processed and complemented in different manners. For face
images, the perceptual closure may occur earlier than
buildings as larger and significant differences could be
observed in the N170 by faces, not in the N1 by buildings.
/e results in this study also showed that the process of
perceptual closure is highly dependent on the underlying
“template” or visual experiences [23, 24]. We are all experts
in recognizing faces but not in buildings, so specific neural
networks or modules to faces in visual cortex may have been
evolved billions of years ago. As it has been shown in many
literature studies, the N170 by faces is so distinct that its peak
amplitude is usually much larger than the N1 and thus
named by a new component [10, 11]. Even for occluded face
pictures, the specificity in faces is still maintained.

/en a common process may occur subsequently re-
gardless of the category of visual objects. Following N1/
N170, Ncl component could be evoked by both incomplete
faces and incomplete buildings, the waveform by both
stimuli appeared similar, and both the amplitude and latency
values of Ncl were not significantly different between faces
and buildings. All the findings above indicate that there is a
common “complete” process for all visual objects. Prior to
this stage, visual objects from different categories are rep-
resented by neural activities distinctly, and low-level features
are extracted, integrated, and organized according to the
visual template of each category. It is thus prone to find
category-specific perceptual closure ERP features in N1/
N170 when processing occluded objects. When higher-level
visual information resulting from perceptual organization is
transmitted hierarchically to superior stage corresponding to
Ncl compared to P1 and N1, it normally involves a pure
processing stage irrelevant of visual content input here./us
Ncl may reflect a subjective awareness of incompletion and
recover it consciously.

In future studies, more categories of visual objects will be
used to support and to expand the neural mechanisms of

perceptual closure found in this study. In related works,
P300 ERP component was used for brain computer interface
study [25–27], the ERP components in this study also can be
used to build an affective brain computer interface. BCI also
can be very useful for the elder people [28–31]. To improve
BCI performance for daily-life use, advanced classification
methods are required [32, 33].

Furthermore, the ability of perceptual organization in
elder people and in patients with neuropsychiatric disorders,
such as schizophrenia, ADHD, and ASD, could be sys-
tematically investigated to help exploit how the neural
network in their brain should still work in spite of im-
pairment in neural oscillation and neural plasticity and thus
help build a more robust artificial neural network to all kinds
of noise.
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Table 2: Comparison of the amplitudes and latencies of each component of incomplete and complete faces (x± s).

Occluded Complete t p

Amplitude (μV)
P1 2.914± 2.285 2.529± 2.259 1.009 0.326

N170 0.551± 2.986 −1.019± 3.092 2.225 0.039
Ncl −0.562± 2.694 0.399± 2.554 −2.567 0.017

Latency (ms)
P1 116± 7.438 117± 9.418 −0.944 0.358

N170 176± 6.591 180± 7.342 −2.418 0.026
Ncl 299± 10.557 298± 12.681 0.266 0.793

Table 3: Comparisons of the amplitudes and latencies of each component of incomplete and complete buildings (x± s).

Occluded Complete t p

Amplitude (μV)
P1 1.004± 1.365 1.836± 1.243 −0.543 0.242
N1 −2.135± 1.867 −0.683± 2.687 −0.856 0.365
Ncl −0.886± 2.330 1.445± 2.426 −3.293 0.003

Latency (ms)
P1 108± 8.355 106± 5.454 0.134 0.891
N1 179± 5.856 175± 7.693 0.644 0.453
Ncl 301± 7.503 304± 12.067 −0.816 0.423
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,e effect of emotion on prospective memory on those of different age groups and its neural mechanism in Chinese adults are still
unclear. ,e present study investigated the effect of emotion on prospective memory during the encoding and retrieval phases in
younger and older adults by using event-related potentials (ERPs). In the behavioral results, a shorter response time was found for
positive prospective memory cues only in older group. In the ERP results, during the encoding phase, an increased late positive
potential (LPP) was found for negative prospective memory cues in younger adults, while the amplitude of the LPP was marginally
greater for positive prospective memory cues than for negative prospective memory cues in older adults. Correspondingly,
younger adults showed an increased parietal positivity for negative prospective memory cues, while an elevated parietal positivity
for positive prospective memory cues was found in older adults during the retrieval phase. ,is finding reflects the increased
attentional processing of encoding and the more cognitive resources recruited to carry out a set of processes that are associated
with the realization of delayed intentions when the prospective memory cues are emotional. ,e results reveal the effect of
emotion on prospective memory during the encoding and retrieval phases in Chinese adults, modulated by aging, as shown by a
positivity effect on older adults and a negativity bias in younger adults.

1. Introduction

Prospective memory (PM) refers to remembering to execute
delayed intentions in the future [1, 2]. Difficulties in pro-
spective memory adversely impact the quality of life of older
adults who experience problems independently managing
their instrumental activities of daily living, for example,
forgetting to take medications [3].

In laboratory-based prospective memory tasks, partici-
pants need to perform an intended action after the recog-
nition of an external cue in the environment [4]. Regarding
the age-related decrease in executive functions and episodic
memory [5], some studies have revealed a decline in pro-
spective memory with increasing age [6–8]. However, when
more salient cues are presented to participants, older adults
perform better prospective memory [9, 10]. Additionally,

this age-related decline has not been found in naturalistic
PM tasks, which has been labeled the “age-PM paradox”
[11]. Regarding the reason for this paradox, the stimuli in
naturalistic tasks usually seem to be emotional and may
contain personal or social meanings. ,erefore, emotional
PM cues may enhance prospective memory performance in
older adults through their emotional valence.

Considering the ecological validity of studies, re-
searchers have been interested in the influence of emotional
PM cues on prospective memory in younger and older
adults, obtaining inconsistent results. Some studies have
shown better prospective memory performance for positive
and negative PM cues in both age groups [12]. However,
other studies have shown that positive and negative PM cues
improve prospective memory performance only for older
adults [4, 13]. Moreover, in still other research, compared
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with neutral PM cues, better prospective memory perfor-
mance was found only for positive PM cues and not for
negative PM cues in both younger and older adults [14].
,erefore, the effects of emotion on prospective memory
among those of different age groups are still unclear.

Similarly, a growing body of the literature has revealed
that emotion affects attention and retrospective memory
[15–17]. Furthermore, different effects of emotion have
been found in younger and older adults. According to
socioemotional selectivity theory, older adults tend to
remember more positive stimuli than negative stimuli,
which is called the positivity effect. Because the future is
limited for older adults, positive stimuli are considered
more emotionally meaningful [18]. However, a negativity
preference has been found in younger adults [19, 20]. Such
effects of emotion on retrospective memory can be found
not only in Western adults but also in Eastern adults
(Korea and China) [21, 22]. Another research has com-
pared visual attention to emotional and neutral facial
expressions in Chinese adults by using eye-tracking
techniques. ,e results revealed no attentional prefer-
ences for positive stimuli in older adults [23]. ,erefore,
the emotional enhancement effect between Western and
Eastern adults is inconsistent. According to our current
search of the literature, studies on the effects of emotion
on prospective memory were all conducted in Western
adults [4, 12, 13]. ,e effect of emotion on prospective
memory in Chinese adults needs to be clarified.

To explain the mechanism of age-related effects of
emotion on prospective memory, a few studies have used
event-related potentials (ERPs) to demonstrate the different
effects of emotion on prospective memory in younger and
older adults. For example, one study examined the influence
of emotional PM cues on prospective memory only in
younger adults [24]. Another study further examined it in
younger and older adults [25]. During encoding, the late
positive potential (LPP), which is located in the central and
parietal regions, begins approximately 300ms after stimulus
onset and lasts for 1000–2000ms. It has been shown to
reflect attentional processes [26]. Hering et al. [25] found an
elevated LPP for emotional PM cues for both age groups,
indicating an increased attentional processing of encoding
emotional PM cues. Moreover, the elevated activity for
unpleasant PM cues was found in younger adults. During
retrieval, the N300, which appears between 300 and 500ms
after the onset of a prospective memory cue, is located in the
occipital-parietal region. It is associated with the detection of
PM cues [27]. Parietal positivity, which appears between 400
and 1200ms after the onset of a prospective memory cue, is
located in the parietal region. It reflects three components
related to the detection of low probability targets (P3b), the
recognition of prospective memory cues (parietal old-new
effect), and the configuration of the prospectivememory task
set (prospective positivity). Parietal positivity represents a
set of processes that are associated with the realization of
delayed intentions [27]. Some studies have revealed that
emotional materials modulate parietal positivity [24, 25].
Furthermore, Hering et al. [25] found increased activity of
ERP components for pleasant PM cues in older adults.

,e aim of this study is to investigate the effect of
emotion on prospective memory among those of different
age groups and its neural mechanism in Chinese adults.
Following previous studies [22, 25], we expect that, given
their general deficits in cognition, older adults’ prospective
memory performance will benefit from emotional PM cues.
Moreover, we expect younger adults to have better pro-
spective memory performance than older adults. Regarding
the ERP results, we expect to find an effect of emotion on
prospective memory during the encoding and retrieval
phases, with a positivity effect on older adults and a nega-
tivity bias in younger adults. We expect elevated ERP ac-
tivities (LPP and parietal positivity) for positive PM cues
relative to negative and neutral PM cues in older adults,
while we expect increased amplitudes of the LPP and parietal
positivity for negative PM cues relative to positive and
neutral PM cues in younger adults.

2. Methods

2.1. Participants. ,e experiment was conducted in accor-
dance with the Declaration of Helsinki and was approved by
the Ethics Committee of the Institute of Psychology, Chinese
Academy of Sciences. All participants signed an informed
consent form and received monetary compensation for their
participation.

A total of 24 young adults from local universities (age
M� 20.9, SD� 1.9; 18–24 years; 13 female) and 23 com-
munity-dwelling older adults were included in the experi-
ment (age M� 72.2, SD� 5.4; 65–83 years; 10 female). All
participants had normal or corrected-to-normal vision and
no neurological or psychiatric pathologies. None of the
participants reported having phobic fears (e.g., ophidio-
phobia) related to our study materials. Moreover, the Mini-
Mental State Examination (MMSE) test for general cognitive
status was used for all older adults. Only those with scores
above 27 were allowed to participate in our test (M� 28.61,
SD� 1.03) [28, 29].

,e two groups were matched by the educational level,
t(45)� 0.07, p> 0.05; self-rated general health, t(45)� 1.74,
p> 0.05; self-rated mental health, t(45)� 0.53, p> 0.05; and
initial mood (as measured before the experiment), t(45)�

0.44, p> 0.05 (Table 1). ,eir health, mental health, and
initial mood were all measured on a 5-point rating scale,
with 1 as very bad and 5 as very good.

2.2. Materials. ,is study used the paradigm of Cona et al.
[24], the prospective memory task comprised an ongoing
task with a prospective memory instruction, to remember to
make a key-press when specific stimulus occurred [25]. All
213 pictures were selected from the International Affective
Pictures System [30, 31]. ,e 1-back visual working memory
paradigm was used as the ongoing task which included 51
positive (M� 6.58, SD� 1.29), 51 negative (M� 3.63,
SD� 1.31), and 51 neutral pictures (M� 5.00, SD� 1.34).
,ere were 20 positive PM cues (M� 6.91, SD� 1.33), 20
negative PM cues (M� 3.08, SD� 1.26), and 20 neutral PM
cues (M� 5.01, SD� 1.32). ,e emotional arousal levels of
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pictures were kept at themiddle of the arousal scale (ongoing
task stimuli: M� 4.73, SD� 1.72; prospective memory cues:
M� 4.73, SD� 1.83) [4]. ,e emotional valence and arousal
ratings were taken from the ratings that were natively
assessed by Huang and Luo [31]. Each picture (4.7° × 6.3°)
was displayed in the center of a black screen.

2.3. Procedure. ,e whole experiment included three ses-
sions, which varied based on the emotional valence of the
PM cue (positive, negative, and neutral) [24]. Each session
contained 5 blocks, and each block contained 73 ongoing
stimuli and 8 PM cues (four PM cues were repeated) for a
total of 405 stimuli with equal proportions of positive,
negative, and neutral pictures. In each trial, a fixation cross
randomly lasted 1200, 1400, or 1600ms [24, 25], followed by
the stimulus, which was displayed for a maximum of
3000ms or until a response was made. All stimuli were
presented in a fixed pseudorandomized order. In the course
of the ongoing task, in each session, 96 one-back hits (24% of
405 stimuli) were presented. ,e PM cues were never one-
back hits. ,e order of the three sessions was counter-
balanced across participants [4, 24].

During the test, the participants were asked to carry out
the 1-back visual working memory task, which involved
deciding whether the picture occurring on the screen was
the same (by pressing the “N” key) or different (by pressing
the “M” key) from the picture occurring one trial before.
After finishing 39 1-back visual working memory practice
trials, the participants were informed that later in the
session, they needed to complete two equally important
tasks simultaneously. ,en, the 1-back visual working
memory instructions and prospective memory instructions
were shown. ,e participants needed to remember to press
the “V” key whenever predefined PM cues were displayed.
,ey were asked to explain the task in their own words
before they studied these PM cues. Before each block, four
PM cues were displayed randomly one by one on the
screen. When one session was finished, the participants
were asked to identify the 20 PM cues among 20 distractors
as a recognition task. E-Prime (V2; Psychology Software
Tools, Inc., Pittsburgh, PA) was used to implement the
experiment.

2.4. Electrophysiological Recording. EEG data were recorded
from 64 Ag/AgCl electrodes mounted in an elastic cap
(Neuroscan Inc.). ,e physical reference electrode was

approximately 2 cm posterior to the CZ, and the EEG data
were rereferenced to the average of the left and right
mastoids. Vertical and horizontal eye movements were
recorded from electrodes placed below and beside the eyes.
Electrode impedance was kept below 5 kΩ. Data were dig-
itized at a sampling rate of 500Hz, applying a filter band-
width of 0.05–100Hz.

2.5. Data Analysis. Data were analyzed with SPSS (SPSS,
Inc., Chicago) for Windows. p< 0.05 was considered sta-
tistically significant. ,e prospective memory accuracy and
response time for correct PM cue responses were analyzed
by a mixed 2× 3 ANOVA, with the age group (younger and
older) as the between-subject factor and emotional valence
of PM cues (positive, neutral, and negative) as the within-
subject factor.

ERP epochs were extracted offline and included 200ms
of prestimulus activity and 1400ms of poststimulus activity.
,e ERP data were digitally filtered with a 30Hz low pass,
and baseline correction was made using the prestimulus
200ms interval. Epoch rejection was performed with a
criterion of ±100 μV. ERPs were averaged for correct PM cue
trials.

,e selection of epochs and electrodes for the analyses
was guided by previous studies [24, 32, 33]. ,e amplitude
of the LPP was measured as the mean activity between 400
and 650ms and included data from six electrodes: PO3,
PO4, PO5, PO6, PO7, and PO8. For the analyses, the
electrodes within one hemisphere were collapsed to obtain
a mean activity. ,e amplitude of the N300 was measured
as the mean activity between 270 and 350ms and included
six electrodes: PO3, PO4, PO5, PO6, PO7, and PO8. ,e
amplitude of the parietal positivity was measured as the
mean activity between 500 and 800ms and included six
electrodes: P1, P2, P3, P4, P5, and P6. ,e ANOVA factors
included age group (younger and older), emotional va-
lence of PM cues (positive, neutral, and negative) and
hemisphere (left and right). Greenhouse–Geisser cor-
rection was used to compensate for sphericity violations.
Simple effect analyses were conducted to explore the
interaction effects.

3. Results

3.1. Behavioral Results. ,e prospective memory perfor-
mance for younger and older adults is presented in Table 2.
,e analysis of prospective memory accuracy revealed sig-
nificant main effects of emotional valence of PM cues and
age group [F(2, 90)� 4.89, p< 0.05, η2 � 0.10; F(1, 45)�

13.79, p< 0.01, η2 � 0.23].,e interaction between age group
and emotional valence of PM cues was significant [F(2, 90)�

3.93, p< 0.05, η2 � 0.08], revealing higher accuracy for both
positive and negative PM cues relative to neutral PM cues for
older adults (ps< 0.01), but not for younger adults. ,e
accuracy in prospective memory performance was lower for
older adults than for younger adults in all conditions [F(1,
45)� 6.49, p< 0.05, η2 � 0.13; F(1, 45)� 12.81, p< 0.01,
η2 � 0.22; F(1, 45)� 4.52, p< 0.05, η2 � 0.09].

Table 1: Demographic data for younger and older adults.

Demographic data

Younger
adults
(n� 24)

Older adults
(n� 23)

M SD M SD
Age 20.9 1.9 72.2 5.4
Years of education 14.0 1.5 14.0 2.5
Self-rated health 4.1 0.6 3.8 0.6
Self-rated mental health 4.0 0.6 4.0 0.6
Initial mood 3.4 0.6 3.4 0.5
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,e analysis of prospective memory response time
revealed the significant main effects of emotional valence of
PM cues and age group [F(2, 90)� 3.38, p< 0.05, η2 � 0.07;
F(1, 45)� 36.47, p< 0.001, η2 � 0.45]. ,e interaction be-
tween age group and emotional valence of PM cues was
significant [F(2, 90)� 6.04, p< 0.01, η2 � 0.12], revealing
shorter response times for positive PM cues than for neg-
ative and neutral PM cues for older adults (ps< 0.05), but
not for younger adults. ,e response times in prospective
memory were longer for older adults than for younger adults
in the three conditions [F(1, 45)� 16.19, p< 0.001, η2 � 0.27;
F(1, 45)� 43.85, p< 0.001, η2 � 0.49; F(1, 45)� 31.70,
p< 0.001, η2 � 0.41].

3.2. ERP Results

3.2.1. Encoding Phase. LPP: the main effect of age group was
significant [F(1, 45) = 6.80, p< 0.05, η2 = 0.13], reflecting the
increased amplitude for younger adults compared to older
adults. ,e interaction between emotional valence of PM
cues and age group was significant [F(2, 90) = 4.44, p< 0.05,
η2 = 0.09], reflecting the greater amplitude for negative PM
cues than for neutral and positive PM cues in younger adults
(ps< 0.05), and themarginally greater amplitude for positive
PM cues than for negative PM cues in older adults
(p � 0.067). ,e interaction between emotional valence of
PM cues and hemisphere was significant [F(2, 90) = 4.48, p <
0.05, η2 = 0.09], reflecting a greater amplitude for negative
PM cues than for neutral PM cues in the left hemisphere (p <
0.05) (Figure 1, Table 3).

3.2.2. Retrieval Phase. N300: the main effect of emotional
valence of PM cues was significant [F(2, 90) = 7.27, p< 0.01,
η2 = 0.14], reflecting the attenuated amplitude for positive
and negative PM cues compared to neutral PM cues
(ps< 0.05).,emain effect of age group was significant [F(1,
45) = 10.28, p< 0.01, η2 = 0.19], reflecting more expressed
amplitude in older adults than in younger adults. ,e in-
teraction between emotional valence of PM cues and
hemisphere was significant [F(2, 90) = 5.27, p < 0.01, η2 =
0.11], reflecting more expressed amplitude for neutral PM
cues than for positive and negative PM cues in the left
hemisphere (ps < 0.01), and more expressed amplitude for
neutral PM cues than for positive PM cues in the right
hemisphere (p < 0.01) (Figure 2, Table 3).

Parietal Positivity: the main effect of emotional valence
of PM cues was significant [F(2, 90) = 9.28, p< 0.001,

η2 = 0.17], reflecting an elevated parietal positivity for neg-
ative PM cues than for neutral PM cues (p< 0.001). ,e
main effect of age group was significant [F(1, 45) = 12.63,
p< 0.01, η2 = 0.22], reflecting an elevated parietal positivity
for younger adults than for older adults. ,e interaction
between emotional valence of PM cues and age group was
significant [F(2, 90) = 10.32, p< 0.001, η2 = 0.19], reflecting
an elevated parietal positivity for negative PM cues com-
pared to neutral and positive PM cues in younger adults
(ps< 0.001) and an elevated parietal positivity for positive
PM cues compared to neutral PM cues in older adults
(p< 0.05). ,e interaction between age group and hemi-
sphere was significant [F(1, 45)= 5.15, p < 0.05, η2= 0.10],
reflecting an elevated parietal positivity in the left hemi-
sphere than in the right hemisphere in older adults (p <
0.05).,e interaction between emotional valence of PM cues
and hemisphere was significant [F(2,90) = 4.15, p < 0.05, η2 =
0.08], reflecting an elevated parietal positivity for negative
PM cues compared to neutral and positive PM cues in the
left hemisphere (ps < 0.05), and an elevated parietal posi-
tivity for negative and positive PM cues compared to neutral
PM cues in the right hemisphere (ps < 0.05) (Figure 2,
Table 3).

4. Discussion

,e aim of our study was to investigate the effect of emotion on
prospective memory in younger and older Chinese adults by
using ERPs. Higher accuracy of prospective memory was found
for positive/negative PM cues than for neutral PM cues in older
adults, which was in line with previous studies showing that
emotional PM cues could improve older adults’ prospective
memory performance through high salience [4, 13]. However,
the accuracy of prospective memory in younger adults was
generally high, and no effect of emotion was found, which is
consistent with previous studies [4, 13, 24].,is may be because
the taskwe usedwas easy.Due to the ERP approach of our study,
we decided to use the easy prospective memory task to avoid
having to reject toomany epochs, especially for older adults [25].
Furthermore, the response times of prospective memory were
significantly different only for older adults, with shorter response
times for positive PM cues than for negative and neutral PM
cues. ,is finding seems to indicate a positivity effect on pro-
spective memory in older adults [18].

,e ERP data also showed this effect of emotion on
prospective memory in younger and older adults during the
encoding and retrieval phases. As hypothesized, the emo-
tional manipulation started from the encoding phase of

Table 2: Prospective memory performance for younger and older adults.

Age group
Emotional valence of PM cues

Positive Neutral Negative
Accuracy (SD)
Younger adults (n� 24) 0.98 (0.04) 0.97 (0.06) 0.97 (0.05)
Older adults (n� 23) 0.94 (0.07) 0.88 (0.10) 0.94 (0.05)
Response time (SD)
Younger adults (n� 24) 896.83 (111.41) 886.57 (108.02) 882.62 (99.49)
Older adults (n� 23) 1057.18 (158.64) 1123.66 (136.36) 1157.04 (216.14)
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Figure 1: Encoding phase. Grand average event-related potentials at 6 electrodes used in the ANOVA, demonstrating the LPP (400–650ms,
PO3, PO4, PO5, PO6, PO7, and PO8) elicited by positive, neutral, and negative PM cues in younger and older adults.

Table 3: Grand average of LPP, N300, and parietal positivity.

Age group
Emotional valence of PM cues

Positive (L) Neutral (L) Negative (L) Positive (R) Neutral (R) Negative (R)
LPP (μV)
Younger adults (n� 24) 7.51 (4.06) 7.15 (3.35) 8.75 (3.83) 7.59 (5.29) 7.45 (4.27) 8.14 (5.84)
Older adults (n� 23) 5.84 (3.75) 4.92 (3.80) 5.15 (3.32) 5.28 (3.84) 4.33 (3.53) 4.33 (3.50)
N300 (μV)
Younger adults (n� 24) 8.58 (4.20) 7.91 (4.29) 8.58 (4.61) 8.74 (4.70) 7.67 (5.11) 8.02 (5.07)
Older adults (n� 23) 5.15 (3.41) 4.41 (3.27) 5.35 (3.41) 4.70 (3.62) 4.38 (3.42) 4.61 (3.83)
Parietal positivity (μV)
Younger adults (n� 24) 10.94 (4.25) 11.23 (4.54) 12.90 (3.98) 11.79 (5.09) 11.35 (5.45) 13.28 (5.16)
Older adults (n� 23) 8.81 (3.55) 7.73 (3.29) 8.37 (3.39) 8.14 (3.57) 6.97 (3.33) 7.26 (3.25)

N300
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Figure 2: Retrieval phase. Grand average event-related potentials at 12 electrodes used in the ANOVA, demonstrating the N300
(270–350ms, PO3, PO4, PO5, PO6, PO7, PO8) and parietal positivity (500–800ms, P1, P2, P3, P4, P5, P6) elicited by positive, neutral, and
negative PM cues in younger and older adults.
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prospective memory. ,e interaction effect between aging
and emotion was found, as evidenced by the increased LPP
for negative PM cues compared to neutral and positive PM
cues in younger adults, while the amplitude of the LPP was
marginally greater for positive PM cues than for negative PM
cues in older adults. Moreover, the results revealed a greater
LPP for negative PM cues over left occipital-parietal regions.
,is finding may indicate that the emotional valence of PM
cues affects the encoding of intention differently in the
hemispheres. Given that the LPP is related to attention to
emotional information [26, 34], our findings indicate that
both age groups had increased attentional processing of
encoding the emotional PM cues. Furthermore, the emo-
tional materials differently affected younger and older adults’
prospective memory, with a negativity bias in younger adults
and a positivity effect on older adults.

Regarding the retrieval phase, attenuated amplitudes of
the N300 were found for emotional PM cues compared to
neutral PM cues in both age groups. As mentioned before,
the N300 is associated with the detection of PM cues [27].
,is finding reflects that emotional materials affected cue
detection in both age groups. Moreover, consistent with a
previous study [25], N300 was more expressed in older
adults than in younger adults. However, another study
revealed attenuated activity in older adults compared to
younger adults [35]. Others did not find any age-related
differences in the amplitude of the N300 [32, 36]. ,is may
be because the stimuli in our study were emotional.

In addition, an interaction effect between aging and
emotion on prospective memory was also found during the
retrieval phase, as evidenced by an elevated parietal posi-
tivity for negative PM cues compared to neutral and positive
PM cues in younger adults, while there was an increased
parietal positivity for positive PM cues compared to neutral
PM cues in older adults. ,e results also revealed an elevated
parietal positivity for negative PM cues over left parietal
regions, and an elevated parietal positivity for negative and
positive PM cues over right parietal regions. ,is finding
seems to indicate the effect of emotion on prospective
memory across hemispheres during the retrieval phase. As
mentioned before, parietal positivity reflects three compo-
nents related to the detection of low probability targets
(P3b), the recognition of prospective memory cues (parietal
old-new effect), and the configuration of the prospective
memory task set (prospective positivity) [27]. Our results
demonstrated an increased allocation of resources to carry
out a set of processes that are associated with the realization
of delayed intentions when the PM cues were emotional
[24]. ,is may be because emotional information receives
increased processing due to motivational factors [26, 37].

Taken together, our study revealed an effect of emotion
on prospective memory in Chinese adults, showing a pos-
itivity effect on older adults and a negativity bias in younger
adults. Furthermore, this effect of emotion on prospective
memory started from the encoding phase, increased the
attentional processing of encoding emotional PM cues and
then recruited more resources to accomplish the realization
of delayed intentions during the retrieval phase. ,ese
findings in Chinese adults are similar to those of a study

based on Western participants [25], showing the similar
effect of emotion on the encoding and retrieval phases of
prospective memory in Chinese adults. According to soci-
oemotional selectivity theory [18, 20], our results suggest
that older adults serve the positivity effect as an emotion
regulatory strategy. Following previous studies [19, 38], a
preference for negativity was found in younger adults, which
may be because they are prone to show the stronger evo-
lutionary demands of negative (e.g., death) stimuli [39].
Moreover, our findings were inconsistent with those of Fung
et al. [23], who found no attentional preferences for positive
stimuli in older Chinese adults by comparing visual atten-
tion to emotional and neutral facial expressions. ,is maybe
because performing a prospective memory task requires
several cognitive processes, not just attention. ,erefore, an
emotional enhancement effect on prospective memory could
be found in Western and Eastern adults.

As stated before, the prospective memory task is critical
for independent living, which is a particularly important
issue for older adults. Our study investigated the effect of
emotion on prospective memory in different age groups by
using ERPs, showing older adults’ prospective memory
performance could be enhanced by manipulating the
emotional valence of PM cues. Moreover, the emotional
valence of PM cues affects prospective memory during the
encoding and retrieval phases. ,ese results could be useful
to improve the quality of life by carrying out prospective
memory training in older adults. Recently, brain computer
interface is being one of the most popular technologies to
improve the quality of life among older adults by enhancing
or repairing their cognitive function and motor function
[40]. Some studies have revealed the brain computer in-
terface training system could improve memory and atten-
tion in older adults [41, 42]. ,erefore, future research could
use a brain computer interface application to train older
adults to add personally positive emotions to PM cues when
performing the prospective memory task, and the inter-
vention should start from the encoding phase of prospective
memory.

In terms of possible limitations, compared with ongoing
task stimuli, the number of PM cues is relatively small, and
the results need further verification.,is is, however, limited
by the characteristics of prospective memory and the more
experimental conditions. Second, because the overall po-
tential of the N300 in older adults was quite small, the age
difference in the N300 also needs further verification. Future
studies should use neuroimaging methods to discuss spatial
sources for the effect of emotion on prospective memory in
younger and older adults.

5. Conclusions

,e present results suggest that the mechanism of pro-
spective memory is affected by emotional materials in
Chinese adults, as evidenced by an increased LPP and pa-
rietal positivity for emotional PM cues. ,is finding reflects
the increased attentional processing of encoding and the
more cognitive resources recruited to carry out a set of
processes that are associated with the realization of delayed
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intentions when the PM cues are emotional. Moreover, this
effect of emotion on prospective memory during the
encoding and retrieval phases in Chinese adults is modu-
lated by aging, as shown by a positivity effect on older adults
and a negativity bias in younger adults.,ese findings will be
helpful in enhancing older adults’ quality of life by im-
proving their prospective memory performance.
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+is study proposes a home care system (HCS) based on a brain-computer interface (BCI) with a smartphone. +e HCS provides
daily help to motor-disabled people when a caregiver is not present. +e aim of the study is two-fold: (1) to develop a BCI-based
home care system to help end-users control their household appliances, and (2) to assess whether the architecture of the HCS is
easy for motor-disabled people to use. A motion-strip is used to evoke event-related potentials (ERPs) in the brain of the user, and
the system immediately processes these potentials to decode the user’s intentions.+e system, then, translates these intentions into
application commands and sends them via Bluetooth to the user’s smartphone to make an emergency call or to execute the
corresponding app to emit an infrared (IR) signal to control a household appliance. Fifteen healthy and seven motor-disabled
subjects (including the one with ALS) participated in the experiment. +e average online accuracy was 81.8% and 78.1%, re-
spectively. Using component N2P3 to discriminate targets from nontargets can increase the efficiency of the system. Results
showed that the system allows end-users to use smartphone apps as long as they are using their brain waves. More important, only
one electrode O1 is required to measure EEG signals, giving the system good practical usability. +e HCS can, thus, improve the
autonomy and self-reliance of its end-users.

1. Introduction

Individuals with locked-in syndrome (LIS), amyotrophic
lateral sclerosis (ALS), spinal cord injury, and congenital or
accidental nerve injury may experience serious obstacles in
developing motor skills in their limbs, yet most of them have
normal brain function [1–3]. When they cannot speak
clearly, the demands they are trying to articulate cannot be
understood [1, 4]. Because of the gradual loss of mobility,
such individuals may need a 24-hour personal caregiver
[5, 6]. A brain-computer interface (BCI) system would be
practical for this population. A BCI can permit them to
control external devices and enable them to perform some
tasks by themselves [7–10].

Locked-in syndrome (LIS) is a condition in which a
patient is aware but cannot communicate verbally or
move because of complete paralysis of nearly all volun-
tary muscles in the body except for vertical eye

movements and blinking [11]. It is caused by damage to
specific portions of the lower brain and brainstem, with
no harm to the upper brain. +us, such patients are fully
awake and alert and are aware not only of their abnormal
situation but also, and to a full extent, of their sur-
roundings. +ere are three categories of LIS: classic LIS,
incomplete LIS, and total LIS [4, 12]. In total LIS, even the
eyes are paralyzed [13].

ALS is a relatively rare neurodegenerative disorder
characterized by gradual loss of both upper and lower motor
neurons in the brain, brainstem, and spinal cord [14]. ALS
usually starts at around the age of 60 and, in inherited cases,
around the age of 50 [2]. +e average survival from onset to
death is 3 to 5 years [15]. Most people with classic LIS,
incomplete LIS, or ALS are free to move their eyeballs. If the
brain activity of these people is not affected and their eyeballs
are free to move, then a BCI system can help them com-
municate with others [7, 16–18].
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A BCI system is a system that connects the human brain
and its surroundings. It enables people to communicate with
others using their brain waves without muscle movement
[9, 17, 19–22]. +ere are different technologies for mea-
suring brain activity. Among these, electroencephalographs
(EEG) are the most frequently used because of their many
advantages, including lower cost, better portability, and
higher temporal resolution [23]. Over the past two decades,
there has been a dramatic proliferation of research con-
cerned with a noninvasive/stimulus-driven/visual BCI
(vBCI) system [23–25]. Such BCI systems obtain the user’s
brain potentials on the surface of the cortex via an EEG
[7, 21, 24].

+ere are four different types of EEG-based BCI mo-
dalities: event-related desynchronization/synchronization
(ERD/ERS), steady-state visual evoked potentials (SSVEP),
event-related potentials (ERP), and slow cortical potentials
(SCP). Among these, ERP and SSVEP-based BCIs are more
practical than others because they support large numbers of
output commands and need little training time [7].

Table 1 shows recent studies of BCI-based systems
implemented in real-world scenarios.

Table 1 shows that applications of BCI systems include
speller, robot control, healthcare, environmental control,
and social network use. +e graphic user interface (GUI) is
roughly divided into the row-column (RC) paradigm, as
with the speller system, and the direction paradigm, as with
robot control. +ere are two broad categories of stimulation
for ERP: flashing LED-light and motion-onset. Most studies
use more than six electrodes to collect the user’s brainwaves,
and their average accuracy is good. However, only healthy
subjects participated in these experiments. +e home care
system (HCS) in this study is an environmental control
system.+e arrangement of the options in the GUI is derived
from the row-column paradigm, but its stimulation is
motion-onset [25]. Based on our previous work [8], this GUI
with motion-onset stimulation can significantly improve the
target detection performance to achieve higher accuracy and
shorten the stimulation time, in contrast to the stimulus
intensification pattern used in the conventional P300-based
system.

Event-related potentials (ERP), proposed by Sutton in
1965, are a series of potentials of a user’s brain waves elicited
by external stimuli. +ese potentials are time-dependent
voltage fluctuations triggered by specific physical or psy-
chological events [27]. An ERP-based vBCI system usually
flashes a specific stimulus (such as text, pictures, or a
flickering strip) on the graphic user interface (GUI) many
times, and the user’s brain waves respond to each stimulus
[7, 9, 10, 28, 29]. An ERP-based vBCI system uses an EEG to
obtain the users’ brain rhythm and learn the basics of their
brain system [30]. +e EEG device amplifies and records the
potentials of the user’s brain waves [31, 32] and sends these
signals to the vBCI system to classify and to interpret the
specific features of the ERP components. Significant ERPs
may, then, be extracted from the EEG by filtering and signal
averaging methods [33]. In the final step, the BCI system
converts these signals into instructions and outputs them
[25, 34]. In this study, we use Ag/AgCl electrodes to record

the weak potential of brain waves on the user’s scalp. +e
system uses a 0.3∼15Hz band-pass filter to filter the signals
[35]. After multiple stimulations, the EEG signals are, then,
superimposed and averaged to form the results of the ERP
for each trial [8].

ERP research provides an impersonal and workable
discrimination method for a BCI system [36, 37]. +is study
adopts an ERP paradigm that combines oddball presentation
andmotion onset.+is paradigm primarily exploits two ERP
components, N200 and P300, instead of only P300 [25].
N200 (N2) and P300 (P3) are brain responses to specific
cognitive tasks, as shown in Figure 1. A P300 peak in an ERP
is a higher positive deflection of an event-related potential
component and usually occurs around 300ms after the
target stimulus presentation [21, 28, 35, 39–42]. Conversely,
an N200 trough is the lower negative deflection of event-
related potential, and usually occurs nearly 200ms after the
target stimulus presentation [25, 39]. +e N200 and P300
waves only occur if the subject is actively engaged in the task
of detecting the targets [40, 43] and the waveform of the
component P300 (N200) of the target stimulus is higher
(lower) than that of the nontarget stimuli [10]. +e am-
plitude of P300 (N200) depends on the improbability of the
target stimulus. +e latency of ERP components varies with
the difficulty of discriminating between the target and
nontarget stimuli [22, 35].

However, conventional BCIs have not become practical
because they lack high accuracy and reliability and have low
information transfer rate and user acceptability [44]. First, in
a visual BCI system, although gaze is not a requirement [45],
the presence of the gaze in a visual ERP-based BCI improves
its performance. +us, in the system, we prefer that the user
stares at the GUI to select an option. If the users have lost
their sight or cannot stare at the screen, it is more appro-
priate to use an auditory BCI [46] or the BCI system pre-
sented in the work of +urlings et al. [45].

A flashing stimulation paradigm such as that the row-col
paradigm [9, 22] easily leads to user eye fatigue.+emotion-
strip stimulation paradigm is more comfortable for the
user’s eyes because of the low luminance and low contrast
required by the stimuli [25]. Furthermore, the identification
rate and the accuracy of the motion-strip stimulation par-
adigm are better than that of the flashing stimulation par-
adigm [8, 25].

Second, the fewer the electrodes are, the more com-
fortable the user is. Based on the previous research results of
our laboratory, when the user stares at the GUI of a vBCI
system, the ERPs acquired from electrode O1 or O2 in the
occipital area of the skull (the visual region of the human
brain) can achieve a statistically significant difference be-
tween the target and nontarget stimuli [8, 26].+us, a system
using only one electrode can obtain outstanding accuracy.

+ird, the waveform and the amplitude of ERP (N200
and P300) of the target stimulus vary from person to person.
+us, the BCI system needs to use a more stable ERP
component to increase its accuracy. Based on the results of
our previous experiments, the accuracy from using com-
ponent N2P3 is significantly higher and steadier than the
accuracy obtained using any other ERP component. Herein,
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the N2P3 value of one option is the potential value (μV) of its
P300minus that of its N200 [8, 26].+us, the system uses the
N2P3 component online to expedite the experimental
procedures. Moreover, users receive better real-time feed-
back. Yet, to test and verify that N2P3 is the most useful
component for interpretation, we compared the ERP
components (N200, P300, and N2P3) of the target option
with those of nontarget options in an offline analysis.

According to the work of Huggins et al., if caregivers are
absent, BCI users may want to perform tasks such as
controlling the room temperature and lights or make
emergency calls by themselves and feel more comfortable
than they would using text communication [47]. However,
such BCI systems are rare.

Because of the popularity of smartphones, several studies
have applied BCI systems to control smartphones. Most of
these studies explore merely dialing numbers [48, 49],
accepting incoming calls [50], or calling contacts [49, 51].
Mart́ınez-Cagigal et al. present a BCI system for controlling
the social networking features of a smartphone [22].
Jayabhavani et al. pioneered a system which allows users to
control wheelchairs, an approach that relates more closely to
the topic of this paper [52].

+is study develops a BCI-based home care system
(HCS). +e HCS allows the end-users to control their
household appliances by themselves. +us, end-users can
reduce their dependence on the caregivers. In this study,
there are two functions of a smartphone: to make an
emergency call and to act as an adjustable infrared- (IR-)
band remote controller. +us, the user’s smartphone must
have or install an IR transmitter first.+e corresponding app
in the user’s smartphone can, then, emit an IR signal to
control the required household appliance.

Today, short-distance remote controls for devices in
daily life make wide use of IR [53–55]. IR, sometimes called
infrared light, is an electromagnetic radiation (EMR) with
wavelengths longer than those of visible light. IR cannot pass
through a wall. +us, in the adjoining room, remote controls
using the same IR wavelength do not interfere with each
other. By contrast, in a chamber, the IR wavelength of all
appliances should be distinct from each other. +erefore,
each household appliance has a dedicated remote control.

Improving the personal autonomy and the self-reliance of
end-users and giving them the ability to communicate with
others are two of the primary missions of the HCS. Since the
assessment of BCI systems with end-users is essential for en-
suring a fair evaluation [22], we invited disabled users to test the

Table 1: Recent studies of BCI-based systems implemented in real-world scenarios.

Study Main function Stimulation modality Electrodes Subjects Accuracy (%) Bit rate

[25] Speller ERP: motion-onset-
P300 Fz, Cz, Pz, Oz, P7, and P8 10 CS N2-91.5, P3-72.4 N2-15.91, P3-12.84

[8] Chinese speller ERP: motion-onset-
N2P3

F3, F4, C3, C4, P3, P4, O1, O2,
Fz, Cz, and Pz 7 CS 80% using O1

only 27.8

[9] Speller ERP + SSVER RC
paradigm

Cz, Pz, P3, P4, O1, O2, POz,
PO7, and PO8 14 CS After 8 trials: >95 53.6

[26] Robot control ERP: motion-onset-
N2P3 O1 12 CS 80% using O1

only
353.33 s for 26.33

comm.

[7] Robot control EOG+EEG: flash on
eight direct

Fz, Cz, Pz, Oz, P7, P3, P4, and
P8 13 CS After 5 trials:

>99.04 —

[21] Speller ERP + SSVER RC
paradigm

Fz, Cz, Pz, P3, P4, PO7, PO8,
POz, Oz, O1, and O2 13 CS 95.18 for hybrid 50.41 for hybrid

[23] Healthcare BCI
syst.

ERP + SSVER RC
paradigm Cz, Pz, O1, O2, and Oz 5 CS ERP: 95.5SSVER:

93 —

[10] Environmental
control

ERP-P300RC
paradigm

Fz, FCz, Cz, CPz, P7, P3, Pz,
P4, P8, O1, Oz, and O2

6 MDS, 2
CS 89.6 734.3 s for 30

comm.

[22] Use of social
networks

ERP-P300 RC
paradigm

Fz, Cz, Pz, P3, P4, PO7, PO8,
and Oz

18MDS, 10
CS

80.6 forMDS, 92.3
for CS

1.47 OCM for
MDS, 2.06 for CS

RC paradigm: the row-col paradigm; “N” indicates the number of subjects; “CS” stands for control abled subjects; “N2” stands for N200 evoked potential; “P3”
stands for P300 evoked potential.
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Figure 1: A waveform showing several ERP components, including
the N200 (labelled N2) and P300 (labelled P3). Note that the ERP is
plotted with negative voltages at the top, a common, but not
universal, practice in ERP research [38].
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system to learn whether the HCS is useful for motor-disabled
people.Motor-disabled people have participated in some tests of
BCI systems.+eBCI system allows such individuals to perform
actions with their brainwave signals [10, 22, 56]. For example,
these patients can now spell out words with a BCI-speller
[8, 16, 25, 57]. However, if the caregiver does not immediately
notice the text on the screen, it will not be possible to help the
patient do what they want. If such patients can control their
household appliances through a vBCI system, they can do small
activities on their own and reduce their reliance on caregivers.
+us, in this study, we propose a BCI-based home care system
(HCS). We hope that the HCS can help motor-disabled people
improve their personal autonomy and self-reliance.

2. Materials and Methods

2.1. Subjects. +e subjects used in this study were 15 healthy
people (six females, aged 19–55), six motor-disabled people,
and one man with ALS (SE7). Table 2 summarizes the
clinical data of the motor-disabled participants. All subjects
were volunteers and had normal vision or vision corrected to
normal, and they were without mental illness, head injuries,
or drug treatments. No subjects underwent a training phase
before the experimental procedure. Only subject E3 has
experience in using an ERP-based visual BCI system. All
subjects signed informed consent before participation in the
study, which was approved by the National Cheng Kung
University Human Research Ethics Committee. If a subject
decided to quit during the experiment, we ended the ex-
periment and deleted their data.

2.2. *e vBCI-Based Home Care System (HCS)

2.2.1. *e Prototype of the HCS. In this study, the BCI
module in the home care system is derived from the BCI
module of our Chinese spelling system [8]. Figure 2 shows
the design of the essential process of the vBCI-based home
care system. +e prototype includes three parts: signal ac-
quisition, signal processing, and signal application.

+e proposed vBCI module of the prototype, such as
other human-machine interface systems for communication
or control, comprises input/output processes. +e BCI
module requires the input of signals gained from the user’s
brain waves through an EEG.+e EEG device in this system,
which contains 32 channels, uses a typical noninvasive
method [24]. +e positions of electrodes accorded with the
international 10–20 location system [58], and the vBCI
module obtained signals from electrode O1 [8].

In all GUIs of the BCI module, there are several graphic
options arranged in sequence on each GUI, as shown in Fig-
ure 3. Each option has a box, with a motion-strip as the visual
stimulus, under it [25]. Allmotion-stripsmove from right to left
to evoke ERPs, and the onset time of all motion-strips on the
same GUI are inconsistent with each other [8]. Following the
recommendations of the U.S. Department of Labor Occupa-
tional Safety and Health Administration, we let users sit
60∼80 cm away from the screen to reduce fatigue and eye strain
[59]. +e subject has to stare at the motion-strip of their choice
during each trial. At the same time, the vBCI module obtains

signals from the user’s brain waves to gain the available ERPs
components, including N200 and P300 [8, 60, 61]. +us, the
vBCI module can distinguish what the user wants and, then,
output the control signal to the user’s smartphone.

+e vBCI module outputs communication signals to the
user’s smartphone via Arduino and the HC-5 Bluetooth
module. +e communication signals first execute an app on
the user’s smartphone designated ICAI1101, an application
developed by the author. ICAI1101, then, triggers the cor-
responding app to make an emergency call or to send an IR
signal to control a household appliance.

2.2.2. Brain-Computer Interface for Stimulation. In this
study, there are four GUIs in the BCI module, including the
main screen, TV control screen, air conditioner control
screen, and TV channel shift screen, as shown in Figure 3.
Blue strips in the white box below each option on the GUIs
of Figure 3 represent the motion-strip stimuli. In a single
trial, all stimulus strips on the GUI move quickly from right
to left six times. +e onset time of the stimulus strips on the
same GUI are asynchronous with respect to each other.
+us, the vBCI module reacts more rapidly and achieves
higher accuracy [8]. Moreover, there is some complexity in
the interface in most vBCI systems [22, 56, 60]. In this study,
except for the TV channel shift screen, there are only four or
six options on the other three screens to provide a faster,
more intuitive, and friendlier interface for end-users.

2.2.3. Smartphone Interface Design for Caregivers. When the
BCI module identifies the option the user wants, it will send
a command signal to the user’s smartphone to control
ICAI1101. +en, the GUI of the user’s smartphone changes
based on the user’s selection. If there is a caregiver around
the user, they can follow-up on the user’s demands and help
the user by using the GUI of the user’s smartphone directly.
Figure 4 shows the app interfaces on the user’s smartphone.

2.2.4. Stimulation Trials. In this study, a stimulus is defined
as the motion-strip of an option moving from right to left
once, about 200ms, as shown in Figure 3. +e interval
between two stimulus onsets in the same option was 200ms.
+e stimulus onset asynchrony (SOA) between the two
options was 50∼100ms, depending on the number of op-
tions on the same GUI. SOA prevents stimuli from inter-
fering with each other and shortens all stimulation time. In
each trial, each option performs six stimuli in a regular
sequence. Figure 5 shows the stimulation sequence in a trial
on the main screen. +us, the time of 1 trial is roughly
3.0–3.8 sec (including roughly 500ms for the system re-
sponse), and the system can output the user’s choice to the
application immediately.

2.2.5. *e ERP Features of a Trial. In Figure 3(a), there are
four options on the main screen. If the user stared at the
motion-strip of the TV option, then the final ERP figure of
this trial resembled Figure 6. +e option with the red curve
(TV) has the highest event-related potential for the N2P3
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component. +us, it is the target option and is the one (TV
control) that the user selected and wanted to execute.

In Figure 6, the positions marked with red circles are the
N200 troughs of the waveforms, and green circles indicate
the P300 peak. +e N200 potential has the smallest ERP
value within 150ms∼250ms, while the P300 potential has
the highest ERP value within 250ms∼350ms. +e N2P3
value of one option is its P300 potential minus its N200
potential.

2.3. Experimental Procedure

2.3.1. Overview of the Experimental Procedure. Each subject
took about 0.5 to 1 hour to complete the experiment,
depending on the accuracy of the trials. Figure 2 shows the
experimental setup. Before the test, the subject sat in front of
the computer screen at a distance of roughly 80 cm. +e
procedure included four steps: (1) attaching the electrodes
and checking the signals- 10mins; (2) illustrating the
experimental scheme and performing two trial runs as
practice- 10mins; (3) running the experimental procedure-
5∼35mins; and (4) removing the electrodes and cleaning up-
5mins.

+e first step of the experiment was to attach electrodes
to the subject’s scalp and check the signals. +e BCI module,
then, connects with the user’s smartphone via its Bluetooth
module. Next, each subject performs 15 trials during the
experimental procedure. In each trial, the user must choose
an option from the GUI designed for the BCI module on the
computer screen.

In each test, the subject had to gaze at the blue motion-strip
of the option they wanted to choose.+e system, then, collected
the ERPs of all options available on the GUI from the EEG.
After that, the BCI module identified the highest potential from
the ERP components N200, P300, or N2P3.+e option with the
highest N2P3 potential should be the one the user was gazing at
during the trial.+e BCImodule then sent a command signal to
the user’s smartphone via Bluetooth to make an emergency call
or to control a household appliance via IR.

2.3.2. Flowchart of the HCS Operating Procedures.
Figure 7 shows a flowchart of the BCI module operation.
Each subject had to make 15 selections in the experimental
procedure, representing 15 trials. In Figure 7, step 1∼step 15
represent the trial sequences.

Table 2: Clinical data of the motor-disabled participants.

Subject Age Gender DD Disease
SE1 35 M Moderate Spinal cord injury
SE2 37 M Moderate Tetraplegia
SE3 46 M Moderate Spinal cord injury
SE4 42 M Mild Spinal cord injury
SE5 39 M Moderate Spinal cord injury
SE6 43 M Mild Spinal cord injury
SE7 50 M Marked ALS
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digitization
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Control
device
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Figure 2: System architecture of the proposed HCS, including the ERP-based vBCI system and its applications.
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Each subject performed their experimental procedure
using the four GUIs. +e TV and the air conditioner were
under control during the process. +ey also made an
emergency call before the end of the procedure. Table 3
shows the details of the trial sequence. If the command
given by the system is correct during a trial, the subject
performs the following step of the procedure directly.
Otherwise, the tester will discuss the cause of the error
with the user and help the user return to the previous trial
and try again.

2.4. Experimental Setup

2.4.1. Experiment Equipment. +e equipment used to ac-
quire the EEG data included a 32-channel EEG amplifier, an
ISO-1032CE, and the control unit, CONTROL-1132, pro-
duced by Braintronics B.V. Company. +e system uses PCI-
1713 to convert analog data to digital data.+e authors wrote
the vBCI module using Borland C++ Builder and wrote the
ICAI1101 smartphone app in Java. +e BCI module used an
Arduino Uno and HC-05 Bluetooth module to communi-
cate with the user’s mobile phone.

2.4.2. Data Acquisition. In the EEG acquisition settings, the
sampling rate is 500Hz, and the impedance remains below
10 kΩ. +e EEG acquires the subject’s brain waves from
electrode O1 on the user’s scalp. +e electrodes for eye
movement detection are FP1 and FP2. +e reference elec-
trodes are A1 and A2. +e ground electrode is FPz [8]. All
electrodes are wet Ag/AgCl electrodes. +e EEG amplifier
(ISO-1032CE) amplifies and records the potentials of the

user’s brain waves. +e data are filtered with a 0.3∼15Hz
band-pass filter in the control unit, CONTROL-1132. +en,
PCI-1713 converts the analog data to digital data and sends
the data to the vBCI module for interpretation.

2.4.3. Data Processing. (1). ERPs acquisition: in each trial,
each motion-strip moves from right to left six times, as
shown in Figure 5. +e system records the time of onset for
each motion-strip and obtains the brain waves of the sub-
jects. +e system, then, segments the EEG into ERPs within
intervals ranging from‒100ms to 800ms of the onset time.
+us, there are six segments for each option. +e system,
then, sums the six ERP segments of each option and averages
them to obtain the final ERPs for each option.

(2). ERPs analysis: the system saves and analyses the final
ERPs for each option in each trial.+e system, thus, finds the
N200 value and the P300 value of each option and, then,
determines the N2P3 value. Next, the system compares the
N2P3 value of all options to each other to identify which
option the user selected.

(3). Instruction output: the system translates the ERP
analysis results into a BCI instruction and sends it to the
user’s smartphone via Bluetooth. When the smartphone
receives a BCI instruction, it runs the application to make an
emergency call or to control an appliance via IR.

2.5. System Assessment with Bit Rate. In addition to the
accuracy rate, the rate at which information per unit of time
is obtained is particularly important for evaluating a BCI
system. To calculate the number of bits available per minute,
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System
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(a)

TV control screen

Channel
switch

Volume
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Main
screen

(b)

Air conditioner
control screen

Temp. Air
flow

Turn on
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screen

(c)

TV channel shi� screen

1 3 42

5 7 86
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Figure 3: Four GUIs in the BCI module. (a) Main screen with four options; (b) TV control screen with six options; (c) air conditioner
control screen with six options; and (d) TV channel shift screen with 12 options.
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the bit-rate calculation in this study uses the definition of
Wolpaw [62], as follows:

bit − rate � M log2 N + P log2 P +(1 − P)log2
(1 − P)

(N − 1)
􏼢 􏼣􏼨 􏼩,

(1)

whereM indicates the number of choices made in a minute,
N is the number of options, and P is the accuracy rate.

3. Results and Discussion

Table 2 shows information about all the subjects who par-
ticipated in the experiment. Although the participants could
ask to stop the procedure at any time, no one did.+e system
used the N2P3 component to interpret the output of the EEG
online. However, to find the optimal solution, we analyzed
the features of ERP components N200, P300, and N2P3 of all
users offline. +e experimental results were analyzed as
follows.

3.1. Discriminating Features of ERPs. Figure 8 illustrates the
discriminating features of ERPs. Figure 8(a) is the output
figure obtained from the 1st trial of E14, while Figure 8(b) is
the output figure from the 3rd trial of SE1.

In Figure 8(a), the red curve represents enter the TV
control screen, the dotted green curve represents enter the
air conditioner control screen, the dotted yellow curve
represents making an emergency call, and the blue segment
curve represents shut down the system.

In Figure 8(b), the red curve represents change to the
next channel, the dotted green curve represents enter the TV
channel shift screen, and the dotted yellow curve represents
increasing the volume.+e blue segmented curve is a change
to the previous channel, the dotted white curve represents
backing to the main screen, and the dotted gray curve
represents decreasing the volume.

Figure 8(a) shows that the N200 value (−1.7969 µV) of
the solid red curve (TV option) on the main screen is the
lowest ERP, and P300 value (3.5418 µV) of the dotted green
curve (AC option) is the highest ERP. Table 4 shows that the
maximum ERP of N2P3 (4.0814 µV) is obtained from the

Off 1st 2nd 3rd 4th 5th 6th

1st 2nd 3rd 4th 5th 6th

1st 2nd 3rd 4th 5th 6th

1st 2nd

0.2 0.4 0.6 0.8 1.0
Time after the first stimulus onset (sec)

1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.5

3rd 4th 5th 6th

EC

AC

TV Time
(sec)

DelayStimulationOnset
200
ms

200
ms

100
ms

Figure 5: A stimulation schematic of one trial for the four options on the main screen.+ere are six instances of stimulation for every option
in a single trial.

(a) (b) (c) (d)

Figure 4: +e caregiver GUIs of the ICAI1101 smartphone app: (a) main app screen on the smartphone; (b) TV remote controller; (c) air
conditioner remote controller; and (d) TV channel shift screen.
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solid red curve (TV option). +us, the user wanted to access
the function of the TV control during the online experi-
mental process. +is result complies with the requirements
of the experimental procedure. +e offline analysis shows
that the result is correct if using N200 for interpretation.

However, the result when using P300 for interpretation, AC,
is wrong.

Figure 8(b) shows that the N200 value (−1.6458 µV) of
the solid red curve (Next Channel) on the TV screen is the
lowest ERP, and P300 value (3.0962 µV) of the dotted yellow

Step 2
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Step 12Step 7

TV control
screen (b)

Air conditioner
control

screen (c)

TV channel
shi�

screen (d)

Step 4
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Step 8 Main screen
screen (a) Step 13
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Step 15Step 14

Emergency
call

Turn off
system

Figure 7: Flowchart of the vBCI operating procedures. +e solid arrow line shows that the system sends an instruction to switch the screen
of the system to the target GUI. +e dotted arrow line shows that the system is only sending a command to do something, and the screen
remains on the same GUI.

O1
–2

–80 –60 –40 –20 0 20 40 60 80
ms

100 120 140 160 180 200 220 240 260 280 300 320 340

uV

–1

0

1

2

3

4

Main screen

N200

P300

OFFTV
AC

EC

Figure 6:+e ERPs of four options on the main screen from the output of the first trial of SE3.+e red circle indicates the potential of N200,
while the green circle represents the potential of P300.
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curve (volume up) is the highest ERP. Table 5 shows that the
maximum ERP of N2P3 (4.3471 µV) gains from the solid red
curve (next channel). +us, it means the user wanted to
access the function of the next channel during the online

experimental process. +is result complies with the re-
quirements of the experimental procedure. +e offline
analysis shows that the result, the solid red curve (next
channel), is right if using N200 for interpretation. However,
the result obtained when using P300 for interpretation,
volume up, is wrong.

3.2. Experimental Results for Healthy Subjects

3.2.1. Accuracy and Bit-Rate Analysis. Fifteen healthy
subjects participated in the experiment. +e experimental
results showed that the feature of N2P3 enabled the best
discrimination. +e average accuracy across all 15 users was
81.78%, meaning that of all 15 commands, 12 were
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Main screen
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Figure 8: Two ERP samples from onemotor-disabled subject. (a)+e ERPs from themain screen of the BCI system (4 options); (b) the ERPs
from TV control screen of the BCI system (6 options).

Table 4: +e ERP values (µV) of all options in the main screen
obtained from the first trial of subject E14.

Options N200 P300 N2P3
Result

Online Offline
TV −1.7969 2.2845 4.0814 ✓ N200, N2P3
AC 0.6518 3.5418 2.8900 P300
EC 0.0030 1.0302 1.0272
Off −1.7847 −0.9263 0.8584
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performed right. +e precision attained by 10 of the 15
subjects was greater than 80%.+e accuracy of E10 was even
100%. However, the accuracy of E1 and E15 was unac-
ceptable. +ese two subjects may not be able to adapt to the
BCI system or were disturbed by other factors, resulting in
reduced efficiency. Figure 9 summarizes the accuracy levels
and bit rate acquired by the 15 healthy subjects.

+e average bit rate attained by all 15 healthy subjects is
27.11. It is better than that of other studies [25, 62, 63].

3.2.2. Analysis of Sum of Correct Choices Made by All Healthy
Subjects in Each Trial. Figure 10 shows that if the system
uses N2P3 to interpret the EEG, the average number of
correct selections for each healthy subject was 12.27 on
average, while N200 it is only 8 and 11.07 for P300. It is
important to note that the 6th and 7th trials exhibited lower
online performance with the system choosing the right
option for only 10 of 15 users (66.67%). By contrast, all the
subjects chose the correct option on the 4th trial, and the
number of correct selections in 10 of all 15 trials is greater
than 12 (80%). +us, using N2P3 for interpretation is the
optimal solution.

3.2.3. *e Paired-Sample t-Test Analysis of the Results of the
Targeted Option vs. Nontargeted Options. Table 6 shows the
paired-sample t-test analysis of the ERP components of the
target option and the nontarget options. +e results show
that the features of the ERP components, P300 and N2P3,
can be used as discriminating features. However, there was a
significant difference in the results between N2P3-targeted
and P300-targeted. +us, using the component N2P3 for
interpretation is the optimal solution.

3.3. Experimental Results for Motor-Disabled People and ALS

3.3.1. Accuracy and Bit-Rate Analysis. Six motor-disabled
people and one man with ALS participated in the experi-
ment. +e experimental results showed that the feature of
N2P3 offered the best discrimination. +e average accuracy
across all seven users was 78.10%, meaning that of all 15
commands, 11 were performed right. However, the accuracy
of SE2 is not acceptable. +is subject may not be able to
adapt to the BCI system or was disturbed by other factors,
resulting in reduced efficiency. Figure 11 summarizes the
accuracy levels acquired by the seven with physical
disabilities.

+e average bit rate attained by all seven disabled
subjects is 22.37. Although the average bit-rate attained by
the disabled group is lower than that of the healthy group, it
is also better than that of other studies [25, 62, 63].

3.3.2. Analysis of Sum of Correct Choices Made by All Motor-
Disabled Subjects in Each Trial. Figure 12 shows that if the
system uses N2P3 to interpret the EEG, the average number
of disabled subjects selecting correctly is 5.47, 2.13 for N200
and 3.67 for P300. It is important to note that the 10th and
11th trials exhibited lower performance online. By contrast,
all the subjects chose the correct option in the 1st, 4th, 9th,
12th, and 14th trials. +us, using N2P3 for interpretation is
the optimal solution for motor-disabled subjects. +ese
results are the same as those of the group of healthy subjects.

3.3.3. *e Paired-Sample t-Test Analysis of the Results of the
Targeted Option vs. Nontargeted Options. Table 7 shows the
paired-sample t-test analysis of the ERP components of the
target option and the nontarget options. Although the p-value
(.004) of case N200 is less than 0.01, Figure 11 shows that the
average accuracy is 30.48% if the system used the component
N200 for interpretation. +us, only N2P3 can be used as the
discriminating feature for motor-disabled subjects.

3.4. Independent-Sample t-Test for the Results for the Healthy
Subjects and the Motor-Disabled Subjects (including One
ALS). In this study, we conducted experiments with 15
healthy subjects, six motor-disabled subjects, and one ALS.
+e average accuracy attained by the 15 healthy subjects was
81.78% if using N2P3 (online) for interpretation, while the
average accuracy attained by the seven motor-disabled
subjects was 78.10%. +e disabled group has a lower ac-
curacy level than the healthy group. However, both groups
had an average accuracy of more than 75%.

We compared the results of these two independent sam-
ples, as shown in Table 8. +e results show that if the system
used theN200 or P300 component for interpretation, there was
a significant difference in the results between the healthy group
and the disabled group. +at is, the system may not be ac-
ceptable for disabled people. Yet, when the system uses N2P3
for interpretation, there is no significant difference between the
two groups (t� 0.6258, p � 0.5385). +us, the proposed vBCI
system appears to be suitable for our end-user, motor-disabled
people, when the system uses N2P3 for interpretation online. It
enables the HCS to reach a desirable level.

+e average bit rate attained by all 15 healthy subjects is
27.11 (Figure 9). +e average bit rate attained by all seven
disabled subjects is 22.37 (Figure 11). Although the average
bit rate attained by the disabled group is lower than the
average bit rate attained by the healthy group, the difference
is not significant (t� 0.8793, p � 0.3897).

4. Discussion

+e aim of the present study is two-fold: (1) to develop a
BCI-based home care system to help end-users control their

Table 5: +e ERP values (µV) of all options in the main screen
obtained from the 3rd trial of subject SE1.

Options N200 P300 N2P3
Result

Online Offline
Next channel −1.6458 2.7013 4.3471 ✓ N200, N2P3
Channel shift −0.3196 2.5717 2.8913
Volume up 0.9145 3.0962 2.1817 P300
Prev. channel −0.5131 1.4089 1.9220
Main screen 0.8788 1.0479 0.1691
Volume down 1.3293 1.1093 −0.2200
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household appliances and (2) to assess whether the archi-
tecture of the HCS is easy for motor-disabled people to use.

First, we designed and developed a BCI-based home care
system (HCS). We designed the HCS to make an emergency
call or control the household appliances, such as TV and air

conditioner, via a smartphone. +us, end-users can improve
personal autonomy and reduce their dependence on
caregivers.

Second, most previous research has not experimented
with end-users.+us, the second purpose of this study was to

120.00
Ac

cu
ra

cy
 (%

), 
Bi

t-r
at

e (
bi

t/m
in

) 100.00

80.00

60.00

40.00

20.00

0.00
E1 E2 E3 E4 E5 E6 E7 E8

Subjects

E9 E10 E11 E12 E13 E14 E15 Average
40.00 40.00 53.33 60.00 40.00 66.67 53.33 13.33 53.33 86.67 46.67 73.33 66.67 60.00 46.67 53.33
53.33 66.67 80.00 80.00 53.33 86.67 93.33 86.67 53.33 86.67 93.33 60.00 73.33 60.00 80.00 73.78
46.67 80.00 86.67 73.33 73.33 93.33 93.33 80.00 86.67 100.00 93.33 86.67 93.33 73.33 66.67 81.78

N200
P300
N2P3
Bit rate 3.71 22.52 30.26 16.64 16.98 38.75 38.31 22.27 29.90 50.61 38.31 30.26 38.75 17.09 12.29 27.11

Figure 9: +e accuracy levels and bit rate attained by all 15 healthy subjects.

18
For healthy subjects

N
um

be
r o

f s
ub

je
ct

s s
el

ec
te

d 
co

rr
ec

tly 16

14

12

10

8

6

4

2

0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Avg

13 8 7 11 3 6 9 8 9 7 8 8 6 7 10 8.00
10 14 9 12 11 12 10 12 11 14 11 10 13 7 10 11.07

N200
P300
N2P3 14 13 11 15 13 10 10 12

�e order of trials

14 12 11 13 12 11 13 12.27

Figure 10:+is bar chart summarizes the number of correct selections for each healthy subject for each trial. For example, if the system uses N2P3
to interpret the EEG, the choices from 14 of all 15 users are correct in the first trial, while N200 13 are correct, and only 10 are correct for P300.

Table 6: Paired-sample t-test results of all trials for the 15 healthy subjects. α� 0.01, N� 225.

Case T value p value
N200 Targeted vs. nontargeted 0.747 0.467
P300 Targeted vs. nontargeted 6.225 0.000∗∗∗
N2P3 Targeted vs. nontargeted 8.998 0.000∗∗∗
N2P3 vs. P300 N2P3-targeted vs. P300-targeted 2.276 0.039∗
∗p< 0.05; ∗∗p< 0.01; ∗∗∗p< 0.001.
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assess the usefulness of the system with motor-disabled
subjects. We conducted experiments with both healthy and
motor-disabled subjects. One subject had ALS.

Previous researchers attempted to improve the perfor-
mance of their BCI systems [7, 9, 21, 23, 60]. +us, improving
the accuracy of the HCS is the primary mission of our study.
To improve the efficiency of HCS, we adjusted three details:
the number of electrodes, the brain-computer interface, and
the method the system uses to interpret the ERPs.

Most BCI studies use Fz, Cz, Pz, Oz, and other electrodes
to collect data [9, 22, 23, 29, 34, 45, 60]. Of these, Zhang et al.
also used the O1 and O2 electrodes to obtain data [10]. Based

on the previous research results of our laboratory, the ERPs
acquired from electrodes O1 and O2 yield outstanding
accuracy and are better than ERPs from other electrodes
when we asked the user to stare at the GUI [8, 26]. Fur-
thermore, the fewer the electrodes are, the more comfortable
the user is.+us, the system used electrode O1 only to obtain
the ERP data in this study.

To use an electrode, Q1, to gain the data, we ask the user
to stare at the GUI when using the system. +e system
asynchronously shows the stimuli to shorten stimulation
times. In the HCS there are four options on the main screen,
six options on the TV and AC control screen, and 12 options
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on the TV channel shift screen. Figures 10 and 12 show that
the number of options on the GUI has nothing to do with the
number of users correctly selecting in each trial. +e average
bit rate in both groups was better than that of related studies.
Although the average bit rate attained by the disabled group
is lower than that attained by the healthy group, the dif-
ference is not significant (t� 0.8793, p � 0.3897). +erefore,
we inferred that the interface of the HCS is also applicable to
motor-disabled people.

Previous studies have stated that component P300
provided an excellent level of discrimination [29, 60, 61].
However, in earlier studies in our laboratory, component
N2P3 presented the best level of discrimination [8].+us, we
compared ERP components N200, P300, and N2P3 to de-
termine what the best feature for discrimination is.

When using component P300, the healthy and the motor-
disabled subjects had an average efficiency of 73.78%
(SD� 14.79) and 52.38% (SD� 18.23), respectively. Although
the precision attained by 8 of the 15 healthy subjects was greater
than 80%, only SE7 (ALS) obtained an accuracy of 80% when
using P300 for interpretation. However, for the online ex-
perimental results (using component N2P3), the healthy and
the motor-disabled subjects exhibited an average efficiency of
81.78% (SD� 13.69) and 78.10% (SD� 10.69), respectively.+e
precision attained by 10 of the 15 healthy subjects was greater
than 80%, and the precision obtained by three of the seven
motor-disabled subjects was greater than 80%. Furthermore,
Figure 11 shows that, from SE1 to SE6, the accuracy using
N2P3 for interpretation is the best. SE7 (ALS) had an accuracy
of 80% using component N2P3 and again using P300.

Although the disabled group has a lower accuracy level
than the healthy group, the difference is not significant
(t� 0.6258, p � 0.5385). +e average accuracy attained by
the seven motor-disabled subjects was 78.10%, more than
the 75% when using N2P3 for interpretation. To this point,

these results are consistent with those of Huang [8] which
show that the ERP component N2P3 is the optimal solution
for discrimination in the HCS. +us, the HCS is suitable for
end-users, including motor-disabled people. +e HSC
proposed in this study reaches a desirable level of perfor-
mance when the system uses N2P3 for interpretation.

+e second issue in system construction is making the
system easy for end-users. +is question included two key
points: whether the GUI of the HCS is friendly and whether
the remote controls for all appliances can be integrated into
one remote control.

First, Figure 10 shows that more than 12 subjects made
the right selections in 10 of 15 trials (over 80%). Figure 12
shows that more than six subjects made the right selections
in 8 of 15 trials (over 85%). Most trials exhibited a high
correct selection rate. Coupled with speedy bit rate, we
reason that the interface in the system is easy to use.

Second, there are often two common household appli-
ances, TVs and air conditioners, in the same room. Every
home appliance has a dedicated remote control. If all home
appliances can share the same remote control, the system
can be easy for end-users to use. In this study, we added a
smartphone to the HCS. A smartphone with IR commu-
nication technology may act as a remote control. It can emit
a distinct IR wavelength to control any household appliance.
+us, we developed an app called ICAI1101 to control the
TV and air conditioner using a smartphone via IR. Such a
BCI system would make it easier for the end-user to control
their home appliances.

ICAI1101 is first installed on a smartphone. When the
user makes a choice during use, ICAI1101 can act following
the user’s choice. Furthermore, ICAI1101 not only makes
emergency calls and controls the TV or air conditioner but
can also integrate other apps. +e rapid growth of the In-
ternet and the popularity of smartphones have had an
immense impact on human life in the last two decades [22].
Innumerable apps designed for smartphones reside in
mobile app stores. Millions of apps are aimed at motor-
disabled people. ICAI1101 can easily integrate these apps
into the BCI system. In the future, we plan to integrate other
apps into the BCI system. +us, the HCS could help end-
users to learn and communicate with others.

Tables 3 and 5 show that the accuracy of E1, E15, and SE2
is not acceptable. +ese subjects may have individual factors
that resulted in lower efficiency. Development of the sub-
sequent vBCI system should address the aforementioned
personal questions.+is will allow the HCS to help end-users
achieve better quality of life.

5. Conclusions

In this study, we have proposed a home care system that
combines BCI with a smartphone.+e HCS helps end-users,
motor-disabled people, make an emergency call or control
their household appliances. +us, end-users can take care of
themselves with only eye muscle movement. Fifteen healthy
subjects and seven motor-disabled subjects (including one
with ALS) participated in clinical trials. Because of the high
accuracy-rate and rapid response of the system during the

Table 7: Paired-sample t-test results of all trials for the seven
motor-disabled subjects. α� 0.01, N� 105.

Case T value p value
N200 Targeted vs. nontargeted −4.509 0.004∗∗
P300 Targeted vs. nontargeted 0.346 0.741
N2P3 Targeted vs. nontargeted 6.953 0.000∗∗∗
∗∗p< 0.01; ∗∗∗p< 0.001.

Table 8: Independent-sample t-test of the accuracy of the healthy
subjects and of the motor-disabled subjects, α� 0.01.

Case F-test p

value T value p value

N200
targeted

Healthy vs.
disabled 0.1596 3.1693 0.0048∗∗

P300
targeted

Healthy vs.
disabled 0.2428 2.9396 0.0081∗∗

N2P3
targeted

Healthy vs.
disabled 0.2817 0.6258 0.5385

Bit rate Healthy vs.
disabled 0.2576 0.8793 0.3897

∗∗p< 0.01; ∗∗∗p < 0.001.
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online experimentation, most subjects of both groups can
rapidly complete the experimental procedure in less than the
preset time, 35 minutes. In the offline analytics, the data
collected enabled us to evaluate and improve the perfor-
mance of the system. +e results showed that the disabled
group has a lower accuracy level than that of the healthy
group, but the difference is not statistically significant. +e
average accuracy of the disabled group (78.10%) not only
exceeded the chance level but was also higher than 75%. +e
bit-rate analysis yielded conclusions similar to those of the
accuracy analysis. +us, when a user chooses an option, the
accuracy of the target option in a short period exceeds three-
fourths.We, therefore, reason that the HCS is a viable system
for motor-disabled people.

+e HCS is a system that can be used without prior
training. +e bit rate of the HCS is close to that of a previous
study, the Chinese Spelling System, performed in our Lab
[8], and is better than that of other studies [25, 62, 63]. Such a
fast bit rate and high accuracy rate make the HCS easy to use.
Even if the user selects the wrong option, the system can be
returned to the correct position in a short time by rese-
lection. More importantly, only one electrode, O1, is re-
quired to measure the EEG signals, enabling the HCS to have
good usability in practical use. +us, we confirmed the
feasibility and practicability of this home care system
approach.
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