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#### Abstract

The concept of the cubic intuitionistic fuzzy set is an effective hybrid model for modeling uncertainties with an intuitionistic fuzzy set and an interval-valued intuitionistic fuzzy set, simultaneously. The primary objective of this study is to develop a topological structure on cubic intuitionistic fuzzy sets with P-order and R-order as well as to define some fundamental characteristics and significant results with illustrations. Taking advantage of topological data analysis with cubic intuitionistic information, novel multicriteria group decision-making methods are developed for an uncertain supply chain management. Algorithms 1 and 2 are proposed for extensions of the weighted product model and the choice value method towards a cubic intuitionistic fuzzy environment, respectively. A comparative analysis is also given to discuss the validity and advantages of the proposed techniques.


## 1. Introduction

Topological data analysis (TDA) methods are rapidly growing approaches to inferring persistent key features from possibly complex data [1]. We deal with complex issues in our daily lives due to vague and uncertain information, and if we do not use the proper modeling techniques for them, we eventually wind up with vague and unclear reasoning. For this reason, making rational and logical conclusions in the face of such imprecise and inexplicit facts is a difficult task for decision-makers. As a result, dealing with vagueness and uncertainty is a necessary part of dealing with such challenges and difficulties. Zadeh [2] initiated the notion of fuzzy set (FS) theory, which is an instantaneous extension of a crisp set. Various sets of theories and models have been developed by researchers to manage the complexity of daily life problems that include vague and uncertain information. Atanassov [3] presented the idea of an intuitionistic fuzzy set (IFS), and Atanassov [4] further initiated the notion of circular intuitionistic fuzzy sets. Yager [5, 6] introduced the concept of a Pythagorean fuzzy set (PFS), and further Yager [7] developed the notion of a q-rung orthopair fuzzy set (q-

ROFS). Molodtsov [8] was the first who proposed the idea of a soft set (SS), and Zhang [9, 10] originally introduced the notion of a bipolar fuzzy set (BFS) to address bipolarity and bipolar information. Smarandache [11, 12] initiated the concept of a neutrosophic set (NS). Cuong [13] introduced the idea of a picture fuzzy set (PiFS). Gundogdu and Kahraman [14], Mahmood et al. [15], and Ashraf et al. [16] independently introduced the notion of a spherical fuzzy set (SFS). These models have a strong foothold when it comes to modeling uncertainty in a real-life complex challenges. Atanassov and Gargov [17] introduced interval-valued intuitionistic fuzzy sets. Cagman and Enginoglu [18] proposed decision-making applications based on soft-set theory. Karaaslan and Cagman [19] introduce the parameter trees based on soft set theory and their similarity measures. Chen [20] proposed m-polar fuzzy sets (mPFS) with $m$ membership values to address the multipolarity of objects.

Jun et al. [21] developed the cubic set (CS) and its internal and external environment. But CS has some limitations, as it does not convert membership degree grades into nonmembership grades. Riaz and Hashmi [22] proposed cubic m-polar fuzzy sets and cubic m-polar fuzzy averaging
aggregation operators for MAGDM. So, for this, Kaur and Garg [23, 24] presented the concept of a cubic intuitionistic fuzzy set by combining the concepts of IFSs, CFSs, and IVIFSs. So, CIFS, rather than IFSs or IVIFSs, is a handy technique to address information more precisely throughout the DMP. Young et al. [25] proposed cubic interval-valued intuitionistic fuzzy sets. Senapati et al. [26] introduced a cubic intuitionistic WASPAS technique. Garg and Kaur [27] suggested cubic intuitionistic fuzzy Bonferroni mean operators. Garg and Kaur [28] proposed cubic intuitionistic fuzzy TOPSIS for nonlinear programming.

Classical topology derives its inspiration from classical analysis and has a wide range of scientific applications. In 1968, Chang [29] proposed the concept of fuzzy topology. Coker [30] pioneered intuitionistic fuzzy topology. Olgun [31] expanded on this concept by introducing Pythagorean fuzzy topology. Topological structures on fuzzy soft sets [32] and cubic m-polar fuzzy sets [33] have robust applications in decision-making. Xu and Yager [34] and Xu [35] originated the notion of an intuitionistic fuzzy number (IFN) and their aggregation operators. Zhang and Xu [36] developed an extension of TOPSIS for Pythagorean fuzzy numbers (PyFNs). They also suggested a domestic airline MCDM application to examine the service quality of airlines. Feng et al. [37] proposed the MADM application by using a new score function for ranking alternatives with generalized orthopair fuzzy membership grades. Akram [38] initiated the concept of BFS graphs, and Akram et al. [39] suggested a hybrid decision-making framework by using aggregation operators under a complex spherical fuzzy prioritization approach. Alghamdi et al. [40] proposed some MCDM methods for bipolar fuzzy environments. Liu and Wang [41] proposed some basic operational laws of $q$-ROFNs and q -ROF aggregation operators. Ye [42] proposed MADM with new similarity measures based on the generalized distance of neutrosophic Z-number sets. Senapati and Yager [43] proposed WPM for Fermatean fuzzy numbers. Kahraman and Alkan [44] developed the TOPSIS method for circular intuitionistic fuzzy sets. Sinha and Sarmah [45] developed supply chain coordination using fuzzy set theory. Alshurideh et al. [46] proposed supply chain management with fuzzy-assisted human resource management.

Seikh et al. [47, 48] proposed the solution of matrix games with rough interval pay-offs and a defuzzification approach of type-2 fuzzy variables to solving matrix games. They developed applications of matrix games to the telecom market share problem and the plastic ban problem. Ruidas et al. [49] developed an EPQ model with stock and selling price-dependent demand and a variable production rate in an interval environment. Ruidas et al. [50] suggested an interval environment with price revision using a single-period production inventory model. Ruidas et al. [51] introduced a production-repairing inventory model considering demand and the proportion of defective items as rough intervals. Seikh and Mandal [52] proposed q-rung orthopair fuzzy Frank aggregation operators and their application in MADM with unknown attribute weights. Seikh and Mandal [53] introduced the MADM method based on 3,4-quasirung fuzzy sets. Riaz
and Farid [54] proposed the picture fuzzy aggregation approach and application to third-party logistic provider selection. Ashraf et al. [55] introduced the Maclaurin symmetric mean operator with an interval-valued picture fuzzy model. Baig et al. [56] developed new methods for enhancing resilience in developing countries for oil supply chains. Chattopadhyay et al. [57] proposed the idea of the development of a rough-MABAC-DoE-based metamodel for iron and steel supplier selection. Karamasa et al. [58] studied weighting the factors affecting logistics outsourcing. Bairagi [59] developed a novel MCDM model for warehouse location selection in supply chain management. Recently, some applications of fuzzy modeling have been developed, such as uncertain supply chains [60], medical tourism supply chains [61], sustainable plastic recycling processes [62], and pattern recognition [63].

Multicriteria group decision-making (MCGDM) is a branch of operation research in which the alternatives are evaluated by the group of decision-makers (DMs) under multiple criteria to find a ranking of alternatives and an optimal decision. It is an important aspect of MCGDM to evaluate alternatives based on their characteristics. It is extremely difficult for an individual to choose an option in a variety of situations due to inconsistencies in the data caused by human errors or a lack of knowledge. Dealing with vagueness and uncertainties in MCGDM problems is very crucial to dealing with daily life problems. For this purpose, a variety of strategies have been utilized to evaluate the stability of human decision-making by weighing a set of options against a set of criteria. The weighted product model and choice value method are well-known methods and are often utilized to rank the alternatives according to certain criteria.

The main objectives of this research work are given as follows:
(1) To develop a topological structure on cubic intuitionistic fuzzy sets (CIFSs) with P-order (P-CIFT) as well as R-order (R-CIFT) and to validate some significant results and fundamental characteristics with examples. The concept of the CIFS is a strong hybrid model for modeling uncertainties with an IFS and an interval-valued IFS, simultaneously.
(2) To examine various properties of the cubic intuitionistic fuzzy topology (CIFT) under P-order (Rorder), such as open sets of CIFT, closed sets of CIFT, interior in CIFT, closure in CIFT, subspace of CIFT, exterior in CIFT, a frontier in CIFT, and a basis of CIFT.
(3) Taking advantage of topological data analysis with cubic intuitionistic fuzzy information, we proposed two multicriteria group decision-making (MCGDM) methods.
(4) To develop Algorithm 1 for a weighted product model (WPM) and Algorithm 2 for a choice value method (CVM). An application of the proposed techniques is also designed for the uncertain supply chain management.
(5) ranking of feasible alternatives is computed, and a comparative analysis of proposed methods with existing methods is also given to discuss the validity and advantage of the proposed techniques.

The remaining sections of this paper are organized as follows. In Section 2, we reviewed some fundamental concepts such as IFS, IVIFS, cubic sets, CIFS, operations on CIFSs, and some essential results on CIFSs. The idea of cubic intuitionistic fuzzy set topology with P -order is introduced in Section 3. We also investigated some key results on CIFSs in p-order. In Section 4, we discuss the major results of cubic intuitionistic fuzzy set topology with R-order. In Section 5, we discuss a useful application that employs the weighted product model and choice value method. The conclusion of the paper is given in Section 6.

## 2. Preliminaries

In this section, we study some basic concepts of IFSs, IVIFSs, CSs, and CIFSs. We also review some fundamental properties of CIFSs that are necessary to understand the topological structures of CIFSs.

Definition 1 (see [3]). An intuitionistic fuzzy set (IFS) in a set $\mathbb{k}$ is described as

$$
\begin{equation*}
\mathbb{D}=\{(\ell, \zeta(\ell), \eta(\ell)): 0 \leq \zeta(\ell)+\eta(\ell) \leq 1, \ell \in \mathbb{k}\}, \tag{1}
\end{equation*}
$$

where, $\zeta: \mathbb{k} \longrightarrow[0,1]$ represents the membership function, and the nonmembership function is denoted by $\eta: \mathbb{k} \longrightarrow[0,1]$.

Definition 2 (see $[34,35])$. Let $\mathbb{\square}_{1}=\left(\zeta_{1}, \eta_{1}\right)$ and $\mathbb{\square}_{2}=\left(\zeta_{2}, \eta_{2}\right)$ be two IFNs. Then, we have the following operations on IFNs.
(i) $\rrbracket_{1} \subseteq \rrbracket_{2}$ if $\zeta_{1} \leq \zeta_{2}$ and $\eta_{1} \geq \eta_{2}$ for all $\ell \in \mathbb{k}$
(ii) $\square_{1}=\square_{2}$ if $\square_{1} \subseteq \square_{2}$ and $\square_{2} \subseteq \square_{1}$
(iii) $\mathbb{1}_{1}^{c}=\left\{\left(\ell, \eta_{1}(\ell), \zeta_{1}(\ell)\right) ; \ell \in \mathbb{k}\right\}$
(iv) $\mathbb{a}_{1} \cup \mathbb{a}_{2}=\left\{\left(\ell, \vee\left\{\zeta_{1}, \zeta_{2}\right\}, \wedge\left\{\eta_{1}, \eta_{2}\right\}\right): \ell \in \mathbb{k}\right\}$
(v) $\mathbb{\square}_{1} \cap \mathbb{\square}_{2}=\left\{\left(\ell, \wedge\left\{\zeta_{1}, \zeta_{2}\right\}, \vee\left\{\eta_{1}, \eta_{2}\right\}\right): \ell \in \mathbb{K}\right\}$

In reality, it is difficult to determine the exact membership and nonmembership degrees of an element in a set. In this situation, a range of values may be a better measurement to accommodate the uncertainty. For this, Atanassov and Gargov [17] introduce the idea of an intervalvalued intuitionistic fuzzy set (IVIFS).

Definition 3 (see [17]). Let $\mathbb{k}$ be a nonempty universal set. An interval-valued intuitionistic fuzzy set (IVIFS) on $\mathbb{k}$ is defined as

$$
\begin{equation*}
\mathbb{a}=\left\{\left(\ell,\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],\left[\eta^{L}(\ell), \eta^{U}(\ell)\right]\right) ; \ell \in \mathbb{k}\right\} \tag{2}
\end{equation*}
$$

where, $\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right]$ and $\left[\eta^{L}(\ell), \eta^{U}(\ell)\right]$ are the closed subintervals of $[0,1]$ for every $\ell \in \mathbb{k}$. For simplicity, the pair $\square=\left(\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],\left[\eta^{L}(\ell), \eta^{U}(\ell)\right]\right)$ is called interval-valued intuitionistic fuzzy number (IVIFN).

By fusing the concept of IFS and IVIFS, Jun et al. [21] defined the cubic intuitionistic set as follows:

Definition 4 (see [21]). A cubic set $\mathbb{C}$ on a universal set $\mathbb{k}$ is expressed as

$$
\begin{equation*}
C=\{\ell, C(\ell), \sigma(\ell): \ell \in \mathbb{k}\}, \tag{3}
\end{equation*}
$$

in which $C(\ell)$ is interval-valued fuzzy set and $\sigma(\ell)$ is fuzzy set on $\mathbb{k}$. For use of ease, this pair is referred as $C=\langle C, \sigma\rangle$

Definition 5 (see [21]). For any cubic fuzzy sets $C_{i}=\left\langle C_{i}, \sigma_{i}\right\rangle$, $i \in \Lambda$, we have
(i) P-union $U_{p} \complement_{i}=\left\langle\vee_{i \in \Lambda} C_{i}, \vee_{i \in \Lambda} \sigma_{i}\right\rangle$
(ii) P-intersection $\cap_{p} \mathrm{C}_{i}=\left\langle\wedge_{i \in \Lambda} C_{i}, \wedge_{i \in \Lambda} \sigma_{i}\right\rangle$
(iii) R-union $\cup_{R} \complement_{i} \stackrel{p}{=}\left\langle\vee_{i \in \Lambda} C_{i}, \vee_{i \in \Lambda} \sigma_{i}\right\rangle$
(iv) R-intersection $\cup_{p} \complement_{i}=\left\langle\vee_{i \in \Lambda} C_{i}, \vee_{i \in \Lambda} \sigma_{i}\right\rangle$

Definition 6 (see $[23,24]$ ). Let $\mathbb{k}$ be a universal set of discourse. A cubic intuitionistic fuzzy set (CIFS) on universal set $\mathbb{k}$ is described as

$$
\begin{equation*}
\mathbb{C}_{0}=\left\{\left(\ell,\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],\left[\eta^{L}(\ell), \eta^{U}(\ell)\right],(\zeta, \eta)\right) ; \ell \in \mathbb{k}\right\}, \tag{4}
\end{equation*}
$$

in which $\left(\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],\left[\eta^{L}(\ell), \eta^{U}(\ell)\right]\right)$ is an IVIFS and $(\zeta, \eta)$ is an IFS in $\mathbb{k}$. For ease of use, we denote these pairs as $\mathbb{C}_{0}=(C, \sigma)$, where $C=\left(\left[\zeta^{L}, \zeta^{U}\right],\left[\eta^{L}, \eta^{U}\right]\right)$ and $\sigma=(\zeta, \eta)$ is known as cubic intuitionistic fuzzy number (CIFN) with the condition that $\left[\zeta^{L}, \zeta^{U}\right],\left[\eta^{L}, \eta^{U}\right] \subseteq[0,1], \zeta, \eta \in[0,1]$ and $\zeta+\eta \leq 1$.

That is why the CIFS has the advantage of being capable to contain a lot more data to represent both the IVIFN and the IFN at the same time.
2.1. Operations on CIFSs. Now we review some fundamental operations of CIFSs, which have been explored in [23, 24].

Definition 7. The complement of the CIFS $\mathbb{C}_{0}=(C, \sigma)$ is defined as $\mathbb{C}_{0}^{c}=\left(C^{c}, \sigma^{c}\right)$ where $C^{c}=\left(\left[\eta^{L}(\ell), \eta^{U}(\ell)\right]\right.$, $\left.\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right]\right)$ be the complement of the IVIFS, $C=\left(\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],\left[\eta^{L}(\ell), \eta^{U}(\ell)\right]\right)$ and $\sigma^{c}=(\eta, \zeta)$ be the complement of the IFS, $\sigma=(\zeta, \eta)$. Thus, the complement of CIFS is expressed as
$\mathbb{C}_{0}^{c}=\left\{\left(\ell,\left[\eta^{L}(\ell), \eta^{U}(\ell)\right],\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],(\eta, \zeta)\right) ; \ell \in \mathbb{k}\right\}$.

Definition 8. Consider two CIFSs on a universal set $\mathbb{k}$ is given as follow:

$$
\begin{equation*}
\mathbb{C}_{\|}^{1}=\left\{\left(\ell,\left[\zeta_{1}^{L}, \zeta_{1}^{U}\right],\left[\eta_{1}^{L}, \eta_{1}^{U}\right],\left(\zeta_{1}, \eta_{1}\right)\right) ; \ell \in \mathbb{k}\right\}, \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{C}_{0}^{2}=\left\{\left(\ell,\left[\zeta_{2}^{L}, \zeta_{2}^{U}\right],\left[\eta_{2}^{L}, \eta_{2}^{U}\right],\left(\zeta_{2}, \eta_{2}\right)\right) ; \ell \in \mathbb{k}\right\}, \tag{7}
\end{equation*}
$$

we define

Step 1. Obtain the decision matrix from the decision-makers, which indicates the alternative's $\mathbb{X}_{j},(j=1 \ldots m)$ evaluation values on the basis of criterion $\mathbb{C}_{i},(i=1, \ldots n)$ by $\mathbb{T}_{j i}=\left(C_{j i}, \sigma_{j i}\right)$, where $C_{j i}=\left(\left[\zeta_{j i}^{L}, \zeta_{j i}^{U}\right],\left[\eta_{j i}^{L}, \eta_{j i}^{U}\right]\right)$ an IVIFN and $\sigma_{j i}=\left(\zeta_{j i}, \eta_{j i}\right)$ is known as a cubic intuitionistic fuzzy number. The decision-makers provide the decision matrix $M=\left(\mathbb{T}_{j i}\right)_{m \times n}$ of the form.
$\mathbb{X}_{1}\left[\begin{array}{cccc}\mathbb{C}_{1} & \mathbb{C}_{2} & \ldots \ldots & \mathbb{C}_{n} \\ \mathbb{X}_{2} \\ \left.\mathbb{X}_{m}, \sigma_{11}\right) & \left(C_{12}, \sigma_{12}\right) & \ldots \ldots & \left(C_{1 n}, \sigma_{1 n}\right) \\ \left(C_{21}, \sigma_{21}\right) & \left(C_{22}, \sigma_{22}\right) & \ldots \ldots & \left(C_{2 n}, \sigma_{2 n}\right) \\ \vdots & \vdots & \ddots & \vdots \\ \left(C_{m 1}, \sigma_{m 1}\right) & \left(C_{m 2}, \sigma_{m 2}\right) & \ldots \ldots & \left(C_{m n}, \sigma_{m n}\right)\end{array}\right]$.
Step 2. Then, the decision matrix $M=\left(\mathbb{T}_{j i}\right)_{m \times n}$ is made normalized by a linear approach. Assume the criteria are categorized into benefit criteria $\mathbb{B}$ and cost criteria $\mathbb{K}$. The normalization of every $i \in \mathbb{B}$ is defined as
$\overline{\mathbb{T}}_{j i}=\mathbb{T}_{j i} / \max _{j} \mathbb{T}_{j i}$,
where $\max _{j} \mathbb{T}_{j i}$ is defined as
$\max _{j} \mathbb{T}_{j i}=\left(\left[\left(\max \zeta_{j i}^{L}, \max \zeta_{j i}^{U}\right)\right],\left(\left[\min \eta_{j i}^{L}, \min \eta_{j i}^{U}\right]\right),\left(\min \zeta_{j i}, \max \eta_{j i}\right)\right)$.
Similarly, the normalization of every $i \in \mathbb{K}$ is defined as
$\overline{\mathbb{T}}_{j i}=\min _{j} \mathbb{T}_{j i} / \mathbb{T}_{j i}$,
where $\min _{j} \mathbb{T}_{j i}$ is defined as
$\min _{j} \mathbb{T}_{j i}=\left(\left[\left(\min \zeta_{j i}^{L}, \min \zeta_{j i}^{U}\right)\right],\left(\left[\max \eta_{j i}^{L}, \max \eta_{j i}^{U}\right]\right),\left(\max \zeta_{j i}, \min \eta_{j i}\right)\right)$.
The decision matrix $M=\left(\mathbb{T}_{j i}\right)_{m \times n}$ is then transformed into normalized decision matrix $\bar{M}=\left(\overline{\mathbb{T}}_{j i}\right)_{m \times n}$ and is given as
$\begin{aligned} & \mathbb{X}_{1} \\ & \mathbb{X}_{2} \\ & \mathbb{X}_{m}\end{aligned}\left[\begin{array}{cccc}\mathbb{C}_{1} & \mathbb{C}_{2} & \ldots \ldots & \mathbb{C}_{n} \\ \left(\bar{C}_{11}, \bar{\sigma}_{11}\right) & \left(\bar{C}_{12}, \bar{\sigma}_{12}\right) & \ldots \ldots & \left(\bar{C}_{1 n}, \bar{\sigma}_{1 n}\right) \\ \vdots & \left(\bar{\sigma}_{22}\right) & \left(\bar{\sigma}_{22}\right) & \ldots \ldots \\ \left(\bar{C}_{2 n}, \bar{\sigma}_{2 n}\right) \\ \left(\bar{C}_{m 1}, \bar{\sigma}_{m 1}\right) & \left(\bar{C}_{m 2}, \bar{\sigma}_{m 2}\right) & \ddots \ldots & \vdots \\ \left(\bar{C}_{m n}, \bar{\sigma}_{m n}\right)\end{array}\right]$.
Step 3. According to CIFS-WPM, the relative importance of $j$ alternatives is denoted as $\mathbb{Y}_{j}$ and is defined as
$\mathbb{Y}_{j}=\prod i=\ln \left(\overline{\mathbb{T}}_{j i}\right)^{w i}$,
Here, we use the operation of power rule of CIFNs and also the product operation of CIFNs.
Step 4. Find the score function of all vales $\mathbb{Y}_{j}$.
Step 5. Ranking of alternatives according to the score functions of $\mathbb{Y}_{j}$.
Algorithm 1: Weighted product model (WPM).

Step 1. Obtain the decision matrix from the decision-makers, with alternative's $\mathbb{X}_{j}$ evaluate on the basis of criterion $\mathbb{C}_{i}$ by $\mathbb{T}_{j i}=\left(C_{j i}, \sigma_{j i}\right)$, where $C_{j i}=\left(\left[\zeta_{j i}^{L}, \zeta_{j i}^{U}\right],\left[\eta_{j i}^{L}, \eta_{j i}^{U}\right]\right)$ an IVIFN and $\sigma_{j i}=\left(\zeta_{j i}, \eta_{j i}\right)$ is known as cubic intuitionistic fuzzy number. The decision-makers provide the decision matrix $M=\left(\mathbb{T}_{j i}\right)_{m \times n}$ of the form.
$\mathbb{X}_{1}\left[\begin{array}{cccc}\mathbb{C}_{1} & \mathbb{C}_{2} & \ldots \ldots & \mathbb{C}_{n} \\ \mathbb{X}_{2} \\ \left.\mathbb{X}_{m}, \sigma_{11}\right) & \left(C_{12}, \sigma_{12}\right) & \ldots \ldots & \left(C_{1 n}, \sigma_{1 n}\right) \\ \left(C_{21}, \sigma_{21}\right) & \left(C_{22}, \sigma_{22}\right) & \ldots \ldots & \left(C_{2 n}, \sigma_{2 n}\right) \\ \vdots & \vdots & \ddots & \vdots \\ \left(C_{m 1}, \sigma_{m 1}\right) & \left(C_{m 2}, \sigma_{m 2}\right) & \ldots . & \left(C_{m n}, \sigma_{m n}\right)\end{array}\right]$.
Step 2. The decision-makers also give weightage to the criteria, with the condition that the sum of the weights must be equal to unity. We compute the multiplication of the decision matrix with criteria weights.
$\left[\begin{array}{cccc}\left(C_{11}, \sigma_{11}\right) & \left(C_{12}, \sigma_{12}\right) & \ldots \ldots & \left(C_{1 n}, \sigma_{1 n}\right) \\ \left(C_{21}, \sigma_{21}\right) & \left(C_{22}, \sigma_{22}\right) & \ldots \ldots & \left(C_{2 n}, \sigma_{2 n}\right) \\ \vdots & \vdots & \ddots & \vdots \\ \left(C_{m 1}, \sigma_{m 1}\right) & \left(C_{m 2}, \sigma_{m 2}\right) & \ldots \ldots & \left(C_{m n}, \sigma_{m n}\right)\end{array}\right]\left[\begin{array}{c}W 1 \\ W 2 \\ W n\end{array}\right]$.
Step 3. We find the score function of each value.
Step 4. Compute the ranking of the alternatives according to their score function values.

Algorithm 2: Choice value method (CVM).
(i) (P-order) $\mathbb{C}_{0}^{1} \subseteq_{p} \mathbb{C}_{0}^{2}$ if $\left[\zeta_{1}^{L}, \zeta_{1}^{U}\right] \subseteq\left[\zeta_{2}^{L}, \zeta_{2}^{U}\right],\left[\eta_{1}^{L}, \eta_{1}^{U}\right] \supseteq$
(ii) (R-order) $\mathbb{C}_{0}^{1} \subseteq_{R} \mathbb{C}_{0}^{2}$ if $\left[\zeta_{1}^{L}, \zeta_{1}^{U}\right] \subseteq\left[\zeta_{2}^{L}, \zeta_{2}^{U}\right],\left[\eta_{1}^{L}, \eta_{1}^{U}\right] \supseteq$ $\left[\eta_{2}^{L}, \eta_{2}^{U}\right], \zeta_{1} \leq \zeta_{2}^{P}$ and $\eta_{1} \geq \eta_{2}$ $\left[\eta_{2}^{L}, \eta_{2}^{U}\right], \zeta_{1} \geq \zeta_{2}$ and $\eta_{1} \leq \eta_{2}$
(iii) (Equality) $\mathbb{C}_{0}^{1}=\mathbb{C}_{0}^{2}$ if $\left[\zeta_{1}^{L}, \zeta_{1}^{U}\right]=\left[\zeta_{2}^{L}, \zeta_{2}^{U}\right],\left[\eta_{1}^{L}, \eta_{1}^{U}\right]=$ $\left[\eta_{2}^{L}, \eta_{2}^{U}\right], \zeta_{1}=\zeta_{2}$ and $\eta_{1}=\eta_{2}$

Definition 9. For any CIFSs

$$
\begin{equation*}
\mathbb{C}_{\mathbb{d}}^{i}=\left(\left[\left[\zeta_{i}^{L}, \zeta_{i}^{U}\right],\left[\eta_{i}^{L}, \eta_{i}^{U}\right],\left(\zeta_{i}, \eta_{i}\right)\right) ; \ell \in \mathbb{k}\right\} i \in \Lambda, \tag{8}
\end{equation*}
$$

the operations listed have been defined as follows:

(ii) $\begin{aligned}(i \in \Lambda & (\mathrm{P}-\mathrm{intersection}) \\ & \vee \cap_{p} \mathbb{C}_{0}^{i}\end{aligned}=\left\{\left(\left[\wedge_{i \in \Lambda}^{U} \zeta_{i}^{L}, \wedge_{i \in \Lambda} \zeta_{i}^{U}\right], \quad\left[\vee \vee_{i \in \Lambda} \eta_{i}^{L}\right.\right.\right.$, $\left.\left.\left.\vee_{i \in \Lambda} \eta_{i}^{U}\right]\right),\left(\wedge_{i \in \Lambda} \zeta_{i}, \vee{ }_{i \in \Lambda} \eta_{i}\right)\right\}$
(iii) $\underset{\left(\mathrm{R} \text {-union) } \cup_{R} \mathbb{C}_{0}^{i}\right.}{\left.\left(\wedge \zeta_{i}, \vee \eta_{i}\right)\right\}}=\left\{\left(\left[\vee_{i \in \Lambda}^{\vee} \zeta_{i}^{L}, \underset{i \in \Lambda}{\vee} \zeta_{i}^{U}\right],\left[\wedge_{i \in \Lambda} \eta_{i}^{L}, \wedge_{i \in \Lambda} \eta_{i}^{U}\right]\right)\right.$,

$$
\left.\left(\wedge_{i \in \Lambda} \zeta_{i}, V_{i \in \Lambda}^{\vee} \eta_{i}\right)\right\}
$$

(iv) $\left(\begin{array}{c}i \in \Lambda \\ (\mathrm{R}-i n t e r s e c t i o n)\end{array} \cap_{R} \mathbb{C}_{0}^{i}=\left\{\left(\left[\wedge_{i \in \Lambda} \zeta_{i}^{L}, \wedge_{i \in \Lambda} \zeta_{i}^{U}\right], \quad\left[\vee_{i \in \Lambda} \eta_{i}^{L}\right.\right.\right.\right.$, $\left.\left.\left.\vee_{i \in \Lambda} \eta_{i}^{U}\right]\right),\left(\vee_{i \in \Lambda} \zeta_{i}, \wedge_{i \in \Lambda} \eta_{i}\right)\right\}$
2.2. Some Results on CIFSs. Now we review some essential properties and results of CIFSs, which have been explored in [23, 24].

## Definition 10. A CIFS

$\mathbb{C}_{0}=\left\{\left(\ell,\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],\left[\eta^{L}(\ell), \eta^{U}(\ell)\right],(\zeta, \eta)\right) ; \ell \in \mathbb{k}\right\}$,
for which $\left(\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],\left[\eta^{L}(\ell), \eta^{U}(\ell)\right]\right)=([0,0],[1,1])$ and $(\zeta, \eta)=(1,0)$ for all $\ell \in \mathbb{k}$ is denoted by ${ }^{0} \mathbb{C}_{0}$

## Definition 11. A CIFS

$$
\begin{equation*}
\mathbb{C}_{0}=\left\{\left(\ell,\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],\left[\eta^{L}(\ell), \eta^{U}(\ell)\right],(\zeta, \eta)\right) ; \ell \in \mathbb{k}\right\}, \tag{10}
\end{equation*}
$$

for which $\left(\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],\left[\eta^{L}(\ell), \eta^{U}(\ell)\right]\right)=([1,1],[0,0])$ and $(\zeta, \eta)=(0,1)$ for all $\ell \in \mathbb{k}$ is denoted by ${ }^{1} \mathbb{C}_{0}$

## Definition 12. A CIFS

$$
\begin{equation*}
\mathbb{C}_{0}=\left\{\left(\ell,\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],\left[\eta^{L}(\ell), \eta^{U}(\ell)\right],(\zeta, \eta)\right) ; \ell \in \mathbb{k}\right\}, \tag{11}
\end{equation*}
$$

for which $\left(\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],\left[\eta^{L}(\ell), \eta^{U}(\ell)\right]\right)=([1,1],[0,0])$ and $(\zeta, \eta)=(0,1)$ for all $\ell \in \mathbb{k}$ is denoted by ${ }^{0} \mathbb{C}_{\mathbb{0}}$

Definition 13. A CIFS

$$
\begin{equation*}
\mathbb{C}_{0}=\left\{\left(\ell,\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],\left[\eta^{L}(\ell), \eta^{U}(\ell)\right],(\zeta, \eta)\right) ; \ell \in \mathbb{\mathbb { K }}\right\}, \tag{12}
\end{equation*}
$$

for which $\left(\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],\left[\eta^{L}(\ell), \eta^{U}(\ell)\right]\right)=([1,1],[0,0])$ and $(\zeta, \eta)=(1,0)$ for all $\ell \in \mathbb{k}$ is denoted by ${ }^{1} \mathbb{C}_{\mathbb{0}}$

Definition 14. Let $\mathbb{C}_{0}=\left\{\left(\ell,\left[\zeta^{L}(\ell), \zeta^{U}(\ell)\right],\left[\eta^{L}(\ell), \eta^{U}(\ell)\right]\right.\right.$, $(\zeta, \eta))\}$ be a CIFN. The score function $\mathbb{S}\left(\mathbb{C}_{0}\right)$ and the accuracy function $\mathbb{A}\left(\mathbb{C}_{\square}\right)$ on for CIFNs are defined as

For P-order

$$
\begin{equation*}
\mathbb{S}\left(\mathbb{C}_{0}\right)=\frac{\zeta^{L}+\zeta^{U}-\eta^{L}-\eta^{U}}{2}+\zeta-\eta \tag{13}
\end{equation*}
$$

For R-order

$$
\begin{align*}
& \mathbb{S}\left(\mathbb{C}_{0}\right)=\frac{\zeta^{L}+\zeta^{U}-\eta^{L}-\eta^{U}}{2}+\eta-\zeta,  \tag{14}\\
& \mathbb{A}\left(\mathbb{C}_{0}\right)=\frac{\zeta^{L}+\zeta^{U}+\eta^{L}+\eta^{U}}{2}+\zeta+\eta
\end{align*}
$$

The ranking of CIFNs in relation to the proposed scoring function and accuracy function is determined as.
(i) $\mathbb{C}_{0}<\mathbb{C}_{0}^{1}$ if $\mathbb{S}\left(\mathbb{C}^{\mathbb{1}}\right)<\mathbb{S}\left(\mathbb{C}_{0}^{1}\right)$,
(ii) If $\mathbb{S}\left(\mathbb{C}_{0}\right)=\mathbb{S}\left(\mathbb{C}_{0}^{1}\right)$, then $\mathbb{C}_{0}<\mathbb{C}_{0}^{1}$ if $\mathbb{A}\left(\mathbb{C}_{0}\right)<\mathbb{A}\left(\mathbb{C}_{0}^{1}\right)$
(iii) If $\mathbb{S}\left(\mathbb{C}_{0}\right)=\mathbb{S}\left(\mathbb{C}_{0}^{1}\right)$ and $\mathbb{A}\left(\mathbb{C}_{0}\right)=\mathbb{A}\left(\mathbb{C}_{0}^{1}\right)$, then $\mathbb{C}_{0}=\mathbb{C}_{0}^{1}$

Definition 15. Let $\mathbb{C}_{0}=\left\{\left(\ell,\left[\zeta^{L}, \zeta^{U}\right],\left[\eta^{L}, \eta^{U}\right],(\zeta, \eta)\right) ; \ell \in \mathbb{k}\right\}$ and
$\mathbb{C}_{0}^{i}=\left\{\left(\ell,\left[\zeta_{i}^{L}, \zeta_{i}^{U}\right],\left[\eta_{i}^{L}, \eta_{i}^{U}\right],\left(\zeta_{i}, \eta_{i}\right)\right) ; \ell \in \mathbb{k}\right\},(i=1,2)$,
be the CIFNs and let $p>0$ be any real number. The basic operations on CIFs are given as
(i) $\mathbb{C}_{0}^{1}+\mathbb{C}_{0}^{2}=\left(\left(\left[1-\prod_{i=1}^{2}\left(1-\zeta_{i}^{L}\right), 1-\prod_{i=1}^{2}\left(1-\zeta_{i}^{U}\right)\right]\right.\right.$, [ $\left.\left.\left.\prod_{i=1}^{2} \eta_{i}^{L}, \prod_{i=1}^{2} \eta_{i}^{U}\right]\right),\left(\prod_{i=1}^{2} \zeta_{i}, 1-\prod_{i=1}^{2} \eta_{i}\right)\right)$
(ii) $\mathbb{C}_{0}^{1} \times \mathbb{C}_{0}^{2}=\left(\left[\prod i=12 \zeta_{i}^{L}, \prod i=12 \zeta_{i}^{U}\right],\left[1-\prod i=\right.\right.$ $\left.\left.12\left(1-\eta_{i}^{L}\right), 1-\Pi i=12\left(1-1-\eta_{i}^{U}\right)\right]\right) t, n\left(1-\prod i=\right.$ $\left.\left.12 \zeta_{i}, \Pi i=12 \eta_{i}\right)\right)$
(iii) $p \mathbb{C}_{0}=\left(\left(\left[1-\left(1-\zeta^{L}\right)^{p}, 1-\left(1-\zeta^{U}\right)^{p}\right],\left[\left(\eta^{L}\right)^{p}\right.\right.\right.$, $\left.\left.\left(\eta^{U}\right)^{p}\right]\right),\left((\zeta)^{p}, 1-\left(1-(\eta)^{p}\right)\right)$
(iv) $\mathbb{C}_{0}^{p}=\left(\left(\left[\left(\zeta^{L}\right)^{p},\left(\zeta^{U}\right)^{p}\right],\left[1-\left(1-\eta^{L}\right)^{p}, 1-\left(1-\eta^{U}\right)^{p}\right]\right)\right.$, $\left(1-\left\{1-(\zeta)^{p},(\eta)^{p}\right)\right)$

Definition 16. Let
$\mathbb{C}_{0}^{i}=\left\{\left(\ell,\left[\zeta_{i}^{L}, \zeta_{i}^{U}\right],\left[\eta_{i}^{L}, \eta_{i}^{U}\right],\left(\zeta_{i}, \eta_{i}\right)\right) ; \ell \in \mathbb{k}\right\},(i=1,2)$,
be the CIFNs. Then, the division operator on CIFN is given as

$$
\begin{align*}
\frac{\mathbb{C}_{0}^{1}}{\mathbb{C}_{0}^{2}}= & \left(\left(\left[\min \zeta_{1}^{L}, \zeta_{2}^{L}, \min \zeta_{1}^{U}, \zeta_{2}^{U}\right],\left[\max \eta_{1}^{L}, \eta_{2}^{L}, \max \eta_{1}^{U}, \eta_{2}^{U}\right]\right)\right.  \tag{17}\\
& \left.\left(\max \zeta_{1}, \zeta_{2}, \min \eta_{1}^{U}, \eta_{2}^{U}\right)\right)
\end{align*}
$$

## 3. Cubic Intuitionistic Topology under P-Order

In this section, we introduce the concept of a P-cubic intuitionistic fuzzy topology (P-CIFT) or a cubic intuitionistic fuzzy topology with P-order.

Definition 17. Consider $\mathbb{k}$ to be a nonempty universal set, and let $c i(\mathbb{k})$ to be the accumulation of all CIFSs in $\mathbb{k}$. If the collection $\mathbb{T}_{\mathbb{C}_{\| P}}$ containing CIFSs satisfies the following
conditions, it is termed as a cubic intuitionistic fuzzy topology with a P-order (P-CIFT).
(1) ${ }^{0} \mathbb{C}_{\|},{ }^{1} \mathbb{C}_{\square}, \overline{{ }^{0} \mathbb{C}_{\|}}$and $\overline{{ }^{0} \mathbb{C}_{\|}} \in \mathbb{T}_{\mathbb{C}_{\| \mathbb{P}}}$
(2) If $\left(\mathbb{C}_{\| P}\right)_{i} \in \mathbb{T}_{\mathbb{C}_{\| P}} \forall i \in \Lambda$ then $U_{p}\left(\mathbb{C}_{\| P}\right)_{i} \in \mathbb{T}_{\mathbb{C}_{\| P}}$
(3) If $\mathbb{C}_{\| \mathbb{P}}^{1}, \mathbb{C}_{\| \mathbb{P}}^{2} \in \mathbb{T}_{\mathbb{C}_{\| P}}$ then $\mathbb{C}_{\| \mathbb{P}}^{1} \cap{ }_{p} \mathbb{C}_{\| P}^{2} \in \mathbb{T}_{\mathbb{C}_{\| P}}$

Then, the pair $\left(\mathbb{k}, \mathbb{T}_{\mathbb{C}_{\mathbb{P}}}\right)$ is called cubic intuitionistic fuzzy topological space with a P-order (P-CIFT).

Example 1. Let $\mathbb{k}$ be a universal set. Then, $\operatorname{ci}(\mathbb{k})$ be the assemblage of all P-cubic intuitionistic fuzzy sets PCIFSs in $\mathbb{k}$. Consider P-order fuzzy subsets of $c i(\mathbb{k})$ given as

$$
\begin{align*}
& \mathbb{C}_{0 \mathbb{P}}^{1}=\{[0.20,0.31],[0.41,0.52],(0.32,0.44)\}, \\
& \mathbb{C}_{0 \mathbb{P}}^{2}=\{[0.20,0.31],[0.41,0.52],(1,0)\}, \\
& \mathbb{C}_{0 \mathbb{P}}^{3}=\{[0.20,0.31],[0.41,0.52],(0,1)\},  \tag{18}\\
& \mathbb{C}_{0 \mathbb{P}}^{4}=\{[1,1],[0,0],(0.32,0.44)\}, \\
& \mathbb{C}_{0 \mathbb{P}}^{5}=\{[0,0],[1,1],(0.32,0.44)\} .
\end{align*}
$$

The union and intersection with a P-order for the above CIFSs are given in Tables 1 and 2,, respectively.

Clearly,

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\| \mathbb{P}}^{1}}=\left\{{ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{\square}, \overline{\mathbb{C}_{\square}}, \overline{\mathbb{C}_{\square}}\right\}, \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\| P}}^{2}=\left\{{ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{0}, \overline{0}, \overline{\mathbb{C}_{0}}, \overline{\mathbb{C}_{0}}, \mathbb{C}_{\| \mathbb{P}}^{1}, \mathbb{C}_{\| \mathbb{P}}^{2}, \mathbb{C}_{\| \mathbb{P}}^{3}, \mathbb{C}_{\| \mathrm{P}}^{4}, \mathbb{C}_{\| \mathbb{P}}^{5}\right\}, \tag{20}
\end{equation*}
$$

are cubic intuitionistic topology with a P-order.

Definition 18. Let $\mathbb{k}$ be a nonempty set and $\mathbb{T}_{\mathbb{C}_{\mathbb{P}}}=\left\{\mathbb{C}_{\mathbb{\mathbb { P }}}^{\mathbb{k}}\right\}$ where $\mathbb{C}_{\mathrm{dP}}^{k}$ represent the cubic intuitionistic fuzzy subsets of universal set $\mathbb{k}$. Then, $\mathbb{T}_{\mathbb{C}_{\mid \mathbb{P}}}$ is termed as a P-cubic intuitionistic fuzzy topology on $\mathbb{k}$ and it is the largest P-cubic intuitionistic fuzzy topology on $\mathbb{k}$ and is entitled as P-discrete cubic intuitionistic fuzzy topology.

Definition 19. Let $\mathbb{k}$ be a universal set and $\mathbb{T}_{\mathbb{C}_{1 \mathrm{P}}}=\left\{{ }^{0} \mathbb{C}_{0},{ }^{1}, \overline{\mathbb{C}_{0}}, \overline{\mathbb{C}_{0}}, \overline{{ }^{1}} \mathbb{C}_{0}\right\}$ be the assemblage of cubic intuitionistic fuzzy sets. Then, $\mathbb{T}_{\mathbb{C}_{\| P}}$ is termed as a P-cubic intuitionistic fuzzy topology on universal set $\mathbb{k}$ and is the smallest P -cubic intuitionistic fuzzy topology on $\mathbb{k}$ and is entitled as P-indiscrete cubic intuitionistic fuzzy topology.

Definition 20. The elements of a P-cubic intuitionistic fuzzy topology $\mathbb{T}_{\mathbb{C}_{\mathbb{I P}}}$ is termed as P-cubic intuitionistic fuzzy open sets PCIFOS in $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{I P}}}\right)$.

Theorem 1. If $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{1 \mathbb{P}}}\right)$ is any P-cubic intuitionistic fuzzy topological space. Then,
(1) ${ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{0}, \overline{{ }^{0}} \mathbb{C}_{0}$ and $\overline{\mathbb{C}_{0}}$ are PCIFOSs
(2) The P-union of any number of PCIFOSs is PCIFOS
(3) The P-intersection of finite PCIFOSs is PCIFOS

Proof
(1) By the Definition 4.2 of a P-cubic intuitionistic fuzzy topology (P-CIFT), ${ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{0}, \overline{\mathbb{C}_{0}}$ and $\overline{{ }^{1} \mathbb{C}_{0}} \in \mathbb{T}_{\mathbb{C}_{\| \mathbb{P}}}$. Hence, ${ }^{0} \mathbb{C}_{\rrbracket},{ }^{1} \mathbb{C}_{0}, \overline{{ }^{0}} \mathbb{C}_{0}$ and $\overline{{ }^{1} \mathbb{C}_{घ}}$ are PCIFOSs.
(2) Let $\left\{\left(\mathbb{C}_{\| \mathbb{P}}\right)_{i} \mid i \in \Lambda\right\}$ be PCIFOSs. Then, $\left(\mathbb{C}_{\| \mathbb{P}}\right)_{i} \in \mathbb{T}_{\mathbb{C}_{\| \mathbb{P}}}$. From the definition of P-CIFT

$$
\begin{equation*}
{\underset{p}{\cup}}^{\left(\mathbb{C}_{\mathbb{P}}\right)_{i} \in \mathbb{T}_{\mathbb{C}_{\mathbb{P}}} .} \tag{21}
\end{equation*}
$$

Hence, $U_{p}\left(\mathbb{C}_{\| P}\right)_{i} \in \mathbb{T}_{\mathbb{C}_{\mathrm{UP}}}$ is PCIFOSs.
(3) Let $\mathbb{C}_{\| \mathbb{P}}^{1}, \mathbb{C}_{\mathbb{D} P}^{2}, \ldots, \mathbb{C}_{n \mathbb{P}}^{n}$ be PCIOSs. Then, from definition of P-CIFT

$$
\begin{equation*}
\underset{p}{\cap}\left(\mathbb{C}_{\| \mathbb{P}}\right)_{i} \in \mathbb{T}_{\mathbb{C}_{\mathbb{P}}} . \tag{22}
\end{equation*}
$$

Hence, $\cap_{p}\left(\mathbb{C}_{\| \mathbb{P}}\right)_{i}$ is PCIFOSs.

Definition 21. The complement of elements of P-cubic intuitionistic fuzzy open sets is termed as P-cubic intuitionistic fuzzy closed sets PCIFCSs in ( $\mathbb{k}, \mathbb{T}_{\mathbb{C}_{\| P}}$ ).

Theorem 2. If $\left(\mathbb{k}, \mathbb{T}_{\mathbb{C}_{\mid P}}\right)$ is any P-cubic intuitionistic fuzzy topological space. Then,
(1) ${ }^{0} \mathbb{C}_{\square},{ }^{1} \mathbb{C}_{\square}, \overline{\mathbb{C}_{\|}}$and $\overline{{ }^{1} \mathbb{C}_{\square}}$ are PCIFCSs
(2) The P-intersection of any number of PCIFCSs is PCIFCS
(3) The P-union of finite PCIFCSs is PCIFCS

Proof
(1) ${ }^{0} \mathbb{C}_{\|},{ }^{1} \mathbb{C}_{\|}, \overline{\mathbb{C}_{\|}}$and $\overline{{ }^{1} \mathbb{C}_{0}}$ are PCIFOSs. From the definition of P-CIFT

$$
\begin{equation*}
{ }^{0} \mathbb{C}_{\square},{ }^{1} \mathbb{C}_{\square}, \overline{{ }^{0}} \mathbb{C}_{\square}, \overline{1}, \overline{\mathbb{C}_{0}} \in \mathbb{T}_{\mathbb{C}_{\| P}} . \tag{23}
\end{equation*}
$$

Since the complement of ${ }^{0} \mathbb{C}_{0}={ }^{1} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{0}={ }^{0} \mathbb{C}_{\square}, \overline{{ }^{0}} \mathbb{C}_{\|}=$ $\overline{{ }^{1} \mathbb{C}_{\|}}$and $\overline{{ }^{1} \mathbb{C}_{0}}=\overline{{ }^{0} \mathbb{C}_{0}}$. So, ${ }^{0} \mathbb{C}_{\|},{ }^{1} \mathbb{C}_{0}, \overline{\mathbb{C}_{0}}$ and $\overline{\mathbb{C}_{\|}}$are PCIFCSs.
(2) Let $\left\{\left(\mathbb{C}_{0 \mathbb{P}}\right)_{i} \mid i \in \Lambda\right\}$ be PCIFCSs. Then,

$$
\begin{equation*}
\left(\left(\mathbb{C}_{\| \mathbb{P}}\right)_{i}\right)^{c} \in \mathbb{T}_{\mathbb{C}_{\| \mathbb{P}}} . \tag{24}
\end{equation*}
$$

From the definition of P-CIFT,

$$
\begin{equation*}
\underset{p}{\cup}\left(\left(\mathbb{C}_{\mathbb{P}}\right)_{i}\right)^{c} \in \mathbb{T}_{\mathbb{C}_{\mathbb{P}}} . \tag{25}
\end{equation*}
$$

Hence, $\cup_{p}\left(\left(\mathbb{C}_{0 \mathbb{P}}\right)_{i}\right)^{c}$ is PCIFOSs, but

$$
\begin{equation*}
\left(\underset{p}{\cup}\left(\left(\mathbb{C}_{\mathbb{P}}\right)_{i}\right)^{c}\right)=\left(\underset{p}{\cap}\left(\left(\mathbb{C}_{\mathbb{P}}\right)_{i}\right)\right)^{c} . \tag{26}
\end{equation*}
$$

So, $\cap_{p}\left(\mathbb{C}_{\| \mathbb{P}}\right)_{i}$ is PCIFCSs.
(3) Let $\mathbb{C}_{\| \mathbb{P}}^{1}, \mathbb{C}_{\mathbb{p}}^{2}, \ldots, \mathbb{C}_{\mathbb{p}}^{n}$ be PCmPCSs. Then, $\left(\mathbb{C}_{\mathbb{1}}^{1}\right)^{c},\left(\mathbb{C}_{\| \mathbb{P}}^{2}\right)^{c}, \ldots,\left(\mathbb{C}_{\mathbb{P}}^{n}\right)^{c}$ are PCIFOSs. So,

Table 1: Union under P-order.

| $U_{p}$ | ${ }^{0} C_{\\|}$ | ${ }^{1} C_{0}$ | ${ }^{0} \mathbb{C}_{\square}$ | ${ }^{1} \mathbb{C}_{0}$ | $\mathbb{C}_{\text {dP }}^{1}$ | $\mathbb{C}_{\text {dp }}^{2}$ | $\mathbb{C}_{\text {dip }}^{3}$ | $\mathbb{C o p}_{\text {di }}^{4}$ | $\mathbb{C}_{\text {dP }}^{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{0} \mathbb{C}_{0}$ | ${ }^{0} C_{1}$ | ${ }^{1 \mathbb{C}_{0}}$ | ${ }^{0} \mathbb{C}_{0}$ | ${ }^{1 C_{0}}$ | $\mathbb{C}_{\text {dip }}^{2}$ | $\mathbb{C}_{\text {diP }}^{2}$ | $\mathbb{C}_{\text {®1 }}^{2}$ | ${ }^{1 \mathbb{C}_{0}}$ | ${ }^{0} C_{0}$ |
| ${ }^{1} \mathbb{C}_{0}$ | ${ }^{1 \mathbb{C}_{1}}$ | ${ }^{1} C_{0}$ | ${ }^{1} \mathbb{C}_{0}$ | $\frac{{ }^{1}{ }^{\mathbb{C}_{0}}}{}$ | $\mathbb{C}_{\text {diP }}^{4}$ | $\frac{{ }^{1} \mathbb{C}_{0}}{}$ | ${ }^{1} \mathbb{C}_{0}$ | $\mathbb{C o p p}_{4}^{4}$ | $\mathbb{C}_{[f P}^{4}$ |
| ${ }^{0} \mathrm{C}_{1}$ | ${ }^{0} \mathrm{C}_{1}$ | ${ }^{1} \mathrm{C}_{0}$ | $\overline{{ }^{0} \mathbb{C}_{1}}$ | $\frac{{ }^{1} \mathrm{C}_{0}}{\mathrm{C}_{\text {I }}}$ | $\mathbb{C}_{\text {dP }}^{1}$ | $\mathbb{C o p}_{2}^{2}$ | $\mathbb{C o p}^{3}$ | $\mathbb{C l P}_{4}^{4}$ | $\mathbb{C}_{\text {dip }}^{\text {b }}$ |
| $\frac{{ }^{1} \mathbb{C}_{\square}}{}$ | $\frac{{ }^{1} \mathbb{C}_{\\|}}{}$ | $\frac{{ }^{1} \mathbb{C}_{\\|}}{}$ | $\frac{{ }^{1}}{\mathbb{C}_{0}}$ | $\frac{{ }^{1}{ }^{1}{ }^{\text {a }}}{}$ | $\frac{{ }^{1 / 1}}{\mathbb{C}_{\\|}}$ | $\frac{{ }^{1 / 1}}{\mathbb{C}_{0}}$ | $\frac{{ }^{1 / P}{ }^{1}{ }^{1}}{}$ | $\frac{{ }^{1 / 4}}{\mathbb{C}_{\\|}}$ | $\frac{{ }^{10} \mathbb{C}_{0}}{1}$ |
| $\mathbb{C o p}_{1 / 1}^{1}$ | $\mathbb{C}_{\text {[1P }}^{2}$ | $\mathbb{C}_{\text {dip }}^{4}$ | $\mathbb{C}_{\text {[iP }}^{1}$ | $\frac{{ }^{1} \mathrm{C}_{\mathrm{l}}}{\mathrm{C}_{1}}$ | $\mathbb{C}_{\text {dip }}^{1}$ | $\mathbb{C}_{\text {dip }}^{2}$ | $\mathbb{C}_{\text {dip }}^{1}$ | $\mathbb{C l P}_{4}^{4}$ | $\mathbb{C}_{\\| P}^{1}$ |
| $\mathbb{C}_{\text {dip }}^{2}$ | $\mathbb{C}_{\text {dip }}^{2}$ | $\frac{{ }^{1 / 4}}{\mathbb{C}_{0}}$ | $\mathbb{C}_{\mathbb{\\| P}}^{2}$ | $\frac{{ }^{1} \mathbb{C}_{0}}{\mathbb{C}_{0}}$ | $\mathbb{C}_{\\| \mathrm{P}}^{2}$ | $\mathbb{C o p p}^{\text {dip }}$ | $\mathbb{C}_{\\| \mathrm{lP}}^{2}$ | $\frac{C_{1 P}}{\mathbb{C}_{0}}$ | $\mathbb{C}_{\\| P}^{2}$ |
| $\mathbb{C o l p}^{3}$ | $\mathbb{C}_{\text {IP }}^{2}$ | ${ }^{1} C_{0}$ | $\mathbb{C o p}_{\text {dip }}$ | $\frac{{ }^{1} \mathbb{C}_{0}}{}$ | $\mathbb{C}_{\text {dP }}^{1}$ | $\mathbb{C o P}_{\text {dip }}$ | $\mathbb{C}_{\text {lip }}^{3}$ | $\mathbb{C}_{\text {dp }}^{4}$ | $\mathbb{C}_{\text {dP }}^{1}$ |
| $\mathbb{C}_{\text {[P }}^{4}$ | $\frac{{ }^{1} \mathbb{C}_{1}}{}$ | $\mathbb{C}_{\text {dip }}^{4}$ | $\mathbb{C}_{\text {dip }}^{4}$ | $\frac{{ }^{1} \mathrm{C}_{0}}{\underline{C_{0}}}$ | $\mathbb{C}_{\text {dip }}^{4}$ | $\frac{{ }^{1} \mathbb{C}_{0}}{}$ | $\mathbb{C}_{\\| \mathrm{P}}^{4}$ | $\mathbb{C o p p}_{4}^{4}$ | $\mathbb{C}_{\text {dip }}^{4}$ |
|  | ${ }^{0} C_{1}$ | $\mathbb{C l P}_{\text {dp }}^{4}$ | $\mathbb{C}_{\text {dp }}$ | $\frac{{ }^{1} C_{0}}{}$ | $\mathbb{C}_{\text {dP }}^{1}$ | $\mathbb{C}_{\text {dP }}^{2}$ | $\mathbb{C}_{\text {dP }}^{1}$ | $\mathbb{C o p}_{\text {dp }}^{4}$ | $\mathbb{C}_{\text {dP }}^{5}$ |

Table 2: Intersection under P-order.

| $\cap_{p}$ | ${ }^{0} C_{0}$ | ${ }^{1} C_{0}$ | $\overline{{ }^{0} \mathbb{C}_{0}}$ | $\overline{\mathbb{C}_{0}}$ | $\mathbb{C}_{\text {dip }}^{1}$ | $\mathbb{C}_{\text {diP }}^{2}$ | $\mathbb{C}_{\text {\\|f }}^{3}$ | $\mathbb{C}_{\text {diP }}^{4}$ | $\mathbb{C}_{\text {di }}^{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{0} \mathbb{C}_{\text {l }}$ | ${ }^{0} \mathrm{C}_{0}$ | ${ }^{0} \mathbb{C}_{\\|}$ | $\overline{{ }^{0} \mathbb{C}_{0}}$ | ${ }^{0} \mathbb{C}_{0}$ | $\mathbb{C}_{\text {dip }}^{5}$ | ${ }^{0} C_{0}$ | ${ }^{0} C_{0}$ | $\mathbb{C}_{\text {diP }}^{5}$ | $\mathbb{C}_{\text {diP }}^{5}$ |
| ${ }^{1} C_{0}$ |  | ${ }^{1} C_{0}$ | ${ }^{0}{ }^{0} \mathbb{C}_{0}$ | ${ }^{1} C_{0}$ |  | $\mathbb{C l P}^{3}$ |  | ${ }^{1 / C_{0}}$ | $\frac{{ }^{0}{ }^{\text {c }} \mathrm{C}_{\text {d }}}{{ }^{\text {a }}}$ |
| $\frac{{ }^{0} \mathbb{C}_{\text {I }}}{}$ | $\overline{{ }^{0} \mathbb{C}_{0}}$ | ${ }^{0} \mathbb{C}_{0}$ | ${ }^{0^{0} \mathbb{C}_{0}}$ | $\frac{{ }^{0} \mathbb{C}_{0}}{}$ | $\frac{{ }^{0} \mathbb{C}_{0}}{}$ | $\frac{{ }^{0} \mathbb{C}_{0}}{}$ | $\frac{{ }^{0} \mathbb{C}_{0}}{}$ | ${ }^{0} \mathbb{C}_{\\|}$ | ${ }^{0} \mathbb{C}_{0}$ |
| $\frac{{ }^{1} \mathbb{C}_{1}}{}$ | ${ }^{0} \mathbb{C}_{0}$ | ${ }^{1} \mathbb{C}_{0}$ | ${ }^{0^{0} \mathbb{C}_{0}}$ | $\frac{{ }^{1} \mathbb{C}_{0}}{}$ | $\mathbb{C}_{\\| \mathrm{P}}^{1}$ | $\mathbb{C}_{\text {diP }}^{2}$ | $\mathbb{C o p}_{\text {[1] }}^{3}$ | $\mathbb{C}_{\text {dip }}^{4}$ | $\mathbb{C}_{\text {dp }}^{5}$ |
| $\mathbb{C}_{\mathbb{1 P}}^{1}$ | $\mathbb{C}_{\text {ITP }}^{5}$ | $\mathbb{C}_{\text {dp }}^{3}$ | ${ }^{0}{ }^{0} C_{0}$ | $\mathbb{C}_{\text {dP }}^{1}$ | $\mathbb{C}_{\\| P}^{1}$ | $\mathbb{C}_{\\| P}^{1}$ | $\mathbb{C}_{\text {dip }}^{3}$ | $\mathbb{C}_{\\| \mathrm{P}}^{1}$ | $\mathbb{C}_{\text {lip }}^{5}$ |
| $\mathbb{C}_{\text {dip }}^{2}$ | ${ }^{0} \mathbb{C}_{1}$ | $\mathbb{C}_{\text {dip }}^{3}$ | $\overline{{ }^{0} \mathbb{C}_{0}}$ | $\mathbb{C o p p}^{2}$ | $\mathbb{C}_{\text {IIP }}^{1}$ | $\mathbb{C}_{\text {dip }}^{2}$ | $\mathbb{C}_{\underline{1 p}}^{3}$ | $\mathbb{C}_{\text {dip }}^{1}$ | $\mathbb{C}_{\text {dip }}^{5}$ |
| $\mathbb{C}_{\text {dp }}^{3}$ | $\frac{{ }^{0} \mathbb{C}_{0}}{}$ | $\mathbb{C}_{\\| \mathrm{P}}^{3}$ | ${ }^{0}{ }^{0} \mathbb{C}_{\square}$ | $\mathbb{C o p}_{\text {dp }}^{3}$ | $\mathbb{C}_{\\| P}^{3}$ | $\mathbb{C}_{\\| P}^{3}$ | $\mathbb{C}_{10}^{3}$ | $\mathbb{C}_{\text {dp }}^{3}$ | $\frac{{ }^{0} \mathbb{C}_{\text {a }}}{}$ |
| $\mathbb{C}_{1+1}^{4}$ | $\mathbb{C}_{\text {ITP }}$ | ${ }^{1} \mathbb{C}_{1}$ | ${ }^{0}{ }^{0} \mathrm{C}_{\text {a }}$ | $\mathbb{C}_{\text {dp }}^{4}$ | $\mathbb{C}_{1 / 1}^{1}$ | $\mathbb{C}_{\mathbb{T}}^{1}$ | $\mathbb{C}_{\text {dip }}^{3}$ | $\mathbb{C}_{\text {dP }}^{4}$ | $\mathbb{C}_{\text {dP }}^{5}$ |
| $\mathbb{C}_{\text {IP }}^{5}$ | $\mathbb{C}_{\text {ITP }}^{5}$ | $\frac{{ }^{0} \mathbb{C}_{1}}{}$ | $\frac{{ }^{0} \mathbb{C}_{1}}{}$ | $\mathbb{C o m p}^{5}$ | $\mathbb{C}_{\text {dip }}^{5}$ | $\mathbb{C}_{\text {lip }}^{5}$ | $\frac{{ }^{0} \mathbb{C}_{1}}{}$ | $\mathbb{C}_{\text {lip }}^{5}$ | $\mathbb{C}_{\text {liP }}^{5}$ |

$$
\begin{equation*}
\left(\mathbb{C}_{\mathbb{P}}^{1}\right)^{c},\left(\mathbb{C}_{0 \mathbb{P}}^{2}\right)^{c}, \ldots,\left(\mathbb{C}_{\mathbb{P}}^{n}\right)^{c} \in \mathbb{T}_{\mathbb{C}_{\mathbb{P}}} . \tag{27}
\end{equation*}
$$

From the definition of P-CIFT,

$$
\begin{equation*}
\underset{p}{\cap}\left(\left(\mathbb{C}_{\mathbb{P}}\right)_{i}\right)^{c} \in \mathbb{T}_{\mathbb{C}_{\mathbb{P}}} . \tag{28}
\end{equation*}
$$

This gives $\cap_{p}\left(\left(\mathbb{C}_{\| P}\right)_{i}\right)^{c} \in \mathbb{T}_{\mathbb{C}_{\| \mathbb{P}}}$ is PCIFOSs, but

$$
\begin{equation*}
\left(\bigcap_{p}\left(\left(\mathbb{C}_{\mathbb{P}}\right)_{i}\right)^{c}\right)=\left(\bigcup_{p}\left(\mathbb{C}_{\mathbb{P}}\right)_{i}\right)^{c} . \tag{29}
\end{equation*}
$$

Hence, $\cup_{p}\left(\mathbb{C}_{n \mathbb{P}}\right)_{i}$ is PCIFCSs.

Definition 22. The P-cubic intuitionistic fuzzy sets PCIFSs, which are PCIFOSs and PCIFCSs, are entitled as P-cubic intuitionistic fuzzy clopen sets in $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{P}}}\right)$.

## Proposition 1

(1) For every $\mathbb{T}_{\mathbb{C}_{घ p}},{ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{0}, \overline{{ }^{0}} \mathbb{C}_{0}$ and $\overline{{ }^{1} \mathbb{C}_{0}}$ are P-cubic intuitionistic fuzzy clopen sets
(2) For discrete P-order cubic intuitionistic fuzzy topology, all the cubic intuitionistic subsets of $\mathbb{k}$ are $P$-cubic intuitionistic fuzzy clopen sets
(3) For in-discrete P-order cubic intuitionistic fuzzy topology, ${ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{0},{ }^{0} \mathbb{C}_{\rrbracket}$ and ${ }^{1} \mathbb{C}_{\rrbracket}$ are only P-cubic intuitionistic fuzzy clopen sets

Definition 23. Let $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{P}}}^{1}\right)$ and $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{1}}}^{2}\right)$ be two P-CIFTs in k. Two P-CIFTs are called comparable if

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\mathbb{P}}}^{1} \subseteq_{P} \mathbb{T}_{\mathbb{C}_{\| P}}^{2}, \tag{30}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\mathrm{UP}}}^{2} \subseteq_{P} \mathbb{T}_{\mathbb{C}_{\mathrm{UP}}}^{1} \tag{31}
\end{equation*}
$$

If $\mathbb{T}_{\mathbb{C}_{\mathbb{P}}}^{1} \subseteq_{P} \mathbb{T}_{\mathbb{C}_{\| \mathbb{P}}}^{2}$ then, $\mathbb{T}_{\mathbb{C}_{\mathbb{P}}}^{1}$ is called P-cubic intuitionistic fuzzy coarser than $\mathbb{T}_{\mathbb{C}_{\mathbb{P}}}^{2}$ and $\mathbb{T}_{\mathbb{C}_{\mathbb{P}}}^{2}$ is called P-cubic intuitionistic fuzzy finer than. $\mathbb{T}_{\mathbb{C}_{\| P}}^{1}$

Example 2. Let $\mathbb{k}$ be a nonempty set and from Example 1

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\| \mathbb{P}}^{1}}=\left\{{ }^{0} \mathbb{C}_{\square},{ }^{1} \mathbb{C}_{\square}, \overline{,}, \overline{\mathbb{C}_{0}}, \overline{\mathbb{C}_{0}}\right\}, \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\| \mathbb{P}}}^{2}=\left\{{ }^{0} \mathbb{C}_{0}, \mathbb{C}_{\square}, \overline{0} \mathbb{C}_{\square}, \overline{\mathbb{C}_{0}}, \mathbb{C}_{\| \mathbb{P}}^{1}, \mathbb{C}_{\| \mathbb{P}}^{2}, \mathbb{C}_{\| \mathbb{P}}^{3}, \mathbb{C}_{\| \mathbb{P}}^{4}, \mathbb{C}_{\| \mathbb{P}}^{5}\right\} \tag{33}
\end{equation*}
$$

are P-cubic intuitionistic fuzzy topologies on universal set. Then, $\mathbb{T}_{\mathbb{C}_{\mathrm{fP}}^{1}} \subseteq_{P} \mathbb{T}_{\mathbb{C}_{\mathrm{TP}}^{2}}$. Hence, $\mathbb{T}_{\mathbb{C}_{\mathrm{TP}}^{1}}$ is called a P-cubic intuitionistic fuzzy coarser then, $\mathbb{T}_{\mathbb{C}_{\| P}^{2}}$.

### 3.1. Subspace of $\mathbb{C} \mathbb{I F} T p$

Definition 24. Let $\left(\mathbb{k}, \mathbb{T}_{\mathbb{C}_{1 p k}}\right)$ be a $\mathbb{C} \mathbb{F} \mathbb{T} p$. Let $\mathbb{Y} \subseteq \mathbb{k}$ and $\mathbb{T}_{\mathbb{C}_{\| p} \mathbb{V}}$ is a $\mathbb{C D F} \mathbb{P} p$ on $\mathbb{Y}$ and whose PCIFOSs are

$$
\begin{equation*}
\mathbb{C}_{\| P Y}=\mathbb{T}_{\mathbb{C}_{\| P \mathrm{P}}} \cap_{p} \mathbb{Y}, \tag{34}
\end{equation*}
$$

where $\mathbb{C}_{\| \mathbb{P}_{k}}$ are PCIFOSs of $\mathbb{C}_{\mathbb{C}_{\| p} k}, \mathbb{T}_{\mathbb{C}_{\| P} \mathbb{V}}$ are PCIFOSs of $\mathbb{T}_{\mathbb{C}_{\| P} V}$ and $\mathbb{V}$ is any P-cubic subset of PCIFS on $\mathbb{Y}$. Then, $\mathbb{T}_{\mathbb{C}_{\| p} \mathbb{Y}}$ is called a P-cubic intuitionistic fuzzy subspace of $\mathbb{T}_{\mathbb{C}_{\text {Ipk }}}$, i.e.,

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\mathbb{P}} \mathbb{Y}}=\left\{\mathbb{C}_{\| \mathbb{P}_{V}}: \mathbb{C}_{\| \mathbb{P}_{V}}=\mathbb{C}_{\| \mathbb{P}_{\mathrm{k}}}{\underset{p}{\mathrm{P}}}^{\mathbb{Y}}, \mathbb{C}_{\| \mathbb{P}_{\mathrm{k}}} \in \mathbb{T}_{\mathbb{C}_{\mathbb{p} \mathrm{k}}}\right\} . \tag{35}
\end{equation*}
$$

Example 3. Let $\mathbb{k}$ be a nonempty set. From Example 1,

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\| \mathbb{P}}}=\left\{\mathbb{C}_{\|},{ }^{1} \mathbb{C}_{\|}, \overline{\mathbb{C}_{\|}}, \overline{{ }^{1}} \mathbb{C}_{\|}, \mathbb{C}_{\| \mathbb{P}}^{1}, \mathbb{C}_{\| \mathbb{P}}^{2}, \mathbb{C}_{\| \mathbb{P}}^{3}, \mathbb{C}_{0 \mathbb{P}}^{4}, \mathbb{C}_{\| \mathbb{P}}^{5}\right\}, \tag{36}
\end{equation*}
$$

is a P-cubic intuitionistic fuzzy topology on $\mathbb{k}$.
Now, consider any P-cubic fuzzy subset on $\mathbb{k}$ such that $\mathbb{Y} \subseteq \mathbb{k}$ is

$$
\begin{equation*}
\mathbb{Y}=\{[0.98,0.23],[0.46,0.61],(0.27,0.49)\} . \tag{37}
\end{equation*}
$$

Since,

$$
\begin{aligned}
& \mathbb{Y} \hat{p}_{0}^{0} \mathbb{C}_{0}=\{[0,0],[1,1],(0.27,0.49)\} \\
& =\overrightarrow{\mathbb{C}_{\| \mathbb{P}}}, \\
& \mathbb{Y} \bigcap_{p}^{1} \mathbb{C}_{0}=\{[0.98,0.23],[0.46,0.61],(0,1)\} \\
& =\widetilde{\mathbb{C}}_{\| \mathbb{P}}, \\
& \mathbb{Y} \cap_{p} \overline{\mathbb{C}_{0}}=\{[0,0],[1,1],(0,1)\} \\
& =\mathbb{C}_{\text {dP }} \text {, } \\
& \mathbb{Y} \cap{ }_{p} \overline{{ }^{1} \mathbb{C}_{\mathbb{D}}}=\{[0.98,0.23],[0.46,0.61],(0.27,0.49)\} \\
& =\mathbb{Y}, \\
& \mathbb{Y} \cap \underset{p}{\cap} \mathbb{C}_{0 \mathbb{P}}^{1}=\{[0.98,0.23],[0.46,0.61],(0.27,0.49)\} \\
& =\mathbb{Y}, \\
& \mathbb{Y} \cap \underset{p}{\cap} \mathbb{C}_{\mathbb{P}}^{2}=\{[0.98,0.23],[0.46,0.61],(0.27,0.49)\} \\
& =\mathbb{Y}, \\
& \mathbb{Y} \cap \underset{p}{ } \mathbb{C}_{0 \mathbb{P}}^{3}=\{[0.98,0.23],[0.46,0.61],(0,1)\} \\
& =\widetilde{\mathbb{C}}_{\mathbb{P}}, \\
& \mathbb{Y} \cap \underset{p}{ } \mathbb{C}_{0 \mathbb{P}}^{4}=\{[0.98,0.23],[0.46,0.61],(0.27,0.49)\} \\
& =\mathbb{Y}, \\
& \mathbb{Y} \cap_{p} \mathbb{C}_{\text {fPP }}^{5}=\{[0,0],[1,1],(0.27,0.49)\} \\
& =\overrightarrow{\mathbb{C}_{\mathrm{ap}}} .
\end{aligned}
$$

Then,

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\mathbb{P}} \mathbb{Y}}=\left\{\overrightarrow{\mathbb{C}_{\| \mathbb{P}}}, \widetilde{\mathbb{C}_{\mathbb{P}}}, ' \mathbb{C}_{\mathbb{P}}, \mathbb{Y}\right\}, \tag{39}
\end{equation*}
$$

is a P-cubic intuitionistic fuzzy relative topology of $\mathbb{T}_{\mathbb{C}_{1 p} k}$

### 3.2. Interior, Closure, Frontier and Exterior of PCIFSs

Definition 25. let $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{1 \mathbb{P}}}\right)$ be $\mathbb{C} \mathbb{F} \mathbb{T} p$ and $\mathbb{C}_{0 \mathbb{P}} \in c i(\mathbb{K})$, the interior of $\mathbb{C}_{0 \mathbb{P}}$ is expressed as $\mathbb{C}_{0 \mathbb{P}}^{0}$ and is described as union of all P-cubic intuitionistic fuzzy open subsets contained in $\mathbb{C}_{0 \mathbb{P}}$. It is the greatest P-cubic intuitionistic fuzzy open set contained in $\mathbb{C}_{\text {lP }}$.

Example 4. Consider a P-cubic intuitionistic fuzzy topological space as constructed in Example 1. Let $\mathbb{C}_{0 \mathbb{P}}^{6} \in c i(\mathbb{K})$ given as

$$
\begin{equation*}
\mathbb{C}_{0 \mathbb{P}}^{6}=\{[0.23,0.39],[0.37,0.48],(0.46,0.33)\} \tag{40}
\end{equation*}
$$

Then,

Theorem 3. Let $\left(\mathbb{k}, \mathbb{T}_{\mathbb{C}_{\| P}}\right)$ be $\mathbb{C} \mathbb{F} \mathbb{T} p$ and $\mathbb{C}_{\mathbb{1 P}} \in c i(\mathbb{k})$. Then, $\mathbb{C}_{0 \mathbb{P}}$ is open CIFS iff $\mathbb{C}_{0 \mathrm{P}}^{0}=\mathbb{C}_{n \mathbb{P}}$.

Proof. If $\mathbb{C}_{\mathrm{dp}}$ is open CIFS, then we say that the greatest open CIFS contained in $\mathbb{C}_{0 \mathbb{P}}$ is $\mathbb{C}_{0 \mathbb{P}}$ itself. Thus,

$$
\begin{equation*}
\mathbb{C}_{\mathrm{pP}}^{0}=\mathbb{C}_{\mathrm{pP}} . \tag{42}
\end{equation*}
$$

Conversely, if $\mathbb{C}_{\| \mathbb{P}}^{0}=\mathbb{C}_{0 \mathbb{P}}$, then $\mathbb{C}_{\| \mathbb{P}}^{0}$ is open CIFS. This implies $\mathbb{C}_{\| \mathbb{P}}$ is open CIFS.

Theorem 4. Let $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\| P}}\right)$ be $\mathbb{C} \mathbb{F} \mathbb{T} p$ and $\mathbb{C}_{\| \mathbb{P}}^{1}, \mathbb{C}_{\| \mathrm{P}}^{2} \in c i(\mathbb{k})$. Then,
(i) $\left(\left(\mathbb{C}_{\| P}\right)^{0}\right)^{0}=\left(\mathbb{C}_{\| \mathbb{P}}\right)^{0}$
(ii) $\mathbb{C}_{\| \mathbb{P}}^{1} \subseteq_{p} \mathbb{C}_{\| \mathbb{P}}^{2} \Rightarrow\left(\mathbb{C}_{\| \mathbb{P}}^{1}\right)^{0} \subseteq_{p}\left(\mathbb{C}_{\| \mathbb{P}}^{2}\right)^{0}$
(iii) $\left(\mathbb{C}_{\mathbb{\| P}}^{1} \cap_{p} \mathbb{C}_{\mathbb{D}}^{2}\right)^{0}=\left(\mathbb{C}_{\mathbb{i P}}^{1}\right)^{0} \subseteq_{p}\left(\mathbb{C}_{\| \mathbb{P}}^{2}\right)^{0}$
(iv) $\left(\mathbb{C}_{\mathbb{i P}}^{1} \cup_{p} \mathbb{C}_{\mathfrak{d P}}^{2}\right)^{0} \supseteq_{p}\left(\mathbb{C}_{\mathbb{D}}^{1}\right)^{0} \cup_{p}\left(\mathbb{C}_{\mathbb{D P}}^{2}\right)^{0}$

Proof. Proof is trivial.

Definition 26. let $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\| \mathbb{P}}}\right)$ be $\mathbb{C} \mathbb{\mathbb { C }} p$ and $\mathbb{C}_{\| \mathbb{P}} \in c i(\mathbb{K})$, the closure of $\overline{\mathbb{C}_{0 \mathbb{P}}}$ is expressed as $\overline{\mathbb{C}_{\| P}}$ and is described as the intersection of all the P-cubic intuitionistic fuzzy closed supersets of $\mathbb{C}_{\| P}$. It is the smallest P-cubic intuitionistic fuzzy closed superset of $\mathbb{C}_{\mathbb{1 P}}$.

Example 5. Let us consider a P-cubic intuitionistic topological space as constructed in Example 1. Then, the closed CIFSs are given as

$$
\begin{align*}
& \left({ }^{0} \mathbb{C}_{\mathbb{!}}\right)^{c}=\{[1,1],[0,0],(0,1)\}, \\
& \left({ }^{1} \mathbb{C}_{0}\right)^{c}=\{[0,0],[1,1],(1,0)\} \text {, } \\
& \left(\overline{{ }^{0} \mathbb{C}_{0}}\right)^{c}=\{[1,1],[0,0],(1,0)\}, \\
& \left(\overline{{ }^{\mathbb{C}_{0}}}\right)^{c}=\{[0,0],[1,1],(0,1)\}, \\
& \left(\mathbb{C}_{[\mathbb{P}}^{1}\right)^{c}=\{[0.41,0.52],[0.20,0.31],(0.44,0.32)\},  \tag{43}\\
& \left(\mathbb{C}_{0 \mathbb{P}}^{2}\right)^{c}=\{[0.41,0.52],[0.20,0.31],(0,1)\}, \\
& \left(\mathbb{C}_{0 \mathbb{P}}^{3}\right)^{c}=\{[0.41,0.52],[0.20,0.31],(1,0)\}, \\
& \left(\mathbb{C}_{0 \mathbb{P}}^{4}\right)^{c}=\{[0,0],[1,1],(0.44,0.32)\}, \\
& \left(\mathbb{C}_{\mathbb{D P}}^{5}\right)^{c}=\{[1,1],[0,0],(0.44,0.32)\} . \\
& \text { Let } \mathbb{C}_{\text {dP }}^{7} \in c i(\mathbb{k}) \text { given as } \\
& \mathbb{C}_{\mathbb{1}}^{7}=\{[0.34,0.50],[0.27,0.38],(0.33,0.41)\} \text {. }
\end{align*}
$$

Then,

$$
\begin{align*}
& \overline{\mathbb{C}_{\mathfrak{D P}}^{7}}=\left(\overline{\mathbb{C}_{0}}\right)^{c} \underset{p}{\cap}\left(\mathbb{C}_{\| \mathbb{P}}^{1}\right)^{c} \underset{p}{\cap}\left(\mathbb{C}_{\mathfrak{P}}^{3}\right)^{c} \underset{p}{\cap}\left(\mathbb{C}_{\| \mathbb{P}}^{5}\right)^{c}  \tag{45}\\
& =\left(\mathbb{C}_{\text {UP }}^{1}\right)^{c} \text {. }
\end{align*}
$$

Theorem 5. Let $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\| P}}\right)$ be $\mathbb{C} \| \mathbb{F} \mathbb{T} p$ and $\mathbb{C}_{\| P} \in c i(\mathbb{K})$. Then $\overline{\mathbb{C}_{0 \mathbb{P}}}$ is closed CIFS iff $\overline{\mathbb{C}_{n P}}=\mathbb{C}_{0 \mathrm{P}}$.

Proof. If $\mathbb{C}_{\mathbb{~} \mathrm{P}}$ is closed CIFS, then we can say that the smallest closed CIFS superset of $\mathbb{C}_{0 \mathbb{}}$ is $\mathbb{C}_{0 P}$ itself. Thus,

$$
\begin{equation*}
\overline{\mathbb{C}_{\| P}}=\mathbb{C}_{\| \mathbb{P}} \tag{46}
\end{equation*}
$$

Conversely, if $\overline{\mathbb{C}_{\| P}}=\mathbb{C}_{\| P}$, then $\overline{\mathbb{C}_{\| P}}$ is closed CIFS. This implies $\mathbb{C}_{0 \mathbb{P}}$ is closed CIFS.

Definition 27. Let $\mathbb{C}_{\| P}$ be a P-cubic intuitionistic fuzzy subset of $\left(\mathbb{k}, \mathbb{T}_{\mathbb{C}_{\text {IP }}}\right)$, then its boundary or frontier is defined as

$$
\begin{equation*}
\operatorname{Fr}\left(\mathbb{C}_{\| \mathbb{P}}\right)=\overline{\mathbb{C}_{\| \mathbb{P}}}{\underset{p}{ }}_{\cap}^{\left(\mathbb{C}_{\| \mathbb{P}}\right)^{c}} \tag{47}
\end{equation*}
$$

Definition 28. Let $\mathbb{C}_{\| P}$ be a P-cubic intuitionistic fuzzy subset of $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{1 P}}\right)$, then the exterior is defined as

$$
\begin{equation*}
\operatorname{Ext}\left(\mathbb{C}_{0 \mathbb{P}}\right)=\left(\overline{\mathbb{C}_{0 \mathbb{P}}}\right)^{c}=\left(\mathbb{C}_{\| \mathbb{P}}^{c}\right)^{0} \tag{48}
\end{equation*}
$$

Example 6. Consider a P-cubic intuitionistic topological space as constructed in Example 1 and $\mathbb{C}_{0 \mathbb{P}}^{6}$ and $\mathbb{C}_{0 \mathrm{P}}^{7}$ from Examples 4 and 5. Then,

$$
\begin{align*}
\left(\mathbb{C}_{\| \mathbb{P}}^{6}\right)^{0} & =\mathbb{C}_{\| \mathbb{P}}^{1}, \\
\overline{\mathbb{C}_{0 \mathbb{P}}^{6}} & =\left(\mathbb{C}_{\mathbb{P}}^{3}\right)^{c}, \\
\operatorname{Fr}\left(\mathbb{C}_{\| \mathbb{P}}^{6}\right) & =\left(\mathbb{C}_{\| \mathbb{P}}^{1}\right)^{c}, \\
\operatorname{Ext}\left(\mathbb{C}_{\| \mathbb{P}}^{6}\right) & =\mathbb{C}_{\| \mathbb{P}}^{3},  \tag{49}\\
\left(\mathbb{C}_{\| \mathbb{P}}^{7}\right)^{0} & =\mathbb{C}_{\| \mathbb{P}}^{1}, \\
\overline{\mathbb{C}_{0 \mathbb{P}}^{7}} & =\left(\mathbb{C}_{\| \mathbb{P}}^{1}\right)^{c}, \\
\operatorname{Fr}\left(\mathbb{C}_{\| \mathbb{P}}^{7}\right) & =\left(\mathbb{C}_{\| \mathbb{P}}^{1}\right)^{c}, \\
\operatorname{Ext}\left(\mathbb{C}_{\| \mathbb{P}}^{7}\right) & =\mathbb{C}_{\| \mathbb{P}}^{1} .
\end{align*}
$$

Theorem 6. Let $\left(\mathbb{k}, \mathbb{T}_{\mathbb{C}_{\mathbb{P}}}\right)$ be $\mathbb{C} \mathbb{F} \mathbb{T} p$ and $\mathbb{C}_{\mathbb{P}} \in c i(\mathbb{k})$. Then,
(1) $\left(\mathbb{C}_{\| \mathbb{P}}^{0}\right)^{c}=\overline{\left(\mathbb{C}_{\| \mathbb{P}}^{c}\right)}$
(2) $\left(\overline{\mathbb{C}_{\| \mathbb{P}}}\right)^{c}=\left(\mathbb{C}_{\| \mathbb{P}}^{c}\right)^{0}$
(3) $\operatorname{Ext}\left(\mathbb{C}_{0 \mathbb{P}}^{c}\right)=\mathbb{C}_{0 \mathbb{P}}^{0}$
(4) $\operatorname{Ext}\left(\mathbb{C}_{\| \mathbb{P}}\right)=\left(\mathbb{C}_{\| \mathbb{P}}^{c}\right)^{0}$
(5) $\operatorname{Ext}\left(\mathbb{C}_{0 \mathbb{P}}\right) \cup_{p} \operatorname{Fr}\left(\mathbb{C}_{\| \mathbb{P}}\right) \cup_{p} \mathbb{C}_{0 \mathbb{P}}^{0} \neq{ }^{1} \mathbb{C}_{\| \mathbb{P}}$
(6) $\operatorname{Fr}\left(\mathbb{C}_{n \mathbb{P}}\right)=\operatorname{Fr}\left(\mathbb{C}_{[\mathrm{P}}^{c}\right)$
(7) $\operatorname{Fr}\left(\mathbb{C}_{\| \mathbb{P}}\right) \cap_{p} \mathbb{C}_{0 \mathbb{P}}^{0} \neq{ }^{0} \mathbb{C}_{0 \mathbb{P}}$

Proof
(1) The proof is obvious.
(2) The proof is obvious.
(3) $\operatorname{Ext}\left(\mathbb{C}_{0 \mathbb{P}}^{c}\right)=\left(\overline{\mathbb{C}_{0 \mathbb{P}}^{c}}\right)^{c}$.
$\operatorname{Ext}\left(\mathbb{C}_{\text {dP }}^{c}\right)=\left(\left(\mathbb{C}_{\text {0P }}^{c}\right)^{c}\right)^{0}$.
$\operatorname{Ext}\left(\mathbb{C}_{0 \mathbb{P}}^{c}\right)=\mathbb{C}_{\| \mathbb{P}}^{0}$.
(4) $\operatorname{Ext}\left(\mathbb{C}_{\mathrm{QP}}\right)=\left(\overline{\mathbb{C}_{\mathrm{qP}}}\right)^{c}$. $\operatorname{Ext}\left(\mathbb{C}_{\| \mathbb{P}}\right)=\left(\mathbb{C}_{\| \mathbb{P}}^{c}\right)^{0}$.
(5) $\operatorname{Ext}\left(\mathbb{C}_{0 \mathbb{P}}\right) \cup_{p} \operatorname{Fr}\left(\mathbb{C}_{\| \mathbb{P}}\right) \cup_{p} \mathbb{C}_{\| \mathbb{P}}^{0} \neq{ }^{1} \mathbb{C}_{\| \mathbb{P}}$. By Example 13, we can see that $\operatorname{Ext}\left(\mathbb{C}_{0 \mathbb{P}}^{6}\right) \cup_{p} \operatorname{Fr}\left(\mathbb{C}_{\mathfrak{P}}^{6}\right) \cup_{p} \mathbb{C}_{0 \mathbb{P}}^{0} \neq{ }^{1} \mathbb{C}_{\square}$.
 $\overline{\left(\mathbb{C}_{\| \mathbb{P}}^{c}\right) \cap_{p}} \overline{\left(\mathbb{C}_{\| \mathbb{P}}\right)}=\operatorname{Fr}\left(\mathbb{C}_{\| \mathbb{P}}\right)$.
(7) $\operatorname{Fr}\left(\mathbb{C}_{\| \mathbb{P}}\right) \cap_{p} \mathbb{C}_{\| \mathbb{P}}^{0} \neq \mathbb{C}_{0 \mathbb{P}}$. From Example 13, we can see that $\operatorname{Fr}\left(\mathbb{C}_{\| \mathbb{P}}^{6}\right) \cap_{p} \mathbb{C}_{\| \mathbb{P}}^{0} \neq{ }^{0} \mathbb{C}_{d}$.

### 3.3. P-Cubic Intuitionistic Fuzzy Basis

Definition 29. Let $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{I P}}}\right)$ be $\mathbb{C} \mathbb{F} \mathbb{T} p$. Then, $\mathbb{B} \subseteq \mathbb{T}_{\mathbb{C}_{\mathbb{P}}}$ is called P-cubic intuitionistic fuzzy basis for $\mathbb{T}_{\mathbb{C}_{\mathbb{1}}}$ if for every $\mathbb{C}_{\| \mathbb{P}} \in \mathbb{T}_{\mathbb{C}_{\| P}}, \exists \mathscr{B} \in \mathbb{B}$ such that

$$
\begin{equation*}
\mathbb{C}_{0 P}=\cup_{p} \mathscr{B} . \tag{50}
\end{equation*}
$$

Example 7. From Example 1,

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\| \mathbb{P}}}=\left\{{ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{0}, \overline{\mathbb{C}_{0}}, \overline{1}, \overline{\mathbb{C}_{0}}, \mathbb{C}_{\| \mathbb{P}}^{1}, \mathbb{C}_{0 \mathbb{P}}^{2}, \mathbb{C}_{\| \mathbb{P}}^{3}, \mathbb{C}_{\| \mathbb{P}}^{4}, \mathbb{C}_{0 \mathbb{P}}^{5}\right\}, \tag{51}
\end{equation*}
$$

is a P -cubic intuitionistic fuzzy topology of $\mathbb{k}$. Then,

$$
\begin{equation*}
\mathbb{B}=\left\{{ }^{0} \mathbb{C}_{\|}, \overline{\mathbb{C}_{0}}, \mathbb{C}_{\| \mathbb{P}}^{1}, \mathbb{C}_{\| \mathbb{P}}^{2}, \mathbb{C}_{0 \mathbb{P}}^{3}, \mathbb{C}_{0 \mathbb{P}}^{4}, \mathbb{C}_{0 \mathbb{P}}^{5}\right\}, \tag{52}
\end{equation*}
$$

Is a P-cubic intuitionistic fuzzy basis for $\mathbb{T}_{\mathbb{C}_{\mathbb{1}}}$.

## 4. Cubic Intuitionistic Topology under R-Order

In this section, we introduce the concept of an R-cubic intuitionistic fuzzy topology (R-CIFT) or a cubic intuitionistic fuzzy topology with an R-order.

Definition 30. Consider $\mathbb{k}$ to be a nonempty universal set, and let $c i(\mathbb{k})$ to be the collection of all CIFSs in $\mathbb{k}$. If the collection $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}$ containing CIFSs satisfies the following conditions, it is termed a cubic intuitionistic fuzzy topology with an R-order (R-CIFT).
(1) ${ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{0}, \overline{{ }^{0} \mathbb{C}_{0}}$ and $\overline{{ }^{0} \mathbb{C}_{0}} \in \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}$
(2) If $\left(\mathbb{C}_{\| \mathbb{R}}\right)_{i} \in \mathbb{T}_{\mathbb{C}_{0 \mathbb{R}}} \forall i \in \Lambda$ then $\cup_{R}\left(\mathbb{C}_{0 \mathbb{R}}\right)_{i} \in \mathbb{T}_{\mathbb{C}_{\| \mathbb{R}}}$
(3) If $\mathbb{C}_{\mathbb{R}}^{1}, \mathbb{C}_{\| \mathbb{R}}^{2} \in \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}$ then $\mathbb{C}_{\| \mathbb{R}}^{1} \cap_{R} \mathbb{C}_{\| \mathbb{R}}^{2} \in \mathbb{T}_{\mathbb{C}_{\| \mathbb{R}}}$

Then, the pair $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}\right)$ is termed as a cubic intuitionistic fuzzy topological space with an R-order (R-CIFT).

Example 8. Let $\mathbb{k}$ be a nonempty universal set. Then, $c i(\mathbb{k})$ be the accumulation of all R-cubic intuitionistic fuzzy sets RCIFSs in $\mathbb{k}$. Consider the R-order fuzzy subsets of $c i(\mathbb{k})$ given as

$$
\begin{align*}
& \mathbb{C}_{0 \mathbb{R}}^{1}=\{[0.31,0.42],[0.47,0.56],(0.29,0.39)\}, \\
& \mathbb{C}_{\mathbb{R}}^{2}=\{[0.31,0.42],[0.47,0.56],(0,1)\}, \\
& \mathbb{C}_{0 \mathbb{R}}^{3}=\{[1,1],[0,0],(0.29,0.39)\},  \tag{53}\\
& \mathbb{C}_{\mathbb{R}}^{4}=\{[0,0],[1,1],(0.29,0.39)\}, \\
& \mathbb{C}_{0 \mathbb{R}}^{5}=\{[0.31,0.42],[0.47,0.56],(1,0)\} .
\end{align*}
$$

The union and intersection with a P-order for the above CIFSs are given in Tables 3 and 4,, respectively.

Clearly,

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\| \mathbb{R}}^{1}}=\left\{{ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{\square}, \overline{\mathbb{C}_{\square}}, \overline{\mathbb{C}_{0}}\right\}, \tag{54}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{0 \mathbb{R}}}^{2}=\left\{{ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{0}, \overline{{ }^{0} \mathbb{C}_{0}}, \overline{{ }^{1} \mathbb{C}_{0}}, \mathbb{C}_{0 \mathbb{R}}^{1}, \mathbb{C}_{0 \mathbb{R}}^{2}, \mathbb{C}_{0 \mathbb{R}}^{3}, \mathbb{C}_{0 \mathbb{R}}^{4}, \mathbb{C}_{0 \mathbb{R}}^{5}\right\}, \tag{55}
\end{equation*}
$$

are the cubic intuitionistic topology with an R-order.
Definition 31. Let $\mathbb{k}$ be a nonempty set, and $\mathbb{T}_{\mathbb{C}_{\| \mathbb{R}}}=\left\{\mathbb{C}_{\mathbb{R}}^{k}\right\}$ where $\mathbb{C}_{\mathbb{R}}^{k}$ represent the cubic intuitionistic fuzzy subsets of the universal set $\mathbb{k}$. Then, $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}$ is termed as an R-cubic
intuitionistic fuzzy topology on $\mathbb{k}$ and it is the largest R -cubic intuitionistic fuzzy topology on $\mathbb{k}$ and is entitled as an R-discrete cubic intuitionistic fuzzy topology.

Definition 32. Let $\mathbb{k}_{k}$ be a universal set and $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}=\left\{{ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{0}, \overline{{ }^{0}} \mathbb{C}_{0}, \overline{{ }^{1}} \mathbb{C}_{0}\right\}$ be the assemblage of cubic intuitionistic fuzzy sets. Then, $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}$ is termed as an R-cubic intuitionistic fuzzy topology on the universal set $\mathbb{k}_{k}$ and is the smallest R -cubic intuitionistic fuzzy topology on $\mathbb{k}$ and is entitled as an R-indiscrete cubic intuitionistic fuzzy topology.

Definition 33. The elements of an R-cubic intuitionistic fuzzy topology $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}$ is termed as the R-cubic intuitionistic fuzzy open sets RCIFOS in $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}\right)$.

Theorem 7. If $\left(\mathbb{k}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}\right)$ is any R-cubic intuitionistic fuzzy topological space. Then,
(1) ${ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{\|}, \overline{{ }^{0}} \mathbb{C}_{0}$ and $\overline{{ }^{1} \mathbb{C}_{0}}$ are RCIFOSs.
(2) The R-union of any number of RCIFOSs is RCIFOS.
(3) The R-intersection of finite RCIFOSs is RCIFOS.

Proof. The proof is trivial.

Definition 34. The complement of elements of an R-cubic intuitionistic fuzzy open sets is termed as the R-cubic intuitionistic fuzzy closed sets RCIFCSs in $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\| \mathbb{R}}}\right)$.

Theorem 8. If $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}\right)$ is any R-cubic intuitionistic fuzzy topological space. Then,
(1) ${ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{\|}, \overline{{ }^{0}} \mathbb{C}_{0}$ and $\overline{{ }^{1} \mathbb{C}_{0}}$ are RCIFCSs.
(2) The R-intersection of any number of RCIFCSs is RCIFCS.
(3) The R-union of finite RCIFCSs is RCIFCS.

Proof. The proof is trivial.
Definition 35. The R-cubic intuitionistic fuzzy sets RCIFSs, which are RCIFOSs and RCIFCSs, are entitled as the R-cubic intuitionistic fuzzy clopen sets in $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}\right)$.

## Proposition 2

(1) For every $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}},{ }^{0} \mathbb{C}_{\rrbracket}, \mathbb{C}_{\rrbracket}, \overline{{ }^{0}} \mathbb{C}_{\rrbracket}$ and $\overline{{ }^{1} \mathbb{C}_{\rrbracket}}$ are $R$-cubic intuitionistic fuzzy clopen sets.
(2) For the discrete R-order cubic intuitionistic fuzzy topology, all the cubic intuitionistic subsets of $\mathbb{k}$ are $R$-cubic intuitionistic fuzzy clopen sets.
(3) For the in-discrete R-order cubic intuitionistic fuzzy topology, ${ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{0}, \overline{{ }^{0}} \mathbb{C}_{0}$ and $\overline{\mathbb{C}_{0}}$ are only $R$-cubic intuitionistic fuzzy clopen sets.

Table 3：Union under R－order．

| $U_{R}$ | ${ }^{0} \mathbb{C}_{0}$ | ${ }^{1} \mathbb{C}_{0}$ | $\overline{{ }^{0} \mathbb{C}_{0}}$ | ${ }^{1 \mathbb{C}_{0}}$ | $\mathbb{C o R}_{1}^{1}$ | $\mathbb{C}_{\text {\｜R }}^{2}$ | $\mathbb{C}_{\text {dr }}^{3}$ | $\mathbb{C}_{\text {®R }}^{4}$ | $\mathbb{C}_{\text {dre }}^{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{0} \mathbb{C}_{1}$ | ${ }^{0} \mathbb{C}_{0}$ | ${ }^{1} \mathbb{C}_{0}$ | $\overline{{ }^{\text {C }}}$ | ${ }^{1 \mathbb{1}_{0}}$ | $\mathbb{C}_{\text {®R }}^{1}$ | $\mathbb{C}_{\\| \mathbb{R}}^{2}$ | $\mathbb{C}_{\text {®R }}^{3}$ | $\mathbb{C}_{\text {®R }}^{4}$ | $\mathbb{C}_{\text {VR }}^{5}$ |
| ${ }^{1} \mathbb{C}_{1}$ | ${ }^{1} \mathbb{C}_{0}$ | ${ }^{1} \mathbb{C}_{0}$ | ${ }^{1} \mathrm{C}_{\text {U }}$ | ${ }^{1} \mathbb{C}_{0}$ | ${ }^{1} \mathbb{C}_{0}$ | ${ }^{1} \mathbb{C}_{0}$ | ${ }^{1} \mathbb{C}_{0}$ | ${ }^{1 \mathbb{C}_{1}}$ | ${ }^{1} \mathbb{C}_{\text {I }}$ |
| ${ }^{\overline{0_{0}}{ }_{1}}$ | ${ }^{{ }^{0} \mathbb{C}_{1}}$ | ${ }^{1} \mathbb{C}_{0}$ | $\overline{{ }^{0} \mathbb{C}_{\text {I }}}$ | ${ }^{1} \mathbb{C}_{\text {a }}$ | $\mathbb{C}_{\mathbb{R}}^{2}$ | $\mathbb{C}_{\\| \mathbb{R}}^{2}$ | ${ }^{1} C_{0}$ | $\overline{{ }^{0} \mathbb{C}_{0}}$ | ${ }^{{ }^{0} \mathbb{C}_{\text {a }}}$ |
| $\frac{\overline{1}}{\mathbb{C}_{1}}$ | ${ }^{1} \mathbb{C}_{0}$ | ${ }^{1} \mathbb{C}_{0}$ | ${ }^{1} \mathbb{C}_{0}$ | $\frac{{ }^{1} \mathbb{C}_{0}}{}$ | $\mathbb{C o R}_{\text {den }}$ | ${ }^{1} \mathbb{C}_{0}$ | $\mathbb{C}_{\mathbb{R}}^{3}$ | $\mathbb{C}_{\text {®R }}^{3}$ | ${ }^{1} \mathbb{C}_{1}$ |
| $\mathbb{C}_{\mathbb{R}}^{1}$ | $\mathbb{C}_{\mathbb{R} R}^{1}$ | ${ }^{1} \mathbb{C}_{0}$ | $\mathbb{C}_{\mathbb{R}}^{2}$ | $\mathbb{C}_{\\| \mathbb{R}}^{3}$ | $\mathbb{C}_{\mathbb{R}}^{1}$ | $\mathbb{C}_{\\| \mathbb{R}}^{2}$ | $\mathbb{C}_{\mathbb{N R}}^{3}$ | $\mathbb{C}_{\mathbb{R}}^{1}$ | $\mathbb{C}_{\mathbb{R}}^{1}$ |
| $\mathbb{C o R}_{\mathbb{1 0}}^{2}$ | $\mathbb{C}_{\\| \mathbb{R}}^{2}$ | ${ }^{1} \mathbb{C}_{0}$ | $\mathbb{C o R}_{\text {®Re }}^{2}$ | ${ }^{10} \mathbb{C}_{0}$ | $\mathbb{C o R}_{\mathbb{1 0}}^{2}$ | $\mathbb{C o R}_{\\| \mathbb{R}}^{2}$ | ${ }^{1} \mathbb{C}_{0}$ | $\mathbb{C}_{\mathbb{1 R}}^{2}$ | $\mathbb{C}_{\\| R}^{2}$ |
| $\mathbb{C o R}^{1 / 8}$ | $\mathbb{C}_{\text {IR }}^{3}$ | ${ }^{1} \mathbb{C}_{0}$ | ${ }^{1 \mathbb{C}_{0}}$ | $\mathbb{C}_{\text {liR }}^{3}$ | $\mathbb{C o R}_{\text {der }}$ | ${ }^{1 \mathbb{C}_{0}}$ | $\mathbb{C}_{\text {de }}^{3}$ | $\mathbb{C}_{\text {囸 }}^{3}$ | $\mathbb{C}_{\text {IR }}^{3}$ |
| $\mathbb{C}_{\mathbb{R}}^{4}$ | $\mathbb{C}_{\mathbb{R}}^{4}$ | ${ }^{1} \mathbb{C}_{\square}$ | $\frac{{ }^{0} \mathbb{C}_{\square}}{}$ | $\mathbb{C}_{\text {IR }}^{3}$ | $\mathbb{C}_{\mathbb{R}}^{1}$ | $\mathbb{C}_{\mathbb{R}}^{2}$ | $\mathbb{C}_{\text {dir }}^{3}$ | $\mathbb{C}_{\mathbb{R}}^{4}$ | $\mathbb{C}_{\mathbb{R}}^{1}$ |
| $\mathbb{C o R}^{1 \mathbb{N R}^{\text {e }}}$ | $\mathbb{C}_{\text {did }}^{5}$ | ${ }^{1} C_{0}$ | ${ }^{{ }^{0} \mathbb{C}_{1}}$ | $\frac{{ }^{1} \mathbb{C}_{0}}{}$ | $\mathbb{C o R}_{\text {der }}^{1}$ | $\mathbb{C}_{\text {®R }}^{2}$ | $\mathbb{C o R}_{\text {dre }}$ | $\mathbb{C}_{\text {®R }}^{1}$ |  |

Table 4：Intersection under R－order．

| $\cap_{R}$ | ${ }^{0} C_{1}$ | ${ }^{1} C_{10}$ | $\overline{{ }^{0} \mathbb{C}_{\\|}}$ | ${ }^{1} \mathbb{C}_{\\|}$ | $\mathbb{C}_{\mathbb{R}}^{1}$ | $\mathbb{C}_{\text {de }}^{2}$ | $\mathbb{C}_{\text {®R }}^{3}$ | $\mathbb{C}_{\text {IR }}^{4}$ | $\mathbb{C o R}^{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{0} \mathbb{C}_{1}$ | ${ }^{0} \mathbb{C}_{\text {ロ }}$ | ${ }^{0} \mathbb{C}_{0}$ | ${ }^{0} \mathbb{C}_{1}$ | ${ }^{0} C_{\text {a }}$ | ${ }^{0} \mathbb{C}_{0}$ | ${ }^{0} C_{0}$ | ${ }^{0} \mathbb{C}_{0}$ | ${ }^{0} C_{0}$ | ${ }^{0} \mathbb{C}_{0}$ |
| ${ }^{1} \mathbb{C}_{1}$ | ${ }^{0} \mathbb{C}_{1}$ | ${ }^{1} \mathrm{C}_{0}$ | $\overline{{ }^{0_{0}}}$ | ${ }^{1} \mathbb{C}_{0}$ | $\mathbb{C o R}_{\text {de }}^{1}$ | $\mathbb{C l R}_{2}^{2}$ | $\mathbb{C}_{\text {dR }}^{3}$ | $\mathbb{C}_{\text {dr }}^{4}$ | $\mathbb{C o R}^{5}$ |
| $\frac{{ }^{0} \mathbb{C}_{1}}{}$ | ${ }^{0} \mathbb{C}_{0}$ | ${ }^{0 \mathbb{C}_{\square}}$ | $\frac{{ }^{0} \mathbb{C}_{\text {I }}}{}$ | ${ }^{0} C_{0}$ | $\mathbb{C o R}_{\text {der }}^{4}$ | $\frac{{ }^{0} \mathbb{C}_{0}}{}$ | $\mathbb{C N R}^{4}$ | $\mathbb{C}_{\\| \mathbb{R}}^{4}$ | ${ }^{0} \mathbb{C}_{0}$ |
| $\overline{{ }^{1} \mathbb{C}_{0}}$ | ${ }^{0} \mathbb{C}_{\text {I }}$ | $\frac{{ }^{1} \mathbb{C}_{\square}}{}$ | ${ }^{0} \mathbb{C}_{0}$ | $\frac{{ }^{1} \mathbb{C}_{0}}{}$ | $\mathbb{C o R}_{\text {der }}$ | $\mathbb{C}_{\text {dr }}$ | $\frac{1}{1 \mathbb{C}_{0}}$ | ${ }^{0} \mathbb{C}_{0}$ | $\mathbb{C}_{\mathbb{R}}^{5}$ |
| $\mathbb{C}_{\mathbb{R}}^{1}$ | ${ }^{0} \mathbb{C}_{0}$ | $\mathbb{C o R}_{1 / 1}^{1}$ | $\mathbb{C}_{\text {®R }}^{4}$ | $\mathbb{C}_{\text {NR }}^{5}$ | $\mathbb{C o R}_{\mathbb{R}}^{1}$ | $\mathbb{C}_{1 / R}^{1}$ | $\mathbb{C}_{\\| \mathbb{R}}^{4}$ | $\mathbb{C}_{\text {dr }}^{5}$ | $\mathbb{C o R}^{5}$ |
| $\mathbb{C}_{\text {IR }}^{2}$ | ${ }^{0} \mathbb{C}_{\text {I }}$ | $\mathbb{C o R}^{2}$ | $\frac{{ }^{0} \mathbb{C}_{\square}}{}$ |  | $\mathbb{C}_{\\| \mathbb{R}}^{1}$ | $\mathbb{C}_{\\| R}^{2}$ | $\mathbb{C}_{\mathbb{R}}^{1}$ | $\mathbb{C}_{\\| \mathbb{R}}^{4}$ | $\mathbb{C}_{\text {dR }}^{5}$ |
| $\mathbb{C o R}_{\text {den }}$ | ${ }^{0} \mathbb{C}_{\text {ロ }}$ | $\mathbb{C o R}_{\text {den }}$ | $\mathbb{C}_{\mathbb{R}}^{4}$ |  | $\mathbb{C o R}_{\mathbb{R}}^{1}$ | $\mathbb{C}_{\mathbb{R}}^{1}$ | $\mathbb{C o R}_{\text {den }}$ | $\mathbb{C}_{\text {dR }}^{4}$ | $\mathbb{C l R}_{\text {IR }}$ |
| $\mathbb{C l}_{\mathbb{R}}^{\text {de }}$ | ${ }^{0} \mathbb{C}^{0}$ | $\mathbb{C}_{\text {liR }}^{4}$ | $\mathbb{C}_{\mathbb{R}}^{R}$ | ${ }^{0} C_{\text {c }}$ | $\mathbb{C o m}_{1 / 4}$ | $\mathbb{C}_{\text {UR }}^{1 / 2}$ | $\mathbb{C}_{\text {dre }}^{4}$ | $\mathbb{C N R}_{\text {die }}^{R}$ | ${ }^{0}{ }^{\text {CR }}$ |
| $\mathbb{C o R}_{\mathbb{1 N R}}^{5}$ | ${ }^{0} \mathbb{C}_{1}$ |  | ${ }^{0} \mathbb{C}_{1 /}$ | $\mathbb{C}_{\text {de }}^{5}$ | $\mathbb{C}_{\mathbb{N R}}^{5}$ | $\mathbb{C}_{\text {diR }}^{5}$ | $\mathbb{C o R}_{\mathbb{N R}}^{5}$ | ${ }^{0} \mathbb{C}_{1 / 8}$ | ${ }^{0} C_{0}$ |

Definition 36．Let $\left(\mathbb{k}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}^{1}\right)$ and $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}^{2}\right)$ be two R－CIFTs in $\mathfrak{k}$ ．Two R－CIFTs are called comparable if

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}^{1} \subseteq_{R} \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}^{2} \tag{56}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}^{2} \subseteq_{R} \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}^{1} \tag{57}
\end{equation*}
$$

If $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}^{2} \subseteq_{R} \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}^{2}$ then， $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}^{1}$ is called R－cubic intuitionistic fuzzy coarser than $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}^{2}$ and $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}^{2}$ is called the R－cubic intuitionistic fuzzy finer than． $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}^{1}$

Example 9．Let $\mathbb{k}$ be a nonempty set and from Example 8，

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\| \mathbb{R}}^{1}}=\left\{{ }^{0} \mathbb{C}_{0},{ }^{1} \mathbb{C}_{\square}, \overline{\mathbb{C}_{\square}}, \overline{\mathbb{C}_{\square}}\right\}, \tag{58}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\| \mathbb{R}}}^{2}=\left\{{ }^{0} \mathbb{C}_{0},{ }^{1}, \overline{\mathbb{C}_{0}}, \overline{\mathbb{C}_{0}}, \overline{1}, \overline{\mathbb{C}_{0}}, \mathbb{C}_{0 \mathbb{R}}^{1}, \mathbb{C}_{\| \mathbb{R}}^{2}, \mathbb{C}_{\| \mathbb{R}}^{3}, \mathbb{C}_{\| \mathbb{R}}^{4}, \mathbb{C}_{0 \mathbb{R}}^{5}\right\}, \tag{59}
\end{equation*}
$$

are R－cubic intuitionistic fuzzy topologies on the universal set．Then， $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}^{1}} \subseteq_{R} \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}^{2}$ ．Hence， $\mathbb{T}_{\mathbb{C}_{\text {IR }}^{1}}$ is called the R－cubic intuitionistic fuzzy coarser then， $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}^{2}$ ．

## 4．1．Subspace of $\mathbb{C} \mathbb{F} \mathbb{T} r$

Definition 37．Let $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}} \mathbb{K}}\right)$ be a $\mathbb{C} \mathbb{F} \mathbb{T} r$ ．Let $\mathbb{Y} \subseteq \mathbb{k}$ and $\mathbb{T}_{\mathbb{C}_{\mathbb{R}} \mathbb{Y}}$ is a $\mathbb{C} \mathbb{F} \mathbb{T} r$ on $\mathbb{Y}$ and whose RCIFOSs are

$$
\begin{equation*}
\mathbb{C}_{\mathbb{R} \mathbb{R}}=\mathbb{T}_{\mathbb{C}_{\| \mathbb{R}} \mathrm{k}} \bigcap_{R} \mathbb{Y}, \tag{60}
\end{equation*}
$$



Figure 1：Flow chart of CIF WPM．
where $\mathbb{C}_{\| \mathbb{R}_{k}}$ are RCIFOSs of $\mathbb{T}_{\mathbb{C}_{\mathbb{R}} \mathbb{k}}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}} \mathbb{V}}$ are RCIFOSs of $\mathbb{T}_{\mathbb{C}_{\mathbb{R}} \mathbb{Y}}$ and $\widetilde{\mathbb{Y}}$ is any R－cubic subset of RCIFS on $\mathbb{Y}$ ．Then， $\mathbb{T}_{\mathbb{C}_{\mathbb{R}} \mathbb{Y}}$ is called the R－cubic intuitionistic fuzzy subspace of $\mathbb{T}_{\mathbb{C}_{1 \mathbb{R}} k}$ i．e．，

Example 10．Let $\mathbb{k}$ be a nonempty set．From Example 8，

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}=\left\{{ }^{0} \mathbb{C}_{\|},{ }^{1}, \overline{\mathbb{C}_{0}}, \overline{\mathbb{C}_{0}}, \overline{\mathbb{C}_{0}}, \mathbb{C}_{0 \mathbb{R}}^{1}, \mathbb{C}_{\| \mathbb{R}}^{2}, \mathbb{C}_{\| \mathbb{R}}^{3}, \mathbb{C}_{\| \mathbb{R}}^{4}, \mathbb{C}_{0 \mathbb{R}}^{5}\right\}, \tag{62}
\end{equation*}
$$

is an R －cubic intuitionistic fuzzy topology on $\mathbb{k}$ ．
Now，consider any R－cubic fuzzy subset on $\mathbb{k}$ such that $\mathbb{Y} \subseteq \mathbb{k}$ is

$$
\begin{equation*}
\mathbb{Y}=\{[0.27,0.38],[0.52,0.67],(0.34,0.28)\} \tag{63}
\end{equation*}
$$

Also，
Table 5: Cubic intuitionistic decision matrix from DMs.

| Criteria | $\mathbb{C}_{1}$ | $\mathbb{C}_{2}$ | $\mathbb{C}_{3}$ |  |
| :--- | :---: | :---: | :---: | :---: |
| $\mathbb{X}_{1}$ | $([0.17,0.24],[0.36,0.43],(0.56,0.32))$ | $([0.20,0.28],[0.29,0.31],(0.27,0.20))$ | $([0.18,0.21],[0.21,0.32],(0.39,0.22))$ | $([0.20,0.37],[0.21,0.43],(0.54,0.23))$ |
| $\mathbb{X}_{2}$ | $([0.19,0.22],[0.39,0.42],(0.59,0.40))$ | $([0.27,0.34],[0.33,0.40],(0.43,0.21))$ | $([0.24,0.30],[0.30,0.39],(0.50,0.20))$ | $([0.32,0.40],[0.19,0.51],(0.52,0.30))$ |
| $\mathbb{X}_{3}$ | $([0.20,0.29],[0.40,0.51],(0.81,0.13))$ | $([0.31,0.52],[0.42,0.50],(0.72,0.17))$ | $([0.31,0.39],[0.18,0.40],(0.67,0.14))$ | $([0.14,0.63],[0.24,0.50],(0.70,0.18))$ |
| $\mathbb{X}_{4}$ | $([0.31,0.37],[0.36,0.49],(0.50,0.36))$ | $([0.18,0.33],[0.28,0.52],(0.40,0.32))$ | $([0.23,0.40],[0.24,0.51],(0.50,0.33))$ | $([0.08,0.74],[0.32,0.40],(0.46,0.42))$ |
| $\mathbb{X}_{5}$ | $([0.40,0.48],[0.51,0.60],(0.52,0.30))$ | $([0.29,0.41],[0.30,0.39],(0.48,0.40))$ | $([0.40,0.47],[0.38,0.60],(0.56,0.29))$ | $([0.13,0.64],[0.40,0.47],(0.53,0.37))$ |
| $\mathbb{X}_{6}$ | $([0.29,0.38],[0.27,0.42],(0.60,0.27))$ | $([0.40,0.51],[0.41,0.50],(0.47,0.38))$ | $([0.32,0.38],[0.24,0.72],(0.43,0.32))$ | $([0.42,0.50],[0.37,0.53],(0.53,0.27))$ |

Table 6: $\max _{j} \mathbb{T}_{j i}$ and $\min _{j} \mathbb{T}_{j i}$ values.

|  | $\max _{j} \mathbb{T}_{j i}$ | $\min _{j} \mathbb{T}_{j i}$ |
| :--- | :--- | :---: |
| $\mathbb{X}_{1}$ | $([0.20,0.37],[0.21,0.31],(0.50,0.20))$ | $([0.17,0.21],[0.36,0.43],(0.27,0.32))$ |
| $\mathbb{X}_{2}$ | $([0.32,0.40],[0.19,0.39],(0.59,0.20))$ | $([0.19,0.22],[0.39,0.51],(0.43,0.40))$ |
| $\mathbb{X}_{3}$ | $([0.31,0.63],[0.18,0.40],(0.81,0.13))$ | $([0.14,0.29],[0.42,0.50],(0.67,0.18))$ |
| $\mathbb{X}_{4}$ | $([0.31,0.74],[0.24,0.40],(0.50,0.32))$ | $([0.08,0.33]][0.36,0.52],(0.40,0.42))$ |
| $\mathbb{X}_{5}$ | $([0.40,0.64],[0.30,0.39],(0.56,0.29))$ | $([0.13,0.41],[0.51,0.60],(0.48,0.40))$ |
| $\mathbb{X}_{6}$ | $([0.42,0.51],[0.24,0.42],(0.60,0.27))$ | $([0.29,0.38],[0.41,0.72],(0.43,0.38))$ |

$$
\begin{aligned}
& \mathbb{Y} \stackrel{0}{R}^{0} \mathbb{C}_{0}=\{[0,0],[1,1],(1,0)\} \\
& =\overrightarrow{\mathbb{C}_{0 \mathbb{R}}}, \\
& \mathbb{Y} \stackrel{1}{n} \mathbb{C}_{0}=\{[0.27,0.38],[0.52,0.67],(1,0)\} \\
& =\widetilde{\mathbb{C}_{\| \mathbb{R}}}, \\
& \mathbb{Y} \cap_{R} \overline{{ }^{0} \mathbb{C}_{0}}=\{[0,0],[1,1],(0.34,0.28)\} \\
& =\mathbb{C}_{0 \mathbb{R}}^{\prime}, \\
& \mathbb{Y} \cap_{R} \overline{{ }^{1} \mathbb{C}_{0}}=\{[0.27,0.38],[0.52,0.67],(1,0)\} \\
& =\widetilde{\mathbb{C}_{0 \mathbb{R}}}, \\
& \mathbb{Y} \cap_{R} \mathbb{C}_{\mathbb{R}}^{1}=\{[0.27,0.38],[0.52,0.67],(0.34,0.28)\} \\
& =\mathbb{Y}, \\
& \underset{R}{\cap} \mathbb{C}_{0 \mathbb{R}}^{2}=\{[0.27,0.38],[0.52,0.67],(0.34,0.28)\} \\
& =\mathbb{Y}, \\
& \underset{R}{\cap} \mathbb{C}_{0 \mathbb{R}}^{3}=\{[0.27,0.38],[0.52,0.67],(0.34,0.28)\} \\
& =\mathbb{Y}, \\
& \mathbb{Y} \cap_{R} \mathbb{C}_{\mathbb{R}}^{4}=\{[0,0],[1,1],(0.34,0.28)\} \\
& =\mathbb{C}_{0 \mathbb{R}}, \\
& \mathbb{Y} \cap_{R} \mathbb{C}_{0 \mathbb{R}}^{5}=\{[0.27,0.38],[0.52,0.67],(1,0)\} \\
& =\widetilde{\mathbb{C}_{0 \mathbb{R}}} .
\end{aligned}
$$

Then,

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\mathbb{R}} \mathbb{Y}}=\left\{\overrightarrow{\mathbb{C}_{0 \mathbb{R}}}, \widetilde{\mathbb{C}_{0 \mathbb{R}}}, ' \mathbb{C}_{0 \mathbb{R}}, \mathbb{Y}\right\}, \tag{65}
\end{equation*}
$$

is an R-cubic intuitionistic fuzzy relative topology of $\mathbb{T}_{\mathbb{C}_{\mathbb{R}} k}$

### 4.2. Interior, Closure, Frontier, and Exterior of RCIFSs

Definition 38. let $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}\right)$ be $\mathbb{C} \mathbb{F} \mathbb{T} r$ and $\mathbb{C}_{\mathbb{R}} \in c i(\mathbb{k})$, the interior of $\mathbb{C}_{\mathbb{R}}$ is expressed as $\mathbb{C}_{\mathbb{R}}^{0}$ and is described as a union
of all the R-cubic intuitionistic fuzzy open subsets contained in $\mathbb{C}_{\mathbb{R}}$. It is the greatest R -cubic intuitionistic fuzzy open set contained in $\mathbb{C}_{0 \mathbb{R}}$.

Example 11. Consider an R-cubic intuitionistic fuzzy topological space as constructed in Example 8. Let $\mathbb{C}_{\mathbb{R}}^{6} \in c i(\mathbb{K})$ given as

$$
\begin{equation*}
\mathbb{C}_{0 \mathbb{R}}^{6}=\{[0.38,0.46],[0.45,0.51],(0.26,0.40)\} \tag{66}
\end{equation*}
$$

Then,

$$
\begin{align*}
\left(\mathbb{C}_{\| \mathbb{R}}^{6}\right)^{0} & =\mathbb{C}_{\mathbb{0}} \cup \underset{R}{\cup} \mathbb{C}_{\| \mathbb{R}}^{1} \cup \cup_{R} \mathbb{C}_{0 \mathbb{P}}^{4} \cup \underset{R}{\cup} \mathbb{C}_{0 \mathbb{R}}^{5}  \tag{67}\\
& =\mathbb{C}_{\| \mathbb{R}}^{1} .
\end{align*}
$$

Theorem 9. Let $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\| \mathbb{R}}}\right)$ be $\mathbb{C} \mathbb{F} \mathbb{T} r$ and $\mathbb{C}_{\| \mathbb{R}} \in c i(\mathbb{k})$. Then, $\mathbb{C}_{0 \mathbb{R}}$ is open CIFS iff $\mathbb{C}_{0 \mathbb{R}}^{0}=\mathbb{C}_{0 \mathbb{R}}$.

Proof. The proof is trivial.

Theorem 10. Let $\left(\mathbb{k}, \mathbb{T}_{\mathbb{C}_{\mathbb{P}}}\right)$ be $\mathbb{C} \mathbb{F} \mathbb{T} p$ and $\mathbb{C}_{\mathbb{P}}^{1}, \mathbb{C}_{[\mathbb{P}}^{2} \in c i(\mathbb{k})$. Then,
(i) $\left(\left(\mathbb{C}_{0 \mathbb{R}}\right)^{0}\right)^{0}=\left(\mathbb{C}_{\| \mathbb{R}}\right)^{0}$
(ii) $\mathbb{C}_{\| \mathbb{R}}^{1} \subseteq_{R} \mathbb{C}_{\| \mathbb{R}}^{2} \Rightarrow\left(\mathbb{C}_{\| \mathbb{R}}^{1}\right)^{0} \subseteq_{R}\left(\mathbb{C}_{\| \mathbb{R}}^{2}\right)^{0}$
(iii) $\left(\mathbb{C}_{\mathbb{R}}^{1} \cap_{R} \mathbb{C}_{\| \mathbb{R}}^{2}\right)^{0}=\left(\mathbb{C}_{\| \mathbb{R}}^{1}\right)^{0} \subseteq_{R}\left(\mathbb{C}_{\| \mathbb{R}}^{2}\right)^{0}$
(iv) $\left(\mathbb{C}_{\| \mathbb{R}}^{1} \cup_{R} \mathbb{C}_{\| \mathbb{R}}^{2}\right)^{0} \supseteq_{R}\left(\mathbb{C}_{\mathbb{R}}^{1}\right)^{0} \cup_{R}\left(\mathbb{C}_{0 \mathbb{R}}^{2}\right)^{0}$

Proof. Proof is trivial.

Definition 39. let $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}\right)$ be $\mathbb{C} \mathbb{\mathbb { F }} \mathbb{T} r$ and $\mathbb{C}_{\mathbb{R}} \in c i(\mathbb{K})$, the closure of $\mathbb{C}_{0 \mathbb{R}}$ is expressed as $\overline{\mathbb{C}_{\| \mathbb{R}}}$ and is described as the intersection of all the R-cubic intuitionistic fuzzy closed supersets of $\mathbb{C}_{0 \mathbb{R}}$. It is the smallest R-cubic intuitionistic fuzzy closed superset of $\mathbb{C}_{\| \mathbb{R}}$.

Example 12. Let us consider an R-cubic intuitionistic topological space as constructed in Example 8. Then, the closed CIFSs are given as
Table 7: Normalized decision matrix from DMs.

| Criteria | $\mathbb{C}_{1}$ | $\mathbb{C}_{2}$ | $\mathbb{C}_{3}$ |  |
| :--- | :---: | :---: | :---: | :---: |
| $\mathbb{X}_{1}$ | $([0.17,0.21],[0.36,0.43],(0.56,0.32))$ | $([0.17,0.21],[0.36,0.43],(0.27,0.20))$ | $([0.17,0.21],[0.36,0.43],(0.39,0.22))$ | $([0.17,0.21],[0.36,0.43],(0.54,0.23))$ |
| $\mathbb{X}_{2}$ | $([0.19,0.22],[0.39,0.51],(0.59,0.40))$ | $([0.19,0.22],[0.39,0.51],(0.43,0.21))$ | $([0.19,0.22],[0.39,0.51],(0.50,0.20))$ | $([0.19,0.22],[0.39,0.51],(0.52,0.30))$ |
| $\mathbb{X}_{3}$ | $([0.20,0.29],[0.40,0.51],(0.81,0.13))$ | $([0.31,0.52],[0.42,0.50],(0.81,0.13))$ | $([0.31,0.39],[0.18,0.40],(0.81,0.13))$ | $([0.14,0.63],[0.24,0.50],(0.81,0.13))$ |
| $\mathbb{X}_{4}$ | $([0.08,0.33],[0.36,0.52],(0.50,0.36))$ | $([0.08,0.33],[0.36,0.52],(0.40,0.32))$ | $([0.08,0.33],[0.36,0.52],(0.50,0.33))$ | $([0.08,0.33],[0.36,0.52],(0.46,0.42))$ |
| $\mathbb{X}_{5}$ | $([0.40,0.48],[0.51,0.60],(0.56,0.29))$ | $([0.29,0.41],[0.30,0.39],(0.56,0.29))$ | $([0.40,0.47],[0.38,0.60],(0.56,0.29))$ | $([0.13,0.64],[0.40,0.47],(0.56,0.29))$ |
| $\mathbb{X}_{6}$ | $([0.29,0.38],[0.41,0.72],(0.60,0.27))$ | $([0.29,0.38],[0.41,0.72],(0.47,0.38))$ | $([0.29,0.38],[0.41,0.72],(0.43,0.32))$ | $([0.29,0.38],[0.41,0.72],(0.53,0.27))$ |

Table 8: Relative importance and score function.

| Alternatives | CIFN-WPM values | Score values |
| :--- | :---: | :---: |
| $\boldsymbol{X}_{1}$ | $([0.16,0.20],[0.34,0.41],(0.9980,0.00001))$ | 0.8029 |
| $\boldsymbol{X}_{2}$ | $([0.18,0.21],[0.38,0.49],(0.9993,0.00002))$ | 0.7592 |
| $\boldsymbol{X}_{3}$ | $([0.21,0.45],[0.29,0.46],(0.9999,0.0000007))$ | 0.9548 |
| $\boldsymbol{X}_{4}$ | $([0.07,0.31],[0.34,0.50],(0.9990,0.00007))$ | 0.6294 |
| $\boldsymbol{X}_{5}$ | $([0.25,0.49],[0.39,0.50],(0.9996,0.00002))$ | 0.9245 |
| $\boldsymbol{X}_{6}$ | $([0.28,0.34],[0.39,0.71],(0.9994,0.00004))$ | 0.7593 |

$$
\begin{align*}
& \left({ }^{0} \mathbb{C}_{0}\right)^{c}=\{[1,1],[0,0],(0,1)\}, \\
& \left({ }^{1} \mathbb{C}_{0}\right)^{c}=\{[0,0],[1,1],(1,0)\}, \\
& \left(\overline{{ }^{0} \mathbb{C}_{0}}\right)^{c}=\{[1,1],[0,0],(1,0)\} \text {, } \\
& \left(\overline{{ }^{\mathbb{C}_{0}}}\right)^{c}=\{[0,0],[1,1],(0,1)\}, \\
& \left(\mathbb{C}_{[\mathbb{P}}^{1}\right)^{c}=\{[0.47,0.56],[0.31,0.42],(0.39,0.29)\},  \tag{68}\\
& \left(\mathbb{C}_{0 \mathbb{P}}^{2}\right)^{c}=\{[0.47,0.56],[0.31,0.42],(1,0)\}, \\
& \left(\mathbb{C}_{0 \mathbb{P}}^{3}\right)^{c}=\{[0,0],[1,1],(0.39,0.29)\}, \\
& \left(\mathbb{C}_{\mathbb{P}}^{4}\right)^{c}=\{[1,1],[0,0],(0.39,0.29)\}, \\
& \left(\mathbb{C}_{\text {ロP }}^{5}\right)^{c}=\{[0.47,0.56],[0.31,0.42],(0,1)\} . \\
& \text { Let } \mathbb{C}_{\mathbb{R}}^{7} \in c i(\mathbb{k}) \text { given as } \\
& \mathbb{C}_{\mathbb{R}}^{7}=\{[0.30,0.37],[0.48,0.61],(0.38,0.24)\} .
\end{align*}
$$

Then,

$$
\begin{align*}
\overline{\mathbb{C}_{\| \mathbb{R}}^{7}} & \left.=\left(\overline{{ }^{0}}\right)_{0}^{c}\right)^{c} \cap_{R}\left(\mathbb{C}_{\| \mathbb{R}}^{5}\right)^{c}  \tag{70}\\
& =\left(\mathbb{C}_{0 \mathbb{R}}^{5}\right)^{c} .
\end{align*}
$$

Theorem 11. Let $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}\right)$ be $\mathbb{C} \mathbb{E T} r$ and $\mathbb{C}_{\mathbb{R}} \in c i(\mathbb{k})$. Then, $\mathbb{C}_{0 \mathbb{R}}$ is closed CIFS iff $\frac{\mathbb{C}_{\| \mathbb{R}}}{\mathbb{C}_{\mathbb{R}}}=\mathbb{C}_{0 \mathbb{R}}$.

Proof. The proof is trivial.
Definition 40. Let $\mathbb{C}_{\| \mathbb{R}}$ be an R-cubic intuitionistic fuzzy subset of $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}\right)$, then its boundary or frontier is defined as

$$
\begin{equation*}
\operatorname{Fr}\left(\mathbb{C}_{0 \mathbb{R}}\right)=\overline{\mathbb{C}_{0 \mathbb{R}}}{\underset{R}{ }}_{\cap}^{\left(\mathbb{C}_{0 \mathbb{R}}\right)^{c}} \tag{71}
\end{equation*}
$$

Definition 41. Let $\mathbb{C}_{\| \mathbb{R}}$ be an R-cubic intuitionistic fuzzy subset of $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}\right)$, then the exterior is defined as

$$
\begin{align*}
\operatorname{Ext}\left(\mathbb{C}_{0 \mathbb{R}}\right) & =\left(\overline{\mathbb{C}_{0 \mathbb{R}}}\right)^{c} \\
& =\left(\mathbb{C}_{0 \mathbb{R}}^{c}\right)^{0} . \tag{72}
\end{align*}
$$

Example 4.13. Consider an R-cubic intuitionistic topological space as constructed in Example 8 and $\mathbb{C}_{\| \mathbb{R}}^{6}$ and $\mathbb{C}_{0 \mathbb{R}}^{7}$ from Examples 11 and 12. Then,

$$
\begin{align*}
\left(\mathbb{C}_{\| \mathbb{R}}^{6}\right)^{0} & =\mathbb{C}_{\| \mathbb{R}}^{1}, \\
\overline{\mathbb{C}_{\mathbb{P}}^{6}} & =\left(\mathbb{C}_{0 \mathbb{R}}^{5}\right)^{c}, \\
\operatorname{Fr}\left(\mathbb{C}_{0 \mathbb{R}}^{6}\right) & =\left(\mathbb{C}_{0 \mathbb{R}}^{5}\right)^{c}, \\
\operatorname{Ext}\left(\mathbb{C}_{0 \mathbb{R}}^{6}\right) & =\mathbb{C}_{0 \mathbb{R}}^{5},  \tag{73}\\
\left(\mathbb{C}_{\| \mathbb{R}}^{7}\right)^{0} & =\mathbb{C}_{\mathbb{R}}^{4}, \\
\overline{\mathbb{C}_{0 \mathbb{R}}^{7}} & =\left(\mathbb{C}_{0 \mathbb{R}}^{5}\right)^{c}, \\
\operatorname{Fr}\left(\mathbb{C}_{0 \mathbb{R}}^{7}\right) & =\left(\mathbb{C}_{0 \mathbb{R}}^{5}\right)^{c}, \\
\operatorname{Ext}\left(\mathbb{C}_{\mathbb{R}}^{7}\right) & =\mathbb{C}_{0 \mathbb{R}}^{5} .
\end{align*}
$$

Theorem 12. Let $\left(\mathbb{K}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}\right)$ be $\mathbb{C} \mathbb{F} \mathbb{T} r$ and $\mathbb{C}_{\| \mathbb{R}} \in c i(\mathbb{k})$. Then,
(1) $\left(\mathbb{C}_{0 \mathbb{R}}^{0}\right)^{c}=\overline{\left(\mathbb{C}_{0 \mathbb{R}}^{c}\right)}$
(2) $\left(\overline{\mathbb{C}_{0 \mathbb{R}}}\right)^{c}=\left(\mathbb{C}_{0 \mathbb{R}}^{c}\right)^{0}$
(3) $\operatorname{Ext}\left(\mathbb{C}_{\mathbb{R}}^{c}\right)=\mathbb{C}_{\mathbb{R}}^{0}$
(4) $\operatorname{Ext}\left(\mathbb{C}_{\mathbb{R}}\right)=\left(\mathbb{C}_{\| \mathbb{R}}^{c}\right)^{0}$
(5) $\operatorname{Ext}\left(\mathbb{C}_{0 \mathbb{R}}\right) \cup_{R} \operatorname{Fr}\left(\mathbb{C}_{0 \mathbb{R}}\right) \cup_{R} \mathbb{C}_{0 \mathbb{R}}^{0} \neq{ }^{1} \mathbb{C}_{0 \mathbb{R}}$
(6) $\operatorname{Fr}\left(\mathbb{C}_{\mathbb{R}}\right)=\operatorname{Fr}\left(\mathbb{C}_{\mathbb{R}}^{c}\right)$
(7) $\operatorname{Fr}\left(\mathbb{C}_{\mathbb{R}}\right) \cap_{R} \mathbb{C}_{0 \mathbb{R}}^{0} \neq{ }^{0} \mathbb{C}_{0 \mathbb{R}}$

Proof. The proof is trivial.

### 4.3. R-Cubic Intuitionistic Fuzzy Basis

Definition 42. Let $\left(\mathbb{k}, \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}\right)$ be $\mathbb{C} \mathbb{F} \mathbb{T} r$. Then $\mathbb{B} \subseteq \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}$ is called an R-cubic intuitionistic fuzzy basis for $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}$ if for every $\mathbb{C}_{0 \mathbb{R}} \in \mathbb{T}_{\mathbb{C}_{\mathbb{R}}}, \exists \mathscr{B} \in \mathbb{B}$ such that

$$
\begin{equation*}
\mathbb{C}_{\| \mathbb{R}}=\cup_{R} \mathscr{B} . \tag{74}
\end{equation*}
$$

Example 14. From Example 8,

$$
\begin{equation*}
\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}=\left\{{ }^{0} \mathbb{C}_{\square},{ }^{1} \mathbb{C}_{\square}, \overline{\mathbb{C}_{\|}}, \overline{1}, \overline{\mathbb{C}_{\|}}, \mathbb{C}_{\mathbb{R}}^{1}, \mathbb{C}_{\| \mathbb{R}}^{2}, \mathbb{C}_{\| \mathbb{R}}^{3}, \mathbb{C}_{\| \mathbb{R}}^{4}, \mathbb{C}_{0 \mathbb{R}}^{5}\right\}, \tag{75}
\end{equation*}
$$

is an R-cubic intuitionistic fuzzy topology of $\mathbb{k}$. Then,

$$
\begin{equation*}
\mathbb{B}=\left\{{ }^{1} \mathbb{C}_{0}, \overline{\mathbb{C}_{0}}, \mathbb{C}_{0 \mathbb{R}}^{1}, \mathbb{C}_{0 \mathbb{R}}^{2}, \mathbb{C}_{0 \mathbb{R}}^{3}, \mathbb{C}_{0 \mathbb{R}}^{4}, \mathbb{C}_{0 \mathbb{R}}^{5}\right\}, \tag{76}
\end{equation*}
$$

is an R-cubic intuitionistic fuzzy basis for $\mathbb{T}_{\mathbb{C}_{\mathbb{R}}}$.
Table 9: Cubic intuitionistic decision matrix from DMs.

| Criteria | $\mathbb{C}_{1}$ | $\mathbb{C}_{2}$ | $\mathbb{C}_{3}$ |  |
| :--- | :---: | :---: | :---: | :---: |
| $\mathbb{X}_{1}$ | $([0.17,0.24],[0.36,0.43],(0.56,0.32))$ | $([0.20,0.28],[0.29,0.31],(0.27,0.20))$ | $([0.18,0.21],[0.21,0.32],(0.39,0.22))$ | $([0.20,0.37],[0.21,0.43],(0.54,0.23))$ |
| $\mathbb{X}_{2}$ | $([0.19,0.22],[0.39,0.42],(0.59,0.40))$ | $([0.27,0.34],[0.33,0.40],(0.43,0.21))$ | $([0.24,0.30],[0.30,0.39],(0.50,0.20))$ | $([0.32,0.40],[0.19,0.51],(0.52,0.30))$ |
| $\mathbb{X}_{3}$ | $([0.20,0.29],[0.40,0.51],(0.81,0.13))$ | $([0.31,0.52],[0.42,0.50],(0.72,0.17))$ | $([0.31,0.39],[0.18,0.40],(0.67,0.14))$ | $([0.14,0.63],[0.24,0.50],(0.70,0.18))$ |
| $\mathbb{X}_{4}$ | $([0.31,0.37],[0.36,0.49],(0.50,0.36))$ | $([0.18,0.33],[0.28,0.52],(0.40,0.32))$ | $([0.23,0.40],[0.24,0.51],(0.50,0.33))$ | $([0.08,0.74],[0.32,0.40],(0.46,0.42))$ |
| $\mathbb{X}_{5}$ | $([0.40,0.48],[0.51,0.60],(0.52,0.30))$ | $([0.29,0.41],[0.30,0.39],(0.48,0.40))$ | $([0.40,0.47],[0.38,0.60],(0.56,0.29))$ | $([0.13,0.64],[0.40,0.47],(0.53,0.37))$ |
| $\mathbb{X}_{6}$ | $([0.29,0.38],[0.27,0.42],(0.60,0.27))$ | $([0.40,0.51],[0.41,0.50],(0.47,0.38))$ | $([0.32,0.38],[0.24,0.72],(0.43,0.32))$ | $([0.42,0.50],[0.37,0.53],(0.53,0.27))$ |

Table 10: Score values.

| Alternatives | Score values |
| :--- | :---: |
| $\boldsymbol{X}_{1}$ | 0.1125 |
| $\boldsymbol{X}_{2}$ | 0.1705 |
| $\mathbb{X}_{3}$ | 0.5490 |
| $\mathbb{X}_{4}$ | 0.0725 |
| $\mathbb{X}_{5}$ | 0.1435 |
| $\boldsymbol{X}_{6}$ | 0.204 |

## 5. Multicriteria Group Decision-Making

The weighted product model (WPM) is a renowned and widely used MCGDM approach for evaluating a set of choices using a set of criteria. Each choice is contrasted to the others by calculating a number of ratios, one per choice criterion. Every ratio is multiplied by the proportional weight of the criterion in consideration. For the selection of one or more options from the set of alternatives based on a number of criteria is a fundamental task in MCGDM problems. Let us consider $m$ alternatives, $n$ criteria with weighted vectors, with the condition that the sum of the weights will be one, for an MCGDM problem in a cubic intuitionistic fuzzy set domain.

Figure 1 shows the flow chart of WPM.
5.1. Application to Uncertain Supply Chain Management. Communication and information technologies are affecting every area of the industrial sector at a rapid pace. In reality, it would be difficult to pinpoint an organization that does not use or is not touched by information and communications technologies in some way. In many cases, if technology is not employed appropriately, the firm's survival is jeopardized. Companies nowadays use technology to boost productivity, streamline operations, and form electronic conglomerates. Advanced technologies and electronic systems are radically altering how businesses operate and stay competitive. Many businesses are making strategic technology investments to obtain and maintain a competitive advantage in their industry. Management teams must use technology throughout the organization to enhance information flow, reduce cost, streamline operations, provide product variety, formulate connections with suppliers, and reduce response times to customers' needs to gain a competitive advantage through the use of information and communications technology.

Administrators and top executives should be associated with the development of enterprise-wide information systems (EIS), which should take into account such matters as computer hardware and software and infrastructure facilities, online systems, digital applications, electronic commerce, and alterations to current processes and practices. Managers can integrate data and telecommunications technologies throughout the corporation and connect all business areas by developing an enterprise broad information systems plan. Enterprise-wide integration of technology enables firms to allow consumers to get timely access to the information they need to make informed decisions. Recent research has looked at information systems as useful
tools for integrating systems like enterprise resource planning, knowledge management, e-commerce, electronic markets, and supply chain management (SCM) to enhance organizational profit and efficiency.

Companies must analyze both internal and external processes for the production and exchange of products and services to be more efficient and competitive. The managers will be able to evaluate the value of actions for each process to determine how to boost the value among these operations that form a supply chain from supplier to business to dealer to customer through the evaluation of these processes. The level of integration among suppliers, business associates, and buyers, independent of their geographical location, determines the value chain's or supply chain's effectiveness.

The construction of an integrated organizational system capable of information sharing, resources, and services in the supply chain is central to the digital supply chain management paradigm. To gain and maintain competitive advantages, companies use digital information and communications networks to standardize manufacturing processes, reduce cycle time, increase the effectiveness of procurement procedures and logistical support, reduce production costs, and increase customer satisfaction, among other things. Supply chain management based on the Internet allows a company to streamline its supply chain, increase speed, reduce costs, and be more adaptable. It can also increase consumer and supplier communications as well as smooth the ongoing flow of goods along the supply chain.

Supplier selection is highly essential in supply chain management. The objective is to locate a supplier who can offer the best products and services for the lowest price. Proper supplier selection delivers a high profit and quality level. In this strategic collaboration, the supplier is viewed as a significant element of the business. Because of the increasing focus on sustainability, identifying these providers has become more challenging. Environmental studies, often known as sustainability studies, have become increasingly popular around the world. Identifying these suppliers has become increasingly difficult as a result of the rapidly increasing emphasis on sustainability. Many methodologies for sustainable supply chain selection have been developed.

To determine the most suitable supplier selection, MCGDM techniques can be used successfully. In this section, the suggested model is used to determine the selection of appropriate suppliers for fast-moving consumer products, with the goal of selecting the best supplier among various possibilities. Several criteria have been established based on expert opinions to evaluate supplier choices. In this study, $\mathbb{X} 1, \mathbb{X} 2, \mathbb{X} 3, \mathbb{X} 4, \mathbb{X} 5$ and $\mathbb{X} 6$ are examined as possible fastmoving customers goods suppliers using the four criteria established.
5.2. CIF Weighted Product Model. The proposed method is used to choose the best supplier among six alternatives. These alternatives are weighed against four criteria $\mathbb{C} 1=$ price, $\quad \mathbb{C} 2=$ quality, $\quad \mathbb{C} 3=$ performance, $\quad$ and $\mathbb{C} 4=$ delivery, derived from thorough expert opinions. A group of decision-makers has been assembled to assess the
suppliers using the recommended methodology. Six deci-sion-makers $\mathbb{D} 1, \mathbb{D} 2, \mathbb{D} 3, \mathbb{D} 4, \mathbb{D} 5$, and $\mathbb{D} 6$ were chosen, consisting of supplier experts and expert academics on multicriteria decision-making in a fuzzy environment:,",

Step 1. Consider the decision matrix $M=\left(\mathbb{T}_{j i}\right)_{m \times n}$ given by the decision-makers in the form of CIFNs on the basis of the cubic intuitionistic fuzzy linguistic scale to evaluate suppliers in accordance with established objectives and criteria is given in Table 5.
Step 2. With the help of the linear approach, we normalize the matrix $M=\left(\mathbb{T}_{j i}\right)_{m \times n}$. We divide the criteria into two subsets, benefit criteria $\mathbb{B}$ and cost criteria $\mathbb{K}$. Here, $\mathbb{X}_{3}$ and $\mathbb{X}_{6}$ belong to benefit criteria $\mathbb{B}$, and the remaining others belong to cost criteria $\mathbb{K}$. For this, first, we find $\max _{j} \mathbb{T}_{j i}$ and $\min _{j} \mathbb{T}_{j i}$, which are given in Table 5. We normalized the decision matrix by utilizing the 1st and 2nd equations in Algorithm 1 and this is given in Table 6.
Normalized decision matrixes from DMs are expressed in Table 7.
Steps 3 and 4. We find the relative importance of all alternatives by utilizing the 3rd equation in Algorithm 1 , and then, we calculate their score function as given in Table 8.
Step 5. Rank the alternatives according to the score function, and the final ranking is

$$
\begin{equation*}
\mathbb{X}_{3}>\mathbb{X}_{5}>\mathbb{X}_{1}>\mathbb{X}_{6}>\mathbb{X}_{2}>\mathbb{X}_{4} . \tag{77}
\end{equation*}
$$

As we can see that $\mathbb{X}_{3}$ is the most appropriate supplier among the six alternatives with the best of qualities of all criteria.
5.3. CIF Choice Value Method. The choice value method is a renowned and widely used MCGDM basis for evaluating a set of choices using a set of criteria. Each choice is contrasted to the others by calculating a number of ratios, one per choice criterion. Every ratio is multiplied by the proportional weight of the criterion in consideration. A fundamental task in MCGDM problems is the selection of one or more options from the set of alternatives based on a number of criteria. Let us consider $m$ alternatives, $n$ criteria with weighted vectors, with the condition that the sum of weights will be one, for an MCGDM problem in a cubic intuitionistic fuzzy set domain.,

### 5.4. MCDGM Application

Step 1. Consider the decision matrix $M=\left(\mathbb{T}_{j i}\right)_{m \times n}$ given by the decision-makers in the form of CIFNs given in Table 9.
Step 2. Decision-makers gives the weights to the four criteria as $\mathbb{W} 1=0.18, \mathbb{W} 2=0.24, \mathbb{W} 3=0.26$, and $\mathbb{W} 4=$ 0.32 with $\sum \mathbb{W} i=1$

$$
\left(\begin{array}{c}
\binom{[0.17,0.24],[0.36,0.43],}{(0.56,0.32)}\binom{[0.20,0.28],[0.29,0.31],}{(0.27,0.20)} \\
\binom{[0.18,0.21],[0.21,0.32],}{(0.39,0.22)}([0.20,0.37],[0.21,0.43],(0.54,0.23)) \\
\binom{[0.19,0.22],[0.39,0.42],}{(0.59,0.40)}\binom{[0.27,0.34],[0.33,0.40]}{,(0.43,0.21)} \\
([0.24,0.30],[0.30,0.39],(0.50,0.20))([0.32,0.40],[0.19,0.51],(0.52,0.30)) \\
([0.20,0.29],[0.40,0.51],(0.81,0.13))\binom{[0.31,0.52],[0.42,0.50],}{(0.72,0.17)} \\
([0.31,0.39],[0.18,0.40],(0.67,0.14))([0.14,0.63],[0.24,0.50],(0.70,0.18)) \\
\binom{[0.31,0.37],[0.36,0.49],}{(0.50,0.36)}([0.18,0.33],[0.28,0.52],(0.40,0.32)) \\
([0.23,0.40],[0.24,0.51],(0.50,0.33)) \\
([0.08,0.74],[0.32,0.40],(0.46,0.42)) \\
([0.40,0.48],[0.51,0.60],(0.52,0.30)) \\
([0.13,0.64],[0.40,0.47],(0.53,0.37)) \\
([0.29,0.41],[0.30,0.39],(0.48,0.40))([0.40,0.47],[0.38,0.60],(0.56,0.29)) \\
([0.32,0.38],[0.24,0.72],(0.43,0.32))([0.42,0.50],[0.37,0.53],(0.53,0.27))
\end{array}\right)\left(\begin{array}{l}
0.18 \\
0.24 \\
0.26 \\
([0.38],[0.27,0.42],(0.60,0.27))([0.40,0.51],[0.41,0.50],(0.47,0.38)) \\
0.32
\end{array}\right)
$$



Figure 2: Ranking of feasible alternatives.

$$
\begin{aligned}
& \left(\begin{array}{l}
([0.032,0.048],[0.832,0.859],(0.900,0.067))+([0.052,0.075],[0.742,0.754],(0.730,0.052)) \\
+ \\
([0.050,0.059],[0.666,0.743],(0.782,0.062)) \\
+([0.068,0.137],[0.606,0.763],(0.821,0.080)) \\
([0.037,0.043],[0.844,0.855],(0.909,0.087))+([0.072,0.094],[0.766,0.802],(0.816,0.055)) \\
\\
+([0.068,0.088],[0.731,0.782],(0.835,0.056))+([0.116,0.150],[0.587,0.806],(0.811,0.107)) \\
\\
([0.039,0.059],[[0.847,0.885]],(0.962,0.024))+([0.085,0.161],[0.812,0.846],(0.924,0.043)) \\
\\
+([0.091,0.120],[0.640,0.788],(0.901,0.038))+([0.047,0.272],[0.633,0.801],(0.892,0.061)) \\
\\
([0.064,0.079],[0.832,0.879],(0.882,0.077))+([0.046,0.091],[0.736,0.854],(0.802,0.088)) \\
\\
+([0.065,0.124],[0.690,0.839],(0.835,0.098))+([0.026,0.350],[0.694,0.745],(0.779,0.159)) \\
\\
([0.087,0.111],[0.885,0.912],(0.888,0.062))+([0.078,0.118],[0.749,0.797],(0.888,0.115)) \\
+([0.124,0.152],[0.777,0.875],(0.860,0.085))+([0.043,0.278],[0.745,0.785],(0.816,0.137)) \\
\\
([0.059,0.082],[0.790,0.855],(0.912,0.055))+([0.115,0.157],[0.807,0.846],(0.834,0.108)) \\
+([0.095,0.116],[0.690,0.918],(0.802,0.095))+([0.159,0.198],[0.727,0.816],(0.840,0.095))
\end{array}\right) \\
& \left(\begin{array}{l}
([0.187,0.284],[0.249,0.367],(0.421,0.236)) \\
([0.263,0.327],[0.277,0.432],(0.502,0.272)) \\
([0.238,0.494],[0.278,0.472],(0.714,0.156)) \\
([0.186,0.523],[0.293,0.469],(0.460,0.361)) \\
([0.294,0.519],[0.383,0.499],(0.522,0.344)) \\
([0.366,0.451],[0.278,0.537],(0.512,0.309))
\end{array}\right)
\end{aligned}
$$

Step 3. We compute the score values for each alternative. The score values are expressed in Table 10.
Step 4. Rank the alternatives according to their score values.

$$
\begin{equation*}
\mathbb{X}_{3}>\mathbb{X}_{6}>\mathbb{X}_{2}>\mathbb{X}_{5}>\mathbb{X}_{1}>\mathbb{X}_{4} \tag{79}
\end{equation*}
$$

As a result, $\mathbb{X}_{3}$ is best supplier among six alternatives with qualities of all criteria.
5.5. Comparative Analysis. This paper describes techniques for dealing with the cubic intuitionistic situation. We compare our two cubic intuitionistic strategies that are

Table 11: Comparative analysis and ranking of alternatives.

| Methods | Ranking of alternatives | Top alternative |
| :--- | :--- | :---: |
| CIF-TOPSIS (Garg and Kaur [23]) | $\mathbb{X}_{3}>\mathbb{X}_{6}>\mathbb{X}_{2}>\mathbb{X}_{5}>\mathbb{X}_{1}>\mathbb{X}_{4}$ | $\mathbb{X}_{3}$ |
| CIF-WASPAS (Senapati et al. [26]) | $\mathbb{X}_{3}>\mathbb{X}_{6}>\mathbb{X}_{1}>\mathbb{X}_{2}>\mathbb{X}_{5}>\mathbb{X}_{4}$ | $\mathbb{X}_{3}$ |
| Frank AO (Seikh and Mandal [52]) | $\mathbb{X}_{3}>\mathbb{X}_{6}>\mathbb{X}_{2}>\mathbb{X}_{5}>\mathbb{X}_{1}>\mathbb{X}_{4}$ | $\mathbb{X}_{3}$ |
| CIF-WPM (Algorithm 1) | $\mathbb{X}_{3}>\mathbb{X}_{6}>\mathbb{X}_{2}>\mathbb{X}_{5}>\mathbb{X}_{1}>\mathbb{X}_{4}$ | $\mathbb{X}_{3}$ |
| CIF-CVM (Algorithm 2) | $\mathbb{X}_{3}>\mathbb{X}_{5}>\mathbb{X}_{1}>\mathbb{X}_{6}>\mathbb{X}_{2}>\mathbb{X}_{4}$ | $\mathbb{X}_{3}$ |

already in use. If we use CIF-WPM to assemble the alternatives, they are ranked as

$$
\begin{equation*}
\mathbb{X}_{3}>\mathbb{X}_{5}>\mathbb{X}_{1}>\mathbb{X}_{6}>\mathbb{X}_{2}>\mathbb{X}_{4} \tag{80}
\end{equation*}
$$

On the other side, when we use the technique of choice value method, the ranking of alternatives is

$$
\begin{equation*}
\mathbb{X}_{3}>\mathbb{X}_{6}>\mathbb{X}_{2}>\mathbb{X}_{5}>\mathbb{X}_{1}>\mathbb{X}_{4} \tag{81}
\end{equation*}
$$

Based on these findings, it seemed that the ranking of the $\mathbb{X}_{3}$ alternative was the same as that produced by the suggested cubic intuitionistic procedures. The rest of the alternatives have been altered, as can be seen. As a result, we concluded that in the case of only IVIFSs, the best choice matches with the indicated one; however, the other alternatives are altered, resulting in numerous decisions. As a result, this CIS condition improves the application range of the membership and nonmembership intervals by considering IFS membership values in line with it.

Figure 2 shows the bar chart of ranking of feasible alternatives by using the WPM and CVM methods.

The comparison analysis of the proposed CIF-WPM and CIF-CVM with other existing techniques is expressed in Table 11.

## 6. Conclusion

A cubic intuitionistic fuzzy set is an effective method for dealing with various uncertainties in multicriteria group decision-making (MCGDM) settings. A cubic set is a twocomponent system that would be used to describe data with a fuzzy interval and a fuzzy number. The notion of cubic intuitionistic fuzzy sets (CIFS) is a strong hybrid model of IFSs and IVIFSs. A CIFS has two components, one indicating the IVIFS and the other indicating the IFS. A CIFS is a new fuzzy model for data analysis, computational intelligence, neural computing, soft computing, and others. The idea of cubic hesitant fuzzy topology defined on CIFS can be utilized to seek solutions to various problems of information analysis, information fusion, big data, and decision analysis.

Main findings in this manuscript are as follows:
(1) We introduced the concepts of "P-cubic intuitionistic fuzzy topology" as well as "R-cubic intuitionistic fuzzy topology." Topological structures provide robust approaches for data analysis and decision analysis under an uncertain environment.
(2) Certain properties of CIF topology under $\mathrm{P}(\mathrm{R})$-order are explored, and their related results are elaborated with illustrations.
(3) The notions of CIF-open set, CIF-closed set, CIFclosure, CIF-interior, CIF-exterior, as well as CIFfrontier, CIF-dense set, and CIF-basis are investigated with a corresponding example.
(4) Algorithms 1 and 2 are proposed for extension of the weighted product model and the choice value method, respectively.
(5) The symmetry of optimal decisions is analyzed by computations with Algorithms 1 and 2. The numerical values of alternatives are very close by using Algorithm 1. However, the numerical values of alternatives have a clear difference when using Algorithm 2.
(6) An application of proposed methods named CIFWPM and CIF-CVM towards uncertain supply chain management is presented.
(7) To discuss the advantages, flexibility, and validity of proposed methods, a comparison analysis is also expressed.
For forthcoming analysis, due to the flexibility of CIF topology towards data analysis and information analysis, one can extend this work to develop new MCDM techniques with CIF-VIKOR, CIF-AHP, and CIF-aggregation operators.
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#### Abstract

Spherical fuzzy sets (SFSs) are often made up of membership, nonmembership, and hesitancy grades, and also have the advantage of accurately representing decision makers (DMs) preferences. This article proposes novel spherical fuzzy aggregation operators (AOs) based on Aczel-Alsina (AA) operations, which offer a lot of advantages when tackling real-world situations. We begin by introducing some new SFS operations, such as the Aczel-Alsina product, the Aczel-Alsina sum, the Aczel-Alsina exponent, and the Aczel-Alsina scalar multiplication. We developed many AOs namely, the "spherical fuzzy Aczel-Alsina weighted averaging (SFAAWA) operator," "spherical fuzzy Aczel-Alsina ordered weighted averaging (SFAAOWA) operator," "spherical fuzzy Aczel-Alsina hybrid averaging (SFAAHA) operator," "spherical fuzzy Aczel-Alsina weighted geometric (SFAAWG) operator," "spherical fuzzy Aczel-Alsina ordered weighted geometric (SFAAOWG) operator," and "spherical fuzzy Aczel-Alsina hybrid geometric (SFAAHG) operator." Different attributes of these operators have been defined. The idempotency, boundary, monotonicity, and commutativity of suggested averaging and geometric operators are demonstrated. Then, based on these operators, we propose a novel approach for tackling the "multi-criteria decision-making" (MCDM) problems. We use a agriculture land selection scenario to demonstrate the efficacy of our proposed approach. The outcome confirms the new technique's applicability and viability. Furthermore, sensitivity analysis and a comparison analysis between the existing approaches and the recommended technique have been provided.


## 1. Introduction

Decision-making problems are common in a wide range of fields, including technology, finance, and marketing. Traditionally, it has been assumed that all data on alternate access is kept as discrete integers. Because managing the imprecision and uncertainty inherent in data is crucial in real-world circumstances. There are three alternative reactions or attitudes when it comes to selection: yes, no, and refusal. However, first, the most sophisticated response is "refusal," which conventional "fuzzy sets" [1] and "intuitionistic fuzzy sets" (IFSs) [2] may not accurately represent. To address such problems, Cuong proposed the idea of "picture fuzzy set" (PFS) [3, 4]. In PFS, each component in
the universe of discourse set has varying degrees of "positive membership degree" (PMD), "neutral membership degree" $\left(N_{u} \mathrm{MD}\right)$, and "negative membership degree" $\left(N_{g} \mathrm{MD}\right)$ with values ranging from $[0,1]$.

Fuzzy clustering is a useful technique for pattern detection and information extraction from databases, and it has been used to a wide range of practical issues. Son [5] defined "distributed picture fuzzy clustering method" for PFSs. Singh [6] proposed some "correlation coefficients." The correlation coefficient is applied to clustering in PFS in this article. The benefits of proposed correlation coefficients as well as the disadvantages of existing correlation coefficients have been examined. Wei [7] proposed some new similarity measures (SMs) between PFSs, such as set-theoretic SMs, weighted set-
theoretic cosine SMs, cosine SMs, weighted cosine SMs, grey SMs, and weighted grey SMs. Wei and Gao [8] introduced various innovative dice SMs for PFSs and generalized dice SMs for PFSs, indicating that dice SMs and asymmetric measures are special cases of generalized dice SMs for certain parameter values. Wei et al. [9] proposed some results about "projection model" under the PFSs, the modules of picture fuzzy number (PFN), and PF-ideal point.

Over the last few decades, there has been a strong emphasis on information fusion and the development of new AOs. AO's effectiveness and limitations have been entrenched in decision-making. AO obviously includes a number of operating rules for concatenating a finite set of fuzzy numbers into a single fuzzy number. Data aggregation is essential in decision-making, economy, administration, healthcare, technology, and intelligence areas. In terms of their functions and operating laws, numerous AOs have been established for PFSs. Wei et al. [10] proposed "picture 2-tuple linguistic AOs" with MCDM. Garg [11] proposed some weighted averaging and ordered weighted averaging operators for the aggregation of PFNs. Wei [12] presented "Hamacher" AOs for the PFS, and a realistic example of selecting an enterprise system is provided to validate the established approach and to illustrate its feasibility and efficiency. Jana et al. [13] gave the notion of picture fuzzy Dombi AOs for PFNs with MCDM applications. Tian et al. [14] defined some "picture fuzzy power Choquet ordered geometric AOs" and "picture fuzzy power shapley Choquet ordered geometric AOs" with shapley fuzzy measures-based MCDM. Wang et al. [15] proposed hotel building energy efficiency retrofit project selection under PFSs. Wang et al. [16] introduced "Muirhead mean AOs" for PFNs. Wei established TODIM method for PFSs [17], "picture 2-tuple linguistic Bonferroni mean AOs" [18], and "picture uncertain linguistic Bonferroni mean AOs" [19]. Abdullah et al. [20] proposed some new AOs based on sine trigonometric function with application. Qiyas et al. [21] defined some novel picture fuzzy AOs under the linguistic environment. Farid and Riaz [22] developed several new Einstein interactive geometric AOs for q-rung orthopair fuzzy numbers. Riaz and Farid [23] proposed some proportional distribution based spherical AOs. Farid et al. [24] introduced some AOs for the thermal power equipment supplier selection. Saha et al. [25] introduced the new hybrid hesitant fuzzy weighted AOs for MCDM that are based on Archimedean and Dombi operations. Feng et al. [26] proposed the idea of score functions related to generalized orthopair fuzzy membership grades with application. Akram et al. [27] introduced the idea of prioritized AOs for complex spherical fuzzy sets. Riaz and Farid [28] developed some fairly AOs for PFSs. Riaz et al. [29] proposed some Frank AOs for intervalvalued linear Diophantine fuzzy set.

Menger [30] introduced the concept of triangle norms in his hypothesis of probabilistic metric spaces. It has been discovered that t -norms and their corresponding t -conorms are fundamental operations in fuzzy sets and structures, such as the product t-norm and probabilistic sum t-conorm [31], Einstein t-norm and t-conorm [32], and the Hamacher t-norm and t-conorm [33]. Klement et al. [34] carried out a
thorough analysis of the characteristics and associated elements of triangular norms in recent years. In 1982, Aczél and Alsina [35] introduced new operations named Aczel-Alsina t-norm and Aczel-Alsina t-conorm, which place a high premium on parameter changeability. Based on the Aczel-Alsina triangular norm (AA t-norm), Wang et al. [36] devised a score level fusion technique that simultaneously increases the distance between imposters. Senapati et al. proposed Aczel-Alsina AOs for IFSs [37] and Aczel-Alsina AOs for interval-valued IFSs [38].

In everyday life, we might confront a variety of circumstances that PFS cannot resolve, such as when the sum of PMD, $N_{u} \mathrm{MD}$, and $N_{g} \mathrm{MD}>1$. PFS is incapable of producing an appropriate conclusion in such a case. Mahmood et al. [39], Gundogdu and Kahraman [40], and Ashraf et al. [41] separately developed the concept of SFSs in their works. SFS provides the DM with extra freedom when confronted with uncertainty in decision-making situations. Gundogdu and Kahraman developed the SF-TOPSIS [42], SF-WASPAS [43], and SF-VIKOR methods [44]. Ashraf et al. presented AOs for SFSs and the GRA method for the SF-linguistic set [45]. Zeng et al. [46] proposed a TOPSIS-based hybrid covering-based SF-rough set model. The cosine similarity measures for SFSs were proposed by Rafiq et al. [47]. Jin et al. [48] developed AOs for SFSs based on logarithmic functions. Additionally, Ashraf et al. [49] presented several Dombi AOs for SFSs with implementation to group MCDM. Jaller and Otay used [50] when they suggested SF AHP and TOPSIS for assessing efficient vehicle technology for cargo handling. Ali et al. [51] and Ashraf et al. [52] proposed some AOs for interval-valued picture fuzzy set. Kazemitash et al. [53] and Bozanic et al. [54] gave some ideas related to some different extensions of fuzzy set. For other terminologies not discussed in the paper, the readers are referred to [55-58].

In light of the foregoing, we recognize that decisionmaking concerns are becoming increasingly complex in reality. To select the superior alternatives to the MCDM concerns, it is significant to communicate the uncertain information in a far more beneficial approach. Furthermore, it is critical to control the relationship between input contentions. Taking each of these characteristics into account, the primary objective of this informative article is to demonstrate numerous aggregation operators under SF circumstances, referred as SF Aczel-Alsina AOs. Despite the established inventive approaches that have developed previously in this field, we have thoroughly researched every possibility to demonstrate our provided strategy, for it to outperform all previous efforts to comprehend the actual global presented concern.

The following information is included in the paper: the next section discusses some fundamental concepts relating to Aczel-Alsina triangular norms and SFSs. Section 3 summarizes the Aczel-Alsina operation laws for SFNs. In Section 4, we discuss the "spherical fuzzy Aczel-Alsina weighted averaging (SFAAWA) operator," "spherical fuzzy Aczel-Alsina ordered weighted averaging (SFAAOWA) operator," "spherical fuzzy Aczel-Alsina hybrid averaging (SFAAHA) operator," "spherical fuzzy Aczel-Alsina weighted geometric (SFAAWG) operator," "spherical fuzzy Aczel-Alsina ordered weighted geometric (SFAAOWG)
operator," and "spherical fuzzy Aczel-Alsina hybrid geometric (SFAAHG) operator" as well as a few advantageous properties. In Section 5, we employ the proposed operators to develop a set of techniques for resolving MCDM difficulties in which the characteristic values are represented as SF data. Section 6 illustrates how to choose agriculture land to showcase the proposed technique. In Section 7, we analyze the effect of a parameter on the alternate raking order. In Section 8, we compare the developed method to current methods to determine the proposed technique's appropriateness. Finally, Section 9 discusses a few conclusions for future study.

## 2. Preliminaries

Several fundamental concepts associated with SFSs have been addressed in this section of the article.

Definition 1 (see [39-41]). A "spherical fuzzy set" (SFS) in X is defined as follows:

$$
\begin{equation*}
\chi=\left\{\left\langle\breve{\vee}, \kappa_{\chi}(\breve{\gamma}), v_{\chi}(\breve{\vee}), \tau_{\chi}(\breve{\vee}) \mid \breve{r} \in X\right\rangle\right\}, \tag{1}
\end{equation*}
$$

where $\kappa_{\chi}(\breve{\gamma}), v_{\chi}(\breve{\gamma}), \tau_{\chi}(\breve{\gamma}) \in[0,1]$, such that $0 \leq \kappa_{\chi}^{2}(\breve{Y})+$ $v_{\chi}^{2}(\breve{\gamma})+\tau^{2} \chi(\breve{\gamma}) \leq 1$ for all $\breve{\gamma} \in X$ and $\kappa_{\chi}(\breve{\vee}), v_{\chi}(\breve{\gamma}), \tau_{\chi}(\breve{\gamma})$ denote degree of membership, nonmembership and hesitancy, respectively, for some $\breve{\vee} \in X$.

We denote this pair as $\Re^{\gamma}=\left(\kappa_{\mathfrak{R}^{\gamma}}, v_{\mathfrak{R}^{\gamma}}, \tau_{\mathfrak{R}^{\gamma}}\right)$, throughout this article, and called as SFN with the conditions $\kappa_{\mathfrak{R}^{\gamma}}, v_{\mathfrak{R}^{\gamma}}, \tau_{\mathfrak{R}^{\gamma}} \in[0,1]$ and $\kappa_{\mathfrak{R}^{\gamma}}^{2}+v_{\mathfrak{R}^{j}}^{2}+\tau_{\mathfrak{R}^{j}}^{2} \leq 1$.

Definition 2 (see [40]). When implementing SFNs to realworld situations, it is critical to prioritize them. For this, "score function" (SF) for SFN $\mathfrak{R}^{\gamma}=\left(\kappa_{\mathfrak{R}^{\gamma}}, v_{\mathfrak{R}^{\gamma}}, \tau_{\mathfrak{R}^{\gamma}}\right)$ can be defined as follows:

$$
\begin{equation*}
S\left(\boldsymbol{R}^{\gamma}\right)=\left(\kappa_{\mathfrak{R}^{y}}-\tau_{\mathfrak{R}^{\gamma}}\right)^{2}-\left(v_{\mathfrak{R}^{\gamma}}-\tau_{\mathfrak{R}^{\gamma}}\right)^{2} \tag{2}
\end{equation*}
$$

Example 1. Consider two SFNs $\boldsymbol{R}_{1}^{\gamma}=\langle 0.236,0.126,0.175\rangle$ and $\mathfrak{R}_{2}^{\gamma}=\langle 0.308,0.228,0.482\rangle$ then by using equation (2), we get $S\left(\boldsymbol{R}_{1}^{\gamma}\right)=0.00119646$ and $S\left(\boldsymbol{R}_{2}^{\gamma}\right)=-0.0341963$. As $S\left(\boldsymbol{R}_{1}^{\gamma}\right)>S\left(\boldsymbol{R}_{2}^{\gamma}\right)$ so, we have $\boldsymbol{R}_{1}^{\gamma}>\boldsymbol{R}_{2}^{\gamma}$.

However, because the aforementioned function appears incapable of classifying the SFNs in a variety of conditions, it is hard to determine which one is larger $S\left(\mathfrak{R}_{1}^{\gamma}\right)=S\left(\mathfrak{R}_{2}^{\gamma}\right)$. For this, an "accuracy function $H$ " of $\Re^{\gamma}$ is defined as follows:

$$
\begin{equation*}
H\left(\mathfrak{R}^{\gamma}\right)=\kappa_{\mathfrak{R}^{\gamma}}^{2}+v_{\mathfrak{R}^{\gamma}}^{2}+\tau_{\mathfrak{R}^{\gamma}}^{2} \tag{3}
\end{equation*}
$$

Based on [40], we presented some operational rules to aggregate the SFNs.

Definition 3. Let $\mathfrak{R}_{1}^{\gamma}=\left\langle\kappa_{1}, v_{1}, \tau_{1}\right\rangle$ and $\boldsymbol{R}_{2}^{\gamma}=\left\langle\kappa_{1}, v_{1}, \tau_{1}\right\rangle$ be two SFNs, then

$$
\begin{align*}
& \boldsymbol{R}_{1}^{\gamma^{c}}=\left\langle v_{1}, \kappa_{1}, \tau_{1}\right\rangle, \\
& \boldsymbol{R}_{1}^{\gamma} \vee \boldsymbol{R}_{2}^{\gamma}=\left\{\begin{array}{c}
\max \left\{\kappa_{1}, \kappa_{2}\right\}, \min \left\{v_{1}, v_{2}\right\}, \\
\min \left\{\left(1-\left(\left(\max \left\{\kappa_{1}, \kappa_{2}\right\}\right)^{2}+\left(\min \left\{v_{1}, v_{2}\right\}\right)^{2}\right)\right)^{\frac{1}{2}}, \max \left\{\tau_{1}, \tau_{2}\right\}\right\}
\end{array}\right\}, \\
& \boldsymbol{R}_{1}^{\gamma} \wedge \boldsymbol{R}_{2}^{\gamma}=\left\{\begin{array}{c}
\min \left\{\kappa_{1}, \kappa_{2}\right\}, \max \left\{v_{1}, v_{2}\right\}, \\
\max \left\{\left(1-\left(\left(\min \left\{\kappa_{1}, \kappa_{2}\right\}\right)^{2}+\left(\max \left\{v_{1}, v_{2}\right\}\right)^{2}\right)\right)^{\frac{1}{2}}, \min \left\{\tau_{1}, \tau_{2}\right\}\right\}
\end{array}\right\}, \\
& \mathfrak{R}_{1}^{\gamma} \oplus \boldsymbol{R}_{2}^{\gamma}=\left\{\begin{array}{c}
\left(\kappa_{1}^{2}+\kappa_{2}^{2}-\kappa_{1}^{2} \kappa_{2}^{2}\right)^{1 / 2}, v_{1} v_{2}, \\
\left(\left(1-\kappa_{2}^{2}\right) \tau_{1}^{2}+\left(1-\kappa_{1}^{2}\right) \tau_{2}^{2}-\tau_{1}^{2} \tau_{2}^{2}\right)^{1 / 2}
\end{array}\right\} \text {, }  \tag{4}\\
& \boldsymbol{R}_{1}^{\gamma} \otimes \boldsymbol{R}_{2}^{\gamma}=\left\{\begin{array}{c}
\kappa_{1} \kappa_{2},\left(v_{1}^{2}+v_{2}^{2}-v_{1}^{2} v_{2}^{2}\right)^{1 / 2}, \\
\left(\left(1-v_{2}^{2}\right) \tau_{1}^{2}+\left(1-v_{1}^{2}\right) \tau_{2}^{2}-\tau_{1}^{2} \tau_{2}^{2}\right)^{1 / 2}
\end{array}\right\}, \\
& \mathfrak{R}_{1}^{\gamma^{\sigma}}=\left\{\begin{array}{c}
\mu_{\tilde{A}_{s}}^{\sigma},\left(1-\left(1-v_{1}^{2}\right)^{\sigma}\right)^{1 / 2}, \\
\left(\left(1-v_{1}^{2}\right)^{\sigma}-\left(1-v_{1}^{2}-\pi_{\tilde{A}_{s}}^{2}\right)^{\sigma}\right)^{1 / 2}, \sigma>0
\end{array}\right\} \text {, and } \\
& \sigma \cdot \mathfrak{R}_{1}^{\gamma}=\left\{\begin{array}{c}
\left(1-\left(1-\kappa_{1}^{2}\right)^{\sigma}\right)^{1 / 2}, v_{1}^{\sigma}, \\
\left.\left(\left(1-\kappa_{1}^{2}\right)^{\sigma}-\left(1-\kappa_{1}^{2}-\tau_{1}^{2}\right)^{\sigma}\right)^{1 / 2}\right\}, \sigma>0
\end{array}\right\} \text {. }
\end{align*}
$$

Definition 4 (see [40]). Let $\mathfrak{R}_{1}^{\gamma}=\left\langle\kappa_{1}, v_{1}, \tau_{1}\right\rangle$ and $\mathfrak{R}_{2}^{\gamma}=$ $\left\langle\kappa_{2}, v_{2}, \tau_{2}\right\rangle$ be two SFNs and $\left.\sigma, \sigma_{1}, \sigma_{2}\right\rangle 0$ be the real numbers, then we have,
(1) $\boldsymbol{R}_{1}^{\gamma} \oplus \boldsymbol{R}_{2}^{\gamma}=\boldsymbol{R}_{2}^{\gamma} \oplus \boldsymbol{R}_{1}^{\gamma}$
(2) $\boldsymbol{R}_{1}^{\gamma} \otimes \boldsymbol{R}_{2}^{\gamma}=\boldsymbol{R}_{2}^{\gamma} \otimes \boldsymbol{R}_{1}^{\gamma}$
(3) $\sigma\left(\mathfrak{R}_{1}^{\gamma} \oplus \mathfrak{R}_{2}^{\gamma}\right)=\left(\sigma \mathfrak{R}_{1}^{\gamma}\right) \oplus\left(\sigma \mathfrak{R}_{2}^{\gamma}\right)$
(4) $\left(\boldsymbol{R}_{1}^{\gamma} \otimes \mathfrak{R}_{2}^{\gamma}\right)^{\sigma}=\mathfrak{R}_{1}^{\gamma^{\sigma}} \otimes \mathfrak{R}_{2}^{\gamma^{\sigma}}$
(5) $\left(\sigma_{1}+\sigma_{2}\right) \mathfrak{R}_{1}^{\gamma}=\left(\sigma_{1} \mathfrak{R}_{1}^{\gamma}\right) \oplus\left(\sigma_{2} \mathfrak{R}_{2}^{\gamma}\right)$
(6) $\boldsymbol{R}_{1}^{\gamma^{\sigma_{1}+\sigma_{2}}}=\boldsymbol{R}_{1}^{\gamma_{1}^{\sigma_{1}}} \otimes \boldsymbol{R}_{1}^{\gamma_{1}}$

### 2.1. Basics aboutt-Norm, $t$-Conorm, and Aczel-Alsinat-Norm

Definition 5 (see [34]). A function $\breve{\sigma^{\lambda}}:[0,1]^{2} \longrightarrow[0,1]$ is a $t$-norm, if for all $g, h, u \in[0,1]$, the consecutive axioms are fulfilled.
(1) $\breve{\sigma}^{\lambda}(g, h)=\breve{\sigma}^{\lambda}(h, g)$
(2) $\sigma^{\lambda}(g, h) \leq \sigma^{\lambda}(g, u)$ if $h \leq u$
(3) $\breve{\sigma}^{\lambda}\left(g, \breve{\sigma}^{\lambda}(h, u)\right)=\breve{\sigma}^{\lambda}\left(\widetilde{\sigma}^{\lambda}(g, h), u\right)$
(4) $\breve{\sigma}^{\lambda}(g, 1)=g$

These axioms are called, symmetry, monotonicity, associativity, and " 1 " as identity, respectively.

Definition 6 (see [34]). A function $\overline{\mathfrak{F}}:[0,1]^{2} \longrightarrow[0,1]$ is a $t$-conorm, if for all $g, h, u \in[0,1]$, the consecutive axioms are fulfilled.
(1) $\overline{\mathfrak{J}}(g, h)=\overline{\mathfrak{J}}(h, g)$
(2) $\overline{\mathfrak{J}}(g, h) \leq \overline{\mathfrak{J}}(g, u)$ if $h \leq u$
(3) $\overline{\mathfrak{J}}(g, \overline{\mathfrak{J}}(h, u))=\overline{\mathfrak{J}}(\overline{\mathfrak{J}}(g, h), u)$
(4) $\overline{\mathfrak{J}}(g, 0)=g$

These axioms are called, symmetry, monotonicity, associativity, and " 0 " as identity, respectively.

Example 2. Some famous $t$-norms are given as follows:
(i) $\breve{\sigma}^{\lambda} P(g, h)=g . h$ (Product $t$-norm)
(ii) $\sigma^{\lambda} M(g, h)=\min (g, h)$ (Minimum $t$-norm)
(iii) $\breve{\sigma}^{\lambda} L(g, h)=\max (g+h-1,0)$ (Lukasiewicz $t$-norm)
(iv) $\breve{\sigma}^{\lambda} D(g, h)=\left\{\begin{array}{ll}f, & \text { if } h=1 \\ h, & \text { if } g=1 \\ 0, & \text { otherwise }\end{array}\right.$ for all $g, h \in[0,1]$ (Drastic $t$-norm)

Example 3. Some famous $t$-conorms are given as follows:
(i) $\overline{\mathfrak{}} P(g, h)=g+h-g \cdot h$ (Probabilistic sum)
(ii) $\overline{\mathfrak{}} M(g, h)=\max (g, h)$ (Maximum $t$-conorm)
(iii) $\overline{\mathfrak{J}} L(g, h)=\min (g+h, 1)$ (Lukasiewicz $t$-conorm)
(iv) $\overline{\mathfrak{}} D(g, h)=\left\{\begin{array}{ll}g, & \text { if } h=0 \\ h, & \text { if } g=0 \\ 1, & \text { otherwise }\end{array}\right.$ for all $g, h \in[0,1]$ (Drastic $t$-conorm)

Definition 7 (see [35]). This class of $t$-norm is originally proposed by Aczel-Alsina in mid-1980s under the condition of functional equations.

The category $\left(\widetilde{\sigma}_{A}^{\lambda}\right)_{1 \in[0, \infty]}$ of Aczel-Alsina $t$-norms is stated by the following equation:

$$
\breve{\sigma}_{A}^{\lambda}(g, h)= \begin{cases}\widetilde{\sigma}^{\lambda} D(g, h), & \text { if } \beth=0  \tag{5}\\ \min (g, h), & \text { if } \beth=\infty \\ e^{-\left((-\log g)^{2}+(-\log h)^{2}\right)^{1 / 2}}, & \text { otherwise }\end{cases}
$$

The category $\left(\overline{\mathfrak{J}}_{A}\right)_{] \in[0, \infty]}$ of Aczel-Alsina $t$-conorms is stated by the following equation:

$$
\overline{\mathfrak{\Im}}_{A}(g, h)= \begin{cases}\overline{\mathfrak{J}} D(g, h), & \text { if } \beth=0  \tag{6}\\ \max (g, h), & \text { if } \beth=\infty \\ 1-e^{-\left((-\log (1-g))^{2}+(-\log (1-h))^{2}\right)^{1 / 2}}, & \text { otherwise }\end{cases}
$$

Limiting Cases: $\breve{\sigma}_{A}^{\lambda^{0}}=\breve{\sigma}_{D}^{\lambda}, \breve{\sigma}_{A}^{1}=\breve{\sigma}_{P}^{\lambda}, \breve{\sigma}_{A}^{\lambda^{\infty}}=\min$, $\overline{\mathfrak{J}}_{A}^{0}=\overline{\mathfrak{J}}_{D}, \overline{\mathfrak{J}}_{A}^{1}=\overline{\mathfrak{J}}_{P}$, and $\overline{\mathfrak{J}}_{A}^{\infty}=\max$.

For every $\beth \in[0, \infty]$ the $t$-norm $\breve{\sigma}_{A}^{\lambda}$ and $t$-conorm $\overline{\mathfrak{J}}_{A}$ are dual to each other. The class of Aczel-Alsina $t$-norms is strictly increasing and the class of Aczel-Alsina $t$-conorms is strictly decreasing.

## 3. Aczel-Alsina Operations for SFNs

In this section, we will introduce the Aczel-Alsina operations for SFNs and look at some of their basic properties.

Definition 8. Let $\boldsymbol{R}^{\gamma}=\left(\kappa_{\mathfrak{R}^{\gamma}}, v_{\mathfrak{R}^{\gamma}}, \tau_{\mathfrak{R}^{\gamma}}\right), \boldsymbol{R}_{1}^{\gamma}=\left(\kappa_{\mathfrak{R}_{1}^{\gamma}}, \quad v_{\mathfrak{R}_{1}^{\gamma}}\right.$, $\left.\tau_{\Re_{1}^{\gamma}}\right)$, and $\Re_{2}^{\gamma}=\left(\kappa_{\Re_{2}^{\gamma}}, v_{\Re_{2}^{\gamma}}, \tau_{\Re_{2}^{\gamma}}\right)$ be three SFNs, $\mathcal{N} \geq 1$ and $د>0$. Then, the Aczel-Alsina $t$-norm and $t$-conorm operations of SFNs are defined as follows:
(1) $\boldsymbol{R}_{1}^{\gamma} \oplus \boldsymbol{R}_{2}^{\gamma}=\left\langle\sqrt{1-e^{-\left(\left(-\log \left(1-\kappa_{\mathfrak{R}_{1}^{\gamma}}^{2}\right)\right)^{\mathbb{R}}+\right.}}\right.$

$$
\begin{aligned}
& \left(-\log \left(1-\kappa_{\mathfrak{R}_{2}^{\gamma}}^{2}\right)^{\mathcal{N}}\right)^{1 / \mathcal{N}}, \sqrt{e^{-\left(\left(-\log v_{\mathfrak{R}_{1}^{\gamma}}^{2}\right)^{\mathbb{N}}+\right.}} \\
& \left.\left.\left(-\log v_{\mathfrak{R}_{2}^{\gamma}}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}, \sqrt{e^{-\left(\left(-\log \tau_{\mathfrak{R}_{1}^{\gamma}}^{2}\right)^{\mathbb{N}}+\left(-\log \tau_{\mathfrak{R}_{2}^{\gamma}}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathcal{N}}}}\right\rangle
\end{aligned}
$$

(2) $\boldsymbol{R}_{1}^{\gamma} \otimes \boldsymbol{R}_{2}^{\gamma}=\left\langle\sqrt{e^{-((-1}}\right.$
$\sqrt{1-e^{-\left(\left(-\log \left(1-v_{\mathfrak{N}_{1}^{2}}^{2}\right)\right)^{N}+\left(-\log \left(1-v_{\mathfrak{R}_{2}^{\gamma}}^{2}\right)\right)^{N}\right)^{1 / \mathbb{K}}}}$,
(3) $\quad\lrcorner \mathfrak{R}^{\gamma}=\left\langle\sqrt{1-e^{-\left(د\left(-\log \left(1-\kappa_{\mathfrak{R}}^{2}\right)\right)^{\aleph}\right)^{1 / N}}}, \cdots\right.$

$$
\left.\sqrt{e^{-\left(ב\left(-\log v_{\mathfrak{Y}}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathcal{N}}}}, \sqrt{e^{-\left(ב\left(-\log \tau_{\mathfrak{R}}^{2}\right)^{N}\right)^{1 / \mathcal{N}}}}\right\rangle
$$


$\left.\sqrt{1-e^{-\left(コ\left(-\log \left(1-\tau_{\mathfrak{M} \gamma}^{2}\right)\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}}\right\rangle$
Theorem 1. Let $\boldsymbol{R}^{\gamma}=\left(\kappa_{\mathfrak{R}^{\gamma}}, v_{\mathfrak{R}^{\gamma}}, \tau_{\mathfrak{R}^{\gamma}}\right), \boldsymbol{R}_{1}^{\gamma}=\left(\kappa_{\Re_{1}^{\gamma}}, v_{\mathfrak{R}_{1}^{\gamma}}, \tau_{\mathfrak{R}_{1}^{\gamma}}\right)$, and $\mathfrak{R}_{2}^{\gamma}=\left(\kappa_{\mathfrak{R}_{2}^{\gamma}}, v_{\mathfrak{R}_{2}^{\gamma}}, \tau_{\mathfrak{R}_{2}^{\gamma}}\right)$ be three SFNs, then we have
(i) $\boldsymbol{R}_{1}^{\gamma} \oplus \boldsymbol{R}_{2}^{\gamma}=\boldsymbol{R}_{2}^{\gamma} \oplus \boldsymbol{R}_{1}^{\gamma}$
(vi) $\boldsymbol{R}^{\gamma^{\mu_{1}}} \otimes \boldsymbol{R}^{\gamma^{2}}=\mathfrak{R}^{\gamma_{1}^{\left(1_{1}+\lambda_{2}\right)}}, \beth_{1}, \beth_{2}>0$
(ii) $\boldsymbol{R}_{1}^{\gamma} \otimes \mathfrak{R}_{2}^{\gamma}=\mathfrak{R}_{2}^{\gamma} \otimes \mathfrak{R}_{1}^{\gamma}$
(iii) $\left.\left.\beth\left(\boldsymbol{R}_{1}^{\gamma} \oplus \boldsymbol{R}_{2}^{\gamma}\right)=\right\lrcorner \mathfrak{R}_{1}^{\gamma} \oplus \beth \mathfrak{R}_{2}^{\gamma},\right\lrcorner>0$
(iv) $\left(\beth_{1}+\beth_{2}\right) \mathfrak{R}^{\gamma}=\beth_{1} \mathfrak{R}^{\gamma} \oplus \beth_{2} \mathfrak{R}^{\gamma}, \beth_{1}, \beth_{2}>0$
(v) $\left(\boldsymbol{R}_{1}^{\gamma} \otimes \boldsymbol{R}_{2}^{\gamma}\right)^{\boldsymbol{1}}=\boldsymbol{R}_{1}^{\gamma^{\prime}} \otimes \boldsymbol{R}_{2}^{\gamma^{\prime}}, \boldsymbol{\jmath}>0$

Proof. For the three SFNs $\mathfrak{R}^{\gamma}, \mathfrak{R}_{1}^{\gamma}$, and $\mathfrak{R}_{2}^{\gamma}$, and $\beth_{,} \beth_{1}, \beth_{2}>0$, we can get the following equations:
(i)

$$
\begin{align*}
& \boldsymbol{R}_{1}^{\gamma} \oplus \boldsymbol{R}_{2}^{\gamma}=\left\langle\sqrt{\left.1-e^{-\left(\left(-\log \left(1-\kappa_{\mathfrak{R}_{1}^{\gamma}}^{2}\right)\right)^{\mathbb{N}}+\left(-\log \left(1-\kappa_{\mathfrak{R}_{2}^{\gamma}}^{2}\right)\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}, \sqrt{e^{-\left(\left(-\log v_{\mathfrak{R}_{1}^{\gamma}}^{2}\right)^{\mathbb{N}}+\left(-\log v_{\mathfrak{R}_{2}^{\gamma}}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}}, \sqrt{\left.e^{-\left(\left(-\log \tau_{\mathfrak{R}_{1}^{\gamma}}^{2}\right)^{\mathbb{N}}+\left(-\log \tau_{\mathfrak{R}_{2}^{\gamma}}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}\right\rangle}\right\rangle, ~}\right. \tag{7}
\end{align*}
$$

$$
\begin{aligned}
& =\boldsymbol{R}_{2}^{\gamma} \oplus \boldsymbol{R}_{1}^{\gamma}
\end{aligned}
$$

(ii)

$$
\begin{align*}
& =\boldsymbol{R}_{2}^{\gamma} \otimes \boldsymbol{R}_{1}^{\gamma} \tag{8}
\end{align*}
$$

(iii) Using this, we get

$$
\begin{align*}
& =\left\langle\sqrt{1-e^{-\left(2\left(-\log \left(1-\kappa_{\mathfrak{R}_{1}^{\gamma}}^{2}\right)\right)^{N}\right)^{1 / \mathbb{N}}}}, \sqrt{e^{-\left(2\left(-\log v_{\mathfrak{R}_{1}^{\gamma}}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}}, \sqrt{\left.e^{-\left(2\left(-\log \tau_{\mathfrak{N}_{1}^{\gamma}}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}\right\rangle,}\right. \\
& \oplus\left\langle\sqrt{1-e^{-\left(2\left(-\log \left(1-\kappa_{\mathscr{R}_{2}^{\gamma}}^{2}\right)\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}}, \sqrt{e^{-\left(2\left(-\log v_{\mathscr{R}_{2}^{\gamma}}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathcal{N}}}}, \sqrt{\left.e^{-\left(2\left(-\log \tau_{\mathscr{N}_{2}^{2}}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}\right\rangle,}\right. \\
& =\beth \boldsymbol{R}_{1}^{\gamma} \oplus \beth \mathfrak{R}_{2}^{\gamma} \tag{9}
\end{align*}
$$

(iv)

$$
\begin{align*}
& \oplus\left\langle\sqrt{1-e^{-\left(1_{2}\left(-\log \left(1-\kappa_{\Re \gamma}^{2}\right)\right)^{N}\right)^{1 / N}}}, \sqrt{e^{-\left(1_{2}\left(-\log v_{\Re \gamma}^{2}\right)^{N}\right)^{1 / N}}}, \sqrt{e^{-\left(1_{2}\left(-\log \tau_{\Re \gamma}^{2}\right)^{N}\right)^{1 / N}}}\right\rangle, \tag{10}
\end{align*}
$$

$$
\begin{aligned}
& =\left(\beth_{1}+\beth_{2}\right) \boldsymbol{R}^{\gamma}
\end{aligned}
$$

(v)

$$
\begin{aligned}
& \left(\boldsymbol{R}_{1}^{\gamma} \otimes \mathfrak{R}_{2}^{\gamma}\right)^{\mathcal{J}}=\left\langle\sqrt{e^{-\left(\left(-\log \kappa_{\mathfrak{R}_{1}^{\gamma}}^{\gamma}\right)^{\mathbb{N}}+\left(-\log \kappa_{\mathscr{R}_{2}^{\gamma}}^{\gamma}\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}, \sqrt{1-e^{-\left(\left(-\log \left(1-v_{\mathfrak{R}_{1}^{\gamma}}^{2}\right)\right)^{\mathbb{N}}+\left(-\log \left(1-v_{\mathfrak{R}_{2}^{\gamma}}^{2}\right)\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}},}\right. \\
& \cdot \sqrt{1-e^{-\left(\left(-\log \left(1-\tau_{\mathfrak{R}_{1}^{\gamma}}^{2}\right)\right)^{N}+\left(-\log \left(1-\tau_{\mathfrak{R}_{1}^{\gamma}}^{2}\right)\right)^{N}\right)^{1 / \mathbb{N}}} \geq,}
\end{aligned}
$$

$$
\begin{align*}
& \left.\sqrt{\left.\left.\left.1-e^{-\left(2 \left(-\log \left(1-\tau_{\Re_{1}^{2}}^{2}\right.\right.\right.}\right)\right)^{\mathbb{N}}+\left(-\log \left(1-\tau_{\mathscr{F}_{2}^{\gamma}}^{\gamma}\right)\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}\right\rangle, \tag{11}
\end{align*}
$$

$$
\begin{aligned}
& =\boldsymbol{R}_{1}^{\gamma^{2}} \otimes \boldsymbol{R}_{2}^{\gamma^{2}}
\end{aligned}
$$

(vi)

$$
\begin{aligned}
& =\mathfrak{R}^{\gamma^{\left(\rho_{1}+z_{2}\right)}}
\end{aligned}
$$

## 4. Spherical Fuzzy Aczel-Alsina Aggregation Operators

In this section, we present a few SF aggregation operators by means of the Aczel-Alsina operations.

### 4.1. Spherical Fuzzy Aczel-Alsina Averaging AOs

Definition 9. Let $\mathfrak{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right),(\phi=1,2, \ldots, \beth)$ be an accumulation of SFNs and $\xi^{\phi}=\left(\xi_{1}^{\zeta}, \xi_{1}^{\zeta}, \ldots, \xi_{\beth}^{\zeta}\right)^{T}$ be the weight vector (WV) of $\mathfrak{R}_{\phi}^{\gamma}$, with $\xi_{\phi}^{\zeta}>0$ and $\sum_{\phi=1}^{\beth} \xi_{\phi}^{\zeta}=1$. Then, "spherical fuzzy Aczel-Alsina weighted average
(SFAAWA) operator" is a mapping SFAAWA: $\left(L^{*}\right)^{\beth} \longrightarrow$ $L^{*}$, where

$$
\begin{equation*}
\operatorname{SFAAWA}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\square}^{\gamma}\right)=\left(\xi_{1}^{\zeta} \boldsymbol{R}_{1}^{\gamma} \oplus \xi_{2}^{\zeta} \boldsymbol{R}_{2}^{\gamma} \oplus \ldots, \oplus \xi_{\beth}^{\zeta} \boldsymbol{R}_{\square}^{\gamma}\right) . \tag{13}
\end{equation*}
$$

The following theorem is obtained using Aczel-Alsina operations on SFNs.

Theorem 2. Let $\boldsymbol{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ be an accumulation of SFNs, then aggregated value of them utilizing the SFAAWA operation is also an SFNs, and

$$
\begin{align*}
& \operatorname{SFAAWA}\left(\boldsymbol{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\beth}^{\gamma}\right)=\underset{\phi=1}{\sqsupset}\left(\xi_{\phi}^{\zeta} \boldsymbol{R}_{\phi}^{\gamma}\right) \tag{14}
\end{align*}
$$

where $\xi^{\zeta}=\left(\xi_{1}^{\zeta}, \xi_{2}^{\zeta}, \ldots, \xi_{\beth}^{\zeta}\right)$ is the $W V$ of $\boldsymbol{R}_{\phi}^{\gamma}$ s.t $\xi_{\phi}^{\zeta}>0$ and $\sum_{\phi=1}^{\beth} \xi_{\phi}^{\zeta}=1$.

Proof. We can derive Theorem 2 in the following way using the mathematical induction technique.

For $コ=2$, depend on Aczel-Alsina operations of SFNs, we obtain the following equation:

$$
\begin{align*}
& \xi_{1}^{\zeta} \boldsymbol{R}_{1}^{\gamma}=\left\langle\sqrt{1-e^{-\left(د_{1}\left(-\log \left(1-\kappa_{\mathfrak{R}_{1}^{2}}^{\gamma}\right)\right)^{N}\right)^{1 / \mathcal{N}}}}, \sqrt{e^{-\left(د_{1}\left(-\log v_{\mathfrak{R}_{1}^{\gamma}}^{2}\right)^{N}\right)^{1 / \mathbb{N}}}}, \sqrt{\left.e^{-\left(د_{1}\left(-\log \tau_{\mathfrak{R}_{1}^{\gamma}}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathcal{N}}}\right\rangle \text { and }}\right. \tag{15}
\end{align*}
$$

Based on Aczel－Alsina operations of SFNs，we obtain the following equation：

$$
\begin{align*}
& =\sqrt{1-e^{\left(-1_{1}\left(-\log \left(1-\kappa_{\mathscr{R}_{1}^{\gamma}}^{2}\right)\right)^{\mathbb{N}}+\perp_{2}\left(-\log \left(1-\kappa_{\mathfrak{R}_{2}^{\gamma}}^{2}\right)\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}},} \tag{16}
\end{align*}
$$

Thus，it is true for $コ=2$ ．

Consider equation（14）is true for $コ=k$ ，then we have the following equation：

$$
\begin{align*}
& \operatorname{SFAAWA}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{k}^{\gamma}\right)= \\
& \left\langle\sqrt{1-e^{-\left(\sum_{\phi=1}^{k} \xi_{\phi}^{\xi}\left(-\log \left(1-\kappa_{\mathfrak{R}_{\phi}^{\gamma}}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}\right)}}, \sqrt{\left.\left.e^{-\left(\sum _ { \phi = 1 } ^ { k } \xi _ { \phi } ^ { \xi } \left(-\log v_{\mathfrak{R}_{\phi}^{\gamma}}^{2}\right.\right.}\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}, \sqrt{\left.e^{-\left(\sum_{\phi=1}^{k} \xi_{\phi}^{\xi}\left(-\log \tau_{\mathfrak{R}_{\phi}^{\gamma}}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}\right\rangle,}\right. \tag{17}
\end{align*}
$$

we will prove that equation（14）holds for $コ=k+1$ ．

$$
\begin{aligned}
& \operatorname{SFAAWA}\left(\mathfrak{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{k}^{\gamma}, \boldsymbol{R}_{k+1}^{\gamma}\right)=\stackrel{\oplus}{\oplus}\left(\xi_{\phi}^{\zeta} \mathfrak{R}_{\phi}^{\gamma}\right) \oplus\left(\xi_{k+1}^{\zeta} \mathfrak{R}_{k+1}^{\gamma}\right) \text {, }
\end{aligned}
$$

As a result, we can conclude that equation (4.2) stands true for any $\beth$.

By applying the SFAAWA operator, we can illustrate the following features efficiently.

Theorem 3. If all $\boldsymbol{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ are equal, that is, $\boldsymbol{R}_{\phi}^{\gamma}=\boldsymbol{R}^{\gamma} \forall \phi$, then

$$
\begin{equation*}
\text { SFAAWA }\left(\mathfrak{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\square}^{\gamma}\right)=\mathfrak{R}^{\gamma} . \tag{19}
\end{equation*}
$$

Proof. Given that $\boldsymbol{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$, by equation (4.2) we get the following equation:

$$
\begin{align*}
& =\left\langle\sqrt{1-e^{-\left(\left(-\log \left(1-\kappa_{\mathcal{R Y}}^{2}\right)^{N}\right)^{1 / N}\right)}}, \sqrt{e^{-\left(\left(-\log v_{\mathcal{N}}^{2}\right)^{N}\right)^{N}}}, \sqrt{\left.e^{-\left(\left(-\log \tau_{\mathcal{N Y}}^{2}\right)^{N}\right)^{1 / N}}\right\rangle,}\right.  \tag{20}\\
& =\left\langle\sqrt{1-e^{\log \left(1-\kappa_{\mathcal{R} \gamma}^{2}\right)}}, \sqrt{e^{\log v_{\mathfrak{R}}^{2}}}, \sqrt{e^{\log \tau_{\mathfrak{R} \gamma}^{2}}}\right\rangle, \\
& =\left(\sqrt{\kappa_{\mathfrak{R}^{\gamma}}^{2}}, \sqrt{v_{\mathfrak{R}^{\gamma}}^{2}}, \sqrt{\tau_{\mathfrak{R}^{\gamma}}^{2}}\right)=\boldsymbol{R}^{\gamma} .
\end{align*}
$$

Theorem 4. Let $\Re^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ be an accumulation of SFNs. Let

$$
\mathfrak{R}^{\gamma^{-}}=\min \left(\mathfrak{R}_{1}^{\gamma}, \mathfrak{R}_{1}^{\gamma}, \ldots, \mathfrak{R}_{\beth}^{\gamma}\right)
$$

$\boldsymbol{R}^{\gamma^{+}}=\max \left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{-}^{\gamma}\right)$. Then,

$$
\begin{equation*}
\boldsymbol{\Re}^{\gamma^{-}} \leq \operatorname{SFAAWA}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{-}^{\gamma}\right) \leq \boldsymbol{R}^{\gamma^{+}} . \tag{21}
\end{equation*}
$$

Proof. Let $\boldsymbol{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ be an accumulation of SFNs. Let $\boldsymbol{R}^{\gamma^{-}}=\min \left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\beth}^{\gamma}\right)=\left(\kappa_{\mathfrak{R}^{\gamma}}^{-}, v_{\mathfrak{R}^{\gamma}}^{-}, \tau_{\mathfrak{R}^{\gamma}}^{-}\right)$and $\boldsymbol{R}^{\gamma^{+}}=$
$\max \left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\beth}^{\gamma}\right)=\left(\kappa_{\mathfrak{R}^{\gamma}}^{+}, v_{\mathfrak{R}^{\gamma}}^{+}, \tau_{\mathfrak{R}^{\gamma}}^{+}\right)$. We have, $\kappa_{\mathfrak{R}^{\gamma}}^{-}=\min _{\phi}\left\{\kappa_{\mathfrak{R}_{\phi}^{\gamma}}\right\}, v_{\mathfrak{R}^{\gamma}}^{-}=\max _{\phi}\left\{v_{\mathfrak{R}_{\phi}^{\gamma}}\right\}$,

$$
\tau_{\mathfrak{R}^{\gamma}}^{-}=\max _{\phi}\left\{\tau_{\mathfrak{R}_{\phi}^{\gamma}}\right\}, \kappa_{\mathfrak{R}^{y}}^{+}=\max _{\phi}\left\{\kappa_{\mathfrak{R}_{\phi}^{v}}\right\},
$$

$v_{\mathfrak{R}^{\gamma}}^{+}=\min _{\phi}\left\{v_{\mathfrak{R}_{\phi}^{\gamma}}\right\}$, and $\tau_{\mathfrak{R}^{\gamma}}^{+}=\min _{\phi}\left\{\tau_{\mathfrak{R}_{\phi}^{\gamma}}\right\}$ Hence, here we have the subsequent inequalities,

$$
\begin{align*}
& \leq \sqrt{e^{-\left(\sum_{\phi=1}^{2} \xi_{\phi}^{\xi}\left(-\log v_{\gamma \gamma^{\prime}}^{2}\right)^{x}\right)^{N}}} \text {, } \\
& \sqrt{e^{-\left(\sum_{\phi=1}^{\mathcal{Z}} \xi_{\phi}^{\zeta}\left(-\log \tau_{\mathfrak{R} \gamma^{+}}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}} \leq \sqrt{e^{-\left(\sum_{\phi=1}^{\mathcal{Z}} \xi_{\phi}^{\xi}\left(-\log \tau_{\mathfrak{R}_{\phi}^{\gamma}}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}},}  \tag{23}\\
& \leq \sqrt{e^{-\left(\sum_{\phi=1}^{\mathcal{Z}} \xi_{\phi}^{\xi}\left(-\log \tau_{\mathfrak{R} \gamma^{-}}^{2}\right)^{\aleph}\right)^{1 / \aleph}} .}
\end{align*}
$$

Therefore, $\quad \boldsymbol{R}^{\gamma^{-}} \leq \operatorname{SFAAWA}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\square}^{\gamma}\right) \leq \mathfrak{R}^{\gamma^{+}}$
Theorem 5. Let $\mathfrak{R}_{\phi}^{\gamma}$ and $\mathfrak{R}_{\phi}^{\gamma^{\prime}}$ be two sets of SFNs, if $\square$ $\mathfrak{R}_{\phi}^{\gamma} \leq \mathfrak{R}_{\phi}^{\gamma^{\prime}} \forall \phi$, then
$\operatorname{SFAAWA}\left(\boldsymbol{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\beth}^{\gamma}\right) \leq \operatorname{SFAAWA}\left(\mathfrak{R}_{1}^{\gamma^{\prime}}, \boldsymbol{R}_{2}^{\gamma^{\prime}}, \ldots, \mathfrak{R}_{\sqsupset}^{\gamma^{\prime}}\right)$,

Now, we present "spherical fuzzy Aczel-Alsina ordered weighted averaging (SFAAOWA) operator."

Definition 10. Let $\Re_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ be an accumulation of SFNs. SFAAOWA operator is a mapping SFAAOWA: $\left(L^{*}\right)^{\beth} \longrightarrow L^{*}$ with the corresponding WV $\xi^{\zeta}=\left(\xi_{1}^{\zeta}, \xi_{2}^{\zeta}, \ldots\right.$, $\left.\xi_{\beth}^{\zeta}\right)^{T}$ such that $\xi_{\phi}^{\zeta}>0$, and $\sum_{\phi=1}^{\beth} \xi_{\phi}^{\zeta}=1$, as follows:

$$
\begin{equation*}
\operatorname{SFAAOWA}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\beth}^{\gamma}\right)=\underset{\phi=1}{\beth}\left(\xi_{\phi}^{\zeta} \boldsymbol{R}_{\Upsilon(\phi)}^{\gamma}\right)=\xi_{1}^{\zeta} \boldsymbol{R}_{\Upsilon(1)}^{\gamma} \oplus \xi_{2}^{\zeta} \boldsymbol{R}_{\Upsilon(2)}^{\gamma} \oplus, \ldots, \oplus \xi_{\beth}^{\zeta} \boldsymbol{R}_{\Upsilon(\beth)}^{\gamma}, \tag{25}
\end{equation*}
$$

where $(\Upsilon(1), \Upsilon(2), \ldots, \Upsilon(\beth))$ are the permutation of $(\phi=1,2, \ldots, \beth), \quad$ including $\quad \boldsymbol{R}_{\Upsilon(\phi-1)}^{\gamma} \geq \mathfrak{R}_{\Upsilon(\phi)}^{\gamma} \forall \phi=1,2$, ..., ユ.

Thus, the following theorem is obtained using Aczel-Alsina operations on SFNs.

Theorem 6. Let $\mathfrak{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ be an accumulation of SFNs. SFAAOWA operator is a mapping SFAAOWA: $\left(L^{*}\right)^{\beth} \longrightarrow L^{*}$ with the corresponding vector $\xi^{\zeta}=\left(\xi_{1}^{\zeta}, \xi_{2}^{\zeta}\right.$, $\left.\ldots, \xi_{\beth}^{\zeta}\right)^{T}$ such that $\xi_{\phi}^{\zeta}>0$, and $\sum_{\phi=1}^{\beth} \xi_{\phi}^{\zeta}=1$. Then,
$\operatorname{SFAAOWA}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\beth}^{\gamma}\right)=\underset{\phi=1}{\boldsymbol{\beth}}\left(\xi_{\phi}^{\zeta} \boldsymbol{R}_{\phi}^{\gamma}\right)$
where $(\Upsilon(1), \Upsilon(2), \ldots, \Upsilon(\beth))$ are the permutation of $(\phi=1,2, \ldots, \beth), \quad$ including $\quad \mathfrak{R}_{\gamma(\phi-1)}^{\gamma} \geq \mathfrak{R}_{\gamma(\phi)}^{\gamma} \forall \phi=1,2$, $\ldots$, ..

Proof. Same as Theorem 2.
By applying the SFAAOWA operator, we can illustrate the following features efficiently.

Theorem 7. If all $\mathfrak{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ are equal, that is, $\boldsymbol{R}_{\phi}^{\gamma}=\boldsymbol{R}^{\gamma} \forall \phi$, then

$$
\begin{equation*}
\operatorname{SFAAOWA}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\beth}^{\gamma}\right)=\boldsymbol{R}^{\gamma} \tag{27}
\end{equation*}
$$

Proof. Same as Theorem 3.
Theorem 8. Let $\boldsymbol{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ be an accumulation of SFNs. Let $\boldsymbol{R}^{\gamma^{-}}=\min \left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\square}^{\gamma}\right)$ and $\boldsymbol{R}^{\gamma^{+}}=\min \left(\boldsymbol{R}_{1}^{\gamma}\right.$, $\left.\boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{-}^{\gamma}\right)$. Then,

$$
\begin{equation*}
\boldsymbol{R}^{\gamma^{-}} \leq \operatorname{SFAAOWA}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\square}^{\gamma}\right) \leq \boldsymbol{R}^{\gamma^{+}} . \tag{28}
\end{equation*}
$$

Proof. Same as Theorem 4.
Theorem 9. Let $\mathfrak{R}_{\phi}^{\gamma}$ and $\mathfrak{R}_{\phi}^{\gamma^{\prime}}$ be two sets of SFNs, if $\boldsymbol{R}_{\phi}^{\gamma} \leq \boldsymbol{R}_{\phi}^{\gamma^{\prime}} \forall \phi$, then

$$
\begin{equation*}
\operatorname{SFAAOWA}\left(\boldsymbol{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\square}^{\gamma}\right) \leq \operatorname{SFAAOWA}\left(\mathfrak{R}_{1}^{\gamma^{\prime}}, \boldsymbol{R}_{2}^{\gamma^{\prime}}, \ldots, \mathfrak{R}_{\square}^{\gamma^{\prime}}\right) . \tag{29}
\end{equation*}
$$

It is self-evident that the SFAAWA operator weights only the SFNs, and that the SFAAOWA operator weights only the SFN's ordered locations. Following that, weights are used to indicate various elements of the SFAAWA and SFAAOWA operators. Nonetheless, both one and the other operators consider only one of these. To address this shortcoming, we will also demonstrate the "spherical fuzzy Aczel-Alsina hybrid averaging (SFAAHA) operator," which weights all of the given SFN and their appropriate ordered position.

Definition 11. Let $\boldsymbol{R}_{\phi}^{\gamma}$ be an accumulation of SFNs. SFAAHA operator is a mapping SFAAHA: $\left(L^{*}\right)^{\beth} \longrightarrow L^{*}$, s.t.

$$
\begin{equation*}
\operatorname{SFAAOWA}\left(\boldsymbol{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\beth}^{\gamma}\right)=\underset{\phi=1}{\underset{ }{\beth}}\left(\xi_{\phi}^{\zeta} \boldsymbol{R}_{\Upsilon(\phi)}^{\ddot{\gamma}}\right)=\xi_{1}^{\zeta} \boldsymbol{R}_{\Upsilon(1)}^{\ddot{\gamma}} \oplus \xi_{2}^{\zeta} \boldsymbol{R}_{\Upsilon(2)}^{\ddot{\gamma}} \oplus, \ldots, \oplus \xi_{\beth}^{\zeta} \boldsymbol{R}_{\Upsilon(\beth)}^{\ddot{\gamma}}, \tag{30}
\end{equation*}
$$

where $\xi^{\zeta}=\left(\xi_{1}^{\zeta}, \xi_{2}^{\zeta}, \ldots, \xi_{\beth}^{\zeta}\right)^{T}$ is the weighting vector associated with the SFAAHA operator, with $\xi_{\phi}^{\zeta} \in[0,1]$ and $\sum_{\phi=1}^{\beth} \xi_{\phi}^{\zeta}=1 ; \ddot{\mathfrak{R}}_{\phi}^{\gamma}=\beth \delta_{\phi} \boldsymbol{R}_{\phi}^{\gamma}, \phi=1,2, \ldots, \beth$,
$\left(\boldsymbol{R}_{Y(1)}^{\ddot{\gamma}}, \boldsymbol{R}_{Y(2)}^{\ddot{\gamma}}, \ldots, \boldsymbol{R}_{Y(\beth)}^{\ddot{\gamma}}\right)$ is any permutation of a collection of the weighted SFNs $\left(\ddot{R}_{1}^{\gamma}, \ddot{\mathfrak{R}}_{2}^{\gamma}, \ldots \ddot{R}_{\square}^{\gamma}\right)$, s.t. $\mathfrak{R}_{Y(\phi-1)}^{\gamma} \geq \mathfrak{R}_{Y(\phi)}^{\ddot{\gamma}} \cdot \delta=\left(\delta_{1}, \delta_{2}, \ldots \delta_{\beth}\right)^{T}$ is the weight vector
of $\mathfrak{R}_{\phi}^{\gamma}$, with $\delta_{\phi} \in[0,1]$ and $\sum_{\phi=1}^{\beth} \delta_{\phi}=1$, and $\beth$ is the balancing coefficient, which plays a role of balance.

Theorem 10. Let $\mathfrak{R}_{\phi}^{\gamma}$ be the collection of SFNs. Their aggregated value by SFAAHA operator is still an SFN, and
$\operatorname{SFAAHA}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\beth}^{\gamma}\right)=\underset{\phi=1}{\beth}\left(\xi_{\phi}^{\zeta} \boldsymbol{R}_{\phi}^{\gamma}\right)$

Proof. Same as Theorem 2.
Proof. (1) Let $\xi^{\zeta}=(1 / \beth, 1 / \beth, \ldots, 1 / \beth)^{T}$. Then,
Theorem 11. The SFAAWA and SFAAOWA operators are special cases of the SFAAHA operator.

$$
\begin{align*}
& \operatorname{SFAAHA}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\beth}^{\gamma}\right)=\xi_{1}^{\zeta} \boldsymbol{R}_{\beth(1)}^{\dot{j}} \oplus \xi_{2}^{\zeta} \boldsymbol{R}_{\beth(2)}^{\dot{\gamma}} \oplus \cdots \oplus \xi_{\beth}^{\zeta} \boldsymbol{R}_{\beth(\beth)}^{\dot{\gamma}}, \\
& =\frac{1}{\beth}\left(\boldsymbol{R}_{\beth(1)}^{\dot{j}} \oplus \boldsymbol{R}_{\beth(2)}^{\dot{j}} \oplus \cdots \oplus \boldsymbol{R}_{\beth(\beth)}^{\dot{j}}\right),  \tag{32}\\
& =\xi_{1}^{\zeta} \boldsymbol{R}_{1}^{\gamma} \oplus \xi_{2}^{\zeta} \boldsymbol{R}_{2}^{\gamma} \oplus \cdots \oplus \xi_{\beth}^{\zeta} \boldsymbol{R}_{\beth}^{\gamma}, \\
& =\operatorname{SFAAWA}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\beth}^{\gamma}\right) .
\end{align*}
$$

(2) Let $\xi^{\zeta}=(1 / \beth, 1 / \beth, \ldots, 1 / \beth)^{T}$. Then, $\boldsymbol{R}_{\phi}^{\gamma}=\boldsymbol{R}_{\phi}^{\gamma}$ and

$$
\begin{align*}
& \text { IFAAHA }_{\xi^{\zeta}, \xi^{\zeta}}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\beth}^{\gamma}\right)=\xi_{1}^{\zeta} \boldsymbol{R}_{\beth(1)}^{j} \oplus \xi_{2}^{\zeta} \boldsymbol{R}_{\beth(2)}^{j} \oplus \cdots \oplus \xi_{\beth}^{\zeta} \boldsymbol{R}_{\beth(\beth)}^{j}, \\
& \xi_{1}^{\zeta} \boldsymbol{R}_{\beth(1)}^{\dot{j}} \oplus \xi_{2}^{\zeta} \boldsymbol{R}_{\beth(2)}^{\dot{j}} \oplus \cdots \oplus \xi_{\beth}^{\zeta} \boldsymbol{R}_{\beth \beth(\beth)}^{\gamma},  \tag{33}\\
& \operatorname{SFAAOWA}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\beth}^{\gamma}\right) \text {. }
\end{align*}
$$

### 4.2. Spherical Fuzzy Aczel-Alsina Geometric AOs

Definition 12. Let $\mathfrak{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ be an accumulation of SFNs and $\xi^{\zeta}=\left(\xi_{1}^{\zeta}, \xi_{2}^{\zeta}, \ldots, \xi_{\beth}^{\zeta}\right)^{T}$ be the weight vector (WV) of $\boldsymbol{R}_{\phi}^{\gamma}$, with $\xi_{\phi}^{\zeta}>0$ and $\sum_{\phi=1}^{\beth} \xi_{\phi}^{\zeta}=1$. Then, "spherical fuzzy Aczel-Alsina weighted geometric (SFAAWG) operator" is a mapping SFAAWG: $\left(L^{*}\right)^{\beth} \longrightarrow L^{*}$, where

Thus, the following theorem is obtained using Aczel-Alsina operations on SFNs.

Theorem 12. Let $\boldsymbol{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{p}}\right)$ be an accumulation of SFNs, then aggregated value of them utilizing the SFAAWG operation is also an SFNs, and
$\operatorname{SFAAWG}\left(\mathfrak{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\sqsupset}^{\gamma}\right)=\underset{\phi=1}{\beth}\left(\xi_{\phi}^{\zeta} \boldsymbol{R}_{\phi}^{\gamma}\right)$,
where $\xi^{\zeta}=\left(\xi_{1}^{\zeta}, \xi_{2}^{\zeta}, \ldots, \xi_{\beth}^{\zeta}\right)^{T}$ be the $W V$ of $\mathfrak{R}_{\phi}^{\gamma}$ s．t $\xi_{\phi}^{\zeta}>0$ and $\sum_{\phi=1}^{\sqsupset} \xi_{\phi}^{\zeta}=1$ ．

Proof．We can derive Theorem 12 in the following way using the mathematical induction technique．

For $\beth=2$ ，depend on Aczel－Alsina operations of SFNs， we obtain the following equation：

Based on Aczel－Alsina operations of SFNs，we obtain the following equation：

Thus，it is true for $コ=2$ ．

Consider equation（4．15）is true for $コ=k$ ，then we have the following equation：

$$
\begin{align*}
& \operatorname{SFAAWG}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\beth}^{\gamma}\right) \\
& =\left\langle\sqrt{\left.e^{-\left(\sum_{\phi=1}^{k} \xi_{\phi}^{\xi}\left(-\log \kappa_{\mathfrak{M}_{\phi}^{2}}^{2}\right)^{N}\right)^{1 / N}}, \sqrt{1-e^{-\left(\sum_{\phi=1}^{k} \xi_{\phi}^{\xi}\left(-\log \left(1-v_{\mathfrak{N}_{\phi}^{\gamma}}\right)^{N}\right)^{1 / N}\right)}}, \sqrt{1-e^{-\left(\sum_{\phi=1}^{k} \xi_{\phi}^{\xi}\left(-\log \left(1-\tau_{\Re_{\phi}^{\gamma}}\right)^{N}\right)^{1 / N}\right)}}\right\rangle, ~}\right. \tag{38}
\end{align*}
$$

we will prove that equation（4．15）holds for $コ=k+1$ ．
$\operatorname{SFAAWG}\left(\boldsymbol{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{k}^{\gamma}, \boldsymbol{R}_{k+1}^{\gamma}\right)=\stackrel{k}{\oplus}\left(\xi_{\phi}^{\zeta} \mathfrak{R}_{\phi}^{\gamma}\right) \oplus\left(\xi_{k+1}^{\zeta} \mathfrak{R}_{k+1}^{\gamma}\right)$

As a result, we can conclude that equation (4.15) stands true for any $\beth$.

By applying the SFAAWG operator, we can illustrate the following features efficiently.

$$
\begin{equation*}
\operatorname{SFAAWG}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\square}^{\gamma}\right)=\boldsymbol{R}^{\gamma} \tag{39}
\end{equation*}
$$

Proof. Given that $\Re_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$, by equation (4.15) we get the following equation:
Theorem 13. If all $\mathfrak{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ are equal, that is, $\mathfrak{R}_{\phi}^{\gamma}=\mathfrak{R}^{\gamma} \forall \phi$, then


$$
\begin{align*}
& =\left\langle\sqrt{e^{-\left(\left(-\log \left(k_{\Re \gamma \gamma}^{2}\right)^{\mathbb{N}}\right)^{1 / \mathcal{N}}\right)}}, \sqrt{1-e^{-\left(\left(-\log \left(1-v_{\Re \gamma}^{2}\right)\right)^{\mathbb{N}}\right)^{1 / \mathbb{N}}}}, \sqrt{\left.1-e^{-\left(\left(-\log \left(1-\tau_{\Re \gamma}^{2}\right)\right)^{\mathbb{N}}\right)^{\frac{1}{\aleph}}}\right\rangle,}\right. \\
& =\left\langle\sqrt{e^{\log k_{\Re v y}^{2}}} \sqrt{1-e^{\log \left(1-v_{\Re v}^{2}\right)}}, \sqrt{1-e^{\log \left(1-\tau_{\Re p}^{2}\right)}}\right\rangle, \\
& =\left(\sqrt{\kappa_{\mathfrak{R}^{\prime}}^{2}}, \sqrt{v_{\mathfrak{R}^{\gamma}}^{2}}, \sqrt{\tau_{\mathfrak{R}^{\gamma}}^{2}}\right)=\boldsymbol{R}^{\gamma} . \tag{41}
\end{align*}
$$

Theorem 14. Let $\mathfrak{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ be an accumulation of SFNs.Let $\mathfrak{R}^{\gamma^{-}}=\min \left(\mathfrak{R}_{1}^{\gamma^{\phi}}, \mathfrak{R}_{2}^{\gamma^{\phi}}, \ldots, \boldsymbol{R}_{\beth}^{\gamma}\right)$ and $\boldsymbol{R}^{\gamma^{+}}=\max$ $\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\square}^{\gamma}\right)$. Then,

$$
\begin{equation*}
\boldsymbol{R}^{\gamma^{-}} \leq \operatorname{SFAAWG}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\square}^{\gamma}\right) \leq \boldsymbol{R}^{\gamma^{+}} \tag{42}
\end{equation*}
$$

Proof. Let $\boldsymbol{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}^{\gamma}}\right)$ be an accumulation of SFNs. Let $\mathfrak{R}^{\gamma^{-}}=\min \left(\boldsymbol{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\square}^{\gamma}\right)=\left(\kappa_{\mathfrak{R}^{\gamma}}^{-}, v_{\mathfrak{R}^{\gamma}}^{-}, \tau_{\mathfrak{R}^{\gamma}}^{-}\right) \quad$ and $\mathfrak{R}^{\gamma^{+}}=\max \left(\mathfrak{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\beth}^{\gamma}\right)=\left(\kappa_{\mathfrak{R}^{\gamma}}^{+}, v_{\mathfrak{R}^{\gamma}}^{+}, \tau_{\mathfrak{R}^{\gamma}}^{+}\right)$. We have,
$\kappa_{\mathfrak{R}^{\gamma}}^{-}=\min _{\phi}\left\{\kappa_{\mathfrak{R}_{\phi}^{\gamma}}\right\}, v_{\mathfrak{R}^{\gamma}}^{-}=\max _{\phi}\left\{v_{\mathfrak{R}_{\phi}^{\gamma}}\right\}, \quad \tau_{\mathfrak{R}^{\gamma}}^{-}=\max _{\phi}\left\{\tau_{\mathfrak{R}_{\phi}^{\gamma}}\right\}$,
$\kappa_{\mathfrak{R}^{\gamma}}^{+}=\max _{\phi}\left\{\kappa_{\mathfrak{R}_{\phi}^{\gamma}}\right\}, v_{\mathfrak{R}^{\gamma}}^{+}=\min _{\phi}\left\{v_{\mathfrak{R}_{\phi}^{\gamma}}\right\}$, and $\tau_{\mathfrak{R}^{y}}^{+}=\min _{\phi}\left\{\tau_{\mathfrak{R}_{\phi}^{\gamma}}\right\}$
Hence, here, we have the subsequent inequalities,

$$
\begin{align*}
& \sqrt{1-e^{-\left(\sum_{\phi=1}^{\beth} \xi_{\phi}^{\zeta}\left(-\log \left(1-v_{\mathfrak{R} \gamma^{-}}^{2}\right)^{\mathcal{N}}\right)^{1 / \mathcal{N}}\right)}} \leq \sqrt{1-e^{-\left(\sum_{\phi=1}^{\beth} \xi_{\phi}^{\zeta}\left(-\log \left(1-v_{\mathfrak{R} \gamma^{\phi}}^{2}\right)^{N}\right)^{1 / \mathcal{N}}\right)}} \leq \sqrt{1-e^{-\left(\sum_{\phi=1}^{\beth} \xi_{\phi}^{\zeta}\left(-\log \left(1-v_{\mathfrak{R} \gamma^{+}}^{2}\right)^{\mathcal{N}}\right)^{1 / \mathcal{N}}\right)},}  \tag{43}\\
& \sqrt{1-e^{-\left(\sum_{\phi=1}^{\beth} \xi_{\phi}^{\zeta}\left(-\log \left(1-\tau_{\mathfrak{R} \gamma^{-}}^{2}\right)^{\mathcal{N}}\right)^{1 / \mathcal{N}}\right)}} \leq \sqrt{1-e^{-\left(\sum_{\phi=1}^{\beth} \xi_{\phi}^{\zeta}\left(-\log \left(1-\tau_{\mathfrak{R} \gamma^{\phi}}^{2}\right)^{\mathcal{N}}\right)^{1 / \mathcal{N}}\right)} \leq \sqrt{\left.\left.\left.1-e^{-\left(\sum _ { \phi = 1 } ^ { 2 } \xi _ { \phi } ^ { \zeta } \left(-\log \left(1-\tau_{\mathfrak{R}}{ }^{2}\right.\right.\right.}\right)^{\mathcal{N}}\right)^{1 / \mathcal{N}}\right)} .} \tag{44}
\end{align*}
$$

Therefore,
$\boldsymbol{R}^{\gamma^{-}} \leq \operatorname{SFAAWG}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\square}^{\gamma}\right) \leq \boldsymbol{R}^{\gamma^{+}}$
Theorem 15. Let $\mathfrak{R}_{\phi}^{\gamma}$ and $\mathfrak{R}_{\phi}^{\gamma^{\prime}}$ be two sets of SFNs, if $\mathfrak{R}_{\phi}^{\gamma} \leq \boldsymbol{R}_{\phi}^{\gamma} \forall \phi$, then
$\operatorname{SFAAWG}\left(\boldsymbol{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\square}^{\gamma}\right) \leq \operatorname{SFAAWG}\left(\boldsymbol{R}_{1}^{\gamma^{\prime}}, \boldsymbol{R}_{2}^{\gamma^{\prime}}, \ldots, \boldsymbol{R}_{\square}^{\gamma^{\prime}}\right)$,

Now, we present "spherical fuzzy Aczel-Alsina ordered weighted geometric (SFAAOWG) operator."

Definition 13. Let $\mathfrak{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ be an accumulation of SFNs. SFAAOWG operator is a mapping SFAAOWG: $\left(L^{*}\right)^{\beth} \longrightarrow L^{*}$ with the corresponding WV $\xi^{\zeta}=\left(\xi_{1}^{\zeta} \xi_{2}^{\zeta}\right.$, $\left.\ldots, \xi_{\beth}^{\zeta}\right)^{T}$ such that $\xi_{\phi}^{\zeta}>0$ and $\sum_{\phi=1}^{\beth} \xi_{\phi}^{\zeta}=1$, as follows:
where $(\Upsilon(1), \Upsilon(2), \ldots, \Upsilon(\beth))$ are the permutation of $(\phi=1,2, \ldots, \beth), \quad$ including $\quad \boldsymbol{R}_{\Upsilon(\phi-1)}^{\gamma} \geq \mathfrak{R}_{\Upsilon(\phi)}^{\gamma} \forall \phi=1,2$, ..., ユ.

Thus, the following theorem is obtained using Aczel-Alsina operations on SFNs.

Theorem 16. Let $\mathfrak{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ be an accumulation of SFNs. SFAAOWG operator is a mapping SFAAOWG: $\left(L^{*}\right)^{\beth} \longrightarrow L^{*}$ with the corresponding vector $\xi^{\zeta}=\left(\xi_{1}^{\zeta}>0\right.$, $\left.\xi_{2}^{\zeta}>0, \ldots, \xi_{\beth}^{\zeta}\right)^{T}$ such that $\xi_{\phi}^{\zeta}>0$ and $\sum_{\phi=1}^{\beth} \xi_{\phi}^{\zeta}=1$. Then,

$$
\begin{aligned}
& \operatorname{SFAAOWG}\left(\mathfrak{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\beth}^{\gamma}\right)=\underset{\phi=1}{\mathcal{Z}}\left(\mathfrak{R}_{\phi}^{\gamma^{\gamma^{\zeta}}}\right) \text {, }
\end{aligned}
$$

where $(\Upsilon(1), \Upsilon(2), \ldots, \Upsilon(\beth))$ are the permutation of $(\phi=1,2, \ldots, \beth), \quad$ including $\quad \boldsymbol{R}_{\gamma(\phi-1)}^{\gamma} \geq \mathfrak{R}_{\gamma(\phi)}^{\gamma} \forall \phi=1,2$, ..., ユ.

Proof. Same as Theorem 12.
By applying the SFAAOWG operator, we can illustrate the following features efficiently.

Theorem 17. If all $\mathfrak{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ are equal, that is, $\boldsymbol{R}_{\phi}^{\gamma}=\mathfrak{R}^{\gamma} \forall \phi$, then

$$
\begin{equation*}
\operatorname{SFAAOWG}\left(\mathfrak{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\square}^{\gamma}\right)=\mathfrak{R}^{\gamma} \tag{48}
\end{equation*}
$$

Proof. Same as Theorem 13.
Theorem 18. Let $\boldsymbol{R}_{\phi}^{\gamma}=\left(\kappa_{\mathfrak{R}_{\phi}^{\gamma}}, v_{\mathfrak{R}_{\phi}^{\gamma}}, \tau_{\mathfrak{R}_{\phi}^{\gamma}}\right)$ be an accumulation of SFNs. Let

$$
\mathfrak{R}^{\gamma^{-}}=\min \left(\mathfrak{R}_{1,}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{-}^{\gamma}\right)
$$

$\mathfrak{R}^{\gamma^{+}}=\max \left(\mathfrak{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\square}^{\gamma}\right)$. Then,

$$
\begin{equation*}
\boldsymbol{R}^{\gamma^{-}} \leq \operatorname{SFAAOWG}\left(\boldsymbol{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \boldsymbol{R}_{\square}^{\gamma}\right) \leq \mathfrak{R}^{\gamma^{+}} \tag{49}
\end{equation*}
$$

## Proof. Same as Theorem 14.

Theorem 19. Let $\mathfrak{R}_{\phi}^{\gamma}$ and $\mathfrak{R}_{\phi}^{\gamma^{\prime}}$ be two sets of SFNs, if $\boldsymbol{R}_{\phi}^{\gamma} \leq \boldsymbol{R}_{\phi}^{\gamma^{\prime}} \forall \phi$, then
$\operatorname{SFAAOWG}\left(\mathfrak{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\square}^{\gamma}\right) \leq \operatorname{SFAAOWG}\left(\mathfrak{R}_{1}^{\gamma^{\prime}}, \mathfrak{R}_{2}^{\gamma^{\prime}}, \ldots, \mathfrak{R}_{\square}^{\gamma^{\prime}}\right)$.

It is self-evident that the SFAAWG operator weights only the SFNs, and that the SFAAOWG operator weights only the

SFN's ordered locations. Following that, weights are used to indicate various elements of the SFAAWG and SFAAOWG operators. Nonetheless, both one and the other operators consider only one of these. To address this shortcoming, we will also demonstrate the "spherical fuzzy Aczel-Alsina hybrid geometric (SFAAHG) operator," which weights all of the given SFN and their appropriate ordered position.

Definition 14. Let $\boldsymbol{R}_{\phi}^{\gamma}$ be an accumulation of SFNs. SFAAHG operator is a mapping SFAAHG: $\left(L^{*}\right)^{\beth} \longrightarrow L^{*}$, s.t.

$$
\begin{align*}
\operatorname{SFAAHG}\left(\mathfrak{R}_{1}^{\gamma}, \mathfrak{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{-}^{\gamma}\right) & =\underset{\phi=1}{\beth}\left(\mathfrak{R} \gamma_{Y(\phi)}^{\ddot{\xi}_{\phi}^{\zeta}}\right) \\
& =\xi_{1}^{\zeta} \boldsymbol{R}_{Y(1)}^{\ddot{\gamma}} \oplus \xi_{2}^{\zeta} \boldsymbol{R}_{\Upsilon(2)}^{\ddot{\gamma}} \oplus, \ldots, \oplus \xi_{\beth}^{\zeta} \mathfrak{R}_{\Upsilon(\beth)}^{\ddot{\gamma}} \tag{51}
\end{align*}
$$

where $\xi^{\zeta}=\left(\xi_{1}^{\zeta}, \xi_{1}^{\zeta}, \ldots, \xi_{\beth}^{\zeta}\right)^{T}$ is the weighting vector associated with the SFAAHG operator, with $\xi_{\phi}^{\zeta} \in[0,1]$ and $\sum_{\phi=1}^{\sqsupset} \xi_{\phi}^{\zeta}=1 ; \ddot{R}_{\phi}^{\gamma}=\beth \delta_{\phi} \boldsymbol{R}_{\phi}^{\gamma}, \phi=1,2, \ldots, \beth,\left(\boldsymbol{R}_{\Upsilon(1)}^{\ddot{\gamma}}, \boldsymbol{R}_{\Upsilon(2)}^{\ddot{\gamma}}\right.$, $\left.\ldots, \mathfrak{R}_{\Upsilon(\beth)}^{\ddot{r}}\right)$ is any permutation of a collection of the weighted SFNs $\left(\ddot{\mathfrak{R}}_{1}^{\gamma}, \ddot{\boldsymbol{R}}_{2}^{\gamma}, \ldots \ddot{\boldsymbol{R}}_{\beth}^{\gamma}\right)$, s.t. $\boldsymbol{R}_{y(\phi-1)}^{\gamma} \geq \boldsymbol{\mathfrak { R }}_{y_{(\phi)}}^{\ddot{\gamma}}$. $\delta=\left(\delta_{1}, \delta_{2}, \ldots \delta_{工}\right)^{T}$ is the weight vector of $\mathfrak{R}_{\phi}^{\gamma}$, with $\delta_{\phi} \in[0,1]$ and $\sum_{\phi=1}^{\beth} \delta_{\phi}=1$, and $\beth$ is the balancing coefficient, which plays a role of balance.

Theorem 20. Let $\mathfrak{R}_{\phi}^{\gamma}$ be the collection of SFNs. Their aggregated value by SFAAHG operator is still an SFN, and

$$
\begin{align*}
& \operatorname{SFAAHG}\left(\mathfrak{R}_{1}^{\gamma}, \boldsymbol{R}_{2}^{\gamma}, \ldots, \mathfrak{R}_{\beth}^{\gamma}\right)=\underset{\phi=1}{\stackrel{\rightharpoonup}{\otimes}}\left(\mathfrak{R}_{\phi}^{\gamma^{\gamma^{\varphi}}}\right) \text {, } \tag{52}
\end{align*}
$$

Proof. Same as Theorem 12.
Theorem 21. The SFAAWG and SFAAOWG operators are special cases of the SFAAHG operator.

## 5. MCDM Approach Based on Proposed Aczel-Alsina AOs

With the assistance of suggested AOs, we investigate MCDM problems. Consider the set of possible alternatives $\Lambda^{\delta}=\left\{\Lambda_{1}^{\delta}, \Lambda_{2}^{\delta}, \ldots, \Lambda_{m}^{\delta}\right\}$ and $\beth^{\mathcal{\perp}}=\left\{\beth_{1}^{\beth}, \beth_{2}^{\beth}, \ldots, \beth_{n}^{\perp}\right\}$ is the collection of criterion. DMs gave their opinion matrix $D=\left(\mathscr{P}_{i j}\right)_{m \times n}$, where $\mathscr{P}_{i j}$ is given for the alternatives $\Lambda_{i}^{\delta} \in \Lambda^{\delta}$ with respect to the criteria $\beth_{j}^{\beth} \in \beth^{\beth}$ in the form of SFNs. SFN decision matrix denoted by $D=\left(\mathscr{P}_{i j}\right)_{m \times n}$. The
proposed operators will be applied to the MCDM, which will include the points listed in Algorithm 1.

## 6. Numerical Example

This section provides an illustration of how to apply the proposed strategy to the land selection for agriculture purpose.
6.1. Explanation of the Problem. Due to the COVID-19 pandemic's consequences, the E-commerce phenomenon is accelerating, having a huge influence on global supply chains. Thus, logistics management tasks have been elevated in importance in practically every organization that transports physical commodities. There are several methods for

Step 1: acquire the declaration matrix $D=\left(\mathscr{P}_{i j}\right)_{m \times n}$ in the format of SFNs from the DM.
Step 2: the declaration matrix's attributes are classified into two types, such as the cost form parameter ( $\tau_{c}$ ) and the benefit form parameter $\left(\tau_{b}\right)$. If all parameters are of the same form, no normalization is required. However, because the MCDM contains parameters of multiple forms, the $D$ matrix has been converted to a normalization matrix using the normalization formula, $Y\left(\breve{F}_{i j}\right)$.
$\breve{\mathrm{F}}_{i j}= \begin{cases}\mathscr{P}_{i j}^{c} ; & j \in \tau_{c}, \\ \mathscr{P}_{i j} ; & j \in \tau_{b} .\end{cases}$
where $\mathscr{P}_{i j}^{c}$ show the compliment of $\mathscr{P}_{i j}$.
Step 3: using one of the proposed operators to evaluate combined evaluations of the alternatives. One can use geometric operators also instead of averaging operators.
$\breve{\mathrm{F}}_{i}=\operatorname{SFAAWA}\left(\breve{\mathrm{F}}_{i 1}, \breve{F}_{i 2}, \ldots, \breve{\mathrm{~F}}_{\text {in }}\right)$,
$\breve{F}_{i}=\operatorname{SFAAOWA}\left(\breve{F}_{i 1}, \breve{F}_{i 2}, \ldots, \breve{F}_{\text {in }}\right)$,
or $\breve{\mathrm{F}}_{i}=\operatorname{SFAAHA}\left(\breve{\mathrm{F}}_{i 1}, \breve{\mathrm{~F}}_{i 2}, \ldots, \breve{\mathrm{~F}}_{\text {in }}\right)$.
Step 4: calculate the combined score for all alternative assessments.
Step 5: alternatives are ranked first by their scoring function, and the best one can be chosen.

Algorithm 1: A decision making process based on SFAAWA, SFAAOWA, SFAAHA, is proposed in Algorithm 1.
businesses to acquire a comparative edge via the out scoured of logistics management processes in today's diversified and incredibly quickly world. Exporters, distributors, and businesses with distribution networks have all demonstrated that turning to third-party logistics (3PL) providers benefits them. 3PL is a term that refers to the process through which a company outsources its warehouse and transportation activities. A 3PL organization can provide stock control, crossdocking, the door of the house distribution, and packaging material. The market for third-party logistics services has accelerated its expansion as a result of the E-commerce boom and expanded reverse logistics activities. The E-commerce trend includes faster, more dependable delivery, increased inventory turnover, and goods staged in forwarding sites near clients. There has been a large surge of 3PL firms offering a range of services to assist in maintaining this very sophisticated supply chain. 3PLs are frequently requested for assistance with E-commerce fulfilment, warehousing, and delivery facilities, and 3PLs invest in technology for both client service and internal usage. Due to the current worldwide problem, the COVID-19 pandemic, the function of E-commerce has been enhanced and expedited.

Due to the features of multidimensional decisionmaking difficulties, 3PL selection may well be considered a complex MCDM challenge, given the presence of statistical, interpersonal, and numerous factors in the natural deci-sion-making phase. Given the critical nature of sustainable third-party logistics providers, there is a dearth of studies on the 3PL selection challenge in emerging economies. The 3PL sector is growing at a breakneck pace due to the rise of the e-commerce sector. Indeed, the requirement for 3PL services is projected to grow as brands and distributors seek to focus exclusively on their core industries. As a result, they frequently outsource logistical services. In a nutshell, analyzing and choosing optimum third-party logistics providers is a critical component of any business's longterm goals.

Consider a corporation that is looking for the best 3PL provider. Following prescreening, five 3PLs have been
identified for further consideration $\Lambda_{\eta}^{\delta}(\eta=1,2, \ldots, 5)$. You must choose between the following four characteristics: (1) $\beth_{1}^{3}=$ financial stability, (2) $\beth_{2}^{1}=$ reliability and delivery time, (3) $\beth_{3}^{\beth}=$ reputation, and (4) $\beth_{4}^{\beth}=$ green operation. The DM distributes the attribute weight in the following way: $\xi^{\zeta}=(0.20,0.30,0.25,0.25)^{T}$. Table 1 evaluates the five candidates $\Lambda_{\eta}^{\delta}(\eta=1,2, \ldots, 5)$.
6.2. Proposed Method Based on SFAA WA Operator. To select the best agriculture land $\Lambda^{\delta} \eta(\eta=1,2, \ldots, v)$, we utilize the SFAAWA operator to construct an MCDM premise with SF information, which is usually evaluated as follows:

Step 1: declaration matrix $D=\left(\mathscr{P}_{i j}\right)_{m \times n}$ in the format of SFNs from the DM given in Table 1.
Step 2: there is no cost type attributes in the four characteristics: (1) $\beth_{1}^{1}=$ financial stability, (2) $\beth_{2}^{1}$ $=$ reliability and delivery time, (3) $\beth_{3}^{3}=$ reputation, and (4) $\beth_{4}^{3}=$ green operation. So, there is no need of normalization in Table 1.
Step 3: consider that $\aleph=4$. We take the SFAAWA operator to calculate the alternative values $K_{\eta}$ of five applicants $\quad \Lambda_{\eta}^{\delta}(\eta=1,2, \ldots, 5), \breve{\mathrm{F}}_{1}=(0.23595,0.0331817$, $0.0329636), \breve{F}_{2}=(0.27865,0.214317,0.234073) \breve{F}_{3}=$ ( $0.308017,0.19699,0.300857), \quad \breve{F}_{4}=(0.352767$, $0.189726,0.152533)$, and $\breve{F}_{5}=(0.23513,0.181907$, 0.237248 ).

Step 4: evaluate the score functions $S\left(\breve{F}_{\eta}\right)(\eta=1,2$, $\ldots, 5)$ of the SFNs $\breve{F}_{\eta}(\eta=1,2, \ldots, 5)$ as $S\left(\breve{F}_{1}\right)=$ $0.0412034, S\left(\breve{F}_{2}\right)=0.00159675, \quad S\left(\breve{F}_{3}\right)=-0.0107371$, $S\left(\breve{F}_{4}\right)=0.0387103$, and $S\left(\breve{F}_{5}\right)=-0.00305816$.
Step 5: classify all five candidates according to the value of the SFN's score functions as $\Lambda_{1}^{\delta}>\Lambda_{4}^{\delta}>$ $\Lambda_{2}^{\delta}>\Lambda_{5}^{\delta}>\Lambda_{3}^{\delta} . \Lambda_{5}^{\delta}$ is chosen as the most suitable agriculture land.

Table 1: Spherical fuzzy decision matrix.

|  | $\beth_{1}^{3}$ | $\beth_{2}^{1}$ | $コ_{3}^{1}$ | $\beth_{4}^{1}$ |
| :--- | :---: | :---: | :---: | :---: |
| $\Lambda_{\delta}^{\delta}$ | $(0.173,0.144,0.108)$ | $(0.243,0.050,0.203)$ | $(0.253,0.011,0.113)$ | $(0.223,0.133,0.009)$ |
| $\Lambda_{2}^{\delta}$ | $(0.333,0.244,0.143)$ | $(0.143,0.223,0.333)$ | $(0.228,0.151,0.418)$ | $(0.233,0.433,0.243)$ |
| $\Lambda_{3}^{\delta}$ | $(0.368,0.263,0.273)$ | $(0.133,0.208,0.543)$ | $(0.233,0.150,0.218)$ | $(0.263,0.223,0.431)$ |
| $\Lambda_{4}^{\delta}$ | $(0.218,0.463,0.133)$ | $(0.248,0.413,0.243)$ | $(0.413,0.150,0.138)$ | $(0.163,0.443,0.133)$ |
| $\Lambda_{5}^{\delta}$ | $(0.141,0.152,0.463)$ | $(0.268,0.456,0.163)$ | $(0.118,0.413,0.258)$ | $(0.213,0.113,0.433)$ |

Table 2: Score functions for different values of $\aleph$.

| $\aleph$ | $S\left(\breve{F}_{1}\right)$ | $S\left(\breve{F}_{2}\right)$ | $S\left(\breve{F}_{3}\right)$ | $S\left(\breve{F}_{4}\right)$ | $S\left(\breve{F}_{5}\right)$ | Ordering |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 0.0412034 | 0.00159675 | -0.0107371 | 0.0387103 | -0.00305816 | $\Lambda_{1}^{\delta}>\Lambda_{4}^{\delta}>\Lambda_{2}^{\delta}>\Lambda_{3}^{\delta}>\Lambda_{5}^{\delta}$ |
| 10 | 0.0508129 | 0.0142563 | 0.00071527 | 0.059049 | 0.0000415248 | $\Lambda_{1}^{\delta}>\Lambda_{4}^{\delta}>\Lambda_{2}^{\delta}>\Lambda_{3}^{\delta}>\Lambda_{5}^{\delta}$ |
| 15 | 0.053227 | 0.020284 | 0.00521721 | 0.0648227 | 0.00229417 | $\Lambda_{1}^{\delta}>\Lambda_{4}^{\delta}>\Lambda_{2}^{\delta}>\Lambda_{3}^{\delta}>\Lambda_{5}^{\delta}$ |
| 20 | 0.0545411 | 0.023817 | 0.00785135 | 0.0678921 | 0.00366547 | $\Lambda_{1}^{\delta}>\Lambda_{4}^{\delta}>\Lambda_{2}^{\delta}>\Lambda_{3}^{\delta}>\Lambda_{5}^{\delta}$ |
| 40 | 0.0568068 | 0.0296565 | 0.0124697 | 0.0727274 | 0.00595754 | $\Lambda_{1}^{\delta}>\Lambda_{4}^{\delta}>\Lambda_{2}^{\delta}>\Lambda_{3}^{\delta}>\Lambda_{5}^{\delta}$ |
| 60 | 0.0576824 | 0.0317262 | 0.0141957 | 0.0744342 | 0.00677951 | $\Lambda_{1}^{\delta}>\Lambda_{4}^{\delta}>\Lambda_{2}^{\delta}>\Lambda_{3}^{\delta}>\Lambda_{5}^{\delta}$ |
| 80 | 0.0581399 | 0.0327826 | 0.0150882 | 0.0753273 | 0.00720298 | $\Lambda_{1}^{\delta}>\Lambda_{4}^{\delta}>\Lambda_{2}^{\delta}>\Lambda_{3}^{\delta}>\Lambda_{5}^{\delta}$ |
| 100 | 0.0584175 | 0.0334233 | 0.0156325 | 0.0758855 | 0.0074612 | $\Lambda_{1}^{\delta}>\Lambda_{4}^{\delta}>\Lambda_{2}^{\delta}>\Lambda_{3}^{\delta}>\Lambda_{5}^{\delta}$ |

Table 3: Comparison of proposed AOs with some exiting operators.

| Authors | AOs | Ranking of alternatives | The optimal alternative |
| :--- | :---: | :---: | :---: |
| Ashraf and Abdullah [59] | SFEWA | $\Lambda_{1}^{\delta}>\Lambda_{2}^{\delta}>\Lambda_{5}^{\delta}>\Lambda_{4}^{\delta}>\Lambda_{3}^{\delta}$ | $\Lambda_{1}^{\delta}$ |
|  | SFEWG | $\Lambda_{1}^{\delta}>\Lambda_{2}^{\delta}>\Lambda_{5}^{\delta}>\Lambda_{3}^{\delta}>\Lambda_{4}^{\delta}$ | $\Lambda_{1}^{\delta}$ |
| Ashraf et al. [49] | LSFWA | $\Lambda_{1}^{\delta}>\Lambda_{4}^{\delta}>\Lambda_{2}^{\delta}>\Lambda_{3}^{\delta}>\Lambda_{5}^{\delta}$ | $\Lambda_{1}^{\delta}$ |
|  | LSFWG | $\Lambda_{1}^{\delta}>\Lambda_{2}^{\delta}>\Lambda_{3}^{\delta}>\Lambda_{4}^{\delta}>\Lambda_{5}^{\delta}$ | $\Lambda_{1}^{\delta}$ |
| Ashraf et al. [41] | SFDWA | $\Lambda_{1}^{\delta}>\Lambda_{4}^{\delta}>\Lambda_{2}^{\delta}>\Lambda_{3}^{\delta}>\Lambda_{5}^{\delta}$ | $\Lambda_{1}^{\delta}$ |
|  | SFDWG | $\Lambda_{1}^{\delta}>\Lambda_{4}^{\delta}>\Lambda_{5}^{\delta}>\Lambda_{2}^{\delta}>\Lambda_{3}^{\delta}$ | $\Lambda_{1}^{\delta}$ |

## 7. Sensitively Analysis

To highlight the influence of different parameter $\aleph$ magnitudes, we use different parameter $\aleph$ inside our discussed methodologies to classify the options. The ordering effects of the options based on the SFAAWA operator are reported in Table 2. It is clear that as the magnitude of $\aleph$ for the SFAAWA operator increases, the score values of the alternatives gradually increase, but the optimum alternative remains constant, implying that the proposed techniques have the property of isotonicity, and the DMs can choose the appropriate value based on their preferences.

Additionally, we can observe that even though the value of $\aleph$ is varied throughout the demonstration, the results produced from the alternatives appear to be consistent, confirming the proposed operator's robustness.

## 8. Comparative Analysis

This section compares proposed AOs to several existing AOs. We equate our findings by solving the data with preexisting AOs and get a comparable optimum solution. This demonstrates the AO's long-term viability and efficacy.

The technique outlined here is more practical and superior to a number of previously published AOs. We validate our optimal solution by running it through numerous current operators. We receive the same optimal decision, demonstrating the validity of our proposed AOs. Comparison of proposed AOs with some exiting operators is given in Table 3.

## 9. Conclusion

The main contribution of the work is outlined as follows:
(1) The aim of this paper is to present a novel idea about the operational laws and the AOs for the aggregation of SFNs. For this we first extended the Aczel-Alsina t -norm and t -conorm to SF contexts, then established and assessed a number of innovative operational principles for SFNs. The fundamental properties of the proposed laws are discussed in detail.
(2) Based on the proposed laws, we define several AOs to aggregate the SF information, namely the "spherical fuzzy Aczel-Alsina weighted averaging (SFAAWA) operator," "spherical fuzzy Aczel-Alsina ordered
weighted averaging (SFAAOWA) operator," "spherical fuzzy Aczel-Alsina hybrid averaging (SFAAHA) operator," "spherical fuzzy Aczel-Alsina weighted geometric (SFAAWG) operator," "spherical fuzzy Aczel-Alsina ordered weighted geometric (SFAAOWG) operator," and "spherical fuzzy Aczel-Alsina hybrid geometric (SFAAHG) operator." The basic axioms of the operators are also satisfied with the proposed work.
(3) The proposed operators have been applied to MCDM approach with SF data, and a numerical model illustrating the decision-making technique has been provided.
(4) To highlight the influence of parameter $\mathcal{K}$ in the decision-making process, we also added the sensitivity analysis. Moreover, we equate our findings by solving the data with preexisting AOs and get a comparable optimum solution. This demonstrates the AO's long-term viability and efficacy.
We will gradually apply the aforementioned operators and techniques to a variety of multiple applications, including network analysis, risk assessment, cognitive science, reinforcement learning, signal processing, and many domains in ambiguous contexts. Furthermore, the current study does not take into account the interrelationships between the pairs of attributes during the aggregation process, which we will do in future projects. Furthermore, we will attempt to develop some more generalized information metrics in order to better realize the information in our everyday lives.
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#### Abstract

The framework of complex T-spherical fuzzy set (CTSFS) deals with unclear and imprecise information with the help of membership degree (MD), abstinence degree (AD), nonmembership degree (NMD), and refusal degree (RD). Due to this characteristic, the CTSFSs can be applied to any phenomenon having the involvement of human opinions. This article aims to familiarize some Hamacher aggregation operators (HAOs) grounded on CTSFSs. To do so, we define some Hamacher operational laws in the environment of CTSFS by using Hamacher t-norm (HTNM) and Hamacher t-conorm (HTCNM). A few numbers of AOs are developed with the help of defined operational laws based on HTNM and HTCNM including the complex T-spherical fuzzy (CTSF), Hamacher weighted averaging (HWA) (CTSFHWA), CTSF Hamacher ordered weighted averaging (CTSFHOWA) operator, CTSF Hamacher hybrid weighted averaging (CTSFHHWA) operator, CTSF Hamacher weighted geometric (CTSFHWG) operator, CTSF Hamacher ordered weighted geometric (CTSFHOWG) operator, and CTSF Hamacher hybrid weighted geometric (CTSFHHWG) operator. Some interesting properties of developed HAOs are investigated and then these HAOs are applied to the multi-attribute decision making (MADM) problem. For the significance of these HAOs, the results obtained from these HAOs are compared with existing aggregation operators (AOs).


## 1. Introduction

The phenomenon of uncertainty and imperfect information has always perturbed mathematicians during the analysis of data. To rectify this problem, many theories have been presented. These theories strive to correct the inaccuracies prevalent in real-life problems. All these theories are composed of certain characteristics. Furthermore, they have their own merits and demerits but among these Zadeh's [1] theory of fuzzy set (FS) has a distinguished place. This theory deals with certain conceptions that are a pivotal part of our
everyday lives, such as decision making, clustering, recognition of patterns, and various fields of computer and engineering. In this remarkable theory, Zadeh presented a concept of FS, which deals with uncertainties by comprehending them in terms of MD, which range on a scale of zero to one. This kind of mathematical representation has enabled mathematicians to describe the uncertainty of any given object or event in a numerical form. But the only demerit of Zadeh's theory was the lack of the notion of nonmembership for an object. To overcome this lack-ness, Atanassov [2] evolved Zadeh's concept of fuzzy set and
presented a proposition of intuitionistic fuzzy set (IFS) by introducing MD and NMD. These concepts described the vagueness with some restrictions. This concept imposed a constraint on the sum value of both MD and NMD that restricted the value not to exceed 1. Yager [3] strengthen this concept by infusing an idea of the Pythagorean fuzzy set (PyFS), which expands the range of assigning values of MD and NMD. Moreover, another remarkable contribution has done by Yager [4] by introducing the model of q-rung Orthopair fuzzy set (q-ROFS). This unique framework assists to increase the value of the Atanassov intuitionistic fuzzy set (IFS) to infinity by inculcating the parameter $q$ in them.

These concepts of IFS, PyFS, and q-ROFS work in unison to cater the real-life problems involving vagueness and uncertainty. But the only deficiency was their deficiency of degrees to express the phenomenon of favor and disfavor. As the human opinion is not simply constricted to a well said yes or no, rather it consists of multiple variations. A human opinion has also some sort of abstinence and refusal degree as well. Cuong and Kreinovich [5] tried to take into account this phenomenon. He stated that dealing with IFS and its generalized forms of MD and $\mathrm{NMD}, \mathrm{AD}$, and RD get ignored, which resultantly leads to the considerable loss of information. To resolve this loss, Cuong suggested the idea of a picture fuzzy set (PFS) in a form of a triplet that incorporates MD, NMD, AD , and RD with a restriction that their subsequent sum should not exceed the value of 1 . To reduce this restriction, Mahmood et al. [6] extended this concept to a border level by delineating unique spherical fuzzy set (SFS) and T-spherical fuzzy set (TSFS) sets.

Ramot et al. [7] realized that the generalized frameworks aforementioned do not cover the information from the complex plane. Ramot et al. [7] studied to involve the complex plane FS and gave the idea of complex FS (CFS) by taking the complex numbers instead of the real numbers. This concept of the CFS extended the FS to the complex plane, but many complex numbers in the unit circle could not be part of the CFS. Consequently, the idea of complex IFS (CIFS) was presented by Alkouri and Salleh [8] to provide a huge platform for decision-makers to extract the larger information as compared to the CFS. To develop CIFSs, Alkouri and Salleh [8] used the MD and NMD in the form of a complex number from the unit circle in a complex plane. But the sum of the real and imaginary parts of the MD and NMD of the numbers in the CIFS was restricted within a unit circle. But the problem occurred when decision-makers choose the degrees of both real and imaginary parts whose sum exceeded a unit circle. Ullah et al. [9] covered the larger information than the CIFSs by extending the sum of degrees to the sum of their squares by introducing the complex PyFSs (CPyFSs). Liu et al. [10] improved the concept of CPyFSs by taking any integer to the power of MD and NMD and introduced the notion of complex q-ROFS (Cq-ROFS).

The theory of CIFS and CPyFSs has been used with applications in different fields of daily life. However, these frameworks do not entertain the phenomenon when there are four aspects to describe an object, especially whenever the human opinion is involved. For an instance, with
$0.7 e^{2 \pi i(0.5)}, 0.3 e^{2 \pi i(0.4)}, 0.6 e^{2 \pi i(0.5)}$, CIFS, or CPFS fails to handle such situations because the decision-makers are restricted. To cope with this problem, Ali et al. [11] introduced the theory of complex spherical fuzzy sets (CSFSs) and CTSFS with some more flexible restrictions that the degrees of both real and imaginary parts of MD, NMD, and AD whose sum of a square and $q$ power up to infinity cannot exceed from a unit circle.

The most advanced technique is to find the best alternative from a set of some specific alternatives based on the multiple criteria that often contrast each other. After the development of the above-mentioned frameworks, the MADM has become a very popular technique because the results obtained by MADM are based on the most reliable aggregation operators (AOs). Xu [12] emphasized AOs on IFS and applied them in MADM. Wei and Lu [13] used the PyFSs to develop AOs and then applied these AOs in MADM. Liu and Wang [14] improved the MADM by developing AOs for the basis of q -ROFS. Garg [15] applied some AOs in MADM based on PFSs. Zhou et al. [16] introduced power AOs for the enhancement of MADM by using the TSFS information. Some interesting work on the AOs can be found in references [17-20]. Interestingly, some basic operational laws are involved in the formation of these AOs. These laws are based on some triangular norms [21] to obtain flexibility. Wu et al. [22] developed Dombi AOs by using the Dombi t-norm (TNM) and t-conorm (TCNM) based on IFS and applied in the MADM. Akram et al. [23] formed the Dombi AOs and applied them to PyFS to solve the MADM problem. Wang and Liu [24] used the Einstein TNM and TCNM to develop AOs for the environment of IFS and applied them in MADM. Riaz et al. [25] presented AOs by using Einstein TNM and TCNM for the environment of q-ROFSs and gave a desirable application in supply chain management. Fahmi et al. [26] applied Einstein TNM and TCNM for the development of the AOs for application MADM. Senapati et al. [27] introduced Aczel-Alsina AOs in the environment of IFSs. In reference [28] Yang et al. developed some interval-valued PyFS AOs based on Frank TNM and TCNM. A few of AOs that are based on some other TNMs and TCNMs are referred to in references [29, 30].

The TNMs and TCNMs aforementioned play an important role in the development of the AOs that have a great impact on the application in MADM. Among these TNMs and TCNMs, the HTNM and HTCNM [31] are very impressive and have been used widely by researchers in almost all of the developed models of the FS theory. Garg [32] applied HTNM and HTCNM to IFS and formalized AOs. The HTNM and HTCNM have also been used by Wu and Wei [33] in the formalization of the AOs for the PyFS. Darko and Liang [34] introduced some AOs by using HTNM and HTCNM for the q-ROFS. Ullah et al. [35] evaluated an investment by introducing AOs based on HTNM and HTCNM for the TSFS. Zhao et al. [36] established generalized AOs for IFSs. Wu and Wei [33] developed and applied PyFS AOs based on HTNM and HTCNM in decision making. The remarkable literature can be found in reference [37-39].

It has been justified above that the CTSFS covers the huge loss of information while we extract information from any real-life phenomenon to perform decision making. Especially it is very effective to extract the most possible information whenever the human's opinion is involved. Hence, the use of CTSFS in MADM has a great chance to improve the results in the MADM. We also have noted the significance of HTNM and HTCNM in [40] where Klement and Navara did a survey on different types of TNs and TCNs and got different rankings and found the significant results for the HTNM and HTCNM. The main motivations for this article are (i) the significance of the HTNM and HTCNM while applying in frameworks of FS and (ii) the reduction of loss of information with the help of CTSFS. The main aspects of this article are to introduce some Hamacher operational laws grounded on CTSFSs and then to apply these operations to develop CTSFHWA and CTFSHWG AOs.

There are 6 further sections as we stated some elementary notions supportive of this article in Section 2. We stated the basic definition of CTSFS, the core function for ranking, HTNM, and HTCNM in this section. In Section 3, we developed some operations for the complex T-spherical fuzzy numbers (CTSFNs), which include the Hamacher sum and product of two CTSFNs, scalar multiplication, and the power operation for the CTSFNs. We developed some average AOs based on HTNM and HTCNM, i.e., CTSFHWA, CTSFOWA, and CTSFHHWA operators, and investigated their properties in Section 4. In Section 5, we formalized geometric AOs based on HTNM and HTCNM, i.e., CTSFHWG, CTSFHOWG, and CTSFHHWG operators, and studied some basic properties of these AOs. We stated the procedure to apply the proposed approach to the MADM problem in Section 6, then we applied it to a MADM problem. We also compared our proposed HAOs with some existing AOs and gave their graphical representation. In Section 7, we concluded our study.

## 2. Preliminaries

In this section, we have defined necessary preliminary concepts linked to CTSFS introduced over set $X$, some remarks are also explained to clear the concept. HTNM and HTCNM are also defined in this section.

Definition 1. [11] A CTSFS on a set $X$ is defined by $I=$ $\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}, r_{n}(x) \cdot e^{2 \pi i \theta_{n}(x)}: x \in X\right)$, where $r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}$, and $r_{n}(x) \cdot e^{2 \pi i \theta_{n}(x)}$ are complex numbers in a unit circle denoting a complex MD, complex AD , and complex NMD with the conditions $0 \leq r_{m}^{q}(x)+$ $r_{i}^{q}(x)+r_{n}^{q}(x) \leq 1$ and $0 \leq \theta_{m}^{q}(x)+\theta_{i}^{q}(x)+\theta_{n}^{q}(x) \leq 1$ for $q \in \mathbb{Z}^{+}$. The complex RD is defined by $r_{h}(x) \cdot e^{n^{2 \pi i \theta_{h}}(x)}$, where
$r_{h}(x)=\sqrt[q]{1-\left(r_{m}^{q}(x)+r_{i}^{q}(x)+r_{n}^{q}(x)\right)}, \quad \theta_{h}(x)=$
$\sqrt[q]{1-\left(\theta_{m}^{q}(x)+\theta_{i}^{q}(x)+\theta_{n}^{q}(x)\right)}$, and triplet $\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}\right.$, $\left.r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}, r_{n}(x) \cdot e^{2 \pi i \theta_{n}(x)}\right)$ is known as CTSFN.

Definition 2. [11] For a CTSF $I=\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x)\right.$. $\left.e^{2 \pi i \theta_{i}(x)}, r_{n}(x) \cdot e^{2 \pi i \theta_{n}(x)}: x \in X\right)$, the score function is defined by.

$$
\begin{gather*}
S C(I)=\frac{\left(\left(r_{m}^{q}-r_{i}^{q}-r_{n}^{q}\right)+\left(\theta_{m}^{q}-\theta_{i}^{q}-\theta_{n}^{q}\right)\right)}{2}  \tag{1}\\
S C(I) \in[-1,1]
\end{gather*}
$$

Definition 3. [31] The HTNM and HTCNM are defined as

$$
\begin{gather*}
T_{h n}(l, m)=\frac{l . m}{\mathscr{L}+(1-\mathscr{L})(l+m-l m)}, \mathscr{L}>0,(l, m) \in[0,1]^{2} \\
T_{h c n}(l, m)=\frac{l+m-l m-(1-\mathscr{L}) l m}{1-(1-\mathscr{L}) l m}, \quad \mathscr{L}>0,(l, m) \in[0,1]^{2} . \tag{2}
\end{gather*}
$$

Further, the Hamacher product and Hamacher sum are denoted as $T_{h n}(l, m)$ and $T_{h c n}(l, m)$ respectively, which are given below:

$$
\begin{array}{rl}
l \otimes m=\frac{l . m}{\mathscr{L}+(1-\mathscr{L})(l+m-l m)}, & \mathscr{L}>0(l, m) \in[0,1]^{2} \\
l \oplus m & =\frac{l+m-l m-(1-\mathscr{L}) l m}{1-(1-\mathscr{L}) l m},  \tag{3}\\
L & \mathscr{L}>0(l, m) \in[0,1]^{2} .
\end{array}
$$

## 3. Hamacher Operations based on CTSFNs

In this section, we will define sum, products, scalar multiplication, and the power operation for two or more two CTSFNs based on HTNM and HTCNM.

Definition 4. Let
$A=\left(r_{m_{A}}(x) \cdot e^{2 \pi i \theta_{m_{A}}(x)}, r_{i_{A}}(x) \cdot e^{2 \pi i \theta_{i_{A}}(x)}, r_{n_{A}}(x) \cdot e^{2 \pi i \theta_{n_{A}}(x)}\right)$,
and
$B=\left(r_{m_{B}}(x) \cdot e^{2 \pi i \theta_{m_{B}}(x)}, r_{i_{B}}(x) \cdot e^{2 \pi i \theta_{i_{B}}(x)}, r_{n_{B}}(x) \cdot e^{2 \pi i \theta_{n_{B}}(x)}\right)$,
be the two CTSFNs, where $\lambda, \mathscr{L}>0$. The Complex T-spherical fuzzy Hamacher (CTSFH) operations are defined as
$A \oplus B$,

$$
\left(\begin{array}{c}
\frac{r_{m A}(x) \cdot r_{m B}(x)}{\sqrt[q]{\mathscr{L}+(1-\mathscr{L})\left(r_{m A}^{q}(x)+r_{m B}^{q}(x)-r_{m A}^{q}(x) \cdot r_{m B}^{q}(x)\right)}} \cdot e^{\theta_{m A}^{q}(x) \cdot \theta_{m A}^{q}(x) / \sqrt[q]{\mathscr{L}+(1-\mathscr{L})\left(\theta_{m A}^{q}(x)+\theta_{m B}^{q}(x)-\theta_{m A}^{q}(x) \cdot \theta_{m B}^{q}(x)\right)}}  \tag{6}\\
\frac{r_{i A}(x) \cdot r_{i B}(x)}{\sqrt[q]{\mathscr{L}+(1-\mathscr{L})\left(r_{i A}^{q}(x)+r_{i B}^{q}(x)-r_{i A}^{q}(x) \cdot r_{i B}^{q}(x)\right)}} e^{\theta_{i A}^{q}(x) \cdot \theta_{i A}^{q}(x) / \sqrt[2 \pi i q]{\theta_{i A}^{q}(x)+\theta_{i A}^{q}(x)-\theta_{i A}^{q}(x) \cdot \theta_{i B}^{q}(x)}} \\
\frac{r_{n A}(x) \cdot r_{n B}(x)}{\sqrt[q]{\mathscr{L}+(1-\mathscr{L})\left(r_{n A}^{q}(x)+r_{n B}^{q}(x)-r_{n A}^{q}(x) \cdot r_{n B}^{q}(x)\right)}} \cdot e^{\theta_{n A}(x) \cdot \theta_{n B}(x) / \sqrt[q]{\mathscr{L}+(1-\mathscr{L})\left(\theta_{n A}^{q}(x)+\theta_{n B}^{q}(x)-\theta_{n A}^{q}(x) \cdot \theta_{n B}^{q}(x)\right)}}
\end{array}\right),
$$

$A \otimes B$,

$$
\begin{equation*}
\binom{\frac{r_{m A}(x) \cdot r_{m B}(x)}{\sqrt[q]{\mathscr{L}+(1-\mathscr{L})\left(r_{m A}^{q}(x)+r_{m B}^{q}(x)-r_{m A}^{q}(x) \cdot r_{m B}^{q}(x)\right)}} \cdot e^{\theta_{m A}^{q}(x) \cdot \theta_{m A}^{q}(x) / \sqrt[q]{\mathscr{L}+(1-\mathscr{L})\left(\theta_{m A}^{q}(x)+\theta_{m B}^{q}(x)-\theta_{m A}^{q}(x) \cdot \theta_{m B}^{q}(x)\right)}}}{\sqrt{\frac{q}{r_{i_{A}}^{q}(x)+r_{i_{B}}^{q}(x)-r_{i_{A}}^{q}(x) \cdot r_{i_{B}}^{q}-(1-\mathscr{L}) \cdot r_{i_{A}}^{q}(x) \cdot r_{i_{B}}^{q}(x)}} 1-e^{2-\left((1-\mathscr{L}) \cdot r_{i_{A}}^{q}(x) \cdot r_{i_{B}}^{q}\right)} \sqrt[2 \pi i q]{2 \theta_{i_{A}}^{q}(x)+\theta_{i_{B}}^{q}(x)-\theta_{i_{A}}^{q}(x) \cdot \theta_{i_{B}}^{q}-(1-\mathscr{L}) \cdot \theta_{i_{A}}^{q}(x) \cdot \theta_{i_{B}}^{q}(x 2) / 1-\left((1-\mathscr{L}) \cdot \theta_{i_{A}}^{q}(x) \cdot \theta_{i_{B}}^{q}(x)\right)}}, \tag{7}
\end{equation*}
$$

$$
A^{\lambda}=\left(\begin{array}{c}
\frac{\sqrt[q]{\mathscr{L}}\left(r_{m A}(x)\right)^{\lambda}}{\sqrt[q]{\left(1+(\mathscr{L}-1)\left(1-r_{m_{A}}^{q}(x)\right)\right)^{\lambda}+(\mathscr{L}-1)\left(r_{m_{A}}^{q}(x)\right)^{\lambda}}} \cdot e^{2 \pi i\left(\sqrt[q]{\mathscr{L}}\left(\theta_{m A}(x)\right)^{\lambda} / \sqrt[q]{\left(1+(\mathscr{L}-1)\left(1-\theta_{m A}^{q}(x)\right)\right)^{\lambda}+(\mathscr{L}-1)\left(\theta_{m A}^{q}(x)\right)^{\lambda}}\right)}  \tag{8}\\
\left.\sqrt[q]{\frac{\left(1+(\mathscr{L}-1) r_{i_{A}}^{q}(x)\right)^{\lambda}-\left(1-r_{i_{A}}^{q}(x)\right)^{\lambda}}{\left(1+(\mathscr{L}-1) r_{i_{A}}^{q}(x)\right)^{\lambda}+(\mathscr{L}-1)\left(1-r_{i_{A}}^{q}(x)\right)^{\lambda}} \cdot e^{2 \pi i} \sqrt[q]{\left(\left(1+(\mathscr{L}-1) \theta_{i A}^{q}(x)\right)^{\lambda}-\left(1-\theta_{i A}^{q}(x)\right)^{\lambda}\right) /\left(\left(1+(\mathscr{L}-1) \theta_{i_{A}}^{q}(x)\right)^{\lambda}+(\mathscr{L}-1)\left(1-\theta_{i_{A}}^{q}(x)\right)^{\lambda}\right)}}\right) \\
\sqrt[q]{\frac{\left(1+(\mathscr{L}-1) r_{n_{A}}^{q}(x)\right)^{\lambda}-\left(1-r_{n_{A}}^{q}(x)\right)^{\lambda}}{\left(1+(\mathscr{L}-1) r_{n_{A}}^{q}(x)\right)^{\lambda}+(\mathscr{L}-1)\left(1-r_{n_{A}}^{q}(x)\right)^{\lambda}}} \cdot e^{2 \pi i} \sqrt[q]{\left(\left(1+(\mathscr{L}-1) \theta_{n A}^{q}(x)\right)^{\lambda}-\left(1-\theta_{n A}^{q}(x)\right)^{\lambda}\right) /\left(\left(1+(\mathscr{L}-1) \theta_{n A}^{q}(x)\right)^{\lambda}+(\mathscr{L}-1)\left(1-\theta_{n A}^{q}(x)\right)^{\lambda}\right)}
\end{array}\right) .
$$

It is noted that the developed operations in equations (6) to (9) based on TNM and TCNM are the generalized form of the existing operations and they give comparatively better results.

## 4. Weighted Average Operator Based on CTSFS

This section consists of new developed CTSFHWA, CTSFHOWA, and CTSFHHWA operators and their properties. Note that we will use only $w_{j}$ for the weight vector for $w_{j}=\left(w_{1}, w_{2}, \ldots, w_{l}\right)^{T}$ having $w_{j}>0$ and $\sum_{1}^{l} w_{j}=1$, where $j=\{1,2,3, \ldots, l\}$.

Definition 5. Suppose $\quad T_{j}=\left(r_{m}(x) . e^{2 \pi i \theta_{m}(x)}, r_{i}(x)\right.$. $\left.e^{2 \pi i \theta_{i}(x)}, r_{n}(x) . e^{2 \pi i \theta_{n}(x)}\right), \quad \forall j=1,2,3, \ldots l$. be some CTSFNs, then CTSFHWA operator $T^{l} \longrightarrow T$ is defined as

$$
\begin{equation*}
\operatorname{CTSFHWA}\left(T_{1}, T_{2}, T_{3}, \ldots T_{l}\right)=\sum_{j=1}^{l} w_{j} T_{j} \tag{10}
\end{equation*}
$$

In Theorem 1, we give an interesting result by using Definition 5, as following.

Theorem 1. Let $\quad T_{j}=\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}\right.$, $\left.r_{n}(x) . e^{2 \pi i \theta_{n}(x)}\right) \quad \forall j=1,2,3, \ldots l$. be some CTSFNs. Then, CTSFHWA operator is a CTSFN and given by.

Proof. Here we have used mathematical induction method
Suppose $l=2$. to prove.

Table 1: CTSF information (decision matrix).

|  | $G_{1}$ | $G_{2}$ | $G_{3}$ | $G_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $A_{1}$ | $\binom{0.5 e^{2 \pi i(0.3)}}{0.6 e^{2 \pi i(0.5)}, 0.4 e^{2 \pi i(0.2)}}$ | $\binom{0.4 e^{2 \pi i(0.3)}}{0.5 e^{2 \pi i(0.3)}, 0.3 e^{2 \pi i(0.2)}}$ | $\binom{0.4 e^{2 \pi i}(0.7)}{0.4 e^{2 \pi i(0.5)}, 0.5 e^{2 \pi i(0.6)}}$ | $\binom{0.88 e^{2 \pi i(0.5)}}{0.1 e^{2 \pi i(0.2)}, 0.8 e^{2 \pi i(0.1)}}$ |
| $A_{2}$ | $\binom{0.6 e^{2 \pi i(0.6)}}{0.3 e^{2 \pi i(0.2)}, 0.5 e^{2 \pi i(0.5)}}$ | $\left(\begin{array}{c}0.5 e^{2 \pi i(0.2)} \\ 0.4 e^{2 \pi i(0.5)}\end{array}, 0.5 e^{2 \pi i(0.7)}\right.$ ) | $\binom{0.5 e^{2 \pi i}(0.6)}{0.3 e^{2 \pi i(0.5)}, 0.6 e^{2 \pi i(0.3)}}$ | $\binom{0.4 e^{2 \pi i(0.6)}}{0.6 e^{2 \pi i(0.5)}, 0.5 e^{2 \pi i(0.4)}}$ |
| $A_{3}$ | $\binom{0.8 e^{2 \pi i(0.4)}}{0.4 e^{2 \pi i(0.4)}, 0.3 e^{2 \pi i(0.5)}}$ | $\binom{0.7 e^{2 \pi i(0.9)}}{0.3 e^{2 \pi i(0.2)}, 0.9 e^{2 \pi i(0.3)}}$ | $\binom{0.3 e^{2 \pi i(0.4)}}{0.5 e^{2 \pi i(0.4)}, 0.4 e^{2 \pi i(0.4)}}$ | $\binom{0.5 e^{2 \pi i(0.3)}}{0.3 e^{2 \pi i(0.4)}, 0.2 e^{2 \pi i(0.3)}}$ |
| $A_{4}$ | $\left(\begin{array}{c}0.7 e^{2 \pi i(0.5)} \\ 0.3 e^{2 \pi i(0.5)}\end{array}, 0.5 e^{2 \pi i(0.6)}\right.$ ) | $\left(\begin{array}{c}0.5 e^{2 \pi i(0.4)} \\ 0.3 e^{2 \pi i(0.5)}\end{array}, 0.4 e^{2 \pi i(0.3)}\right.$ ) | $\binom{0.1 e^{2 \pi i(0.3)}}{0.4 e^{2 \pi i(0.3)}, 0.1 e^{2 \pi i(0.2)}}$ | $\binom{0.4 e^{2 \pi i(0.3)}}{0.5 e^{2 \pi i(0.1)}, 0.3 e^{2 \pi i(0.5)}}$ |

$$
=\left(\begin{array}{l}
\sqrt[q]{\left.\left.\frac{\prod_{j=1}^{2}\left(1+(L-1) r_{m_{j}}^{q}\right)^{w_{j}}-\prod_{j=1}^{2}\left(1-r_{m_{j}}^{q}\right)^{w_{j}}}{\prod_{j=1}^{2}\left(1+(L-1) r_{m_{j}}^{q}\right)^{w_{j}}+(L-1) \prod_{j=1}^{2}\left(1-r_{m_{j}}^{q}\right)^{w_{j}}} \cdot e^{(2 \pi i} \sqrt{\prod_{j=1}^{l}\left(1+(L-1) \theta_{m_{j}}^{q}\right)^{w_{j}}-\prod_{j=1}^{l}\left(1-\theta_{m_{j}}^{q}\right)^{w_{j}}, \prod_{j=1}^{l}\left(1+(L-1) \theta_{m_{j}}^{q}\right)^{w_{j}}+(L-1) \prod_{j=1}^{l}\left(1-\theta_{m_{j}}^{q}\right.}\right)^{w_{j}}\right)}  \tag{12}\\
\frac{\sqrt[q]{L} \prod_{j=1}^{2}\left(r_{i_{j}}\right)^{w_{j}}}{\prod_{j=1}^{2}\left(1+(L-1)\left(1-r_{i_{j}}^{q}\right)\right)^{w_{j}}+(L-1) \prod_{j=1}^{2}\left(1-r_{i_{j}}^{q}\right)^{w_{j}}} \cdot e^{2 \pi i\left(\sqrt{L} \prod_{j=1}^{2}\left(\theta_{i_{j}}\right)^{w_{j}} / \prod_{j=1}^{2}\left(1+(L-1)\left(1-\theta_{i_{j}}^{q}\right)\right)^{w_{j}}+(L-1) \prod_{j=1}^{2}\left(1-\theta_{i_{j}}^{q}\right)^{w_{j}}\right)} \\
\frac{\sqrt[9]{L} \prod_{j=1}^{2}\left(r_{n_{j}}\right)^{w_{j}}}{\prod_{j=1}^{2}\left(1+(L-1)\left(1-r_{n_{j}}^{q}\right)\right)^{w_{j}}+(L-1) \prod_{j=1}^{2}\left(1-r_{n_{j}}^{q}\right)^{w_{j}}} \cdot e^{2 \pi i\left(\sqrt{L} \prod_{j=1}^{2}\left(\theta_{n_{j}}\right)^{w_{j}} / \prod_{j=1}^{2}\left(1+(L-1)\left(1-\theta_{n_{j}}^{q}\right)\right)^{w_{j}}+(L-1) \prod_{j=1}^{2}\left(1-\theta_{n_{j}}^{q}\right)^{w_{j}}\right)}
\end{array}\right) .
$$

It is satisfied for $l=2$.

Now, we have to prove true for $l=k \oplus 1$ by assuming $l=k$, then we have

$$
\begin{aligned}
& \left(\sqrt[q]{\frac{\prod_{j=1}^{k}\left(1+(L-1) r_{m_{j}}^{q}\right)^{w_{j}}-\prod_{j=1}^{k}\left(1-r_{m_{j}}^{q}\right)^{w_{j}}}{\prod_{j=1}^{k}\left(1+(L-1) r_{m_{j}}^{q}\right)^{\omega_{j}}+(L-1) \prod_{j=1}^{k}\left(1-r_{m_{j}}^{q}\right)^{w_{j}}} \cdot e}\left(\sqrt[2]{\prod_{j=1}^{k}\left(1+(L-1) \theta_{m_{j}}^{q}\right)^{w_{j}}-\prod_{j=1}^{k}\left(1-\theta_{m_{j}}^{q}\right)^{w_{j}} \prod_{j=1}^{k}\left(1+(L-1) \theta_{m_{j}}^{q}\right)^{w_{j}}+(L-1) \prod_{j=1}^{k}\left(1-\theta_{m_{j}}^{q}\right)^{w_{j}}}\right)\right) \\
& \operatorname{CTSFHWA}\left(T_{1}, T_{2}, T_{3}, \ldots T_{k}\right) \oplus T_{k+1}=
\end{aligned}
$$

$$
\begin{aligned}
& \left.\frac{\sqrt[8]{L} \prod_{j=1}^{k}\left(r_{n_{j}}\right)^{w_{j}}}{\prod_{j=1}^{k}\left(1+(L-1)\left(1-r_{n_{j}}^{q}\right)\right)^{w_{j}}+(L-1) \prod_{j=1}^{k}\left(1-r_{n_{j}}^{q}\right)^{w_{j}}} \cdot e^{2 \pi i}\left(\pi \prod_{j=1}^{k}\left(\theta_{n_{j}}\right)^{w_{j}} \prod_{j=1}^{k}\left(1+(L-1)\left(1-\theta_{n_{j}}^{q}\right)\right)^{w_{j}}+(L-1) \prod_{j=1}^{k}\left(1-\theta_{n_{j}}^{q}\right)^{w_{j}}\right) \quad\right)
\end{aligned}
$$

Table 2: CTSFHWA and CTSFHWG operators.
$\left.\begin{array}{lll}\hline & \text { CTSFHWA operator } & \text { CTSFHWG operator } \\ \hline A_{1} & \left(\begin{array}{c}0.4808 e^{2 \pi i(0.5142)} \\ A_{2} \\ A_{3}\end{array}\right. & \left(\begin{array}{c}0.4538 e^{2 \pi i(0.3706)}, 0.3805 e^{2 \pi i(0.2553)}\end{array}\right) \\ 0.3589 e^{2 \pi i(0.4173)}, 0.5236 e^{2 \pi i(0.5219)}\end{array}\right) \quad\binom{0.4340 e^{2 \pi i(0.3828)}}{0.107 e^{2 \pi i(0.0543)}, 0.078 e^{2 \pi i(0.0566)}}$

Table 3: Score values.

|  | CTSFHWA operator | CTSFHWG operator |
| :--- | :---: | :---: |
| $A_{1}$ | 0.0184 | 0.02839 |
| $A_{2}$ | -0.028 | 0.04048 |
| $A_{3}$ | 0.2266 | 0.05656 |
| $A_{4}$ | 0.0259 | 0.0189 |

Table 4: Impact of $\mathscr{L}$.

| $\mathscr{L}$ | Operators | Resulting pattern |
| :--- | :--- | ---: |
| 2 | CTSFHWA | $\rho_{3}>\rho_{4}>\rho_{1}>\rho_{2}$ |
| 4 | CTSFHWG | $\rho_{3}>\rho_{2}>\rho_{1}>\rho_{4}$ |
|  CTSFHWA $\rho_{3}>\rho_{4}>\rho_{1}>\rho_{2}$ <br>  CTSFHWG $\rho_{3}>\rho_{2}>\rho_{1}>\rho_{4}$ <br> 7 CTSFHWA $\rho_{3}>\rho_{4}>\rho_{1}>\rho_{2}$ <br>  CTSFHWG $\rho_{3}>\rho_{2}>\rho_{1}>\rho_{4}$ <br> 8 CTSFHWA $\rho_{3}>\rho_{1}>\rho_{4}>\rho_{2}$ <br>  CTSFHWG $\rho_{3}>\rho_{2}>\rho_{1}>\rho_{4}$ <br> 9 CTSFHWA $\rho_{1}>\rho_{3}>\rho_{4}>\rho_{2}$ <br>  CTSFHWG $\rho_{3}>\rho_{2}>\rho_{1}>\rho_{4}$ <br> 12 CTSFHWA $\rho_{1}>\rho_{4}>\rho_{3}>\rho_{2}$ <br>  CTSFHWG $\rho_{3}>\rho_{2}>\rho_{1}>\rho_{4}$$\quad$ CTSFHWA | $\rho_{1}>\rho_{4}>\rho_{3}>\rho_{2}$ |  |

Table 5: Variation of $q$.

| $q$ | Operators resulting | Pattern |
| :--- | :--- | :--- |
| 4 | CTSFHWA | $\rho_{3}>\rho_{4}>\rho_{1}>\rho_{2}$ |
|  | CTSFHWG | $\rho_{3}>\rho_{2}>\rho_{1}>\rho_{4}$ |
| 5 | CTSFHWA | $\rho_{3}>\rho_{4}>\rho_{1}>\rho_{2}$ |
| 6 | CTSFHWG | $\rho_{3}>\rho_{2}>\rho_{1}>\rho_{4}$ |
|  | CTSFHWA | $\rho_{3}>\rho_{1}>\rho_{4}>\rho_{2}$ |
|  | CTSFHWG | $\rho_{3}>\rho_{2}>\rho_{1}>\rho_{4}$ |



Figure 1: Variation of $\mathscr{L}$.


Figure 2: Variation of $q$.

Table 6: Ranking of alternatives.

| Method | Ranking result |
| :--- | ---: |
| CTSFWA [11] | $\rho_{3}>\rho_{4}>\rho_{1}>\rho_{2}$ |
| CTSFWG [11] | $\rho_{4}>\rho_{1}>\rho_{2}>\rho_{3}$ |
| CTSFHWA | $\rho_{3}>\rho_{4}>\rho_{1}>\rho_{2}$ |
| CTSFHWG | $\rho_{3}>\rho_{2}>\rho_{1}>\rho_{4}$ |
| CIF HAOs [8] | Cannot be quantified |
| CPyFS HAOs [9] | Cannot be quantified |
| Cq-ROFS HAOs [20] | Cannot be quantified |
| CPFS HAOs [40] | Cannot be quantified |
| CTSFS HAOs [35] | Cannot be quantified |



Figure 3: Interpretation of the information of Table 6.

Hence proved for $l=k \oplus 1$. Thus, proof is completed.

Theorem 2. The HAOs defined for CTSFNs satisfy the subsequent properties.
(i) iIdempotency If $T_{j}=T=\left(r_{m}(x) . e^{2 \pi i \theta_{m}(x)}, r_{i}(x)\right.$. $\left.e^{2 \pi i \theta_{i}(x)}, r_{n}(x) . e^{2 \pi i \theta_{n}(x)}\right), \quad \forall j=1,2,3, \ldots l ., \quad$ then $\operatorname{CTSFHWA}\left(T_{1}, T_{2}, T_{3}, \ldots T_{l}\right)=T$.
(ii) Boundedness If $T^{-}=T=\left(\min _{j} r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}\right.$, $\left.\max _{j} r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}, \max _{j} r_{n}(x) \cdot e^{2 \pi i \theta_{n}(x)}\right) \quad$ and $\quad T^{+}=T=$ $\left(\max _{j} r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, \min _{j} r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}, \min _{j} r_{n}(x)\right.$. $\left.e^{2 \pi i \theta_{n}(x)}\right)$, then

$$
\begin{equation*}
T^{-} \leq \operatorname{CTSFHWA}\left(T_{1}, T_{2}, T_{3}, \ldots, T_{l}\right) \leq T^{+} \tag{14}
\end{equation*}
$$

(iii) Monotonicity Let $T_{j}$ and $P_{j}$ be two CTSFNs, such that $T_{j} \leq P_{j} \forall j$., then

$$
\begin{align*}
& \operatorname{CTSFHWA}\left(T_{1}, T_{2}, T_{3}, \ldots, T_{l}\right)  \tag{15}\\
\leq & \operatorname{CTSFHWA}\left(P_{1}, P_{2}, P_{3}, \ldots, P_{l}\right) .
\end{align*}
$$

The CTSFHWA operator only evaluates CTSFN. In order to discuss conditions where we have a need to discuss the ranking orders of CTSFNs in MADM problems, CTSFHOWA operator is defined as follows:

Definition 6. Suppose $T_{j}=\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}\right.$, $\left.r_{n}(x) \cdot e^{2 \pi i \theta_{n}(x)}\right), \quad \forall j=1,2,3, \ldots l$. be CTSFNs. Then, the complex T-spherical fuzzy Hamacher ordered weighted average (CTSFHOWA) operator from $T^{l} \longrightarrow T$ is defined as

$$
\begin{equation*}
\operatorname{CTSFHOWA}\left(T_{1}, T_{2}, T_{3}, \ldots, T_{l}\right)=\sum_{j=1}^{T} w_{j} T_{\sigma(j)} \tag{16}
\end{equation*}
$$

where $T_{\sigma(j-1)} \geq T_{\sigma(j)} \forall j$ is satisfied.

Theorem 3. Consider $\quad T_{j}=\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x)\right.$. $\left.e^{2 \pi i \theta_{i}(x)}, r_{n}(x) . e^{2 \pi i \theta_{n}(x)}\right), \quad \forall j=1,2,3, \ldots l$. to be CTSFNs. Then, CTSFHOWA operator is a CTSFN and given by.

$$
\begin{equation*}
\operatorname{CTSFHHA}\left(T_{1}, T_{2}, T_{3}, \ldots, T_{l}\right)=\sum_{j=1}^{L} w_{j} T_{\sigma(j)} \tag{17}
\end{equation*}
$$

Definition 7. Suppose $T_{j}=\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x)\right.$. $\left.e^{2 \pi i \theta_{i}(x)}, r_{n}(x) \cdot e^{2 \pi i \theta_{n}(x)}\right), \quad \forall j=1,2,3, \ldots l$. be CTSFNs. Then, complex T-spherical Hamacher hybrid aggregation (CTSFHHA) operator from $T^{l} \longrightarrow T$ is defined as

$$
\begin{equation*}
\operatorname{CTSFHHA}\left(T_{1}, T_{2}, T_{3}, \ldots, T_{l}\right)=\sum_{j=1}^{L} w_{j} T_{\sigma(j)} \tag{18}
\end{equation*}
$$

Theorem 4. Consider $T_{j}=\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}\right.$, $\left.r_{n}(x) \cdot e^{2 \pi i \theta_{n}(x)}\right), \forall j=1,2,3, \ldots, l$. be CTSFNs. Then, CTSFHHA operator is a CTSFN and given by.

$$
\begin{aligned}
& \operatorname{CTSFHHA}\left(T_{1}, T_{2}, T_{3}, \ldots T_{l}\right)=
\end{aligned}
$$

## 5. CTSFHWG Aggregation Operator

This section contains the development of the CTSFHWG operator and their basic properties based on the operations defined in equations (6)-(9).

Definition 8. Let $\quad T_{j}=\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}\right.$, $\left.r_{n}(x) \cdot e^{2 \pi i \theta_{n}(x)}\right), \forall j=1,2,3, \ldots, l$. be some CTSFNs. Then, CTSFHWG operator from $T^{l} \longrightarrow T$ is defined as

$$
\begin{equation*}
\operatorname{CTSFHWG}\left(T_{1}, T_{2}, T_{3}, \ldots, T_{l}\right)=\sum_{j=1}^{T} T_{j}^{w_{j}} \tag{20}
\end{equation*}
$$

By the Definition 8, we have
Theorem 5. Consider $T_{j}=\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}\right.$, $\left.r_{n}(x) \cdot e^{2 \pi i \theta_{n}(x)}\right), \forall j=1,2,3, \ldots, l$ be CTSFNs. Then CTSFHWG operator is a CTSFN and given by.

$$
\begin{equation*}
\operatorname{CTSFHOWG}\left(T_{1}, T_{2}, T_{3}, \ldots, T_{l}\right)=\sum_{j=1}^{T} T_{\sigma(j)}^{w_{j}}, \tag{21}
\end{equation*}
$$

Proof. Similar to Theorem 1.
The CTSFHWG operator also satisfies the boundedness, idem potency, and monotonicity like other operators.

Definition 9. Let $\quad T_{j}=\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}\right.$, $\left.r_{n}(x) \cdot e^{2 \pi i \theta_{n}(x)}\right), \forall j=1,2,3, \ldots, l$ be CTSFNs. Then, CTSFHOWG operator from $T^{l} \longrightarrow T$ is defined as

$$
\begin{equation*}
\operatorname{CTSFHOWG}\left(T_{1}, T_{2}, T_{3}, \ldots, T_{l}\right)=\sum_{j=1}^{T} T_{\sigma(j)}^{w_{j}} \tag{22}
\end{equation*}
$$

where $T_{\sigma(j-1)} \geq T_{\sigma(j)} \forall j$ is satisfied.
Theorem 6. Let $\quad T_{j}=\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}\right.$, $\left.r_{n}(x) \cdot e^{2 \pi i \theta_{n}(x)}\right), \forall j=1,2,3, \ldots l$ be some CTSFNs. Then, CTSFHOWG operator is a CTSFN and given by.

$$
\begin{equation*}
\operatorname{CTSFHHG}\left(T_{1}, T_{2}, T_{3}, \ldots, T_{l}\right)=\sum_{j=1}^{T} T_{\sigma(j)}^{w_{j}} \tag{23}
\end{equation*}
$$

Definition 10. Suppose $T_{j}=\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}\right.$, $\left.r_{n}(x) \cdot e^{2 \pi i \theta_{n}(x)}\right), \forall j=1,2,3, \ldots, l$ be CTSFNs. Then, CTSFHHG operator from $T^{l} \longrightarrow T$ is defined as

$$
\begin{equation*}
\operatorname{CTSFHHG}\left(T_{1}, T_{2}, T_{3}, \ldots, T_{l}\right)=\sum_{j=1}^{T} T_{\sigma(j)}^{w_{j}} \tag{24}
\end{equation*}
$$

Theorem 7. Consider $T_{j}=\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}\right.$, $\left.r_{n}(x) . e^{2 \pi i \theta_{n}(x)}\right), \forall j=1,2,3, \ldots, l$ be CTSFNs. Then, CTSFHHG operator is a CTSFN and given by.
$S C(I)=\frac{\left(r_{m}^{q}-r_{i}^{q}-r_{n}^{q}\right)+\left(\theta_{m}^{q}-\theta_{i}^{q}-\theta_{n}^{q}\right)}{2}, \quad S C(I) \in[-1,1]$.

## 6. Application of CTSFHAOs

In this section, we study the developed AOs in the MADM with the help of a real-life example. We structure a
procedure to apply these AOs in MADM first. Secondly, we study the effects of the variation in the included parameters. Finally, we studied the comparison of proposed AOs with the existing AOs and plotted them graphically.

We have to select the best one from the list of a few alternatives in MADM with the help of the AOs and then the score function. In the case of this article, we want to apply the HAOs to select the best alternative. We can select the best alternative by the following approach. We use the information in the form of CTSFS. Let there be $\rho=\left\{\rho_{1}\right.$, $\left.\rho_{2}, \ldots, \rho_{k}\right\}$ alternatives and $G=\left\{G_{1}, G_{2}, \ldots, G_{j}\right\}$ be the attributes with weight vector $w_{j}$. The $D_{k \times j}=$ $(T)_{k \times j}=\left(r_{m}(x) \cdot e^{2 \pi i \theta_{m}(x)}, r_{i}(x) \cdot e^{2 \pi i \theta_{i}(x)}, r_{n}(x) \cdot e^{2 \pi i \theta_{n}(x)}\right)$ represents the decision matrix in the form of CTSFNs. The procedure to select the best alternative is as follows.

Step 1: form the decision matrix of the given information by taking the CTSFS. Also, investigate the data for the value of $q$.
Step 2: use the AOs to aggregate the CTSF information.
Step 3: calculate the score values of CTSFNs with the help of the following equation:

$$
\begin{align*}
S C(I)= & \frac{\left(\left(r_{m}^{q}-r_{i}^{q}-r_{n}^{q}\right)+\left(\theta_{m}^{q}-\theta_{i}^{q}-\theta_{n}^{q}\right)\right)}{2}  \tag{26}\\
& S C(I) \in[-1,1]
\end{align*}
$$

Step 4: the greater the score value, the best the alternative is.

Example 1. with the help of this example, we apply our proposed approach to the MADM problem. The government wants to start a pilot health project in one city of a few major cities. After some basic screening, the department of health shortlisted four major cities. The department of health wants to select one city $\rho_{j}(1 \leq j \leq 4)$ based on some attributes i.e., the population of the city $\left(G_{1}\right)$, number of hospitals in that city $\left(G_{2}\right)$, the living standard of people of that city $\left(G_{3}\right)$ and the number of NGOs working in that city $\left(G_{4}\right)$, which have some weights $w_{j}=(0.2,0.5,0.25,0.05)^{T}$. The information obtained in terms of CTFN is presented in Table 1. To select the best alternative, we apply for the proposed work as follows:

Step 1: the data given by the experts are in the form of CTSFNs to find the best enterprise shown in Table 1 for the value $q=4$.
Step 2: the aggregated values of CTSFHWA and CTSFHWG operators are given in Table 2. We take $q=4, \quad \mathscr{L}=2$, and $w=(0.2,0.5,0.25,0.05)^{T}$ while calculating CTSFHWA and CTSFHWG operators.
Step 3: in Table 2, the values obtained by the AOs are presented. Table 3 represents the score value.
Step 4: by the help of score values obtained, we order the alternatives in descending order. We obtain $\rho_{3}>\rho_{4}>\rho_{1}>\rho_{2}$ and $\rho_{3}>\rho_{2}>\rho_{1}>\rho_{4}$. Hence, the city $\rho_{3}$ is the most suitable city to start the project, while we use
the CTSFHWA operator and $\rho_{4}$ as the best city to start the project by using the CTSFHWG operator (Table 3).
6.1. Ranking Variation by " $\mathscr{L}^{\prime \prime}$. As we note that the results in the previous sections depend upon the values of parameters $q$ and $\mathscr{L}$. This Section contains the study of the effects of the variation in their values. The effects of the variation of $\mathscr{L}$ and $q$ are presented in Tables 4 and 5, respectively.

From Table 4, we do not notice any significant change in ranking while we use the CTSFHWA operator for various values of $\mathscr{L}=2,3, \ldots, 12$. However, a fluctuation can be seen in the ranking pattern of alternatives using the CTSFHWG operator for various values of $\mathscr{L}$. We can see that the fluctuation occurs at $\mathscr{L}=2,7,8,9$. However, after $\mathscr{L}=9$, the ranking results get stability and there does not occur any further change in the ranking pattern by varying the parameter $\mathscr{L}$ above 9 . Figure 1 shows the whole scenario.
6.2. Ranking Variation by ' $q$ '. In Section 6.1, we have observed the variation in $\mathscr{L}$ and its impact on the ranking result. Here we want to examine the effect on ranking results of CTSFHWA and CTSFHWG due to variation in $q$. The problem discussed in Section 6.2; Table 5 represents the variation of the values of $\|q\|$ from 4 onward.

In the case of the CTSFHWA operator, it is clear from the above table that the ranking results order changed when $q=6$, but in the case of the CTSFHWG operator the final ranking order does not change. However, when $q \geq 6$ the ranking results do not change in both cases. This result shows that both operators become consistent when $q=6$. This phenomenon can be observed in Figure 2.
6.3. Comparative Study. To check the significance of our developed AOs, we do a comparative analysis with some existing approaches. The proposed approach is compared with AOs developed by Alkouri et al., such as [8] CPyFS AOs [9], CTSF AOs [11], Cq-ROFS HAOs [20], CTSFS HAOs [35], and CPFS HAOs [40]. The comparison is given in Table 6. Some AOs among these could not be applied to such information. Hence, the proposed approach is significantly improved. The results obtained by these AOs are stated in Table 6.

From Table 6, we observe that the proposed work is the comparative significant from the existing AOs. Some of the AOs fail to give the ranking of the alternatives. It is cleared from Table 6, except for CTSFWA, CTSFWG, CTFHWA, and CTSFHWG AOs, all other AOs have failed to rank the alternatives. In the following, Figure 3 shows the comparison of the proposed operator with the preexisting operators.

## 7. Conclusion

In this manuscript, we developed some fundamental operations for CTSFNs by using HTNM and HTCNM, and then by applying these operations, we develop

CTSFHWA, CTSFHOWA, CTSFHHWA, CTSFHWG, CTSFOWG, and CTSFHHWG operators. Secondly, we inspected the fundamental properties of these operators. Then, we applied the developed CTSF HAOs in MADM, studied the variation of results by the changing values of the parameters involved, and finally compared these AOs with existing AOs. Some key points of the article are given as follows:
(1) We considered an example of having the information in the form of CTSFNs and applied the HAOs proposed. We obtained $\rho_{3}$ as the best alternative for both CTSFHWA and CTSFHWG operators as the best alternative.
(2) We obtained different ranking patterns of the score values by changing the values of parameters $q$ and $\mathscr{L}$. (See Table 5).
(3) Then, we compared the obtained results with some existing AOs and obtained interesting results in Table 6. We found some AOs, which could not provide the ranking of alternatives.
(4) Lastly, we plotted the comparison in Figure 2.

The developed approaches with the help of HTNM and HTCNM are very useful techniques to aggregate the multiple values and we can obtain the ranking of the alternatives as done in the example above. However, the HTNM and HTCNM can be applied to other defined frameworks. Hence, we aim to apply these operations to the type 2 fuzzy set [41-43] and trapezoidal intuitionistic fuzzy set [44-46]. We also aim to extend this proposed work to the best-worst method [47-48].
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#### Abstract

This paper proposed a hybrid approach for the identification of encrypted traffic based on advanced mathematical modeling and computational intelligence. Network traffic identification is the premise and foundation of improving network management, service quality, and application security. It is also the focus of network behavior analysis, network planning and construction, network anomaly detection, and network traffic model research. With the increase in user and service requirements, many applications use encryption algorithms to encrypt traffic during data transmission. As a result, traditional traffic classification methods classify encrypted traffic on the network, which brings great difficulties and challenges to network monitoring and data mining. In our article, a nonlinear modified DBN method is proposed and applied to encrypted traffic identification. Firstly, based on Deep Belief Networks (DBN), this paper introduces the proposed Eodified Elliott (ME)-DBN model, analyzes the function image, and presents the ME-DBN learning algorithm. Secondly, this article designs an encrypted traffic recognition model based on the ME-DBN model. Feature extraction is carried out by training the ME-DBN model, and finally, classification and recognition are carried out by the classifier. The experimental results on the ISCX VPN-non-VPN database show that the MEDBN method proposed in this article can enhance the classification and recognition rate and has better robustness to encrypt traffic recognition from different software.


## 1. Introduction

Network traffic classification is a basic step for managing and controlling network resources. Previous traffic classification methods, such as the traffic classification method [1] based on port number and deep Packet Inspection (DPI), cannot deal with encrypted traffic and can hardly adapt to the current traffic environment. The method based on traffic statistics and machine learning (ML) is popular in current, which not only can deal with encrypted traffic but also regular traffic, for example, decision tree (DT) and KNN algorithm. Nevertheless, the performance based on the ML depends largely on artificially designed features and private information in traffic. Therefore, there is a limitation on the generality and accuracy of the method. In addition, the method $t$ requires a mass of storage and computing resources, which limits its implementation in resource-constrained nodes [2], such as vehicles, home gateways, and
mobile phones. Real-time and accurate network traffic classification is the basis of network management tasks and intrusion detection systems, so a new traffic identification method is urgently needed.

The development of mobile traffic identification technology has experienced three stages based on port, based on payload and based on traffic statistical characteristics. Nevertheless, the advent of port spoofing, random ports, and tunneling quickly rendered these models ineffective. As users become more aware of privacy protection and security, technologies such as SSL, SSH, VPN, and Tor have become more widely used, resulting in an increasing proportion of encrypted traffic in network traffic. The payload-based approach, known as Deep Packet Inspection (DPI) technology, cannot handle encrypted traffic because it requires matching Packet content and is computationally expensive. Therefore, to handle the problem of encrypted traffic classification, the method based on data traffic appears. Its generality depends on statistical or time series properties and
uses ML algorithms, like some tree-based methods, classical model as SVM, and KNN, etc. Furthermore, some statistical methods such as GMM [3] and HMM [4] are also employed to identify the encrypted traffic. Classical machine learning methods could handle some problems that port and payloadbased methods cannot solve, but they still have certain limitations: (1) The characteristics of data traffic need to be extracted manually, which often depends on expert experience and is very time-consuming and labor-intensive. (2) The characteristics of traffic change rapidly and need to be updated frequently. (3) For traffic identification tasks, category imbalance is a major problem. Category imbalance refers to the fact that the data volume of some samples in the data set is several times or even higher than that of others. Using such data set to train the model, a high recognition rate can be obtained as long as all the small samples are classified into large samples, which is not meaningful in actual production. The method to solve this problem is to expand the data amount of small samples through different ways, but the current data expansion method cannot accurately generate samples as close as possible to the original data. (4) In model training, marked samples are mostly relied on. How to combine a large number of easily obtained unlabeled data sets with some difficult-toobtain labeled data sets for traffic classification in order to reduce the need for labeled data is a very key research topic. Different from most traditional ML algorithms, DL automatically extracts features without human intervention, which is undoubtedly an ideal traffic classification method, especially for mobile service encrypted traffic. Recent research work proves the superiority of the DL method in traffic classification [5-9]. Therefore, it is of great importance and far-reaching significance to study the application of DL in traffic classification and how to improve the recognition rate of small sample traffic in unbalance data sets so as to more effectively and conveniently encrypt traffic and improve the accuracy of application identification.

Recently, DL-based methods have been employed in many fields and achieved good results, such as image recognition, speech recognition, and natural language processing. Owning to the Deep Learning, this article proposes a frame of classification and detection based on Deep Learning (DL), which can construct feature space through the deep structure of multiple hidden layers and discover data features through autonomous learning of a large number of data. It solves the difficulty of feature subset selection and improves the classification efficiency, which lays a foundation for the real-time classification of network traffic. In the second part, we summarize the existing research. In the third part, we introduce the identification model of encrypted traffic; in the fourth part, we introduce the evaluation process of the model in detail; the fifth part describes the data collection and processing in detail; the sixth part introduces the detailed process of experiment and simulation; the summary and discussion are arranged in the last part.

## 2. Research Overview

As early as 1995, Claffy et al. [10] used the traditional classification method based on service host attributes to
identify network traffic. Almost all communication protocol packets, including encrypted packets, have their own unique traffic characteristics, which can be analyzed and distinguished from a large number of traffic samples. Therefore, Gu et al. [11] made an in-depth analysis of the classification method of traffic load content characteristics. Yeganeh et al. [12] summarized the relative positional word set carried in the session flow payloads of each protocol and then detected the payloads by the deep packet detection method of word sequence matching to identify the protocol types as smart computing continues to evolve.

Due to the quantitative limitations of current technologies, new methods have been found that rely on the statistical characteristics of traffic to classify applications. In recent years, stream classification methods based on statistical features have attracted extensive attention. Common statistical features such as packet interval statistics, flow arrival time statistics, flow duration, packet length, traffic idle time, packet arrival interval, packet length, and other statistical characteristics of the network. With the explosive growth of traffic in the current network environment, the simple traffic statistics method has been unable to achieve the ideal classification effect of network traffic, and the method based on machine learning came into being. Machine learning mainly includes supervised learning, semisupervised learning, and unsupervised learning.

Recognition models based on ML and DL are widely used. Ibrahim et al. [13] designed a classifier for online traffic classification (SSPC) that combines three identification methods: port-based, payload-based, and statistically based. The classification results based on payload are preferred for identification, followed by the same results based on port and statistical characteristics. Conti et al. [14] used the method of RF to identify the actions of users on mobile phones through the IP, packet size, port, direction and other characteristics of the encrypted traffic generated by marked users when using the application mobile phone client. Compared with the ML-based methods, in 2004, literature [15] used packet length, packet interval, and stream duration as statistical features and used an expectation maximization algorithm to classify traffic types by unsupervised learning. Literature [16] uses an unsupervised machine learning algorithm to carry out unsupervised machine learning training on long-term and short-term memory recurrent neural networks so that the network can distinguish a group of time series and group them. The results show that the neural network has a strong time series learning ability and clustering ability based on multiple features. Literature [17] proposed a method of malicious traffic detection using representation learning. This method does not need to manually design traffic characteristics but directly classifies the original data as input data. This is the first time that the representation learning method is applied to the detection and classification of malicious traffic. When the three classifiers are verified in two cases, the results meet the requirements of practical application accuracy. This document proves that the efficiency of representation learning in malicious traffic detection is high, but there are also shortcomings. The tuning parameters of the convolutional
neural network are not studied, and the time factor and unknown malicious traffic are not considered [18]. Literature [19] classifies more than 20 kinds of fine-grained network traffic based on hierarchical learning. The results of large data sets show that the average accuracy of traffic classification of hierarchical classifier can reach $90 \%$, and the accuracy and recall of commonly used traffic categories are higher than $95 \%$. Wang et al. used the long-term and shortterm memory recurrent neural network to automatically learn the timing characteristics in the traffic, solved the problem of manually designing the characteristics, and achieved a high detection rate and low false alarm rate. In the literature, a cyclic neural network is used to learn the timing characteristics of encrypted traffic to realize the mobile application type recognition of the Android platform, and a high recognition rate and recall rate are achieved. Literature [5] uses the improved RNN and density clustering method to detect network abnormal traffic, which has achieved better results than the current method. Document [20] introduces a deep packet, which is an algorithm that uses deep learning [21] to automatically extract features from network traffic to classify traffic. The deep packet is the first traffic classification system using a deep learning algorithm, namely SAE and a one-dimensional convolutional neural network, which can identify applications and handle traffic characterization tasks. The automatic feature extraction process of network traffic can save the cost of using experts to identify traffic and extract manual features and reduce the overhead of traffic classification. The classification method based on machine learning has high classification accuracy and can be used for the identification of encrypted traffic, but the cost is high, and the data set needs to be understood and preprocessed in advance. Different business types have different requirements for the packet size of data flow. For example, the flow media data is small, and the packet downloaded from the file can be the maximum message segment length. Therefore, there are differences in the distribution of packet sizes for different business types. The method based on packet size distribution is not affected by encryption and has good applicability. Qin et al. propose a new method based on packet size distribution signature, which can reduce the amount of packet processing and realize the accurate identification of P2P and VolP applications. Renyi crossentropy is used to identify by calculating the similarity between the two-way flow and the message size distribution of specific applications [22]. Wang et al. [5] simultaneously used CNN and LSTM to learn and classify data packet headers and loads, showing good performance in real-time intrusion detection. Aceto et al. [23, 24] designed and implemented a recognition model based on MLP in order to track which APP the data stream came from. They used some features in the first $N$ bytes of payload and original data, and some features in the first 20 packets before interactive communication, including source port, payload bytes, size of TCP slide window, Sequential packet arrival interval, and direction, which were used as input, and the experiments were compared with random forest, stack automatic encoder SAE, CNN, and LSTM. Martin et al. [25] conducted a group of controlled experiments, respectively, using the
combination of RNN, CNN and recursive neural network RNN and CNN to identify the traffic of the Internet of things. The results showed that the combination of RNN and CNN had the best effect. Hochst et al. [26] designed and implemented an autoencoder SAE in order to find out actions such as web browsing interaction, game download, online play, and upload in network traffic, which achieved good results. It can be seen that using deep learning to classify encrypted traffic is a good research direction.

## 3. Encrypted Traffic Classification Model Design

3.1. Restricted Boltzmann Machine. The constrained Boltzmann machine (RBM) is a deformed structure of the Boltzmann machine (BM). Based on statistical mechanics, the sample of BM follows the Boltzmann machine distribution. The probability distribution of the energy-based probability model is defined by the energy function $E(x)$ :

$$
\begin{equation*}
P(x)=\frac{e^{-E(x)}}{Z} \tag{1}
\end{equation*}
$$

where $x$ is the input sample, $Z=\sum_{x} e^{-E(x)}$ is the normalized function, the commonly used method to solve $P(x)$ is gradient descent, and the negative logarithm of the training set $D$ is its cost function:

$$
\begin{equation*}
l(\theta, D)=-L(\theta, D)=-\frac{1}{N} \sum_{x^{(i)} \in D} \log \tag{2}
\end{equation*}
$$

where $\theta$ is the parameter space of the model, the partial derivative of $\theta$ is obtained through the optimization algorithm so as to get the optimal solution of the cost function:

$$
\begin{equation*}
\Delta=\frac{\partial l(\theta, D)}{\partial \theta}=-\frac{1}{N} \frac{\partial \sum \log p\left(x^{(i)}\right)}{\partial \theta} \tag{3}
\end{equation*}
$$

The boltzmann machine is a random NN defined by the above energy function, which consists of a visible layer and a hidden layer, as introduced in Figure 1(a). As can be seen from the figure, both intralayer nodes and interlayer nodes have connection weights, and there are only two states of the output node: activated and inactive. 1 means activated, and 0 means inactive. Therefore, we can see unit vector $v=\{0,1\}^{D}$ and implicit unit vector $h=\{0,1\}^{k}$, and their learning mode belongs to unsupervised learning. The energy function between the visible layer neuron and hidden layer neuron of the BM model is defined as follows:

$$
\begin{equation*}
E(v, h ; \theta)=-v^{T} W h-\frac{1}{2} v^{T} L v-\frac{1}{2} h^{T} L h-v^{T} a-h^{T} b, \tag{4}
\end{equation*}
$$

where $\theta=\{W, L, R, c, b\}$ is the parameter of the BM model; $W, L, R$ are the connection weights between nodes respectively, and the diagonal elements of $L$ and $R$ are $0 . a$ and $b$ represent the bias of $v$ and $h$. Through this energy function, the probability distribution can be obtained by formula (1), and the solution of the model can be obtained by further solving. Although BM has a strong self-learning ability and can learn complex internal features in data, BM has a


Figure 1: Structural comparison of BM and RBM models. (a) Structure of the BM model. (b) Structure of the RBM model.
complex structure, resulting in a very long training time. In addition, it is difficult to obtain random samples of the distribution represented by BM, so the practical value is relatively low.

The difference between RBM and BM lies in that the neurons at the same layer are independent of each other, that is, $L=0$ and $R=0$. Only interlayer neurons are connected,
and their structure is shown in Figure 1(b). Similarly, it includes a visible layer $v$ and a hidden layer $h$. The visible layer mainly describes the features of the observed data, while the hidden layer serves as the feature extraction layer. If $v$ includes $n$ nodes $v=\left\{v_{1}, \ldots v_{n}\right\}$, and $h$ includes $m$ nodes $h=\left\{h_{1}, \ldots h_{m}\right\}$, then the energy function under a given set of states can be expressed as follows:

$$
\begin{equation*}
E(v, h ; \theta)=-v^{T} W h-v^{T} a-h^{T} b=-\sum_{i=1}^{n} \sum_{j=1}^{m} v_{i} W_{i j} h_{j}-\sum_{i=1}^{n} a_{i} v_{i}-\sum_{j=1}^{m} b_{j} h_{j}, \tag{5}
\end{equation*}
$$

where $\theta=\left\{W_{i j}, a_{i}, b_{j}\right\}, W_{i j}$ is the weight matrix among the visible layer and the hidden layer. The purpose of learning RBM is to fit the distribution of training data by finding the appropriate parameter $\theta$. In order to get the optimal value of $\theta$, we can use the stochastic gradient ascent method. Therefore, the key step is to find the partial derivatives of each parameter. The gradient of RBM logarithmic likelihood function is as follows:

$$
\begin{equation*}
\frac{\partial L(\theta)}{\partial \theta}=\sum_{t=1}^{T}\left(\left\langle\frac{\partial\left(-E\left(v^{(t)}\right)\right)}{\partial \theta}\right\rangle_{P\left(h \mid v^{(t)}, \theta\right)}-\left\langle\frac{\partial(-E(v, h ; \theta))}{\partial \theta}\right\rangle_{P(v, h ; \theta)}\right) . \tag{6}
\end{equation*}
$$

In the above formula, $L(\theta)$ is the likelihood function of the RBM model, and $\langle\cdot\rangle_{P}$ represents the expectation of distribution $P$. For the former term, the probability distribution of $h$ under a given sample can be calculated; for the latter term, all possible values of $v$ need to be searched before the joint probability distribution can be calculated. Therefore, a feasible sampling method is needed to obtain the value of the distribution.
3.2. Gibbs Sampling Method. Gibbs Sample [1] is a sampling method based on the Markov Chain Monte Carlo (MCMC) strategy that constructs random samples of probability distributions of multiple variables. For example, the joint distribution of more than two variables is constructed in order to work out integrals and expectations. The efficiency of the MCMC algorithm is low because the high-dimensional data has a certain reception rate. If the reception rate
can be set to 1 , the problem of slow convergence caused by the frequent rejection of transfer can be avoided, and Gibbs sampling can sample the joint distribution of high-dimensional random variables. The specific process mainly, assuming a $k d$ random vector $X=\left\{x_{1}, x_{2}, \ldots, x_{M}\right\}$, cannot obtain the joint probability distribution $P(X)$ of $X$, but the rest of the components $x_{k^{-}}=\left\{x_{1}, x_{2}, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{M}\right\}$ of a given $X$, the conditional probability of the $k$-th component $x_{k}$ is $P\left(x_{k} \mid x_{k^{-}}\right)$, therefore can from an initial state of $X$ (such as $\left[x_{1}^{(0)}, x_{2}^{(0)}, \ldots, x_{M}^{(0)}\right]$ ), using the amount of conditional probability, iteratively to state the weight of samples, The distribution of the random variable converges geometrically to $P(X)$ as the number of samples increases.

Gibbs algorithm is employed to get random data conforming to the model distribution in the RBM model. The sampling process is introduced in Figure 2.

The specific steps of t-step Gibbs sampling in RBM are as three steps as follows:

Step 1: First, use the input sample to initialize the state $v_{0}$ of the visual node;
Step 2: Then, determine the sampling times $t$. Sampling is carried out according to the following conditional probability formula:
$h^{(s-1)}$ is obtained by sampling with conditional probability $P\left(h \mid v^{(s-1)}\right)$;
Then the conditional probability $P\left(h \mid v^{(s-1)}\right)$ is sampled to get $v^{s}$;
Among them, $s=1,2, \ldots, t$.


Figure 2: Gibbs sampling process.

Step 3: Step 2 is cyclically sampled for $t$ times, and finally, when the sampling times $t$ is large enough, $v^{t}$ can be obtained.

### 3.3. Deep Belief Network Classification Method for Nonlinear Correction

3.3.1. DBN Model Based on Modified Elliott Function. DBN model is composed of multiple RBM stacked on top of each other, so in the training process of RBM, the activation function also determines the ability of feature extraction. RBM performs a step sampling by CD algorithm and Gibbs sampling. Firstly, the visible layer is mapped to the output of the hidden layer through the activation function, and then the output is taken as the input of the visible layer.

According to the analysis of the activation function in this article, it can be known that the activation function is a core position in network training. If the activation function is improperly selected, it is difficult to improve the accuracy of training learning no matter how to construct the model structure. However, if the activation function is properly selected, the feature extraction ability of the network can be significantly improved. Based on this, a DBN model based on the Modified Elliott function (ME-DBN) is proposed in our article. Elliott function [2] satisfies the generalized Logistic differential equation, so this paper introduces the Elliott function into the model to improve the traditional sigmoid activation function, as shown below:

$$
\begin{equation*}
f(x)=\frac{0.5 x}{1+|x|}+0.5 \tag{7}
\end{equation*}
$$

In order to ensure that all neurons are saturated in the pretraining stage, the activation function should have a high gradient zero value. Based on this analysis, formula (7) is revised in this paper:

$$
\begin{equation*}
f(x)=\frac{0.5 x}{\sqrt{1+x^{2}}}+0.5 \tag{8}
\end{equation*}
$$

Figure 3 shows the function graph of the modified Elliott function and sigmoid function.

As we can find from Figure 3, the modified Elliott function becomes steeper near zero, which causes more major features to fall into the middle region of the function, and at the same time, reaches the threshold at the lower value of its input, closer to the biological neuron than the sigmoid function.

Next, this paper compares the modified Elliott function with the sigmoid function, as shown in Figure 4:

As we can find from Figure 4 that ReLU has no gradient at the negative half-axis of input, and the modified function in this paper has a gradient, so the problem of failing to update the weight will not occur.

To better fit the distribution of input data in the network model in the pretraining stage, the activation function in the pretraining stage is improved in this paper. Therefore, after introducing the modified Elliott function into RBM, the conditional probability of the visible layer and hidden layer can be deduced as follows:

$$
\begin{align*}
& P\left(v_{i}=1 \mid h, \theta\right)=\prod_{i} P\left(v_{i} \mid h\right) P\left(v_{i}=1 \mid h\right)=M E\left(\sum_{j} W_{i j} h_{j}+a_{i}\right)=\frac{\sum_{j} W_{i j} h_{j}+a_{i}}{2 \sqrt{1+\left(\sum_{j} W_{i j} h_{j}+a_{i}\right)^{2}}}+\frac{1}{2},  \tag{9}\\
& P\left(h_{i}=1 \mid v, \theta\right)=\prod_{i} P\left(h_{i} \mid v\right) P\left(h_{i}=1 \mid v\right)=M E\left(\sum_{j} W_{i j} v_{j}+b_{i}\right)=\frac{\sum_{j} W_{i j} v_{j}+b_{i}}{2 \sqrt{1+\left(\sum_{j} W_{i j} v_{j}+b_{i}\right)^{2}}}+\frac{1}{2} .
\end{align*}
$$

In the pretraining stage, the training objective is still the maximized likelihood function. CD algorithm is used for sampling, so the parameter update formula is as follows:


Figure 3: Comparison of modified Elliott function and sigmoid activation function.


Figure 4: Comparison of modified Elliott function and ReLU activation function.

$$
\begin{align*}
\frac{\partial L(\theta)}{\partial W_{i j}} & =\sum_{t=1}^{T}\left[P\left(h_{j}=1 \mid v^{(t)}\right) v_{i}^{(t)}-\sum_{v} P(v) P\left(h_{j}=1 \mid v\right) v_{i}\right] \\
& =\sum_{t=1}^{T}\left[\left(\frac{\sum_{j} W_{i j} v_{i}^{(t)}+b_{j}}{2 \sqrt{1+\sum_{j} W_{i j} v_{i}^{(t)}+b_{j}^{2}}}+\frac{1}{2}\right) v_{i}^{(t)}-\sum_{v} P(v)\left(\frac{\sum_{j} W_{i j} v_{i}+b_{j}}{2 \sqrt{1+\sum_{j} W_{i j} v_{i}+b_{j}^{2}}}+\frac{1}{2}\right) v_{i}\right], \\
\frac{\partial L(\theta)}{\partial a_{i}} & =\sum_{t=1}^{T}\left[v_{i}^{(t)}-\sum_{v} P(v) v_{i}\right],  \tag{10}\\
\frac{\partial L(\theta)}{\partial b_{j}} & =\sum_{t=1}^{T}\left[P\left(h_{j}=1 \mid v^{(t)}\right)-\sum_{v} P(v)\left(h_{j}=1 \mid v\right)\right] \\
& =\sum_{t=1}^{T}\left[\left(\frac{\sum_{j} W_{i j} v_{i}^{(t)}+b_{j}}{2 \sqrt{1+\sum_{j} W_{i j} v_{i}^{(t)}+b_{j}^{2}}}+\frac{1}{2}\right)-\sum_{v} P(v)\left(\frac{\sum_{j} W_{i j} v_{i}+b_{j}}{2 \sqrt{1+\sum_{j} W_{i j} v_{i}+b_{j}^{2}}}+\frac{1}{2}\right)\right] .
\end{align*}
$$

The parameters trained in the pretraining stage are used as the initialization of the fine-tuning stage, and the whole MEDBN network is fine-tuned by using the gradient descent method.

## 4. Evaluation Processing

After the training of these three classification models and training data, the performance of these models is evaluated with test data. The classifier best suited to the current traffic environment is that it has the most accurate classification model. Accuracy is represented as follows:

$$
\begin{equation*}
\text { Accuracy }=\frac{T P+T N}{T P+F P+F N+T N} \tag{11}
\end{equation*}
$$

In the formula, TP is a true positive, indicating that the traffic that belonged to category C is classified in category C. FP is a false positive, showing that the traffic not belonging to category C is classified by mistake; FN is missing report, indicating that the traffic not belonging to category C is classified into others; TN is a true negative, indicating that the traffic of noncategory $C$ that is classified as noncategory C.

The precision defined in formula (11) is used to select the optimal proposed model. At the same time, three indicators are used to evaluate the performance of the proposed model, which are Precision, Recall, and F1 score, The definition is as follows:

$$
\begin{align*}
\text { Precision } & =\frac{T P}{T P+F P}, \\
\text { Recall } & =\frac{T P}{T P+F N},  \tag{12}\\
F 1_{\text {score }} & =\frac{2 \times \text { Precision } \times \text { Recall }}{\text { Precision }+ \text { Recall }} .
\end{align*}
$$

## 5. Data Processing

ISCX VPn-NonVPN Traffic Dataset was selected in the experiment. As shown in Table 1, this data set consists of 15 applications, such as Facebook, Youtube, Netflix, and so on. The selected application uses various security protocols for encryption, including HTTPS, SSL, SSH, and proprietary protocols. The selected data set contains a total of 206,688 packets. Obviously, the data set is unbalanced. Some applications have a large number of traffic samples, such as Netflix, which accounts for $25.126 \%$ of the total data set. Meanwhile, some applications have a small number of traffic samples, such as Aim Chat and ICQ, which only account for $2-3 \%$ of the total data set.

## 6. Experiment and Simulation

To further distinguish the effectiveness of our proposed model for identifying encrypted traffic, we list a series of classic benchmark models that have been proven to achieve

Table 1: Description of sample dataset.

| The application name | Unbalanced sample |  |
| :--- | :---: | :---: |
|  | Quantity | Ratio (\%) |
| AIM_chat | 4869 | 2.3 |
| SCPdown | 15390 | 7.4 |
| Youtuebe | 12738 | 6.1 |
| Voipbuster | 35469 | 17.1 |
| E-mail | 4417 | 2.1 |
| Vimeo | 18755 | 9 |
| Facebook | 5527 | 2.6 |
| Gmail | 7329 | 3.5 |
| TorTwitter | 14654 | 7 |
| Hangout | 7587 | 3.6 |
| Spotify | 14442 | 6.9 |
| Skype | 4607 | 2.2 |
| ICQ | 4243 | 2 |
| SETPdown | 4729 | 2.2 |
| Netflix | 51932 | 25.1 |
| Total | 206688 | 100 |

excellent prediction and classification results in various fields. Figure 5 shows the evaluation of classification recognition results with the benchmark models. They include XGboost algorithm and GBDT algorithm based on number model, Bayesian classification algorithm and SVM algorithm based on classical classification algorithm, LSTM model and RNN model based on the neural grid. At the same time, we also take a single DBN model as one of the benchmark models to compare the classification recognition results between the DBN model and our ME-DBN model. As can be seen from the figure above, (1) Among all benchmark models, the ME-DBN model achieves the best performance in five indicators, which indicates that our proposed model is effective in the classification of encrypted traffic; (2) compared with all benchmark models, DBN model achieves the best results in ACC and F1 indicators, and also ranks TOP3 in classification results of other indicators, which indicates that, on the whole, DBN model can effectively identify encrypted traffic; (3) although RNN model achieves the best result in FRrate index, its performance in other indicators is poor. We could find that classification results based on the RNN model are unstable. (4) Compared with the DBN model, the performance of ME-DBN proposed by us is superior to the DBN model in all five indicators, which indicates that the method proposed by us can effectively enhance the basic DBN model; (5) we can also know from the experimental results that neural grid based models such as CNN, RNN, and LSTM have significantly higher classification and identification effects on encrypted traffic than other benchmark models (including decision tree-based classification model and classical mathematical classification model).

Figures 6 and 7 show the comparison of training and prediction time of different algorithms on the ISCX VPNnonVPN dataset. Among them, $70 \%$ samples are selected as training samples and $30 \%$ samples are selected as test samples. It can be seen from the figure that in the ISCX


Figure 5: Evaluation of classification recognition results with the benchmark models.

VPN-NonVPN data set, the CNN model has the longest training time and the NBN model has the shortest prediction time, but at the same time, the CLASSIFICATION accuracy of the NBN model is not high. ME-DBN has more training time on the dataset than the DBN model because sparse regular terms are added to the likelihood function and the derivation process affects the training time. For deeper structure, it needs more training time
than the traditional SVM and XGboost model because of the complicated calculation process, but the classification results have a certain increase, and the algorithm proposed in our article the ME - DBN and DBN algorithm forecast time differs only 4 s , demonstrate the algorithm based on sparse model time performance improves the classification accuracy. It has better classification performance.


Figure 6: Comparison of training time of different algorithms.
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Figure 7: Comparison of prediction time of different algorithms.

## 7. Conclusions

At present, the deep neural network has become an important research content on machine learning. Feature extraction algorithm based on DNN mainly uses a deep neural network model to carry out feature extraction of data imitating the information processing mechanism of the human brain, so as to screen the important information in data. The deep neural network has an excellent performance in extracting images, sound, text, and other information. However, with the increasing scale of data sets, the network structure becomes more and more complex, making network training more difficult, which requires more effective training methods. Secondly, when the traditional sparse deep network model learns input data, all hidden layer nodes may have the same effect without completely changing the feature homogeneity phenomenon. In addition, the traditional Sigmoid activation function is nonzero mean, which is difficult to effectively train the network and is prone to the phenomenon of gradient disappearance. To handle the above problems, our article studies the feature extraction algorithm based on DNN, and proposes a DBN traffic classification method based on the nonlinear correction. In view of the phenomenon of gradient disappearance that the traditional Sigmoid function is prone to, the Elliott function satisfying the generalized Logistic differential equation is proposed to replace the Sigmoid activation function, and then the Elliott function is modified to meet the characteristics of RBM. The modified Elliott function can make the nodes in the saturation state, so it is not easy to cause the problem of gradient disappearance.

## Data Availability

The support data can can be obtained from the author upon request.

## Conflicts of Interest

The author declares no conflicts of interest.

## References

[1] S. Kumar, S. Dharmapurikar, F. Yu, P. Crowley, and J. Turner, "Algorithms to accelerate multiple regular expressions matching for deep packet inspection," ACM SIGCOMM Computer Communication Review, vol. 36, 2006.
[2] Y. Zeng, M. Qiu, Z. Ming, and M. Liu, "Senior2Local: a machine learning based intrusion detection method for VANETs," in Proceedings of the International Conference on Smart Computing and Communication, December 2018.
[3] M. Shen, M. Wei, L. Zhu, and M. Wang, "Classification of encrypted traffic with second-order Markov chains and application attribute bigrams," IEEE Transactions on Information Forensics and Security, vol. 12, no. 8, pp. 1830-1843, 2017.
[4] C. V. Wright, F. Monrose, and G. M. Masson, "On inferring application protocol behaviors in encrypted network traffic," Journal of Machine Learning Research, vol. 7, pp. 2745-2769, 2006.
[5] W. Wang, Y. Sheng, J. Wang et al., "HAST-IDS: learning hierarchical spatial-temporal features using deep neural networks to improve intrusion detection," IEEE Access, vol. 6, pp. 1792-1806, 2018.
[6] M. Lotfollahi, R. S. H. Zade, M. J. Siavoshani, and M. Saberian, "Deep packet: a novel approach for encrypted traffic classification using deep learning," 2017, https://arxiv.org/abs/ 1709.02656.
[7] J. Hochst, L. Baumgartner, M. Hollick, and B. Freisleben, "Unsupervised traffic flow classification using a neural autoencoder," in Proceedings of the IEEE 42nd Conf. Local Comput. Netw. (LCN), pp. 523-526, Singapore, October 2017.
[8] P. Wang, F. Ye, X. Chen, and Y. Qian, "Datanet: deep learning based encrypted network traffic classification in sdn home gateway," IEEE Access, vol. 6, pp. 55380-55391, 2018.
[9] M. A. Qatf, Y. Lasheng, M. A. Habib, and K. A. Sabahi, "Deep learning approach combining sparse autoencoder with SVM for network intrusion detection," IEEE Access, vol. 6, pp. 52843-52856, 2018.
[10] K. Claffy, H. Braun, and G. Polyzos, "A parameterizable methodology for internet traffic flow profiling," IEEE Journal on Selected Areas in Communications, vol. 13, no. 8, pp. 1481-1494, 1995.
[11] R. Gu, H. Wang, Y. Sun, and Y. Ji, "Fast traffic classification using joint distribution of packet size and estimated protocol processing time," IEICE - Transactions on Info and Systems, vol. 93, no. 11, pp. 2944-2952, 2010.
[12] S. Yeganeh, M. Eftekhar, Y. Ganjali, R. Keralapura, and A. Nucci, "CUTE: traffic classification using terms," in Proceedings of the 2012 21st International Conference on Computer Communications and Networks ICCCN, pp. 1-9, Munich, Germany, July 2012.
[13] H. Ibrahim, S. Nor, and H. Jamil, "Online hybrid internet traffic classification algorithm based on signature statistical and port methods to identify internet applications," in Proceedings of the 2013 IEEE International Conference on Control

System, Computing and Engineering, pp. 185-190, Penang, Malaysia, November 2013.
[14] M. Conti, L. Mancini, R. Spolaor, and N. Verde, "Can't you hear me knocking: identification of user actions on android apps via traffic analysis," in Proceedings of the 5th ACM Conference on Data and Application Security and Privacy, pp. 297-304, New York, NY, U.S.A, March 2015.
[15] G. Xiong, W. Huang, Y. Zhao, M. Song, Z. Li, and L. Guo, Real-time Detection of Encrypted Thunder Traffic Based on Trustworthy Behavior Association, Springer, Berlin Germany, pp. 132-139, 2013.
[16] A. McGregor, M. Hall, P. Lorier, and J. Brunskill, Flow clustering using machine learning techniques, Springer, Berlin, Germany, pp. 205-214, 2004.
[17] W. Wang, M. Zhu, X. Zeng, X. Ye, and Y. Sheng, "Malware traffic classification using convolutional neural network for representation learning," in Proceedings of the 2017 International Conference on Information Networking (ICOIN), pp. 712-717, IEEE, Da Nang, Vietnam, January 2017.
[18] M. Lotfollahi, M. J. Siavoshani, R. S. H. Zade, and M. Saberian, "Deep packet:A novel approach for encrypted traffic classification using deep learning," Soft Computing, vol. 24, no. 3, pp. 999-2012, 2020.
[19] L. Grimaudo, M. Mellia, and E. Baralis, "Hierarchical learning for fine grained intemet traffic classification," in Proceedings of the Wireless Communications and Mobile Computing Conference (IWCMC), pp. 463-468, IEEE, Limassol, Cyprus, August 2012.
[20] M. Lotfoilahi, R. S. H. Zade, M. J. Siavoshani, and M. Saberian, "Deep packet:A novel approach for encrypted traffic classification using deep learning," Soft Computing, vol. 24, no. 3, pp. 1999-2012, 2017.
[21] Y. LeCun, Y. Bengio, and G. Hinton, "Deep learning," Nature, vol. 521, no. 7553, pp. 436-444, 2015.
[22] T. Qin, L. Wang, Z. Liu, and X. Guan, "Robust application identification methods for P2P and VoIP traffic classification in backbone networks," Knowledge-Based Systems, vol. 82, pp. 152-162, 2015.
[23] G. Aceto, D. Ciuonzo, A. Montieri, and A. Pescape, "Mobile encrypted traffic classification using deep learning," in Proceedings of the 2018 Network Traffic Measurement and Analysis Conference (TMA), pp. 1-8, Vienna, Austria, June 2018.
[24] G. Aceto, D. Ciuonzo, A. Montieri, and A. Pescape, "Mobile encrypted traffic classification using deep learning: experimental evaluation, lessons learned, and challenges," IEEE Transactions on Network and Service Management, vol. 16, no. 2, pp. 445-458, 2019.
[25] M. Martín, B. Carro, A. S. Esguevillas, and J. Lloret, "Network traffic classifier with convolutional and recurrent neural networks for internet of things," IEEE Access, vol. 5, pp. 18042-18050, 2017.
[26] J. Hochst, L. Baumgartner, M. Hollick, and B. Freisleben, "Unsupervised traffic flow classification using a neural autoencoder," in Proceedings of the 2017 IEEE 42nd Conference on Local Computer Networks (LCN), pp. 523-526, Singapore, October 2017.

# Short-Term Electrical Load Demand Forecasting Based on LSTM and RNN Deep Neural Networks 

Badar ul Islam © ${ }^{1,2}$ and Shams Forruque Ahmed ( ${ }^{3}$<br>${ }^{1}$ Depatment of Electrical Engineering, University Technology Petronas, Seri Iskandar, Malaysia<br>${ }^{2}$ Depatment of Electrical Engineering, NFC Institute of Engineering \& Fertilizer Research, Faisalabad, Pakistan<br>${ }^{3}$ Science and Math Program, Asian University for Women, Chattogram 4000, Bangladesh

Correspondence should be addressed to Shams Forruque Ahmed; shams.f.ahmed@gmail.com
Received 21 May 2022; Revised 11 June 2022; Accepted 22 June 2022; Published 31 July 2022
Academic Editor: Dragan Pamučar
Copyright © 2022 Badar ul Islam and Shams Forruque Ahmed. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.


#### Abstract

As the development of smart grids is increasing, accurate electric load demand forecasting is becoming more important for power systems, because it plays a vital role to improve the performance of power companies in terms of less operating cost and reliable operation. Short-term load forecasting (STLF), which focuses on the prediction of few hours to one week ahead predictions and is also beneficial for unit commitment and cost-effective operation of smart power grids, is receiving increasing attention these days. Development and selection of an accurate forecast model from different artificial intelligence (AI)-based techniques and metaheuristic algorithms for better accuracy is a challenging task. Deep Neural Network (DNN) is a group of intelligent computational algorithms which have a viable approach for modeling across multiple hidden layers and complex nonlinear relationships between variables. In this paper, a model for STLF using deep learning neural network (DNN) with feature selection is proposed. A wide range of intelligent forecast models was designed and tested based on multiple activation functions, such as hyperbolic tangent ( $\tanh$ ), different variants of rectifier linear unit (ReLU), and sigmoid. Among the others, DNN with leaky ReLu produced the best forecast accuracy. Regarding the precision of the methods used in this research work, certain output measures, such as absolute percentage error (MAPE), mean square error (MSE), and root mean square error (RMSE) are used. There was also a reliance on multiple parametric and variable details to determine the capability of the smart load forecasting techniques.


## 1. Introduction

Load forecasting strengthens utility corporations' ability to model and anticipate power loads in order to maintain a balance between supply and demand, reduces manufacturing costs, estimates fair energy pricing, and regulates capacity scheduling and future planning. These forecasts are extremely important for energy suppliers and other power system stack holders, as well as for power generation, transmission, and distribution industries. There is also the precise projection of electric load magnitudes and geographic locations for various times of the planning horizon [1]. The main criterion is used to test the predictions of the model on the basis of lead-time horizon. Accurately predicting future load requirements is critical for proper generation planning. It additionally improves the
performance of the power system and facilitates managerial decision making in the future. Inaccurate forecasts can be the reason for massive economic losses for housing and power system. Researchers have applied a number of techniques for electrical load demand forecasting using numerous statistical, mathematical, and artificial intelli-gence-based approaches to facilitate the supply chain of electrical load in a smooth manner. It is found that deep neural networks (DNN) and their hybrid combinations with other meta-heuristic optimization algorithms provided wonderful functionality in managing complicated nonlinear relationships, model complexity, and their prediction performance is found accurate as compared to other conventional methods [2]. The major objective of this research work is to enhance electrical load demand forecast accuracy by implementing the state-of-the-art deep neural networks
using LSTM and RNN architectures. In particular, the impact of seasonal variation on forecast error has been explored and reported.

According to the literature, short-term electrical load demand forecasts are of considerable interest. This forecasting is important for power system control, unit input, security assessment, economic calculations, and power markets [3]. STLF is under high consideration for controlling and optimizing energy systems on a daily energy efficiency basis, exchange, and security checks. It is also useful for reliability considerations and mathematical calculations in the power system. However, STLF needs a great effort to produce reasonable forecast accuracy because of the lesser lead-time. For immediate and accurate future predictions on the basis of lesser lead-time, we need more parametric analysis and complex modeling techniques [4]. Choosing a good technique for STLF is most important for high accuracy in the results. One of an electric company's key jobs is to precisely estimate load demand at all times, which is especially important in the near term. Observing the behavior of near-future load demand may be highly useful for the assessment and operation of power systems in terms of a noninterrupted supply chain of power [5].

There are several load-forecasting techniques that are classified as parametric and nonparametric techniques in two major sections. Parametric techniques are based on mathematical and statistical equations such as time series and linear regression. Nonparametric techniques are artificial intelligence and machine learning-based techniques such as artificial neural networks (ANN), deep neural networks (DNN), fuzzy logic, and expert systems. In the category of nonlinear techniques, many hybrid combinations of ANN and DNN with nature inspired meta-heuristic techniques such as genetic algorithm (GA), particle swarm optimization (PSO), feature selection, and others have been reported frequently for STLF in the past decade. It is further reported by many researchers that these hybrid combinations of intelligent forecast methods produced highly efficient models in terms of accuracy and generalization.

The electric load forecasting is categorized into three classes including short-term forecasts, that is, from few minutes to few days ahead, medium-term forecasts from one week to few months ahead, and long-term forecasts of 1 year to 10 years ahead [6]. Short-term load forecasting (STLF) is useful for day-to-day decisions including fuel requirement and maintenance scheduling systems setup, whereas me-dium-term load forecasting (MTLF) is important for system maintenance, purchasing electricity, and pricing plans. This maintains the shutdown and maintenance scheduling, as well as load-switching operations. On the other hand, longterm load forecasting (LTLF) is highly beneficial for expansion plans and the development of new power plants.

In this study, intelligent computational models are designed and developed using a deep neural network integrated with feature selection and genetic algorithm using various activation functions, such as sigmoid, tanh, and ReLU to forecast short-term electrical energy demand. To make forecasts more trustworthy, all significant factors impacting future power usage must be included [7]. DNNs
are always difficult to train, test, and validate, particularly when the dimensions of the input are very large. It is very critical to pick important features by evaluating a DNNtrained model's first-layer activation potential [8]. Moreover, a crucial factor in the DNN-based model for STLF is the availability of a small number of data samples for the training phase, which can cause the model to overfit. To avoid overfitting, we used 2 years of electricity load from FESCO, a company in Pakistan, to supply the electricity. In this investigation, there are one year of Australian electricity load data and other input parameters with feature selection to train the presented DNN models utilizing a single activation function. In the literature, [9], Denil et al. demonstrate that it is possible not only to forecast all the other weights but also to exclude some of the weights, providing a few weights to every element. It is shown for neurons with multiple layers, training $25 \%$ with parameters produces the same error as learning all weights. Sainath et al. [10] use lowrank matrix factorization to reduce the number of input parameters in the final layer of a DNN.

Hybrid load demand forecast model by integrating deep recurrent neural networks and LSTM architectures are designed, developed, and tested. Their performance is compared with the conventional ANN design. The performance of the developed hybrid model in different seasonal and load demand variations is examined on a day-ahead and week-ahead basis. The integration of various meta-heuristic techniques adds up the individual features of those methods to produce the summed up benefits. However, the hybridization of multiple methods leads to complexity and affects the transparency of these models. As the LSTM model keeps a track of the vibrant recent memory states, its strength in remembering the recent past states is considered superior as compared to other meta-heuristic methods.

The remainder of the paper is ordered as, Section 2 explains DNN's and RNNs importance for load forecasting. Section 3 explains the data description. Section 4 explains the methodology behind the hybridization of DNN and the feature selection-based model for STLF. The results and corresponding consequences are seen in Section 5, and finally, the conclusions regarding the proposed method are provided in Section 6.

## 2. Deep Neural Networks and Applications

Deep neural network is an advanced form of conventional ANN whose learning is typically carried out using the framework of complex architecture with multiple hidden layers and neurons. The word "deep" refers to the topological structure of NN with a number of layers in the network. A deep neural network (DNN) is just an ANN with some extra layers than the three standard layers of multiple-layer perceptron (MLP). A deep neural network integrates several nonlinear layers of computation, utilizing basic parallel operating components biologically inspired nervous systems. Deep learning is traditionally focused on using back propagation including gradient descent and a huge number of neurons and hidden layers [11]. The deep structure enhances the potential of neural networks for abstraction.

Currently, the advancement of the Internet of things (IoT) and big data allows the deployment of DNNs in a variety of ways. Moreover, recent findings for DNN have shown great promise in other fields, such as computer vision and voice recognition. However, there is much less work on applying DNN to short-term load forecasting in STLF is found in the literature [12]. DNNs allow higher precision to be achieved by detecting dominant factors that influence electricity consumption trends and can surely make a major contribution to next-generation energy systems and the recently launched Smart grid [13]. A typical DNN interconnection structure with one input and output layer and multiple hidden layers having neurons is shown in Figure 1. It can be seen that there are a number of hidden layers which convert this neural network to deep neural network. The results will also be more accurate by more layers.
2.1. DNN with Genetic Algorithm. Genetic algorithm is a method of programming which derives its foundation from biological evolution [14]. The Genetic Algorithm is generally used as a problem-solving technique to have the optimized value [15]. A hybrid model designed by integrating a genetic algorithm (GA) and deep neural network (DNN) is used to increase performance, cogency, and reduce the error [16]. Specifically, GA is used for selecting features and optimizing DNN design parameters [17]. A set of possible solutions is provided to GA as inputs and evaluation of the performance of each input is carried out with a metric called a fitness function, which allows each candidate to be quantitatively evaluated. The input to the GA is a series of feasible solutions to the problem, stored in some form, and a metric named as fitness function that allows every applicant to be concretely evaluated. The GA's functionality was proven by the creation of a DNN with more than four million parameters; the best infrastructure ever developed by an evolutionary algorithm [18].
2.2. DNN with Feature Selection. Selection of features distinguishes the relevant features from a collection of data and eliminates unrelated or less-significant features which do not lead most to our target variable in order to obtain optimal reliability for our model. It is commonly accepted that the performance of DNNs is because the relationship between the target value and the features of the input is very significant. It takes gradual and definite transformation to render useful features [19]. For a DNN, the measurement of sensitivity does not work far beyond one or two layers. Therefore, in order to better evaluate an input feature's contribution, we review its activation potential (averaged over all input training values and hidden neurons) relative to the full activation potential. The greater the possible activation involvement of an input factor, the more likely its inclusion in the hidden layers [20].
2.3. Hybrid LSTM and DNN Recurrent Neural Network. The ANN is referred to as recurrent neural networks when feed forward neural networks are expanded to provide


Figure 1: A typical deep neural network architecture.
feedback connections as shown in Figure 2. The input neurons are responsible to receive inputs, whereas relational ends receive the signals modified with an activation function from the current input layer and from the hidden nodes in the previous state of the network at each time-step of sending input through a recurrent network. Long short-term memory (LSTM) networks are a revamped variant of recurrent neural networks, allowing memory retrieval of previous data simpler. The RNN problem of the vanishing gradient is solved here. Given unpredictable time delays, LSTM is well suited for categorizing, analyzing, and forecasting time series. It trains the model using back-propagation. The performance is determined by the secret state of the hidden layers. The concept behind RNNs is to make use of the knowledge in sequence. It is generally assumed that in a typical neural network all inputs and outputs are distinct of one another.

## 3. Research Methodology

The main requirement for an accurate prediction model is careful analysis of the load data and its dynamics. A big quantity of data is being gathered with the aid of the intelligent meters on every day basis which is called raw data at initial stage as shown in Figure 3. Big statistics analytics can be helpful in reaching insights for smart grid energy management [4]. To achieve the good forecast results, variation and the behavior of the load data is of high consideration. Initial steps for treatment of data are data preprocessing which is also called the data normalization. These methods can be carried out according to simple load profile analysis. On the basis of traits of input data, it can be classified into distinctive clusters by which the network performance can be increased. To preprocess data, the first stage is the compilation of data from the different information systems, for instance, the equipment, customer and charging details, weather, and electrical load system [21]. As designing data management and smart electronics increases, data-oriented applications have been gaining far more interest in both academia and industry through power converters in power grid companies [22,23]. In addition to the load demand data other factor are also important including metrological data and day type information.


Figure 2: Recurrent neural network.

Long short-term memory (LSTM) networks are an improved variation of recurrent neural networks that make it easier to retrieve earlier data from memory. The declining gradient issue is handled here. Given the unpredictable nature of time delays, LSTM is ideal for categorizing, analyzing, and predicting time series. The performance of the LSTM-based intelligent forecast models has been proved in many smart systems such as smart grids.
3.1. Effect of Temperature. It is noticed that the electrical load demand increases with the rise in temperature during the summer season and it decreases in the cold season. Therefore, the seasonal variables should be included in the predicted model input to obtain accurate predictive results. A review of the literature shows that there is a strong correlation between seasonal variables and load demand. The results of human sensitivity test tell that dew point between 40 F and 60 F is considered comfortable for the humans [24]. The demand for load remains normal in this range of dew point. There is a more need of strength when the temperature falls below $10^{\circ} \mathrm{C}$ due to heating requirements in a family.
3.2. Working and Nonworking Days. Electricity usage is higher on weekdays while electricity consumption is low on Saturday and Sunday, and also on other public holidays. The "Working Day feature" is chosen based on these results to draw this impact.
3.3. Impact of Time. There is high impact of time on electricity usage. Energy usage values reflect an up-and-down trend, respectively, during both middays. To express the time dependence as hour and day of week, two functions are extracted.
3.4. External Factors. The external factors can also influence the power load behavior (we define data collected as external factors outside the energy database) such as season, climate, and holiday statistics [25].
3.5. Data Preprocessing. There is a process called preprocessing by which the input data is converted into normalized form to facilitate the NN for easy interpretation of input patterns for better results. The change between each input data point interval is between 0 and 1 throughout the normalization procedure. Each input's data can be transformed into normalized form independently or in groups. Preliminary work on entering the input data reduces the size of input space to DNN, which lowers the training time of the network. It shortens the input surface measurement and reduces the variety of parameters that need to be set for the training process.
3.6. Training and Test of Datasets. The model is trained before testing to forecast the input data at high accuracy. We also separated the input data into training and testing datasets in this model, utilizing two years of data for training and one year of data for testing. From the dataset testing, we used 24 and 168 hours forward records for day and week ahead prediction, respectively.
3.7. Training and Test of Datasets. In the design and development of hybrid forecasting models based on DNN and multiple meta-heuristic techniques, different activation functions were used which directly affect the behavior and ultimate DNN efficiency. DNNs typically need capacities for nonlinear activation. Because of their simplicity, rectified linear units (ReLU) are commonly used in modern-day DNNs. Arunadevi et. al. [26] researched the impact of activation function on classification accuracy using DNN. However, choosing an appropriate activation feature is a difficult task [27-29]. Some of the commonly employed activation functions are given in the subsequent sections.
3.8. Sigmoid Function. A sigmoid function is a type of activation function, more precisely a squashing function. Crushing functions, as seen in Figure 4, limit the output to a range of 0 to 1 , making them effective in probability prediction.
3.9. Linear Rectified Unit (ReLU). The rectified linear activation function or ReLU for short is a linear piece-by-piece function that directly outputs the input if it is positive, otherwise, it will output zero as shown in Figure 5. For several forms of neural networks, it has become the default activation function, since a model that uses it is easier to train and often achieves better performance. We have, $f(x)=$ $m(o, x)$.
3.10. Leaky ReLU. Leaky ReLUs are such method to overcome the "dying ReLU" problem. Rather than making the feature zero if $\mathrm{x}<0$. Instead, a leaky ReLU would have a slight negative slope (of 0.01 , or so), as shown in Figure 6. It can be expressed mathematically:
$F(x)=1(x<0)(\alpha \mathrm{x})+1(x \geq 0)(x)$.
Here the $\alpha$ is a constant of computation.


Figure 3: Modelling for load forecasting.


Figure 4: Sigmoid function.

## 4. Results and Discussion

This section presents the electrical load demand prediction results of benchmark combinational approaches using conventional ANN, RNN, and LSTM. The simulation results, as well as the pertinent discussion of the suggested prediction model for various forecast scenarios, are also presented. To guarantee that the model works successfully in different seasonal fluctuations, its forecast accuracy is validated using load demand and meteorological data for all four seasons of the year. Furthermore, to ensure that the model does not overfit, the forecast performance is validated under high variable load demand situations one day and one week ahead, as well as seasonal load changes.

The model's performance in the aforementioned varied situations demonstrates that it is capable of providing strong prediction results under the vivid and vibrant settings of load


Figure 5: Linear rectified unit (ReLU).
demand. To explore the influence of these tactics, a relative analysis of the aforesaid methodologies is performed with respect to the appropriateness of the input variables and ANN design optimization. On a one-hour sampling frequency, the data are collected at a rate of 24 samples per day and 168 samples per week, and it contains electrical load as well as four meteorological variables: dry bulb temperature, wet bulb temperature, dew point, and humidity. MSE and MAPE are performance measures employed to analyze and compare the efficacy of various methods.

The variations in load demand are analyzed w.r.t. seasons: the load demand in the spring and fall seasons is lesser than the load demand in the winter and summer seasons. Furthermore, the summer season's load is less consistent, having higher peaks than the winter season's load. This disparity is most likely due to the less frequent usage of air conditioning during extremely hot summer days, as opposed


Figure 6: One day-ahead load forecast results of the ANN model for the summer season.


Figure 7: Leaky ReLU.


Figure 8: One day-ahead load forecast results of the ANN model for the winter season.


Figure 9: One day-ahead load forecast results of the ANN model for the autumn season.


Figure 10: One day-ahead load forecast results of the ANN model for the spring season.
to the more consistent use of heaters throughout the winter. Based on this trend, the data have been divided into four seasons: summer is seen as lasting from November to January, autumn from February to April, winter from May to July and spring from August to October. In addition to the performance indicators, the number of repetitions for the same training error are also used to evaluate the prediction accuracy of the presented algorithms.
4.1. Prediction by ANN Model. A three-layer neural network with an 8-16-1 topology will be used in the tests. The transfer function for hidden layer neurons is logistic sigmoid; however, it is linear for output layer neurons. Figure 6 shows the projected load demand assessment of the ANN model for


Figure 11: One day-ahead load forecast results of the LSTM model for autumn season.


Figure 12: One day-ahead load forecast results of the LSTM model for the spring season.
twenty-four hours ahead load during the summer. The graph's $X$-axis indicates hourly time with an interval of one hour, while the actual and predicted load demand can be seen on $Y$-axis. It is apparent that load demand fluctuates depending on the time of day, starting from modest in the morning; however, it rises as the day activities are started. The results of summer season forecasting of one-day ahead of ANN model for other seasons including winter, autumn, and spring are shown in Figures $8-10$, respectively. In this model, the best results are found in winter season, where MSE remained 0.10015 and MAPE is found $1.31 \%$ for dayahead predictions.
4.2. Prediction by LSTM Model. The results of LSTM-based model are presented in Figures 11-14 for the autumn,


Figure 13: One day-ahead load forecast results of the LSTM model for the summer season.


Figure 14: One day-ahead load forecast results of the LSTM model for the winter season.
spring, summer, and winter seasons, respectively. The red line shows the actual load and the green line shows the predicted values. The minimum forecast results for this model are observed in the summer season, where MSE is observed as 0.09153 and MAPE is $1.02 \%$ for 24 points per day. The predicted load is decreasing at the initial, but there is a difference between both lines giving better prediction results.
4.3. Prediction by RNN Model. The results of RNN-based hybrid model are presented in Figures 15-18 for the summer, winter, autumn, and spring seasons, respectively. The minimum forecast errors for this model are observed in the summer season, where MSE is observed as 0.09873 and


Figure 15: One day-ahead load forecast results of the RNN model for summer season.


Figure 16: One day-ahead load forecast results of the RNN model for winter season.

MAPE is $1.23 \%$ for 24 points per day. The predicted load is decreasing at the initial, but there is a difference between both lines giving better prediction results. Figures 15-18 show the forecast error graphs of the RNN-based hybrid model for summer, winter, autumn, and spring seasons, respectively. The load pattern of all four seasons is different because of the changes in the meteorological parameters, such as temperature, humidity, and cloud cover. However, the proposed model shows reasonable forecast accuracy for all the seasons and demonstrates its generalized prediction strength throughout the year under different load demand conditions. The load forecast results in terms of MAPE are summarized in Table 1.

Among the three models deployed for the electrical load demand prediction, it is observed that the hybrid models


Figure 17: One day-ahead load forecast results of the RNN model for the autumn season.


Figure 18: One day-ahead load forecast results of the RNN model for the spring season.

Table 1: Forecast error of the deployed models.

| Model | Forecast error (MAPE) (\%) |
| :--- | :---: |
| ANN | 1.9 |
| RNN | 1.23 |
| LSTM | 1.01 |

based on the combination of LSTM and ANN and RNN performed better w.r.t. forecast accuracy for one-day ahead forecasts. Especially, the RNN model predicted the electrical load demand with an accuracy of $1.01 \%$ in terms of MAPE. The RNN model is applied for the prediction of one week ahead forecast, and the results for the summer season are depicted in Figure 19. The model predicted the load demand


Figure 19: One day-ahead load forecast results of the RNN model for weekly summer.
with a reasonable forecast accuracy of $1.09 \%$ MAPE on week ahead bases. All these results show the superiority of the hybrid models in terms of forecast accuracy and generalization.

## 5. Conclusion

There are several feature descriptors currently available that provide high-dimensional features to identify the behavior in the video, but it takes detailed research to measure the impact of those features on classification. Although size reduction techniques are available to reduce the dimensions of items, their main focus is good reconstruction and the prejudicial information is lost in low-dimensional space. We have used the three types of modeling as LSTM modeling, RNN modeling, and NN modeling for one day forecasting of all the seasons. There is more accuracy using the leaky ReLU activation function with RNN. There are also good results for yearly forecasting data by using the above techniques. The training data is undertaking preprocessing step to predict the new features that will be more important for the use of electricity. The proposed hybrid forecast models have shown high forecast accuracy and generalization that would lead to less-operating costs and safe operation of the power utility companies.
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Picture fuzzy set (PFS) is an extension of intuitionistic fuzzy set, and it is capable to analyze the transportation problems that contain uncertain and vague information. PFSs are applicable in situations where human decisions demand more variety of responses: yes, abstain, no, and rejection which cannot be addressed in the traditional FSs and IFSs. In this paper, we propose a technique to solve fully picture fuzzy transportation problems (FPFTPs) which are based on picture fuzzy linear programming formulation. Fully picture fuzzy transportation problems are developed by considering all the variables and parameters as nonnegative trapezoidal picture fuzzy numbers. A ranking function is used to transform picture fuzzy numbers into crisp numbers. A model is presented to explain the suggested scheme. Finally, comparison analysis of fully picture fuzzy transportation model with fully intuitionistic fuzzy transportation model and fully fuzzy transportation model is presented with pictorial illustrations.

## 1. Introduction

Zadeh [1] proposed the notion of fuzzy set (FS) theory to tackle the problems involving vague information. Atanassov [2] introduced intuitionistic fuzzy set (IFS), which is characterized by a membership function as well as a nonmembership function. Although IFSs have vast applications in many fields, it cannot provide all the information. In the voting process, we can vote in favor of someone, abstain, against someone, and even refuse to cost the vote, which cannot be handled by IFSs. To tackle such type of situations, Cuong [3] gave the idea of PFS, which is generalized structure of FS and IFS and further examined their basic properties and laws. In PFSs theory, we study about positive, neutral, and negative membership degrees of each element belonging to set. In practical life, PFSs theory contribute a significant role in medical diagnosis, career selection, decision making (DM), engineering, and networking.

Dubois and Prade [4] discussed basic arithmetic operations related to fuzzy numbers. Bellman and Zadeh [5] proposed the idea of decision making in fuzzy environment. Tanaka et al. [6] presented fuzzy linear programming (FLP) problems. Zimmerman [7] analyzed multiobjective
functions in FLP problems. Ganesan and Veeramani [8] studied FLP problems by using trapezoidal fuzzy numbers. Lotfi et al. [9] suggested the lexicography method to solve fully FLP problems and obtained approximate solutions. Allahviranloo et al. [10] solved fully fuzzy linear system and achieved the general solutions. Kaur and Kumar [11] proposed Mehar's method to solve fully FLP problems by using $L R$ fuzzy numbers. Pérez-Cañedo et al. [12] used lexicographical method and solved fully FLP problems having inequality constraints. Akram et al. [13] proposed Pythagorean FLP problems with equality constraints. Akram et al. [13] introduced $L R$-type Pythagorean fuzzy numbers and introduced a scheme to solve $L R$-type fully Pythagorean FLP problems with equality constraints. Mehmood et al. [14, 15] developed different techniques to find optimal solutions of fully bipolar FLP problems. Ahmed et al. [16] solved fully FLP problems in bipolar neutrosophic environment. Akram et al. [17] presented a scheme and obtained optimal solutions of fully FLP problems. For more information about FLP, the reader may study [18-20].

In real life, we have to minimize the transportation cost in transportation problems (TPs) because the companies have to deliver the products from different sources to
numerous destinations [21]. Gani and Abbas [22] suggested a new technique to obtain optimal solution of TPs in intuitionistic fuzzy environment. TPs are being applied in many areas like networking [23], shipping [24], production [25], and shortest route problems [26]. Singh and Yadev [27] solved fuzzy transportation problems (FTPs) and obtained optimal solution by applying accuracy function. Kumar et al. [28] have proposed two algorithms to achieve initial basic solution and optimal cost of FTPs. Nagoorgani and Razak [29] developed a method to minimize the cost function by using trapezoidal fuzzy numbers (TrFNs). Kaur and Kumar [30] solved FTPs and determined optimal solution. Singh and Yadav [31] proposed a method to solve FTPs by using intuitionistic fuzzy numbers as supply and demand. Basirzadeh [32] worked on FTPs and presented three different kinds of problems. Kumar and Hussain [33] used a computational approach to tackle fully intuitionistic fuzzy real life TPs. Abhishekh and Nishad [34] solved LR-intuitionistic FTPs by using ranking approach. Kaur et al. [35] proposed different schemes to solve fully FTPs by using TrFNs. Wang et al. [36] introduced geometric operators in picture fuzzy environment and studied decision-making problems (DMPs).

PFSs are applied to handle real life TPs that involve uncertainty and have been effectively used in communication, management, and DM. Akram et al. [37] proposed the idea of complex PFS, which is generalized form of complex IFS and developed a DM model. Shit et al. [38] used harmonic operators with TrPFNs and showed its significance in multicriteria decision-making (MCDM) problems. Akram et al. [39] investigated shortest route problems by using trapezoidal picture fuzzy numbers (TrPFNs). Geetha and Selvakumari [40] solved picture fuzzy transportation problems and obtained minimum transportation cost. Mahmoodirad et al. [41] studied the existing shortcomings and proposed a method to handle TPs involving intuitionistic fuzzy numbers. Kane et al. [42] suggested a FLP scheme to solve TPs by using triangular fuzzy numbers. Veeramani et al. [43] proposed a technique regarding multiobjective fractional TP on the basis of NGP approach. Ali and Ansari [44] presented Fermatean fuzzy bipolar soft set (FFBSS) model and studied its basic properties. Tchier et al. [45] combined PFSs and soft expert sets and introduced a hybrid model which is used to analyze DMPs. Das [46] defined score function to get IBFS and solved neutrosophic TPs. Kané et al. [47] proposed two-step scheme to solve fully FTP by using all parameters as trapezoidal fuzzy numbers. Ali et al. [48] studied group DMPs and developed a hybrid model by considering bipolar soft expert sets. Ashraf et al. [49] explored MSM operator in the form of IVPFS and interpreted its applications. On the basis of CIVPFSs, Ali
et al. [50] introduced Einstein operational laws by applying t-norm. Sahu et al. [51] analyzed student's career selection in PFS environment. Yildirim and Yıldırım [52] used picture fuzzy VIKOR technique and evaluated satisfaction level of people regarding municipality services. The motivation of this manuscript is described as follows:
(1) PFSs manage the problems involving uncertainty more expeditiously as compared with FSs and IFSs.
(2) No one has yet introduced this particular concept of FPFTPs which is based on picture fuzzy linear programming (PFLP) formulation.
The main contributions of this article are depicted as follows:
(1) We propose a scheme to solve FPFTPs based upon PFLP formulation
(2) We apply suggested technique to solve FPFTPs by considering all the variables as nonnegative TrPFNs
(3) We obtain picture fuzzy transportation cost/optimal value in the form of TrPFNs
(4) The supremacy of the proposed scheme is investigated by comparative analysis with existing approaches
The rest of the article is arranged as follows. Introductory concepts are depicted in Section 2. The proposed scheme is elucidated in Section 3. A model regarding FPFTPs is considered in Section 4. Comparison analysis is discussed in Section 5, and conclusion is given in the last section.

## 2. Preliminaries

In this section, we review some preliminary concepts regarding PFSs.

Definition 1 (see [3]). A PFS $P$ on a universal set $X$ is an object of the form as follows:

$$
\begin{equation*}
P=\left\{\left(x, \mu_{P}(x), \eta_{P}(x), v_{P}(x)\right) \mid x \in X\right\} \tag{1}
\end{equation*}
$$

where $\mu_{P}(x) \in[0,1], \eta_{P}(x) \in[0,1], v_{P}(x) \in[0,1]$ denote positive, neutral, and negative membership degrees, respectively, of element $x \in P$ with $0 \leq \mu_{P}(x)+\eta_{P}(x)+v_{P}$ $(x) \leq 1, \forall x \in X$, and $\Pi_{P}(x)=1-\mu_{P}(x)-\eta_{P}(x)-v_{P}(x)$ is said to be refusal degree of $x$ in set $P$.

Definition 2 (see [53]). A TrPFN $P=\left[\left(u_{3}, u_{2}, u_{1}, s, t, v_{1}\right.\right.$, $\left.\left.v_{2}, v_{3}\right) ;(\omega, \vartheta, \zeta)\right]$ is a PFS defined on $\mathbb{R}$, whose positive $\left(\mu_{P}\right)$, neutral $\left(\eta_{P}\right)$, and negative $\left(\nu_{P}\right)$ membership functions are, respectively, defined as follows:

$$
\begin{align*}
& \mu_{P}(x)= \begin{cases}\frac{\left(x-u_{1}\right) \omega}{s-u_{1}}, & u_{1} \leq x \leq s, \\
\omega, & s \leq x \leq t, \\
\frac{\left(v_{1}-x\right) \omega}{v_{1}-t}, & t \leq x \leq v_{1}, \\
0, & \text { otherwise, }\end{cases} \\
& \eta_{P}(x)= \begin{cases}\frac{\left(x-u_{2}\right) \vartheta}{s-u_{2}}, & u_{2} \leq x \leq s, \\
\frac{9,}{}, & s \leq x \leq t, \\
\frac{\left(v_{2}-x\right) 9}{v_{2}-t}, & t \leq x \leq v_{2}, \\
0, & \text { otherwise, }\end{cases}  \tag{2}\\
& \nu_{P}(x)= \begin{cases}\frac{s-x+\zeta\left(x-u_{3}\right)}{s-u_{3}}, & u_{3} \leq x \leq s, \\
\zeta, & s \leq x \leq t, \\
\frac{x-t+\zeta\left(v_{3}-x\right)}{v_{3}-t}, & t \leq x \leq v_{3}, \\
1, & \text { otherwise },\end{cases}
\end{align*}
$$

where $u_{3} \leq u_{2} \leq u_{1} \leq s \leq t \leq v_{1} \leq v_{2} \leq v_{3}$ and the values $\omega, \vartheta$, and $\zeta$ indicate maximum degree of $\left(\mu_{P}\right)$, maximum degree of $\left(\eta_{P}\right)$, and minimum degree of $\left(\nu_{P}\right)$, respectively, such that $\omega, \vartheta, \zeta \in[0,1]$, with $0 \leq \omega+\vartheta+\zeta \leq 1$.

Definition 3 (see [53]). A TrPFN $P=\left[\left(u_{3}, u_{2}, u_{1}, s, t, v_{1}\right.\right.$, $\left.\left.v_{2}, v_{3}\right) ;(\omega, \vartheta, \zeta)\right]$ is said to be nonnegative (respectively, nonpositive) if $u_{3} \geq 0$ (respectively, $v_{3} \leq 0$ ) and $P$ is unrestricted $\operatorname{TrPFN}$ if $u_{3}$ is any real number.

Definition 4 (see [53]). Let $P_{1}=\left[\left(u_{3}, u_{2}, u_{1}, s, t, v_{1}, v_{2}, v_{3}\right)\right.$; $(\omega, \vartheta, \zeta)]$ and $P_{2}=\left[\left(u_{3}^{\prime}, u_{2}^{\prime}, u_{1}^{\prime}, s^{\prime}, t^{\prime}, v_{1}^{\prime}, v_{2}^{\prime}, v_{3}^{\prime}\right) ;\left(\omega^{\prime}, \vartheta^{\prime}, \zeta^{\prime}\right)\right]$ be two TrPFNs and $\lambda$ be real number, then
(1) $P_{1} \oplus P_{2}=\left[\left(u_{3}+u_{3}^{\prime}, u_{2}+u_{2}^{\prime}, u_{1}+u_{1}^{\prime}, s+s^{\prime}, t+t^{\prime}, v_{1}+\right.\right.$ $\left.\left.v_{1}^{\prime}, v_{2}+v_{2}^{\prime}, v_{3}+v_{3}^{\prime}\right) ;\left(\omega+\omega^{\prime}-\omega \omega^{\prime}, \vartheta 9^{\prime}, \zeta \zeta^{\prime}\right)\right]$
(2) $-P_{1}=\left[\left(-v_{3},-v_{2},-v_{1},-t,-s,-u_{1},-u_{2},-u_{3}\right)\right.$; $(\omega, \vartheta, \zeta)]$
(3) $P_{1} \ominus P_{2}=\left[\left(u_{3}-v_{3}^{\prime}, u_{2}-v_{2}^{\prime}, u_{1}-v_{1}^{\prime}, s-t^{\prime}, t-s^{\prime}, v_{1}-\right.\right.$ $\left.\left.u_{1}^{\prime}, v_{2}-u_{2}^{\prime}, v_{3}-u_{3}^{\prime}\right) ;\left(\omega+\omega^{\prime}-\omega \omega^{\prime}, \vartheta \vartheta^{\prime}, \zeta \zeta^{\prime}\right)\right]$
(4) $\lambda P_{1}= \begin{cases}{\left[\left(\lambda u_{3}, \lambda u_{2}, \lambda u_{1}, \lambda s, \lambda t, \lambda v_{1}, \lambda v_{2}, \lambda v_{3}\right) ;\left(\omega^{\lambda}, \vartheta^{\lambda}, 1-(1-\zeta)^{\lambda}\right)\right],} & \lambda \geq 0 \\ {\left[\left(\lambda v_{3}, \lambda v_{2}, \lambda v_{1}, \lambda t, \lambda s, \lambda u_{1}, \lambda u_{2}, \lambda u_{3}\right) ;\left(\omega^{-\lambda}, \vartheta^{-\lambda}, 1-(1-\zeta)^{-\lambda}\right)\right],} & \lambda<0\end{cases}$
(5) $P_{1} \otimes P_{2}=\left[\left(U_{3}, U_{2}, U_{1}, S, T, V_{1}, V_{2}, V_{3}\right) ;\left(\omega \omega^{\prime}, \vartheta \vartheta^{\prime}\right.\right.$, $\left.\left.\zeta+\zeta^{\prime}-\zeta \zeta^{\prime}\right)\right]$
where

$$
\begin{align*}
& U_{1}= \begin{cases}\min \left\{u_{1} u_{1}^{\prime}, v_{1} u_{1}^{\prime}\right\}, & u_{1} \geq 0, \\
\min \left\{u_{1} v_{1}^{\prime}, v_{1} u_{1}^{\prime}\right\}, & u_{1}<0, v_{1} \geq 0, \\
\min \left\{u_{1} v_{1}^{\prime}, v_{1} v_{1}^{\prime}\right\}, & v_{1}<0,\end{cases} \\
& U_{2}= \begin{cases}\min \left\{u_{2} u_{2}^{\prime}, v_{2} u_{2}^{\prime}\right\}, & u_{2} \geq 0, \\
\min \left\{u_{2} v_{2}^{\prime}, v_{2} u_{2}^{\prime}\right\}, & u_{2}<0, v_{2} \geq 0, \\
\min \left\{u_{2} v_{2}^{\prime}, v_{2} v_{2}^{\prime}\right\}, & v_{2}<0,\end{cases} \\
& U_{3}= \begin{cases}\min \left\{u_{3} u_{3}^{\prime}, v_{3} u_{3}^{\prime}\right\}, & u_{3} \geq 0, \\
\min \left\{u_{3} v_{3}^{\prime}, v_{3} u_{3}^{\prime}\right\}, & u_{3}<0, v_{3} \geq 0, \\
\min \left\{u_{3} v_{3}^{\prime}, v_{3} v_{3}^{\prime}\right\}, & v_{3}<0,\end{cases} \\
& S= \begin{cases}\min \left\{s s^{\prime}, t s^{\prime}\right\}, & s \geq 0, \\
\min \left\{s t^{\prime}, t s^{\prime}\right\}, & s<0, t \geq 0, \\
\min \left\{s t^{\prime}, t t^{\prime}\right\}, & t<0,\end{cases}  \tag{3}\\
& T= \begin{cases}\max \left\{s t^{\prime}, t t^{\prime}\right\}, & s \geq 0, \\
\max \left\{s s^{\prime}, t t^{\prime}\right\}, & s<0, t_{1} \geq 0, \\
\max \left\{s s^{\prime}, t s^{\prime}\right\}, & t_{1}<0,\end{cases} \\
& V_{1}= \begin{cases}\max \left\{u_{1} v_{1}^{\prime}, v_{1} v_{1}^{\prime}\right\}, & u_{1} \geq 0, \\
\max \left\{u_{1} u_{1}^{\prime}, v_{1} v_{1}^{\prime}\right\}, & u_{1}<0, v_{1} \geq 0, \\
\max \left\{u_{1} u_{1}^{\prime}, v_{1} u_{1}^{\prime}\right\}, & v_{1}<0,\end{cases} \\
& V_{2}= \begin{cases}\max \left\{u_{2} v_{2}^{\prime}, v_{2} v_{2}^{\prime}\right\}, & u_{2} \geq 0, \\
\max \left\{u_{2} u_{2}^{\prime}, v_{2} v_{2}^{\prime}\right\}, & u_{2}<0, v_{2} \geq 0, \\
\max \left\{u_{2} u_{2}^{\prime}, v_{2} u_{2}^{\prime}\right\}, & v_{2}<0,\end{cases} \\
& V_{3}= \begin{cases}\max \left\{u_{3} v_{3}^{\prime}, v_{3} v_{3}^{\prime}\right\}, & u_{3} \geq 0, \\
\max \left\{u_{3} u_{3}^{\prime}, v_{3} v_{3}^{\prime}\right\}, & u_{3}<0, v_{3} \geq 0, \\
\max \left\{u_{3} u_{3}^{\prime}, v_{3} u_{3}^{\prime}\right\}, & v_{3}<0 .\end{cases}
\end{align*}
$$

Definition 5 (see [53]). Two TrPFNs $P_{1}=\left[\left(u_{3}, u_{2}, u_{1}, s, t\right.\right.$, $\left.\left.v_{1}, v_{2}, v_{3}\right) ;(\omega, \vartheta, \zeta)\right]$ and $P_{2}=\left[\left(u_{3}^{\prime}, u_{2}^{\prime}, u_{1}^{\prime}, s^{\prime}, t^{\prime}, v_{1}^{\prime}, v_{2}^{\prime}, v_{3}^{\prime}\right)\right.$
$\left.;\left(\omega^{\prime}, \vartheta^{\prime}, \zeta^{\prime}\right)\right]$ are said to be equal if $u_{3}=u_{3}^{\prime}, u_{2}=u_{2}^{\prime}$, $u_{1}=u_{1}^{\prime}, s=s^{\prime}, t=t^{\prime}, v_{1}=v_{1}^{\prime}, v_{2}=v_{2}^{\prime}, v_{3}=v_{3}^{\prime}, \omega=\omega^{\prime}, \vartheta=\vartheta^{\prime}$, and $\zeta=\zeta^{\prime}$.

Definition 6 (see [53]). A $\operatorname{TrPFN} \quad P_{1}=\left[\left(u_{3}, u_{2}, u_{1}, s, t\right.\right.$, $\left.\left.v_{1}, v_{2}, v_{3}\right) ;(\omega, \vartheta, \zeta)\right]$ is said to be zero if $u_{3}=0, u_{2}=0, u_{1}=0$, $s=0, t=0, v_{1}=0, v_{2}=0, v_{3}=0, \omega=0, \vartheta=0$, and $\zeta=0$.

Definition 7 (see [53]). Let $p=\left[\left(u_{3}, u_{2}, u_{1}, s, t, v_{1}, v_{2}, v_{3}\right)\right.$; $(\omega, \vartheta, \zeta)]$ be a TrPFN, then ranking of $P$ is symbolized as $\mathfrak{R}(P)$ and defined as

$$
\begin{equation*}
\mathfrak{R}(P)=\frac{\omega\left(s+t+u_{1}+v_{1}\right)+\vartheta\left(s+t+u_{2}+v_{2}\right)+(1-\zeta)\left(s+t+u_{3}+v_{3}\right)}{4} \tag{4}
\end{equation*}
$$

## 3. Fully Picture Fuzzy Transportation Problems

In this section, we present a scheme to solve FPFTPs based on PFLP formulation. The steps are explained as follows.
3.1. Steps to Find Picture Fuzzy Optimal Solution. Consider a FPFTP containing $q$ sources and $r$ destinations in which cost, supply, and demand are used as TrPFNs ${\widetilde{C_{k l}^{P}}}_{P}^{P}, \widetilde{A}_{k}^{P}$, and $\widetilde{B}_{l}^{P}$, respectively.

$$
\begin{equation*}
\text { Minimize } Z=\sum_{k=1}^{q} \sum_{l=1}^{r} \widetilde{C_{k l}^{P}} \otimes \widetilde{X_{k l}^{P}}, \tag{5}
\end{equation*}
$$

subject to

$$
\begin{align*}
& \sum_{l=1}^{r} \widetilde{X_{k l}^{P}}=\widetilde{A}_{k}^{P}, \forall k=1,2,3, \ldots, q \\
& \sum_{l=1}^{r} \widetilde{X_{k l}^{P}}=\widetilde{A}_{k}^{P}, \forall k=1,2,3, \ldots, q  \tag{6}\\
& \quad \widetilde{X}_{k l}^{P} \geq 0, \forall k=1,2,3, \ldots, q, \quad \forall l=1,2,3, \ldots, r,
\end{align*}
$$

where $\widetilde{C_{k l}^{P}}, \widetilde{X_{k l}^{P}}, \widetilde{A}_{k}^{P}$, and $\widetilde{B}_{l}^{P}$ are all nonnegative TrPFNs.
To solve FPFTP equation (1), we give a criterion for picture fuzzy optimal solution (PFOS).

Definition 8. A PFOS of the FPFTP equation (1) with TrPFNs will be TrPFNs $\widetilde{X}_{k l}^{P}$ if
(i) $\widetilde{X}_{k l}^{P}$ are nonnegative TrPFNs.
(ii) $\mathfrak{R}\left(\sum_{l=1}^{r} \widetilde{X_{k l}^{P}}\right)=\Re\left(\widetilde{A}_{k}^{P}\right), \forall k=1,2,3, \ldots, q$.
(iii) $\mathfrak{R}\left(\sum_{k=1}^{q} \widetilde{X_{k l}^{p}}\right)=\Re\left(\widetilde{B}_{l}^{P}\right), \forall l=1,2,3, \ldots, r$.
(iv) If there exists any TrPFNs $\widetilde{X}_{k l^{\prime}}^{P}$ satisfying the above three conditions, then

$$
\begin{equation*}
\Re\left(\sum_{k=1}^{q} \sum_{l=1}^{r} \widetilde{C_{k l}^{P}} \otimes \widetilde{X_{k l}^{P}}\right)<\Re\left(\sum_{k=1}^{q} \sum_{l=1}^{r} \widetilde{C_{k l}^{P}} \otimes \widetilde{X_{k l}^{P}}\right) \tag{7}
\end{equation*}
$$

Now, we explain the steps to determine the PFOS of FPFTP as given in equation (2).

Step 1. Calculate total picture fuzzy supply and total picture fuzzy demand.

If

$$
\begin{equation*}
\sum_{l=1}^{r} \widetilde{B}_{l}^{P}=\sum_{k=1}^{q} \widetilde{A}_{k}^{P}, \tag{8}
\end{equation*}
$$

it is a balanced FPFTP.
If

$$
\begin{equation*}
\sum_{l=1}^{r} \widetilde{B}_{l}^{P} \neq \sum_{k=1}^{q} \widetilde{A}_{k}^{P}, \tag{9}
\end{equation*}
$$

it is an unbalanced FPFTP.
That is,

$$
\begin{align*}
& {[(a, b, c, d, e, f, g, h) ;(\alpha, \beta, \gamma)]} \\
& \quad \neq\left[\left(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}, f^{\prime}, g^{\prime}, h^{\prime}\right) ;\left(\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}\right)\right] \tag{10}
\end{align*}
$$

Then, one of the following case arises:
Case (a):

$$
\begin{aligned}
& \quad a \leq a^{\prime}, \quad b-a \leq b^{\prime}-a^{\prime}, \quad c-b \leq c^{\prime}-b^{\prime}, \quad d-c \leq d^{\prime}-c^{\prime}, \quad e-d \leq e^{\prime}-d^{\prime}, \quad f-e \leq f^{\prime}-e^{\prime}, \\
& g-f \leq g^{\prime}-f^{\prime}, \quad h-g \leq h^{\prime}-g^{\prime} .
\end{aligned}
$$

Case (b):

$$
\begin{align*}
a & \geq a^{\prime}, \quad b-a \geq b^{\prime}-a^{\prime}, \quad c-b \geq c^{\prime}-b^{\prime}, \quad d-c \geq d^{\prime}-c^{\prime}, \quad e-d \geq e^{\prime}-d^{\prime}, \quad f-e \geq f^{\prime}-e^{\prime}, \\
g-f & \geq g^{\prime}-f^{\prime}, \quad h-g \geq h^{\prime}-g^{\prime} . \tag{12}
\end{align*}
$$

Case (c): when the above two cases do not hold, then there may exists infinitely many nonnegative TrPFNs:

$$
\left\{\begin{array}{l}
{\left[\left(a_{1}, b_{1}, c_{1}, d_{1}, e_{1}, f_{1}, g_{1}, h_{1}\right) ;\left(\alpha_{1}, \beta_{1}, \gamma_{1}\right)\right]}  \tag{13}\\
{\left[\left(a_{1}^{\prime}, b_{1}^{\prime}, c_{1}^{\prime}, d_{1}^{\prime}, c_{1}^{\prime}, f_{1}^{\prime}, g_{1}^{\prime}, h_{1}^{\prime}\right) ;\left(\alpha_{1}^{\prime}, \beta_{1}^{\prime}, \gamma_{1}^{\prime}\right)\right]}
\end{array}\right.
$$

such that

$$
\begin{align*}
& {[(a, b, c, d, e, f, g, h) ;(\alpha, \beta, \gamma)] \oplus\left[\left(a_{1}, b_{1}, c_{1}, d_{1}, e_{1}, f_{1}, g_{1}, h_{1}\right) ;\left(\alpha_{1}, \beta_{1}, \gamma_{1}\right)\right]} \\
& \quad=\left[\left(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}, f^{\prime}, g^{\prime}, h^{\prime}\right) ;\left(\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}\right)\right] \oplus\left[\left(a_{1}^{\prime}, b_{1}^{\prime}, c_{1}^{\prime}, d_{1}^{\prime}, e_{1}^{\prime}, f_{1}^{\prime}, g_{1}^{\prime}, h_{1}^{\prime}\right) ;\left(\alpha_{1}^{\prime}, \beta_{1}^{\prime}, \gamma_{1}^{\prime}\right)\right] \text {, } \tag{14}
\end{align*}
$$

but we have to determine such nonnegative TrPFNs as

$$
\left\{\begin{array}{l}
{\left[\left(a_{1}, b_{1}, c_{1}, d_{1}, e_{1}, f_{1}, g_{1}, h_{1}\right) ;\left(\alpha_{1}, \beta_{1}, \gamma_{1}\right)\right]}  \tag{15}\\
{\left[\left(a_{1}^{\prime}, b_{1}^{\prime}, c_{1}^{\prime}, d_{1}^{\prime}, e_{1}^{\prime}, f_{1}^{\prime}, g_{1}^{\prime}, h_{1}^{\prime}\right) ;\left(\alpha_{1}^{\prime}, \beta_{1}^{\prime}, \gamma_{1}^{\prime}\right)\right]}
\end{array}\right.
$$

(i) $\left[\left(a_{1}, b_{1}, c_{1}, d_{1}, e_{1}, f_{1}, g_{1}, h_{1}\right) ;\left(\alpha_{1}, \beta_{1}, \gamma_{1}\right)\right]$ and $\left[\left(a_{1}^{\prime}, b_{1}^{\prime}, c_{1}^{\prime}, d_{1}^{\prime}, \ell_{1}^{\prime}, f_{1}^{\prime}, g_{1}^{\prime}, h_{1}^{\prime}\right) ;\left(\alpha_{1}^{\prime}, \beta_{1}^{\prime}, \gamma_{1}^{\prime}\right)\right]$ are nonnegative TrPFNs.
(ii) It satisfies
which satisfy the following conditions.

$$
\begin{align*}
& {[(a, b, c, d, e, f, g, h) ;(\alpha, \beta, \gamma)] \oplus\left[\left(a_{1}, b_{1}, c_{1}, d_{1}, e_{1}, f_{1}, g_{1}, h_{1}\right) ;\left(\alpha_{1}, \beta_{1}, \gamma_{1}\right)\right]}  \tag{16}\\
& \quad=\left[\left(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}, f^{\prime}, g^{\prime}, h^{\prime}\right) ;\left(\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}\right)\right] \oplus\left[\left(a_{1}^{\prime}, b_{1}^{\prime}, c_{1}^{\prime}, d_{1}^{\prime}, e_{1}^{\prime}, f_{1}^{\prime}, g_{1}^{\prime}, h_{1}^{\prime}\right) ;\left(\alpha_{1}^{\prime}, \beta_{1}^{\prime}, \gamma_{1}^{\prime}\right)\right]
\end{align*}
$$

(iii) Further, if there exists two nonnegative TrPFNs,
such that

$$
\begin{align*}
& {\left[\left(s_{1}, t_{1}, u_{1}, v_{1}, w_{1}, x_{1}, y_{1}, z_{1}\right) ;\left(\alpha_{1}, \beta_{1}, \gamma_{1}\right)\right],}  \tag{17}\\
& {\left[\left(s_{1}^{\prime}, t_{1}^{\prime}, u_{1}^{\prime}, v_{1}^{\prime}, w_{1}^{\prime}, x_{1}^{\prime}, y_{1}^{\prime}, z_{1}^{\prime}\right) ;\left(\alpha_{1}^{\prime}, \beta_{1}^{\prime}, \gamma_{1}^{\prime}\right)\right]}
\end{align*}
$$

$$
\begin{align*}
& {[(a, b, c, d, e, f, g, h) ;(\alpha, \beta, \gamma)] \oplus\left[\left(s_{1}, t_{1}, u_{1}, v_{1}, w_{1}, x_{1}, y_{1}, z_{1}\right) ;\left(\alpha_{1}, \beta_{1}, \gamma_{1}\right)\right]} \\
& \quad=\left[\left(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}, f^{\prime}, g^{\prime}, h^{\prime}\right) ;\left(\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}\right)\right] \oplus\left[\left(s_{1}^{\prime}, t_{1}^{\prime}, u_{1}^{\prime}, v_{1}^{\prime}, w_{1}^{\prime}, x_{1}^{\prime}, y_{1}^{\prime}, z_{1}^{\prime}\right) ;\left(\alpha_{1}^{\prime}, \beta_{1}^{\prime}, \gamma_{1}^{\prime}\right)\right] \tag{18}
\end{align*}
$$

then

$$
\begin{gather*}
\mathfrak{R}\left[\left(s_{1}, t_{1}, u_{1}, v_{1}, w_{1}, x_{1}, y_{1}, z_{1}\right) ;\left(\alpha_{1}, \beta_{1}, \gamma_{1}\right)\right] \geq \mathfrak{R}\left[\left(a_{1}, b_{1}, c_{1}, d_{1}, e_{1}, f_{1}, g_{1}, h_{1}\right) ;\left(\alpha_{1}, \beta_{1}, \gamma_{1}\right)\right] \\
\boldsymbol{R}\left[\left(s_{1}^{\prime}, t_{1}^{\prime}, u_{1}^{\prime}, v_{1}^{\prime}, w_{1}^{\prime}, x_{1}^{\prime}, y_{1}^{\prime}, z_{1}^{\prime}\right) ;\left(\alpha_{1}^{\prime}, \beta_{1}^{\prime}, \gamma_{1}^{\prime}\right)\right] \geq \mathfrak{R}\left[\left(a_{1}^{\prime}, b_{1}^{\prime}, c_{1}^{\prime}, d_{1}^{\prime}, e_{1}^{\prime}, f_{1}^{\prime}, g_{1}^{\prime}, h_{1}^{\prime}\right) ;\left(\alpha_{1}^{\prime}, \beta_{1}^{\prime}, \gamma_{1}^{\prime}\right)\right] . \tag{19}
\end{gather*}
$$

Step 2. Suppose
then FPFTP equation (1) can be transformed as follows:

$$
\begin{align*}
& \widetilde{C_{k l}^{P}}=\left[\left(c_{k l}^{1}, c_{k l}^{2}, c_{k l}^{3}, c_{k l}^{4}, c_{k l}^{5}, c_{k l}^{6}, c_{k l}^{7}, c_{k l}^{8}\right) ;\left(\xi_{k l}, \psi_{k l}, \omega_{k l}\right)\right], \\
& \widetilde{X_{k l}^{P}}=\left[\left(x_{k l}^{1}, x_{k l}^{2}, x_{k l}^{3}, x_{k l}^{4}, x_{k l}^{5}, x_{k l}^{6}, x_{k l}^{7}, x_{k l}^{8}\right) ;\left(\sigma_{k l}, \tau_{k l}, v_{k l}\right)\right],  \tag{20}\\
& \widetilde{A}_{k}^{P}=\left[\left(a_{k}^{1}, a_{k}^{2}, a_{k}^{3}, a_{k}^{4}, a_{k}^{5}, a_{k}^{6}, a_{k}^{7}, a_{k}^{8}\right) ;\left(\kappa_{k}, \lambda_{k}, \theta_{k}\right)\right], \\
& \widetilde{B}_{l}^{P}=\left[\left(b_{l}^{1}, b_{l}^{2}, b_{l}^{3}, b_{l}^{4}, b_{l}^{5}, b_{l}^{6}, b_{l}^{7}, b_{l}^{8}\right) ;\left(\eta_{l}, \epsilon_{l}, x_{l}\right)\right],
\end{align*}
$$

$$
\text { Minimize } \mathrm{Z}=\sum_{k=1}^{q} \sum_{l=1}^{r}\left[\begin{array}{c}
\left(c_{k l}^{1}, c_{k l}^{2}, c_{k l}^{3}, c_{k l}^{4}, c_{k l}^{5}, c_{k l}^{6}, c_{k l}^{7}, c_{k l}^{8}\right) ;  \tag{21}\\
\left(\xi_{k l}, \psi_{k l}, \omega_{k l}\right)
\end{array}\right] \otimes\left[\begin{array}{c}
\left(x_{k l}^{1}, x_{k l}^{2}, x_{k l}^{3}, x_{k l}^{4}, x_{k l}^{5}, x_{k l}^{6}, x_{k l}^{7}, x_{k l}^{8}\right) ; \\
\left(\sigma_{k l}, \tau_{k l}, v_{k l}\right)
\end{array}\right],
$$

subject to

$$
\begin{align*}
& \sum_{l=1}^{r}\left[\left(x_{k l}^{1}, x_{k l}^{2}, x_{k l}^{3}, x_{k l}^{4}, x_{k l}^{5}, x_{k l}^{6}, x_{k l}^{7}, x_{k l}^{8}\right) ;\left(\sigma_{k l}, \tau_{k l}, v_{k l}\right)\right]=\left[\left(a_{k}^{1}, a_{k}^{2}, a_{k}^{3}, a_{k}^{4}, a_{k}^{5}, a_{k}^{6}, a_{k}^{7}, a_{k}^{8}\right) ;\left(\kappa_{k}, \lambda_{k}, \theta_{k}\right)\right], \\
& \sum_{k=1}^{q}\left[\left(x_{k l}^{1}, x_{k l}^{2}, x_{k l}^{3}, x_{k l}^{4}, x_{k l}^{5}, x_{k l}^{6}, x_{k l}^{7}, x_{k l}^{8}\right) ;\left(\sigma_{k l}, \tau_{k l}, v_{k l}\right)\right]=\left[\left(b_{l}^{1}, b_{l}^{2}, b_{l}^{3}, b_{l}^{4}, b_{l}^{5}, b_{l}^{6}, b_{l}^{7}, b_{l}^{8}\right) ;\left(\eta_{l}, \epsilon_{l}, x_{l}\right)\right], \tag{22}
\end{align*}
$$

where $\left[\left(x_{k l}^{1}, x_{k l}^{2}, x_{k l}^{3}, x_{k l}^{4}, x_{k l}^{5}, x_{k l}^{6}, x_{k l}^{7}, x_{k l}^{8}\right) ;\left(\sigma_{k l}, \tau_{k l}, v_{k l}\right)\right]$ are Step 3. By applying arithmetic operations as described in nonnegative TrPFNs.

Section 2 and putting

$$
\begin{align*}
& \left.\left[\left(c_{k l}^{1}, c_{k l}^{2}, c_{k l}^{3}, c_{k l}^{4}, c_{k l}^{5}, c_{k l}^{6}, c_{k l}^{7}, c_{k l}^{8}\right)\right) ; t\left(\xi_{k l}, \psi_{k l}, \omega_{k l}\right)\right] \otimes\left[\left(x_{k l}^{1}, x_{k l}^{2}, x_{k l}^{3}, x_{k l}^{4}, x_{k l}^{5}, x_{k l}^{6}, x_{k l}^{7}, x_{k l}^{8}\right) ; t\left(\sigma_{k l}, \tau_{k l}, v_{k l}\right)\right]  \tag{23}\\
& \quad=\left[\left(d_{k l}^{1}, d_{k l}^{2}, d_{k l}^{3}, d_{k l}^{4}, d_{k l}^{5}, d_{k l}^{6}, d_{k l}^{7}, d_{k l}^{8}\right) ;\left(\mu_{k l}, \delta_{k l}, \eta_{k l}\right)\right]
\end{align*}
$$

then the fully picture fuzzy linear programming problem subject to (FPFLPP) equation (2) can be transformed as follows:

Minimize $\mathrm{Z}=\sum_{k=1}^{q} \sum_{l=1}^{r}\left[\left(d_{k l}^{1}, d_{k l}^{2}, d_{k l}^{3}, d_{k l}^{4}, d_{k l}^{5}, d_{k l}^{6}, d_{k l}^{7}, d_{k l}^{8}\right) ;\left(\mu_{k l}, \delta_{k l}, \eta_{k l}\right)\right]$,

$$
\begin{align*}
& \sum_{l=1}^{r}\left[\left(x_{k l}^{1}, x_{k l}^{2}, x_{k l}^{3}, x_{k l}^{4}, x_{k l}^{5}, x_{k l}^{6}, x_{k l}^{7}, x_{k l}^{8}\right) ;\left(\sigma_{k l}, \tau_{k l}, v_{k l}\right)\right]=\left[\left(a_{k}^{1}, a_{k}^{2}, a_{k}^{3}, a_{k}^{4}, a_{k}^{5}, a_{k}^{6}, a_{k}^{7}, a_{k}^{8}\right) ;\left(\kappa_{k}, \lambda_{k}, \theta_{k}\right)\right], \\
& \left.\sum_{k=1}^{q}\left[\left(x_{k l}^{1}, x_{k l}^{2}, x_{k l}^{3}, x_{k l}^{4}, x_{k l}^{5}, x_{k l}^{6}, x_{k l}^{7}, x_{k l}^{8}\right)\right) ; t\left(\sigma_{k l}, \tau_{k l}, v_{k l}\right)\right]=\left[\left(b_{l}^{1}, b_{l}^{2}, b_{l}^{3}, b_{l}^{4}, b_{l}^{5}, b_{l}^{6}, b_{l}^{7}, b_{l}^{8}\right) ; t\left(\eta_{l}, \epsilon_{l}, x_{l}\right)\right], \tag{25}
\end{align*}
$$

where $\left[\left(x_{k l}^{1}, x_{k l}^{2}, x_{k l}^{3}, x_{k l}^{4}, x_{k l}^{5}, x_{k l}^{6}, x_{k l}^{7}, x_{k l}^{8}\right) ;\left(\sigma_{k l}, \tau_{k l}, v_{k l}\right)\right]$ are nonnegative TrPFNs.

Step 4. Now, by applying Definitions 5 and 7, then the FPFLPP equation (3) can be transformed as follows:

$$
\begin{equation*}
\text { Minimize } Z=\sum_{k=1}^{q} \sum_{l=1}^{r} \Re\left[\left(d_{k l}^{1}, d_{k l}^{2}, d_{k l}^{3}, d_{k l}^{4}, d_{k l}^{5}, d_{k l}^{6}, d_{k l}^{7}, d_{k l}^{8}\right) ;\left(\mu_{k l}, \delta_{k l}, \eta_{k l}\right)\right] \tag{26}
\end{equation*}
$$

subject to

$$
\begin{aligned}
& \sum_{l=1}^{r} x_{k l}^{1}=a_{k}^{1}, \quad \forall k=1,2,3, \ldots, q \\
& \sum_{l=1}^{r} x_{k l}^{2}=a_{k}^{2}, \quad \forall k=1,2,3, \ldots, q \\
& \sum_{l=1}^{r} x_{k l}^{3}=a_{k}^{3}, \quad \forall k=1,2,3, \ldots, q \\
& \sum_{l=1}^{r} x_{k l}^{4}=a_{k}^{4}, \quad \forall k=1,2,3, \ldots, q \\
& \sum_{l=1}^{r} x_{k l}^{5}=a_{k}^{5}, \quad \forall k=1,2,3, \ldots, q
\end{aligned}
$$

$$
\begin{aligned}
& \sum_{l=1}^{r} x_{k l}^{6}=a_{k}^{6}, \quad \forall k=1,2,3, \ldots, q, \\
& \sum_{l=1}^{r} x_{k l}^{7}=a_{k}^{7}, \quad \forall k=1,2,3, \ldots, q, \\
& \sum_{l=1}^{r} x_{k l}^{8}=a_{k}^{8}, \quad \forall k=1,2,3, \ldots, q, \\
& \sum_{l=1}^{r} \sigma_{k l}=\kappa_{k}, \quad \forall k=1,2,3, \ldots, q \\
& \sum_{l=1}^{r} \tau_{k l}=\lambda_{k}, \quad \forall k=1,2,3, \ldots, q
\end{aligned}
$$

$$
\begin{align*}
& \sum_{l=1}^{r} v_{k l}=\theta_{k}, \quad \forall k=1,2,3, \ldots, q, \\
& \sum_{k=1}^{q} x_{k l}^{1}=b_{l}^{1}, \quad \forall l=1,2,3, \ldots, r, \\
& \sum_{k=1}^{q} x_{k l}^{2}=b_{l}^{2}, \quad \forall l=1,2,3, \ldots, r, \\
& \sum_{k=1}^{q} x_{k l}^{3}=b_{l}^{3}, \quad \forall l=1,2,3, \ldots, r, \\
& \sum_{k=1}^{q} x_{k l}^{4}=b_{l}^{4}, \quad \forall l=1,2,3, \ldots, r, \\
& \sum_{k=1}^{q} x_{k l}^{5}=b_{l}^{5}, \quad \forall l=1,2,3, \ldots, r, \\
& \sum_{k=1}^{q} x_{k l}^{6}=b_{l}^{6}, \quad \forall l=1,2,3, \ldots, r,  \tag{27}\\
& \sum_{k=1}^{q} x_{k l}^{7}=b_{l}^{7}, \quad \forall l=1,2,3, \ldots, r, \\
& \sum_{k=1}^{q} x_{k l}^{8}=b_{l}^{8}, \quad \forall l=1,2,3, \ldots, r, \\
& \sum_{k=1}^{q} \sigma_{k l}=\eta_{l}, \quad \forall l=1,2,3, \ldots, r, \\
& \sum_{k=1}^{q} \tau_{k l}=\epsilon_{l}, \quad \forall l=1,2,3, \ldots, r, \\
& \sum_{k=1}^{q} v_{k l}=\chi_{l}, \quad \forall l=1,2,3, \ldots, r,
\end{align*}
$$

where $\left[\left(\left(x_{k l}^{1}, x_{k l}^{2}, x_{k l}^{3}, x_{k l}^{4}, x_{k l}^{5}, x_{k l}^{6}, x_{k l}^{7}, x_{k l}^{8}\right)\right) ;\left(\sigma_{k l}, \tau_{k l}, v_{k l}\right)\right]$ are nonnegative TrPFNs.

Step 5. To obtain PFOS, solve the following crisp linear/ nonlinear programming problem (LPP):
Minimize $Z=\sum_{k=1}^{q} \sum_{l=1}^{r} \frac{1}{4}\left[\begin{array}{c}\mu_{k l}\left(d_{k l}^{3}+d_{k l}^{4}+d_{k l}^{5}+d_{k l}^{6}\right)+ \\ \delta_{k l}\left(d_{k l}^{2}+d_{k l}^{4}+d_{k l}^{5}+d_{k l}^{7}\right)+ \\ \left(1-\eta_{k l}\right)\left(d_{k l}^{1}+d_{k l}^{4}+d_{k l}^{5}+d_{k l}^{8}\right)\end{array}\right]$,
subject to

$$
\begin{aligned}
& \sum_{l=1}^{r} x_{k l}^{1}=a_{k}^{1}, \quad \forall k=1,2,3, \ldots, q \\
& \sum_{l=1}^{r} x_{k l}^{2}=a_{k}^{2}, \quad \forall k=1,2,3, \ldots, q
\end{aligned}
$$

$\sum_{l=1}^{r} x_{k l}^{3}=a_{k}^{3}, \quad \forall k=1,2,3, \ldots, q$,
$\sum_{l=1}^{r} x_{k l}^{4}=a_{k}^{4}, \quad \forall k=1,2,3, \ldots, q$,
$\sum_{l=1}^{r} x_{k l}^{5}=a_{k}^{5}, \quad \forall k=1,2,3, \ldots, q$,
$\sum_{l=1}^{r} x_{k l}^{6}=a_{k}^{6}, \quad \forall k=1,2,3, \ldots, q$,
$\sum_{l=1}^{r} x_{k l}^{7}=a_{k}^{7}, \quad \forall k=1,2,3, \ldots, q$,
$\sum_{l=1}^{r} x_{k l}^{8}=a_{k}^{8}, \quad \forall k=1,2,3, \ldots, q$,
$\sum_{l=1}^{r} \sigma_{k l}=\kappa_{k}, \quad \forall k=1,2,3, \ldots, q$,
$\sum_{l=1}^{r} \tau_{k l}=\lambda_{k}, \quad \forall k=1,2,3, \ldots, q$,
$\sum_{l=1}^{r} v_{k l}=\theta_{k}, \quad \forall k=1,2,3, \ldots, q$,
$\sum_{k=1}^{q} x_{k l}^{1}=b_{l}^{1}, \quad \forall l=1,2,3, \ldots, r$,
$\sum_{k=1}^{q} x_{k l}^{2}=b_{l}^{2}, \quad \forall l=1,2,3, \ldots, r$,
$\sum_{k=1}^{q} x_{k l}^{3}=b_{l}^{3}, \quad \forall l=1,2,3, \ldots, r$,
$\sum_{k=1}^{q} x_{k l}^{4}=b_{l}^{4}, \quad \forall l=1,2,3, \ldots, r$,
$\sum_{k=1}^{q} x_{k l}^{5}=b_{l}^{5}, \quad \forall l=1,2,3, \ldots, r$,
$\sum_{k=1}^{q} x_{k l}^{6}=b_{l}^{6}, \quad \forall l=1,2,3, \ldots, r$,
$\sum_{k=1}^{q} x_{k l}^{7}=b_{l}^{7}, \quad \forall l=1,2,3, \ldots, r$,
$\sum_{k=1}^{q} x_{k l}^{8}=b_{l}^{8}, \quad \forall l=1,2,3, \ldots, r$,
$\sum_{k=1}^{q} \sigma_{k l}=\eta_{l}, \quad \forall l=1,2,3, \ldots, r$,
$\sum_{k=1}^{q} \tau_{k l}=\epsilon_{l}, \quad \forall l=1,2,3, \ldots, r$,
$\sum_{k=1}^{q} v_{k l}=\chi_{l}, \quad \forall l=1,2,3, \ldots, r$,

$$
\begin{align*}
x_{k l}^{1} & \geq 0, x_{k l}^{2}-x_{k l}^{1} \geq 0, x_{k l}^{3}-x_{k l}^{2} \geq 0, x_{k l}^{4}-x_{k l}^{3} \geq 0, x_{k l}^{5}-x_{k l}^{4} \\
& \geq 0, x_{k l}^{6}-x_{k l}^{5} \geq 0, x_{k l}^{7}-x_{k l}^{6} \geq 0, x_{k l}^{8}-x_{k l}^{7} \geq 0, \sigma_{k l} \geq 0, \\
\tau_{k l} & \geq 0, v_{k l} \geq 0, \sigma_{k l}+\tau_{k l}+v_{k l} \\
& \leq 1, \quad \forall k=1,2, \ldots, q, \forall l=1,2, \ldots, r . \tag{29}
\end{align*}
$$

Step 6. Solve crisp linear/non-LPP equation (28) to get optimal solution:

$$
\begin{equation*}
\left\{x^{1} *_{k l}, x^{2} *_{k l}, x^{3} *_{k l}, x^{4} *_{k l}, x^{5} *_{k l}, x^{6} *_{k l}, x^{7} *_{k l}, x^{8} *_{k l}, \sigma_{k l}^{*}, \tau_{k l}^{*}, v_{k l}^{*}\right\} . \tag{30}
\end{equation*}
$$

Step 7. Find the PFOS $\widetilde{X}_{k l}^{P}$ of the FPFTP (1) by putting values of $x^{1} *_{k l}, x^{2} *_{k l}, x_{P}^{3} *_{k l}, x^{4} *_{k l}, x^{5} *_{k l}, x^{6} *_{k l}, x^{7} *_{k l}, x^{8} *_{k l}, \sigma_{k l}^{*}, \tau_{k l}^{*}$, and $v_{k l}^{*}$ in $\widetilde{X}_{k l}^{P}=\left[\left(x^{1} *_{k l}, x^{2} *_{k l}, x^{3} *_{k l}, x^{4} *_{k l}, x^{5} *_{k l}, x^{6} *_{k l}\right.\right.$, $\left.\left.x^{7} *_{k l}, x^{8} *_{k l}\right) ;\left(\sigma_{k l}^{*}, \tau_{k l}^{*}, v_{k l}^{*}\right)\right]$.

Step 8. Find picture fuzzy transportation cost/optimal value of FPFTP equation (1) by assigning values of $\widetilde{X}_{k l}^{P}$, as obtained in Step (7), in $\sum_{k=1}^{q} \sum_{l=1}^{r} \widetilde{C_{k l}^{P}} \otimes \widetilde{X_{k l}^{P}}$.

## 4. Numerical Examples

In this section, to explain the proposed methodology, we present a model related to FPFTPs.

Example 1. (FPFTP based on PFLP formulation). A company containing two plants produces urea fertilizer with picture fuzzy availabilities of

Proof. $[(15,35,45,60,75,95,110,200) ; \quad(0.92,0.02,0.01)]$ ton and $[(10,25,50,70,90,120,130,190) ;(0.80,0.01,0.02)]$ ton, respectively, and supply it to two cities. The picture fuzzy demand at two cities is $[(20,40,50,65$, $85,100,140,160) ;(0.92,0.01,0.02)]$ ton and $[(30,35,40$, $50,100,110,150,170) ;(0.76,0.02,0.01)]$ ton. The price per ton by delivering the urea fertilizer at the two cities is presented in Table 1.

Find the minimum picture fuzzy transportation cost.

$$
\operatorname{Minimize}\left(\begin{array}{c}
{[(110,150,190,210,270,300,350,390) ;(0.7,0.1,0.1)] \otimes \tilde{x}_{11} \oplus}  \tag{31}\\
{[(130,180,220,250,290,340,370,410) ;(0.8,0.1,0.1)] \otimes \tilde{x}_{12} \oplus} \\
{[(150,250,290,350,400,440,460,500) ;(0.6,0.1,0.2)] \otimes \widetilde{x}_{21} \oplus} \\
{[(190,210,250,270,310,330,380,430) ;(0.6,0.1,0.2)] \otimes \tilde{x}_{22}}
\end{array}\right) \text {, }
$$

subject to

$$
\begin{align*}
& \tilde{x}_{11} \oplus \tilde{x}_{12}=[(15,35,45,60,75,95,110,200) ;(0.92,0.02,0.01)], \\
& \tilde{x}_{21} \oplus \widetilde{x}_{22}=[(10,25,50,70,90,120,130,190) ;(0.80,0.01,0.02)], \\
& \widetilde{x}_{11} \oplus \widetilde{x}_{21}=[(20,40,50,65,85,100,140,160) ;(0.92,0.01,0.02)], \\
& \tilde{x}_{12} \oplus \widetilde{x}_{22}=[(30,35,40,50,100,110,150,170) ;(0.76,0.02,0.01)], \tag{32}
\end{align*}
$$

where $\tilde{x}_{11}, \tilde{x}_{12}, \tilde{x}_{21}$, and $\tilde{x}_{22}$ are nonnegative TrPFNs.
Now,
Total supply $=[(25,60,95,130,165,215,240,390)$;
(0.9840, 0.0002, 0.0002)]

Total demand $=[(50,75,90,115,185,210,290,330)$; (0.9808, 0.0002, 0.0002)]

For an unbalanced FPFTP, we add dummy row and dummy column to make a balanced picture fuzzy TP.

$$
\begin{aligned}
& \text { Dummy } r \text { row }=[(25,25,25,25,60,60,115,115) ; \\
& (0.0000,0.0000,0.0000)] \\
& \text { Dummy column }=[(0,10,30,40,40,65,65,175) ; \\
& (0.1666,0.0000,0.0000)]
\end{aligned}
$$

Therefore, by supposing picture fuzzy transportation cost of unit quantity of product from dummy source to all destinations and from all sources to dummy destination to be zero TrPFNs, then FPFLPP equation (31) can be transformed as follows:

Table 1: Input data for FPFTP.

|  | $\operatorname{City}\left(T_{1}\right)$ | $\operatorname{City}\left(T_{2}\right)$ |
| :--- | :---: | :---: |
| $\operatorname{Plant}\left(S_{1}\right)$ | $[(110,150,190,210,270,300,350,390) ;(0.7,0.1,0.1)]$ | $[(130,180,220,250,290,340,370,410) ;(0.8,0.1,0.1)]$ |
| $\operatorname{Plant}\left(S_{2}\right)$ | $[(150,250,290,350,400,440,460,500) ;(0.6,0.1,0.2)]$ | $[(190,210,250,270,310,330,380,430) ;(0.6,0.1,0.2)]$ |

$\operatorname{Minimize}\left(\begin{array}{c}{[(110,150,190,210,270,300,350,390) ;(0.7,0.1,0.1)] \otimes \widetilde{x}_{11} \oplus} \\ {[(130,180,220,250,290,340,370,410) ;(0.8,0.1,0.1)] \otimes \widetilde{x}_{12} \oplus} \\ {[(0,0,0,0,0,0,0,0) ;(0.0,0.0,0.0)] \otimes \widetilde{x}_{13} \oplus} \\ {[(150,250,290,350,400,440,460,500) ;(0.6,0.1,0.2)] \otimes \widetilde{x}_{21} \oplus} \\ {[(190,210,250,270,310,330,380,430) ;(0.6,0.1,0.2)] \otimes \widetilde{x}_{22} \oplus} \\ {[(0,0,0,0,0,0,0,0) ;(0.0,0.0,0.0)] \otimes \widetilde{x}_{23} \oplus} \\ {[(0,0,0,0,0,0,0,0) ;(0.0,0.0,0.0)] \otimes \widetilde{x}_{31} \oplus} \\ {[(0,0,0,0,0,0,0,0) ;(0.0,0.0,0.0)] \otimes \widetilde{x}_{32} \oplus} \\ {[(0,0,0,0,0,0,0,0) ;(0.0,0.0,0.0)] \otimes \widetilde{x}_{33}}\end{array}\right)$

$$
\tilde{x}_{11} \oplus \widetilde{x}_{12}=[(15,35,45,60,75,95,110,200) ;(0.92,0.02,0.01)]
$$

subject to

$$
\begin{align*}
& \widetilde{x}_{11} \oplus \widetilde{x}_{12} \oplus \widetilde{x}_{13}=[(15,35,45,60,75,95,110,200) ;(0.92,0.02,0.01)], \\
& \widetilde{x}_{21} \oplus \widetilde{x}_{22} \oplus \widetilde{x}_{23}=[(10,25,50,70,90,120,130,190) ;(0.80,0.01,0.02)], \\
& \widetilde{x}_{31} \oplus \widetilde{x}_{32} \oplus \widetilde{x}_{33}=[(25,25,25,25,60,60,115,115) ;(0.0000,0.0000,0.0000)], \\
& \widetilde{x}_{11} \oplus \widetilde{x}_{21} \oplus \widetilde{x}_{31}=[(20,40,50,65,85,100,140,160) ;(0.92,0.01,0.02)],  \tag{34}\\
& \widetilde{x}_{12} \oplus \widetilde{x}_{22} \oplus \widetilde{x}_{32}=[(30,35,40,50,100,110,150,170) ;(0.76,0.02,0.01)], \\
& \widetilde{x}_{13} \oplus \widetilde{x}_{23} \oplus \widetilde{x}_{33}=[(0,10,30,40,40,65,65,175) ;(0.1666,0.0000,0.0000)],
\end{align*}
$$

where $\tilde{x}_{11}, \tilde{x}_{12}, \tilde{x}_{13}, \tilde{x}_{21}, \tilde{x}_{22}, \tilde{x}_{23}, \tilde{x}_{31}, \tilde{x}_{32}$, and $\tilde{x}_{33}$, are nonnegative TrPFNs.

By supposing,
$\tilde{x}_{11}=\left[\left(\chi_{11}, \delta_{11}, \epsilon_{11}, \eta_{11}, \kappa_{11}, \vartheta_{11}, \omega_{11}, \zeta_{11}\right) ;\left(\alpha_{11}, \beta_{11}, \gamma_{11}\right)\right]$,
$\tilde{x}_{12}=\left[\left(\chi_{12}, \delta_{12}, \epsilon_{12}, \eta_{12}, \kappa_{12}, \vartheta_{12}, \omega_{12}, \zeta_{12}\right) ;\left(\alpha_{12}, \beta_{12}, \gamma_{12}\right)\right]$,
$\tilde{x}_{13}=\left[\left(\chi_{13}, \delta_{13}, \epsilon_{13}, \eta_{13}, \kappa_{13}, \vartheta_{13}, \omega_{13}, \zeta_{13}\right) ;\left(\alpha_{13}, \beta_{13}, \gamma_{13}\right)\right]$,
$\tilde{x}_{21}=\left[\left(\chi_{21}, \delta_{21}, \epsilon_{21}, \eta_{21}, \kappa_{21}, \vartheta_{21}, \omega_{21}, \zeta_{21}\right) ;\left(\alpha_{21}, \beta_{21}, \gamma_{21}\right)\right]$,
$\tilde{x}_{22}=\left[\left(\chi_{22}, \delta_{22}, \epsilon_{22}, \eta_{22}, \kappa_{22}, \vartheta_{22}, \omega_{22}, \zeta_{22}\right) ;\left(\alpha_{22}, \beta_{22}, \gamma_{22}\right)\right]$,

$$
\begin{align*}
& \tilde{x}_{23}=\left[\left(\chi_{23}, \delta_{23}, \epsilon_{23}, \eta_{23}, \kappa_{23}, \vartheta_{23}, \omega_{23}, \zeta_{23}\right) ;\left(\alpha_{23}, \beta_{23}, \gamma_{23}\right)\right], \\
& \tilde{x}_{31}=\left[\left(\chi_{31}, \delta_{31}, \epsilon_{31}, \eta_{31}, \kappa_{31}, \vartheta_{31}, \omega_{31}, \zeta_{31}\right) ;\left(\alpha_{31}, \beta_{31}, \gamma_{31}\right)\right], \\
& \tilde{x}_{32}=\left[\left(\chi_{32}, \delta_{32}, \epsilon_{32}, \eta_{32}, \kappa_{32}, \vartheta_{32}, \omega_{32}, \zeta_{32}\right) ;\left(\alpha_{32}, \beta_{32}, \gamma_{32}\right)\right], \\
& \tilde{x}_{33}=\left[\left(\chi_{33}, \delta_{33}, \epsilon_{33}, \eta_{33}, \kappa_{33}, \vartheta_{33}, \omega_{33}, \zeta_{33}\right) ;\left(\alpha_{33}, \beta_{33}, \gamma_{33}\right)\right], \tag{35}
\end{align*}
$$

where $\tilde{x}_{11}, \tilde{x}_{12}, \tilde{x}_{13}, \tilde{x}_{21}, \tilde{x}_{22}, \tilde{x}_{23}, \tilde{x}_{31}, \tilde{x}_{32}$, and $\tilde{x}_{33}$ are nonnegative TrPFNs, then the FPFLPP equation (33) can be transformed as follows:

$$
\operatorname{Minimize}\left(\begin{array}{c}
{[(110,150,190,210,270,300,350,390) ;(0.7,0.1,0.1)] \otimes} \\
{\left[\left(\chi_{11}, \delta_{11}, \epsilon_{11}, \eta_{11}, \kappa_{11}, \vartheta_{11}, \omega_{11}, \zeta_{11}\right) ;\left(\alpha_{11}, \beta_{11}, \gamma_{11}\right)\right] \oplus} \\
{[(130,180,220,250,290,340,370,410) ;(0.8,0.1,0.1)] \otimes} \\
{\left[\left(\chi_{12}, \delta_{12}, \epsilon_{12}, \eta_{12}, \kappa_{12}, \vartheta_{12}, \omega_{12}, \zeta_{12}\right) ;\left(\alpha_{12}, \beta_{12}, \gamma_{12}\right)\right] \oplus} \\
{[(0,0,0,0,0,0,0,0) ;(0.0,0.0,0.0)] \otimes\left[\left(\chi_{13}, \delta_{13}, \epsilon_{13}, \eta_{13}, \kappa_{13}, \vartheta_{13}, \omega_{13}, \zeta_{13}\right) ;\left(\alpha_{13}, \beta_{13}, \gamma_{13}\right)\right] \oplus} \\
{[(150,250,290,350,400,440,460,500) ;(0.6,0.1,0.2)] \otimes} \\
{\left[\left(\chi_{21}, \delta_{21}, \epsilon_{21}, \eta_{21}, \kappa_{21}, \vartheta_{21}, \omega_{21}, \zeta_{21}\right) ;\left(\alpha_{21}, \beta_{21}, \gamma_{21}\right)\right] \oplus} \\
{[(190,210,250,270,310,330,380,430) ;(0.6,0.1,0.2)] \otimes}  \tag{36}\\
{\left[\left(\chi_{22}, \delta_{22}, \epsilon_{22}, \eta_{22}, \kappa_{22}, \vartheta_{22}, \omega_{22}, \zeta_{22}\right) ;\left(\alpha_{22}, \beta_{22}, \gamma_{22}\right)\right] \oplus} \\
{[(0,0,0,0,0,0,0,0) ;(0.0,0.0,0.0)] \otimes\left[\left(\chi_{23}, \delta_{23}, \epsilon_{23}, \eta_{23}, \kappa_{23}, \vartheta_{23}, \omega_{23}, \zeta_{23}\right) ;\left(\alpha_{23}, \beta_{23}, \gamma_{23}\right)\right] \oplus} \\
{[(0,0,0,0,0,0,0,0) ;(0.0,0.0,0.0)] \otimes\left[\left(\chi_{31}, \delta_{31}, \epsilon_{31}, \eta_{31}, \kappa_{31}, \vartheta_{31}, \omega_{31}, \zeta_{31}\right) ;\left(\alpha_{31}, \beta_{31}, \gamma_{31}\right)\right] \oplus} \\
{[(0,0,0,0,0,0,0,0) ;(0.0,0.0,0.0)] \otimes\left[\left(\chi_{32}, \delta_{32}, \epsilon_{32}, \eta_{32}, \kappa_{32}, \vartheta_{32}, \omega_{32}, \zeta_{32}\right) ;\left(\alpha_{32}, \beta_{32}, \gamma_{32}\right)\right] \oplus} \\
{[(0,0,0,0,0,0,0,0) ;(0.0,0.0,0.0)] \otimes\left[\left(\chi_{33}, \delta_{33}, \epsilon_{33}, \eta_{33}, \kappa_{33}, \vartheta_{33}, \omega_{33}, \zeta_{33}\right) ;\left(\alpha_{33}, \beta_{33}, \gamma_{33}\right)\right]}
\end{array}\right)
$$

subject to

$$
\begin{align*}
& {\left[\left(\chi_{11}, \delta_{11}, \epsilon_{11}, \eta_{11}, \kappa_{11}, \vartheta_{11}, \omega_{11}, \zeta_{11}\right) ;\left(\alpha_{11}, \beta_{11}, \gamma_{11}\right)\right] \oplus\left[\left(\chi_{12}, \delta_{12}, \epsilon_{12}, \eta_{12}, \kappa_{12}, \vartheta_{12}, \omega_{12}, \zeta_{12}\right) ;\left(\alpha_{12}, \beta_{12}, \gamma_{12}\right)\right]} \\
& \quad \oplus\left[\left(\chi_{13}, \delta_{13}, \epsilon_{13}, \eta_{13}, \kappa_{13}, \vartheta_{13}, \omega_{13}, \zeta_{13}\right) ;\left(\alpha_{13}, \beta_{13}, \gamma_{13}\right)\right]=[(15,35,45,60,75,95,110,200) ;(0,92,0.02,0.01)] \\
& {\left[\left(\chi_{21}, \delta_{21}, \epsilon_{21}, \eta_{21}, \kappa_{21}, \vartheta_{21}, \omega_{21}, \zeta_{21}\right) ;\left(\alpha_{21}, \beta_{21}, \gamma_{21}\right)\right] \oplus\left[\left(\chi_{22}, \delta_{22}, \epsilon_{22}, \eta_{22}, \kappa_{22}, \vartheta_{22}, \omega_{22}, \zeta_{22}\right) ;\left(\alpha_{22}, \beta_{22}, \gamma_{22}\right)\right]} \\
& \oplus\left[\left(\chi_{23}, \delta_{23}, \epsilon_{23}, \eta_{23}, \kappa_{23}, \vartheta_{23}, \omega_{23}, \zeta_{23}\right) ;\left(\alpha_{23}, \beta_{23}, \gamma_{23}\right)\right]=[(10,25,50,70,90,120,130,190) ;(0,80,0.01,0.02)] \\
& {\left[\left(\chi_{31}, \delta_{31}, \epsilon_{31}, \eta_{31}, \kappa_{31}, \vartheta_{31}, \omega_{31}, \zeta_{31}\right) ;\left(\alpha_{31}, \beta_{31}, \gamma_{31}\right)\right] \oplus\left[\left(\chi_{32}, \delta_{32}, \epsilon_{32}, \eta_{32}, \kappa_{32}, \vartheta_{32}, \omega_{32}, \zeta_{32}\right) ;\left(\alpha_{32}, \beta_{32}, \gamma_{32}\right)\right]} \\
& \quad \oplus\left[\left(\chi_{33}, \delta_{33}, \epsilon_{33}, \eta_{33}, \kappa_{33}, \vartheta_{33}, \omega_{33}, \zeta_{33}\right) ;\left(\alpha_{33}, \beta_{33}, \gamma_{33}\right)\right]=[(25,25,25,25,60,60,115,115) ;(0.0000,0.0000,0.0000)] \\
& {\left[\left(\chi_{11}, \delta_{11}, \epsilon_{11}, \eta_{11}, \kappa_{11}, \vartheta_{11}, \omega_{11}, \zeta_{11}\right) ;\left(\alpha_{11}, \beta_{11}, \gamma_{11}\right)\right] \oplus\left[\left(\chi_{21}, \delta_{21}, \epsilon_{21}, \eta_{21}, \kappa_{21}, \vartheta_{21}, \omega_{21}, \zeta_{21}\right) ;\left(\alpha_{21}, \beta_{21}, \gamma_{21}\right)\right]}  \tag{37}\\
& \oplus\left[\left(\chi_{31}, \delta_{31}, \epsilon_{31}, \eta_{31}, \kappa_{31}, \vartheta_{31}, \omega_{31}, \zeta_{31}\right) ;\left(\alpha_{31}, \beta_{31}, \gamma_{31}\right)\right]=[(20,40,50,65,85,100,140,160) ;(0.92,0.01,0.02)] \\
& {\left[\left(\chi_{12}, \delta_{12}, \epsilon_{12}, \eta_{12}, \kappa_{12}, \vartheta_{12}, \omega_{12}, \zeta_{12}\right) ;\left(\alpha_{12}, \beta_{12}, \gamma_{12}\right)\right] \oplus\left[\left(\chi_{22}, \delta_{22}, \epsilon_{22}, \eta_{22}, \kappa_{22},,_{22}, \omega_{22}, \zeta_{22}\right) ;\left(\alpha_{22}, \beta_{22}, \gamma_{22}\right)\right]} \\
& \oplus\left[\left(\chi_{32}, \delta_{32}, \epsilon_{32}, \eta_{32}, \kappa_{32}, \vartheta_{32}, \omega_{32}, \zeta_{32}\right) ;\left(\alpha_{32}, \beta_{32}, \gamma_{32}\right)\right]=[(30,35,40,50,100,110,150,170) ;(0.76,0.02,0.01)] \\
& {\left[\left(\chi_{13}, \delta_{13}, \epsilon_{13}, \eta_{13}, \kappa_{13}, \vartheta_{13}, \omega_{13}, \zeta_{13}\right) ;\left(\alpha_{13}, \beta_{13}, \gamma_{13}\right)\right] \oplus\left[\left(\chi_{23}, \delta_{23}, \epsilon_{23}, \eta_{23}, \kappa_{23},, \vartheta_{23}, \omega_{23}, \zeta_{23}\right) ;\left(\alpha_{23}, \beta_{23}, \gamma_{23}\right)\right]} \\
& \oplus\left[\left(\chi_{33}, \delta_{33}, \epsilon_{33}, \eta_{33}, \kappa_{33}, \vartheta_{33}, \omega_{33}, \zeta_{33}\right) ;\left(\alpha_{33}, \beta_{33}, \gamma_{33}\right)\right]=[(0,10,30,40,40,65,65,175) ;(0.1666,0.0000,0.0000)] .
\end{align*}
$$

By applying arithmetic operations as described in Section 2, the FPFLPP equation (37) can be transformed as follows:

$$
\operatorname{Minimize}\left(\begin{array}{c}
{\left[\binom{\left(110 \chi_{11}, 150 \delta_{11}, 190 \epsilon_{11}, 210 \eta_{11}, 270 \kappa_{11}, 3009_{11}, 350 \omega_{11}, 390 \zeta_{11}\right) ;}{\left(0.7 \alpha_{11}, 0.1 \beta_{11}, 0.1+\gamma_{11}-0.1 \gamma_{11}\right)}\right] \oplus}  \tag{38}\\
{\left[\binom{\left(130 \chi_{12}, 180 \delta_{12}, 220 \epsilon_{12}, 250 \eta_{12}, 290 \kappa_{12}, 3409_{12}, 370 \omega_{12}, 410 \zeta_{12}\right) ;}{\left(0.8 \alpha_{12}, 0.1 \beta_{12}, 0.1+\gamma_{12}-0.1 \gamma_{12}\right)}\right] \oplus} \\
{\left[\binom{\left(0 \chi_{13}, 0 \delta_{13}, 0 \epsilon_{13}, 0 \eta_{13}, 0 \kappa_{13}, 09_{13}, 0 \omega_{13}, 0 \zeta_{13}\right) ;}{\left(0.0 \alpha_{13}, 0.0 \beta_{13}, 0.0+\gamma_{13}-0.0 \gamma_{13}\right)}\right] \oplus} \\
\\
\\
{\left[\binom{\left(150 \chi_{21}, 250 \delta_{21}, 290 \epsilon_{21}, 350 \eta_{21}, 400 \kappa_{21}, 4409_{21}, 460 \omega_{21}, 500 \zeta_{21}\right) ;}{\left(0.6 \alpha_{21}, 0.1 \beta_{21}, 0.2+\gamma_{21}-0.2 \gamma_{21}\right)}\right] \oplus} \\
\\
{\left[\left(\begin{array}{c}
\left(190 \chi_{22}, 210 \delta_{22}, 250 \epsilon_{22}, 270 \eta_{22}, 310 \kappa_{22}, 3309_{22}, 380 \omega_{22}, 430 \zeta_{22}\right) ;
\end{array}\right)\right] \oplus} \\
\left(0.6 \alpha_{22}, 0.1 \beta_{22}, 0.2+\gamma_{22}-0.2 \gamma_{22}\right)
\end{array}\right),
$$

subject to

$$
\left[\binom{\chi_{11}+\chi_{12}+\chi_{13}, \delta_{11}+\delta_{12}+\delta_{13}, \epsilon_{11}+\epsilon_{12}+\epsilon_{13}, \eta_{11}+\eta_{12}+\eta_{13},}{\kappa_{11}+\kappa_{12}+\kappa_{13}, \vartheta_{11}+\vartheta_{12}+\vartheta_{13}, \omega_{11}+\omega_{12}+\omega_{13}, \zeta_{11}+\zeta_{12}+\zeta_{13}} ;\left(\begin{array}{c}
\alpha_{11}+\alpha_{12}-\alpha_{11} \alpha_{12} \\
+\alpha_{13}-\alpha_{11} \alpha_{13}-\alpha_{12} \alpha_{13} \\
+\alpha_{11} \alpha_{12} \alpha_{13}, \beta_{11} \beta_{12} \beta_{13}, \\
\gamma_{11} \gamma_{12} \gamma_{13}
\end{array}\right)\right]
$$

$=[(15,35,45,60,75,95,110,200) ;(0.92,0.02,0.01)]$

$$
\left[\binom{x_{21}+\chi_{22}+\chi_{23}, \delta_{21}+\delta_{22}+\delta_{23}, \epsilon_{21}+\epsilon_{22}+\epsilon_{23}, \eta_{21}+\eta_{22}+\eta_{23},}{\kappa_{21}+\kappa_{22}+\kappa_{23}, \vartheta_{21}+\vartheta_{22}+\vartheta_{23}, \omega_{21}+\omega_{22}+\omega_{23}, \zeta_{21}+\zeta_{22}+\zeta_{23}} ;\left(\begin{array}{c}
\alpha_{21}+\alpha_{22}-\alpha_{21} \alpha_{22} \\
+\alpha_{23}-\alpha_{21} \alpha_{23}-\alpha_{22} \alpha_{23} \\
+\alpha_{21} \alpha_{22} \alpha_{23}, \beta_{21} \beta_{22} \beta_{23}, \\
\gamma_{21} \gamma_{22} \gamma_{23}
\end{array}\right)\right]
$$

$=[(10,25,50,70,90,120,130,190) ;(0.80,0.01,0.02)]$

$$
\left[\binom{\chi_{31}+\chi_{32}+\chi_{33}, \delta_{31}+\delta_{32}+\delta_{33}, \epsilon_{31}+\epsilon_{32}+\epsilon_{33}, \eta_{31}+\eta_{32}+\eta_{33},}{\kappa_{31}+\kappa_{32}+\kappa_{33}, \vartheta_{31}+\vartheta_{32}+\vartheta_{33}, \omega_{31}+\omega_{32}+\omega_{33}, \zeta_{31}+\zeta_{32}+\zeta_{33}} ;\left(\begin{array}{c}
\alpha_{31}+\alpha_{32}-\alpha_{31} \alpha_{32} \\
+\alpha_{33}-\alpha_{31} \alpha_{33}-\alpha_{32} \alpha_{33} \\
+\alpha_{31} \alpha_{32} \alpha_{33}, \beta_{31} \beta_{32} \beta_{33}, \\
\gamma_{31} \gamma_{32} \gamma_{33}
\end{array}\right)\right]
$$

$=[(25,25,25,25,60,60,115,115) ;(0.0000,0.0000,0.0000)]$

$$
\left[\binom{\chi_{11}+\chi_{21}+\chi_{31}, \delta_{11}+\delta_{21}+\delta_{31}, \epsilon_{11}+\epsilon_{21}+\epsilon_{31}, \eta_{11}+\eta_{21}+\eta_{31},}{\kappa_{11}+\kappa_{21}+\kappa_{31}, \vartheta_{11}+\vartheta_{21}+\vartheta_{31}, \omega_{11}+\omega_{21}+\omega_{31}, \zeta_{11}+\zeta_{21}+\zeta_{31}} ;\left(\begin{array}{c}
\alpha_{11}+\alpha_{21}-\alpha_{11} \alpha_{21} \\
+\alpha_{31}-\alpha_{11} \alpha_{31}-\alpha_{21} \alpha_{31} \\
+\alpha_{11} \alpha_{21} \alpha_{31}, \beta_{11} \beta_{21} \beta_{31}, \\
\gamma_{11} \gamma_{21} \gamma_{31}
\end{array}\right)\right]
$$

$$
\begin{align*}
& =[(20,40,50,65,85,100,140,160) ;(0.92,0.01,0.02)] \\
& {\left[\binom{\chi_{12}+\chi_{22}+\chi_{32}, \delta_{12}+\delta_{22}+\delta_{32}, \epsilon_{12}+\epsilon_{22}+\epsilon_{32}, \eta_{12}+\eta_{22}+\eta_{32},}{\kappa_{12}+\kappa_{22}+\kappa_{32}, \vartheta_{12}+\vartheta_{22}+\vartheta_{32}, \omega_{12}+\omega_{22}+\omega_{32}, \zeta_{12}+\zeta_{22}+\zeta_{32}} ;\left(\begin{array}{c}
\alpha_{12}+\alpha_{22}-\alpha_{12} \alpha_{22} \\
+\alpha_{32}-\alpha_{12} \alpha_{32}-\alpha_{22} \alpha_{32} \\
+\alpha_{12} \alpha_{22} \alpha_{32}, \beta_{12} \beta_{22} \beta_{32}, \\
\gamma_{12} \gamma_{22} \gamma_{32}
\end{array}\right)\right]} \\
& =[(30,35,40,50,100,110,150,170) ;(0.76,0.02,0.01)]  \tag{39}\\
& {\left[\binom{\chi_{13}+\chi_{23}+\chi_{33}, \delta_{13}+\delta_{23}+\delta_{33}, \epsilon_{13}+\epsilon_{23}+\epsilon_{33}, \eta_{13}+\eta_{23}+\eta_{33},}{\kappa_{13}+\kappa_{23}+\kappa_{33}, \vartheta_{13}+\vartheta_{23}+\vartheta_{33}, \omega_{13}+\omega_{23}+\omega_{33}, \zeta_{13}+\zeta_{23}+\zeta_{33}} ;\left(\begin{array}{c}
\alpha_{13}+\alpha_{23}-\alpha_{13} \alpha_{23} \\
+\alpha_{33}-\alpha_{13} \alpha_{33}-\alpha_{23} \alpha_{33} \\
+\alpha_{13} \alpha_{23} \alpha_{33}, \beta_{13} \beta_{23} \beta_{33}, \\
\gamma_{13} \gamma_{23} \gamma_{33}
\end{array}\right)\right]}
\end{align*}
$$

$=[(0,10,30,40,40,65,65,175) ;(0.1666,0.0000,0.0000)]$.

By applying Definition 7, the FPLPP equation (39) can be transformed as follows:

$$
\text { Minimize } \Re\left[\begin{array}{c}
\left(\begin{array}{c}
110 \chi_{11}+130 \chi_{12}+150 \chi_{21}+190 \chi_{22}, 150 \delta_{11}+180 \delta_{12}+250 \delta_{21}+210 \delta_{22}, \\
190 \epsilon_{11}+220 \epsilon_{12}+290 \epsilon_{21}+250 \epsilon_{22}, 210 \eta_{11}+250 \eta_{12}+350 \eta_{21}+270 \eta_{22} \\
270 \kappa_{11}+290 \kappa_{12}+400 \kappa_{21}+310 \kappa_{22}, 300 \vartheta_{11}+340 \vartheta_{12}+440 \vartheta_{21}+330 \vartheta_{22}, \\
350 \omega_{11}+370 \omega_{12}+460 \omega_{21}+380 \omega_{22}, 390 \zeta_{11}+410 \zeta_{12}+500 \zeta_{21}+430 \zeta_{22}
\end{array}\right) ;  \tag{40}\\
0.7 \alpha_{11}+0.8 \alpha_{12}-0.56 \alpha_{11} \alpha_{12}+0.6 \alpha_{21}-0.42 \alpha_{11} \alpha_{21} \\
+0.288 \alpha_{12} \alpha_{21} \alpha_{22}-0.2016 \alpha_{11} \alpha_{12} \alpha_{21} \alpha_{22}, 0.0001 \beta_{11} \beta_{12} \beta_{21} \beta_{22}, \\
\left(0.1+\gamma_{11}-0.1 \gamma_{11}\right)\left(0.1+\gamma_{12}-0.1 \gamma_{12}\right) \\
\left(0.2+\gamma_{21}-0.2 \gamma_{21}\right)\left(0.2+\gamma_{22}-0.2 \gamma_{22}\right)
\end{array}\right) ;
$$

subject to

$$
\begin{aligned}
& {\left[\binom{\chi_{11}+\chi_{12}+\chi_{13}, \delta_{11}+\delta_{12}+\delta_{13}, \epsilon_{11}+\epsilon_{12}+\epsilon_{13}, \eta_{11}+\eta_{12}+\eta_{13},}{\kappa_{11}+\kappa_{12}+\kappa_{13}, \vartheta_{11}+\vartheta_{12}+\vartheta_{13}, \omega_{11}+\omega_{12}+\omega_{13}, \zeta_{11}+\zeta_{12}+\zeta_{13}} ;\left(\begin{array}{c}
\alpha_{11}+\alpha_{12}-\alpha_{11} \alpha_{12} \\
+\alpha_{13}-\alpha_{11} \alpha_{13}-\alpha_{12} \alpha_{13} \\
+\alpha_{11} \alpha_{12} \alpha_{13}, \beta_{11} \beta_{12} \beta_{13}, \\
\gamma_{11} \gamma_{12} \gamma_{13}
\end{array}\right)\right]} \\
& =[(15,35,45,60,75,95,110,200) ;(0.92,0.02,0.01)] \\
& {\left[\binom{\chi_{21}+\chi_{22}+\chi_{23}, \delta_{21}+\delta_{22}+\delta_{23}, \epsilon_{21}+\epsilon_{22}+\epsilon_{23}, \eta_{21}+\eta_{22}+\eta_{23},}{\kappa_{21}+\kappa_{22}+\kappa_{23}, \vartheta_{21}+\vartheta_{22}+\vartheta_{23}, \omega_{21}+\omega_{22}+\omega_{23}, \zeta_{21}+\zeta_{22}+\zeta_{23}} ;\left(\begin{array}{c}
\alpha_{21}+\alpha_{22}-\alpha_{21} \alpha_{22} \\
+\alpha_{23}-\alpha_{21} \alpha_{23}-\alpha_{22} \alpha_{23} \\
+\alpha_{21} \alpha_{22} \alpha_{23}, \beta_{21} \beta_{22} \beta_{23}, \\
\gamma_{21} \gamma_{22} \gamma_{23}
\end{array}\right)\right]} \\
& =[(10,25,50,70,90,120,130,190) ;(0.80,0.01,0.02)] \\
& {\left[\binom{\chi_{31}+\chi_{32}+\chi_{33}, \delta_{31}+\delta_{32}+\delta_{33}, \epsilon_{31}+\epsilon_{32}+\epsilon_{33}, \eta_{31}+\eta_{32}+\eta_{33},}{\kappa_{31}+\kappa_{32}+\kappa_{33}, \vartheta_{31}+\vartheta_{32}+\vartheta_{33}, \omega_{31}+\omega_{32}+\omega_{33}, \zeta_{31}+\zeta_{32}+\zeta_{33}} ;\left(\begin{array}{c}
\alpha_{31}+\alpha_{32}-\alpha_{31} \alpha_{32} \\
+\alpha_{33}-\alpha_{31} \alpha_{33}-\alpha_{32} \alpha_{33} \\
+\alpha_{31} \alpha_{32} \alpha_{33}, \beta_{31} \beta_{32} \beta_{33}, \\
\gamma_{31} \gamma_{32} \gamma_{33}
\end{array}\right)\right]} \\
& =[(25,25,25,25,60,60,115,115) ;(0.0000,0.0000,0.0000)] \\
& {\left[\binom{\chi_{11}+\chi_{21}+\chi_{31}, \delta_{11}+\delta_{21}+\delta_{31}, \epsilon_{11}+\epsilon_{21}+\epsilon_{31}, \eta_{11}+\eta_{21}+\eta_{31},}{\kappa_{11}+\kappa_{21}+\kappa_{31}, \vartheta_{11}+\vartheta_{21}+\vartheta_{31}, \omega_{11}+\omega_{21}+\omega_{31}, \zeta_{11}+\zeta_{21}+\zeta_{31}} ;\left(\begin{array}{c}
\alpha_{11}+\alpha_{21}-\alpha_{11} \alpha_{21} \\
+\alpha_{31}-\alpha_{11} \alpha_{31}-\alpha_{21} \alpha_{31} \\
+\alpha_{11} \alpha_{21} \alpha_{31}, \beta_{11} \beta_{21} \beta_{31}, \\
\gamma_{11} \gamma_{21} \gamma_{31}
\end{array}\right)\right]} \\
& =[(20,40,50,65,85,100,140,160) ;(0.92,0.01,0.02)] \\
& {\left[\binom{\chi_{12}+\chi_{22}+\chi_{32}, \delta_{12}+\delta_{22}+\delta_{32}, \epsilon_{12}+\epsilon_{22}+\epsilon_{32}, \eta_{12}+\eta_{22}+\eta_{32},}{\kappa_{12}+\kappa_{22}+\kappa_{32}, \vartheta_{12}+\vartheta_{22}+\vartheta_{32}, \omega_{12}+\omega_{22}+\omega_{32}, \zeta_{12}+\zeta_{22}+\zeta_{32}} ;\left(\begin{array}{c}
\alpha_{12}+\alpha_{22}-\alpha_{12} \alpha_{22} \\
+\alpha_{32}-\alpha_{12} \alpha_{32}-\alpha_{22} \alpha_{32} \\
+\alpha_{12} \alpha_{22} \alpha_{32}, \beta_{12} \beta_{22} \beta_{32}, \\
\gamma_{12} \gamma_{22} \gamma_{32}
\end{array}\right)\right]} \\
& \text { [(30, 35, 40, 50, 100, 110, 150, 170); (0.76, 0.02, 0.01)] } \\
& {\left[\binom{\chi_{13}+\chi_{23}+\chi_{33}, \delta_{13}+\delta_{23}+\delta_{33}, \epsilon_{13}+\epsilon_{23}+\epsilon_{33}, \eta_{13}+\eta_{23}+\eta_{33},}{\kappa_{13}+\kappa_{23}+\kappa_{33}, \vartheta_{13}+\vartheta_{23}+\vartheta_{33}, \omega_{13}+\omega_{23}+\omega_{33}, \zeta_{13}+\zeta_{23}+\zeta_{33}} ;\left(\begin{array}{c}
\alpha_{13}+\alpha_{23}-\alpha_{13} \alpha_{23} \\
+\alpha_{33}-\alpha_{13} \alpha_{33}-\alpha_{23} \alpha_{33} \\
+\alpha_{13} \alpha_{23} \alpha_{33}, \beta_{13} \beta_{23} \beta_{33}, \\
\gamma_{13} \gamma_{23} \gamma_{33}
\end{array}\right)\right]} \\
& =[(0,10,30,40,40,65,65,175) ;(0.1666,0.0000,0.0000)] \text {. }
\end{aligned}
$$

Now, we solve the following crisp LPP:

$$
\operatorname{Minimize} \frac{1}{4}\left(\begin{array}{c}
\left(0.7 \alpha_{11}+0.8 \alpha_{12}-0.56 \alpha_{11} \alpha_{12}+0.6 \alpha_{21}-0.42 \alpha_{11} \alpha_{21}\right.  \tag{42}\\
-0.48 \alpha_{12} \alpha_{21}+0.336 \alpha_{11} \alpha_{12} \alpha_{21}+0.6 \alpha_{22}-0.42 \alpha_{11} \alpha_{22}-0.48 \alpha_{12} \alpha_{22} \\
+0.336 \alpha_{11} \alpha_{12} \alpha_{22}-0.36 \alpha_{21} \alpha_{22}+0.252 \alpha_{11} \alpha_{21} \alpha_{22} \\
\left.+0.288 \alpha_{12} \alpha_{21} \alpha_{22}-0.2016 \alpha_{11} \alpha_{12} \alpha_{21} \alpha_{22}\right)\left(210 \eta_{11}+250 \eta_{12}\right. \\
\left.+350 \eta_{21}+270 \eta_{22}+270 \kappa_{11}+290 \kappa_{12}+400 \kappa_{21}+310 \kappa_{22}\right) \\
+\left(190 \epsilon_{11}+220 \epsilon_{12}+290 \epsilon_{21}+250 \epsilon_{22}\right)+\left(300 \vartheta_{11}+340 \vartheta_{12}\right. \\
\left.+440 \vartheta_{21}+330 \vartheta_{22}\right)+\left(0.0001 \beta_{11} \beta_{12} \beta_{21} \beta_{22}\right) \\
\left(\left(210 \eta_{11}+250 \eta_{12}+350 \eta_{21}+270 \eta_{22}+270 \kappa_{11}+290 \kappa_{12}+400 \kappa_{21}+310 \kappa_{22}\right)\right. \\
+\left(150 \delta_{11}+180 \delta_{12}+250 \delta_{21}+210 \delta_{22}\right)+\left(350 \omega_{11}+370 \omega_{12}\right. \\
\left.+460 \omega_{21}+380 \omega_{22}\right)+\left(1-\left(0.1+\gamma_{11}-0.1 \gamma_{11}\right)\right. \\
\left(0.1+\gamma_{12}-0.1 \gamma_{12}\right)\left(0.2+\gamma_{21}-0.2 \gamma_{21}\right) \\
\left.\left(0.2+\gamma_{22}-0.2 \gamma_{22}\right)\right)\left(210 \eta_{11}+250 \eta_{12}+350 \eta_{21}\right. \\
\left.+270 \eta_{22}+270 \kappa_{11}+290 \kappa_{12}+400 \kappa_{21}+310 \kappa_{22}\right)+\left(110 \chi_{11}+130 \chi_{12}\right. \\
\left.\left.+150 \chi_{21}+190 \chi_{22}\right)+\left(390 \zeta_{11}+410 \zeta_{12}+500 \zeta_{21}+430 \zeta_{22}\right)\right)
\end{array}\right),
$$

subject to

$$
\begin{array}{ll}
\chi_{11}+\chi_{12}+\chi_{13}=15, & \chi_{21}+\chi_{22}+\chi_{23}=10 \\
\delta_{11}+\delta_{12}+\delta_{13}=35, & \delta_{21}+\delta_{22}+\delta_{23}=25 \\
\epsilon_{11}+\epsilon_{12}+\epsilon_{13}=45, & \epsilon_{21}+\epsilon_{22}+\epsilon_{23}=50 \\
\eta_{11}+\eta_{12}+\eta_{13}=60, & \eta_{21}+\eta_{22}+\eta_{23}=70 \\
\kappa_{11}+\kappa_{12}+\kappa_{13}=75, & \kappa_{21}+\kappa_{22}+\kappa_{23}=90 \\
\vartheta_{11}+\vartheta_{12}+\vartheta_{13}=95, \quad \vartheta_{21}+\vartheta_{22}+\vartheta_{23}=120 \\
\omega_{11}+\omega_{12}+\omega_{13}=110, \quad \omega_{21}+\omega_{22}+\omega_{23}=130 \\
\zeta_{11}+\zeta_{12}+\zeta_{13}=200, \quad \zeta_{21}+\zeta_{22}+\zeta_{23}=190 \\
\chi_{31}+\chi_{32}+\chi_{33}=25, \quad \chi_{11}+\chi_{21}+\chi_{31}=20 \\
\delta_{31}+\delta_{32}+\delta_{33}=25, \quad \delta_{11}+\delta_{21}+\delta_{31}=40 \\
\epsilon_{31}+\epsilon_{32}+\epsilon_{33}=25, \quad \epsilon_{11}+\epsilon_{21}+\epsilon_{31}=50 \\
\eta_{31}+\eta_{32}+\eta_{33}=25, \quad \eta_{11}+\eta_{21}+\eta_{31}=65 \\
\kappa_{31}+\kappa_{32}+\kappa_{33}=60, \quad \kappa_{11}+\kappa_{21}+\kappa_{31}=85 \\
\vartheta_{31}+\vartheta_{32}+\vartheta_{33}=60, \quad \vartheta_{11}+\vartheta_{21}+\vartheta_{31}=100 \\
\omega_{31}+\omega_{32}+\omega_{33}=115, \quad \omega_{11}+\omega_{21}+\omega_{31}=140 \\
\zeta_{31}+\zeta_{32}+\zeta_{33}=115, \quad \zeta_{11}+\zeta_{21}+\zeta_{31}=160 \\
\chi_{12}+\chi_{22}+\chi_{32}=30, \quad \chi_{13}+\chi_{23}+\chi_{33}=0 \\
\delta_{12}+\delta_{22}+\delta_{32}=35, & \delta_{13}+\delta_{23}+\delta_{33}=10 \\
\epsilon_{12}+\epsilon_{22}+\epsilon_{32}=40, & \epsilon_{13}+\epsilon_{23}+\epsilon_{33}=30
\end{array}
$$

$$
\begin{aligned}
& \eta_{12}+\eta_{22}+\eta_{32}=50, \quad \eta_{13}+\eta_{23}+\eta_{33}=40, \\
& \kappa_{12}+\kappa_{22}+\kappa_{32}=100, \quad \kappa_{13}+\kappa_{23}+\kappa_{33}=40, \\
& \vartheta_{12}+\vartheta_{22}+\vartheta_{32}=110, \quad \vartheta_{13}+\vartheta_{23}+\vartheta_{33}=65, \\
& \omega_{12}+\omega_{22}+\omega_{32}=150, \quad \omega_{13}+\omega_{23}+\omega_{33}=65, \\
& \zeta_{12}+\zeta_{22}+\zeta_{32}=170, \quad \zeta_{13}+\zeta_{23}+\zeta_{33}=175, \\
& \alpha_{11}+\alpha_{12}-\alpha_{11} \alpha_{12} \quad \alpha_{31}+\alpha_{32}-\alpha_{31} \alpha_{32} \\
& +\alpha_{13}-\alpha_{11} \alpha_{13}-\alpha_{12} \alpha_{13}+\alpha_{33}-\alpha_{31} \alpha_{33}-\alpha_{32} \alpha_{33} \\
& +\alpha_{11} \alpha_{12} \alpha_{13}=0.92, \quad+\alpha_{31} \alpha_{32} \alpha_{33}=0.00, \\
& \beta_{11} \beta_{12} \beta_{13}=0.02, \quad \beta_{31} \beta_{32} \beta_{33}=0.00, \\
& \gamma_{11} \gamma_{12} \gamma_{13}=0.01, \quad \gamma_{31} \gamma_{32} \gamma_{33}=0.00 \text {, } \\
& \alpha_{21}+\alpha_{22}-\alpha_{21} \alpha_{22} \quad \alpha_{11}+\alpha_{21}-\alpha_{11} \alpha_{21} \\
& +\alpha_{23}-\alpha_{21} \alpha_{23}-\alpha_{22} \alpha_{23}+\alpha_{31}-\alpha_{11} \alpha_{31}-\alpha_{21} \alpha_{31} \\
& +\alpha_{21} \alpha_{22} \alpha_{23}=0.80, \quad+\alpha_{11} \alpha_{21} \alpha_{31}=0.92 \text {, } \\
& \beta_{21} \beta_{22} \beta_{23}=0.01, \quad \beta_{11} \beta_{21} \beta_{31}=0.01 \text {, } \\
& \gamma_{21} \gamma_{22} \gamma_{23}=0.02, \quad \gamma_{11} \gamma_{21} \gamma_{31}=0.02 \text {, } \\
& \alpha_{12}+\alpha_{22}-\alpha_{12} \alpha_{22} \quad \alpha_{13}+\alpha_{23}-\alpha_{13} \alpha_{23} \\
& +\alpha_{32}-\alpha_{12} \alpha_{32}-\alpha_{22} \alpha_{32}+\alpha_{33}-\alpha_{13} \alpha_{33}-\alpha_{23} \alpha_{33} \\
& +\alpha_{12} \alpha_{22} \alpha_{32}=0.76, \quad+\alpha_{13} \alpha_{23} \alpha_{33}=0.1666, \\
& \beta_{12} \beta_{22} \beta_{32}=0.02, \quad \beta_{13} \beta_{23} \beta_{33}=0.00 \text {, } \\
& \gamma_{12} \gamma_{22} \gamma_{32}=0.01, \quad \gamma_{13} \gamma_{23} \gamma_{33}=0.00 \text {, } \\
& \delta_{11}-\chi_{11} \geq 0, \quad \epsilon_{11}-\delta_{11} \geq 0, \quad \eta_{11}-\epsilon_{11} \geq 0, \quad \kappa_{11}-\eta_{11} \geq 0, \quad \vartheta_{11}-\kappa_{11} \geq 0, \\
& \omega_{11}-\vartheta_{11} \geq 0, \quad \zeta_{11}-\omega_{11} \geq 0, \quad \delta_{12}-\chi_{12} \geq 0, \quad \epsilon_{12}-\delta_{12} \geq 0, \quad \eta_{12}-\epsilon_{12} \geq 0, \\
& \kappa_{12}-\eta_{12} \geq 0, \vartheta_{12}-\kappa_{12} \geq 0, \quad \omega_{12}-\vartheta_{12} \geq 0, \quad \zeta_{12}-\omega_{12} \geq 0, \quad \delta_{21}-\chi_{21} \geq 0, \\
& \epsilon_{21}-\delta_{21} \geq 0, \quad \delta_{13}-\chi_{13} \geq 0, \quad \epsilon_{13}-\delta_{13} \geq 0, \quad \eta_{13}-\epsilon_{13} \geq 0, \quad \kappa_{13}-\eta_{13} \geq 0, \\
& \vartheta_{13}-\kappa_{13} \geq 0, \quad \omega_{13}-\vartheta_{13} \geq 0, \quad \zeta_{13}-\omega_{13} \geq 0, \quad \eta_{21}-\epsilon_{21} \geq 0, \quad \kappa_{21}-\eta_{21} \geq 0, \\
& \vartheta_{21}-\kappa_{21} \geq 0, \quad \omega_{21}-\vartheta_{21} \geq 0, \quad \zeta_{21}-\omega_{21} \geq 0, \quad \delta_{22}-\chi_{22} \geq 0, \quad \epsilon_{22}-\delta_{22} \geq 0, \\
& \eta_{22}-\epsilon_{22} \geq 0, \quad \kappa_{22}-\eta_{22} \geq 0, \quad \vartheta_{22}-\kappa_{22} \geq 0, \quad \omega_{22}-\vartheta_{22} \geq 0, \quad \zeta_{22}-\omega_{22} \geq 0, \\
& \delta_{23}-\chi_{23} \geq 0, \quad \epsilon_{23}-\delta_{23} \geq 0, \quad \eta_{23}-\epsilon_{23} \geq 0, \quad \kappa_{23}-\eta_{23} \geq 0, \quad \vartheta_{23}-\kappa_{23} \geq 0, \\
& \omega_{23}-\vartheta_{23} \geq 0, \quad \zeta_{23}-\omega_{23} \geq 0, \quad \delta_{31}-\chi_{31} \geq 0, \quad \epsilon_{31}-\delta_{31} \geq 0, \quad \eta_{31}-\epsilon_{31} \geq 0, \\
& \kappa_{31}-\eta_{31} \geq 0, \quad \vartheta_{31}-\kappa_{31} \geq 0, \quad \omega_{31}-\vartheta_{31} \geq 0, \quad \zeta_{31}-\omega_{31} \geq 0, \quad \delta_{32}-\chi_{32} \geq 0, \\
& \epsilon_{32}-\delta_{32} \geq 0, \quad \eta_{32}-\epsilon_{32} \geq 0, \quad \kappa_{32}-\eta_{32} \geq 0, \quad \vartheta_{32}-\kappa_{32} \geq 0, \quad \omega_{32}-\vartheta_{32} \geq 0, \\
& \zeta_{32}-\omega_{32} \geq 0, \quad \delta_{33}-\chi_{33} \geq 0, \quad \epsilon_{33}-\delta_{33} \geq 0, \quad \eta_{33}-\epsilon_{33} \geq 0, \quad \kappa_{33}-\eta_{33} \geq 0,
\end{aligned}
$$

$$
\begin{align*}
& \vartheta_{33}-\kappa_{33} \geq 0, \quad \omega_{33}-\vartheta_{33} \geq 0, \quad \zeta_{33}-\omega_{33} \geq 0, \quad \chi_{11} \geq 0, \quad \chi_{12} \geq 0, \quad \chi_{13} \geq 0, \\
& \chi_{21} \geq 0, \quad \chi_{22} \geq 0, \quad \chi_{23} \geq 0, \chi_{31} \geq 0, \quad \chi_{31} \geq 0, \quad \chi_{32} \geq 0, \quad \chi_{33} \geq 0, \alpha_{12} \geq 0, \\
& \alpha_{13} \geq 0, \quad \alpha_{21} \geq 0, \quad \alpha_{22} \geq 0, \quad \alpha_{23} \geq 0, \quad \beta_{11} \geq 0, \quad \beta_{12} \geq 0, \quad \beta_{21} \geq 0, \quad \beta_{22} \geq 0, \\
& \beta_{23} \geq 0, \quad \beta_{31} \geq 0, \quad \beta_{32} \geq 0, \quad \beta_{33} \geq 0, \quad \gamma_{11} \geq 0, \gamma_{13} \geq 0, \quad \gamma_{21} \geq 0, \quad \gamma_{22} \geq 0, \\
& \gamma_{23} \geq 0, \quad \gamma_{31} \geq 0, \quad \gamma_{32} \geq 0, \quad \gamma_{33} \geq 0, \quad \alpha_{11} \geq 0, \quad \beta_{13} \geq 0, \quad \gamma_{12} \geq 0,  \tag{43}\\
& \alpha_{11}+\beta_{11}+\gamma_{11} \leq 1, \quad \alpha_{12}+\beta_{12}+\gamma_{12} \leq 1, \quad \alpha_{13}+\beta_{13}+\gamma_{13} \leq 1, \\
& \alpha_{21}+\beta_{21}+\gamma_{21} \leq 1, \quad \alpha_{22}+\beta_{22}+\gamma_{22} \leq 1, \quad \alpha_{23}+\beta_{23}+\gamma_{23} \leq 1, \\
& \alpha_{31}+\beta_{31}+\gamma_{31} \leq 1, \quad \alpha_{32}+\beta_{32}+\gamma_{32} \leq 1, \quad \alpha_{33}+\beta_{33}+\gamma_{33} \leq 1 .
\end{align*}
$$

By using Software Maple, we get optimal solution.

$$
\begin{aligned}
\chi_{11} & =15, \delta_{11}=35, \varepsilon_{11}=45, \eta_{11}=60, \kappa_{11}=75, \vartheta_{11}=90, \omega_{11}=105, \zeta_{11}=125, \alpha_{11}=0.8000, \beta_{11}= \\
0.1000, \gamma_{11} & =0.1000, \chi_{12}=0.0000, \delta_{12}=0.0000, \varepsilon_{12}=0.0000, \eta_{12}=0.0000, \kappa_{12}=0.0000, \vartheta_{12}=0.0000, \\
\omega_{12} & =0.0000, \zeta_{12}=20, \alpha_{12}=0.6000, \beta_{12}=0.2000, \gamma_{12}=0.1000, \chi_{13}=0.0000, \delta_{12}=0.0000, \varepsilon_{13}=0.0000, \\
\eta_{13} & =0.0000, \kappa_{13}=0.0000, \vartheta_{13}=5, \omega_{13}=5, \zeta_{13}=55, \alpha_{13}=0.1666, \beta_{13}=0.0000, \gamma_{13}=0.1000, \\
\chi_{21} & =0.0000, \delta_{21}=0.0000, \varepsilon_{21}=0.0000, \eta_{21}=0.0000, \kappa_{21}=0.0000, \vartheta_{21}=0.0000, \omega_{21}=0.0000 \\
, \zeta_{21} & =0.0000, \alpha_{21}=0.6000, \beta_{21}=0.1000, \gamma_{21}=0.2000, \chi_{22}=10, \delta_{22}=15, \varepsilon_{22}=20, \eta_{22}=30, \kappa_{22}=50, \\
\vartheta_{22} & =60, \omega_{22}=70, \zeta_{22}=70, \alpha_{22}=0.5000, \beta_{22}=0.1000, \gamma_{22}=0.1000, \chi_{23}=0.0000, \delta_{23}=10, \varepsilon_{23}=30, \\
\eta_{23} & =40, \kappa_{23}=40, \vartheta_{23}=60, \omega_{23}=60, \zeta_{23}=120, \alpha_{23}=0.0000, \beta_{23}=0.0000, \gamma_{23}=0.0000, \chi_{31}=5, \\
\delta_{31} & =5, \varepsilon_{31}=5, \eta_{31}=5, \kappa_{31}=10, \vartheta_{31}=10, \omega_{31}=35, \zeta_{31}=35, \alpha_{31}=0.0000, \beta_{31}=0.0000, \gamma_{11}=0.0000, \\
\chi_{32} & =20, \delta_{32}=20, \varepsilon_{32}=20, \eta_{32}=20, \kappa_{32}=50, \vartheta_{32}=50, \omega_{32}=80, \zeta_{32}=80, \alpha_{32}=0.0000, \beta_{32}= \\
0.0000, \gamma_{32} & =0.0000, \chi_{33}=0.0000, \delta_{33}=0.0000, \varepsilon_{33}=0.0000 \eta_{33}=0.0000, \kappa_{33}=0.0000, \vartheta_{33}=0.0000 \\
\omega_{33} & =0.0000, \zeta_{33}=0.0000, \alpha_{33}=0.0000, \beta_{33}=0.0000, \gamma_{33}=0.0000
\end{aligned}
$$

The PFOS is

$$
\begin{align*}
& \tilde{x}_{11}=[(15,35,45,60,75,90,105,125) ;(0.8000,0.1000,0.1000)], \\
& \tilde{x}_{12}=[(0.00,0.00,0.00,0.00,0.00,0.00,0.00,20) ;(0.6000,0.2000,0.1000)], \\
& \tilde{x}_{13}=[(0.00,0.00,0.00,0.00,0.00,5,5,55) ;(0.1666,0.0000,0.0000)], \\
& \tilde{x}_{21}=[(0.00,0.00,0.00,0.00,0.00,0.00,0.00,0.00) ;(0.6000,0.1000,0.2000)], \\
& \tilde{x}_{22}=[(10,15,20,30,50,60,70,70) ;(0.5000,0.1000,0.1000)],  \tag{45}\\
& \tilde{x}_{23}=[(0.00,10,30,40,40,60,60,120) ;(0.0000,0.0000,0.0000)], \\
& \tilde{x}_{31}=[(5,5,5,5,10,10,35,35) ;(0.0000,0.0000,0.0000)], \\
& \tilde{x}_{32}=[(20,20,20,20,50,50,80,80) ;(0.0000,0.0000,0.0000)], \\
& \tilde{x}_{33}=[(0.00,0.00,0.00,0.00,0.00,0.00,0.00,0.00) ;(0.0000,0.0000,0.0000)] .
\end{align*}
$$

The picture fuzzy optimal value/transportation cost of FPFTP is


Figure 1: Graphical representation of picture fuzzy transportation cost.
[(3550, 8400, 13550, 20700, 35750, 46800, 63350, 87050); ( $0.8974976,0.00000002,0.00467856$ )] and is shown graphically in Figure 1.

Example 2. (fully intuitionistic fuzzy transportation problem (FIFTP) based on FLP formulation).
$\operatorname{Minimize}\left(\begin{array}{c}{[(190,210,270,300) ;(110,210,270,390)] \otimes \tilde{x}_{11} \oplus} \\ {[(220,250,290,340) ;(130,250,290,410)] \otimes \tilde{x}_{12} \oplus} \\ {[(0,0,0,0) ;(0,0,0,0)] \otimes \tilde{x}_{13} \oplus} \\ {[(290,350,400,440) ;(150,350,400,500)] \otimes \tilde{x}_{21} \oplus} \\ {[(250,270,310,330) ;(190,270,310,430)] \otimes \tilde{x}_{22} \oplus} \\ {[(0,0,0,0) ;(0,0,0,0)] \otimes \tilde{x}_{23} \oplus} \\ {[(0,0,0,0) ;(0,0,0,0)] \otimes \tilde{x}_{31} \oplus} \\ {[(0,0,0,0) ;(0,0,0,0)] \otimes \tilde{x}_{32} \oplus} \\ {[(0,0,0,0) ;(0,0,0,0)] \otimes \tilde{x}_{33}}\end{array}\right)$,
subject to
$\widetilde{x}_{11} \oplus \widetilde{x}_{12} \oplus \widetilde{x}_{13}=[(45,60,75,95) ;(15,60,75,200)]$,
$\tilde{x}_{21} \oplus \tilde{x}_{22} \oplus \tilde{x}_{23}=[(50,70,90,120) ;(10,70,90,190)]$,
$\tilde{x}_{31} \oplus \widetilde{x}_{32} \oplus \widetilde{x}_{33}=[(25,25,60,60) ;(25,25,60,115)]$,
$\tilde{x}_{11} \oplus \widetilde{x}_{21} \oplus \widetilde{x}_{31}=[(50,65,85,100) ;(20,65,85,160)]$,
$\tilde{x}_{12} \oplus \widetilde{x}_{22} \oplus \widetilde{x}_{32}=[(40,50,100,110) ;(30,50,100,170)]$,
$\widetilde{x}_{13} \oplus \widetilde{x}_{23} \oplus \widetilde{x}_{33}=[(30,40,40,65) ;(0,40,40,175)]$,
where $\tilde{x}_{11}, \tilde{x}_{12}, \tilde{x}_{13}, \tilde{x}_{21}, \tilde{x}_{22}, \tilde{x}_{23}, \tilde{x}_{31}, \tilde{x}_{32}$, and $\tilde{x}_{33}$, are nonnegative TrIFNs.

The intuitionistic fuzzy optimal value/transportation cost of FIFTP [41] is
[(13550, 20700, 35750, 46800); (3550, 20700, 35750, 87050)] and is shown graphically in Figure 2.

Example 3. (fully fuzzy transportation problem (FFTP) based on FLP formulation).

$$
\operatorname{Minimize}\left(\begin{array}{c}
{[(190,210,270,300)] \otimes \tilde{x}_{11} \oplus[(220,250,290,340)] \otimes \tilde{x}_{12} \oplus[(0,0,0,0)] \otimes \tilde{x}_{13} \oplus}  \tag{48}\\
{[(290,350,400,440)] \otimes \tilde{x}_{21} \oplus[(250,270,310,330)] \otimes \tilde{x}_{22} \oplus[(0,0,0,0)] \otimes \tilde{x}_{23} \oplus} \\
{[(0,0,0,0)] \otimes \widetilde{x}_{31} \oplus[(0,0,0,0)] \otimes \tilde{x}_{32} \oplus[(0,0,0,0)] \otimes \tilde{x}_{33}}
\end{array}\right),
$$



Figure 2: Graphical representation of intuitionistic fuzzy transportation cost.


Figure 3: Graphical representation of fuzzy transportation cost.

Table 2: Comparison of optimal values.
subject to

$$
\begin{aligned}
& \tilde{x}_{11} \oplus \widetilde{x}_{12} \oplus \widetilde{x}_{13}=[(45,60,75,95)] \\
& \tilde{x}_{21} \oplus \widetilde{x}_{22} \oplus \widetilde{x}_{23}=[(50,70,90,120)] \\
& \tilde{x}_{31} \oplus \widetilde{x}_{32} \oplus \widetilde{x}_{33}=[(25,25,60,60)] \\
& \widetilde{x}_{11} \oplus \widetilde{x}_{21} \oplus \widetilde{x}_{31}=[(50,65,85,100)] \\
& \widetilde{x}_{12} \oplus \widetilde{x}_{22} \oplus \widetilde{x}_{32}=[(40,50,100,110)] \\
& \tilde{x}_{13} \oplus \widetilde{x}_{23} \oplus \widetilde{x}_{33}=[(30,40,40,65)],
\end{aligned}
$$

where $\tilde{x}_{11}, \tilde{x}_{12}, \tilde{x}_{13}, \tilde{x}_{21}, \tilde{x}_{22}, \tilde{x}_{23}, \tilde{x}_{31}, \tilde{x}_{32}$, and $\tilde{x}_{33}$ are nonnegative TrFNs.

The fuzzy optimal value/transportation cost of FFTP [35] is $[(13550,20700,35750,46800)]$ and is shown graphically in Figure 3.

## 5. Discussion

The picture fuzzy optimal value/transportation cost obtained in Example 1 by using the proposed method as discussed in

Section 3 is $[(3550,8400,13550,20700,35750,46800$, $63350,87050)$ ] and can be illustrated as follows:
(i) The lowest amount of picture fuzzy transportation cost is 3550 units
(ii) The feasible amount of picture fuzzy transportation cost lies in [20700, 35750]
(iii) The highest amount of picture fuzzy transportation cost is 87050 units

So, the least transportation cost will always be higher than 3550 units and lower than 87050 units, and the maximum chances of minimum transportation cost will belong to [20700, 35750].

Furthermore, Examples 2 and 3 are considered in an intuitionistic fuzzy environment and fuzzy environment, respectively. The minimum intuitionistic fuzzy transportation cost and minimum fuzzy transportation along with picture fuzzy transportation cost are shown in Table 2.

Obviously, Table 2 demonstrates that the FPFTP gives the best optimal value/transportation cost as compared with FIFTP and FFTP.

## 6. Conclusion

PFS is the most comprehensive and generalized structure of FS and IFS because it is characterized by membership function, neutral membership function, and nonmembership function. In this paper, we have proposed a new scheme to discuss the fully picture fuzzy transportation problems. We have introduced FPFTPs by considering all the variables as nonnegative TrPFNs. The FPFTPs have been developed on the basis of picture fuzzy linear programming formulation. In order to transform the FPFTPs into crisp linear/non-LPPs, a ranking function is practised. The PFLP formulation technique has been applied to obtain the PFOSs in the form of TrPFNs. Further, we have investigated and compared the fully picture fuzzy transportation model with fully intuitionistic fuzzy transportation model and fully fuzzy transportation model to demonstrate that the proposed approach is more comprehensive and reliable as compared with the existing FIFTP approach [41] and FFTP approach [35].

In future, this work can be extended to
(1) $L R$-type fully picture fuzzy transportation problems
(2) LR-type bipolar single-valued neutrosophic transportation problems
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#### Abstract

Bipolar fuzzy sets (BFSs) are effective tool for dealing with bipolarity and fuzziness. The sine trigonometric functions having two significant features, namely, periodicity and symmetry about the origin, are helping in decision analysis and information analysis. Taking the advantage of sine trigonometric functions and significance of BFSs, innovative sine trigonometric operational laws (STOLs) are proposed. New aggregation operators (AOs) are developed based on proposed operational laws to aggregate bipolar fuzzy information. Certain characteristics of these operators are also discussed, such as boundedness, monotonicity, and idempotency. Moreover, a modified superiority and inferiority ranking (SIR) method is proposed to cope with multicriteria group decision-making (MCGDM) with bipolar fuzzy (BF) information. To exhibit the relevance and feasibility of this methodology, a robust application of best medical tourism supply chain is presented. Finally, a comprehensive comparative and sensitivity analysis is evaluated to validate the efficiency of suggested methodology.


## 1. Introduction

Multicriteria group decision-making (MCGDM) is a process to seek an optimal alternative and ranking of feasible alternatives by a group of decision-experts under several stages and several criteria. However, this process is desperate with uncertainty due to data imprecision and vague perception. As a result, crisp theory is insufficient for dealing with MCGDM problems. To deal with these matters, Zadeh [1] initiated the conception of fuzzy set (FS) and membership function. Later on, different researchers presented different extensions of FSs including, intuitionistic fuzzy sets (IFSs) [2], Pythagorean fuzzy sets (PyFSs) [3, 4], q-rung orthopair fuzzy sets (q-ROFSs) [5], hesitant fuzzy sets (HFSs) [6], neutrosophic sets (NSs) [7], single-valued NSs [8], picture fuzzy sets (PFSs) [9], and spherical fuzzy sets (SFSs) [10-12].

The fuzzy models are extremely useful in dealing with uncertain MCGDM problems, and they have been widely used by decision makers. Nevertheless, they all have one flaw in common: they can only deal with one property and its
not-property at a time. They are unable to cope with any property's counter property. It is quite common in decision analysis to have to consider both the positive and negative aspects of a specific object. Some well-known contradictory features in decision analysis include effects and side effects, profit and loss, health and sickness, and so on. Zhang [13, 14] propounded the abstraction of bipolar fuzzy sets (BFSs) which deal with both a property and its counter property. Lee [15] studied operations on bipolar-valued fuzzy sets. Tehrim and Riaz [16] introduced connection numbers of SPA theory for the decision support system by using the IVBF linguistic VIKOR method. Jana and Pal [17] proposed the BF-EDAS method for MCGDM problems. Liu et al. [18] suggested an integrated bipolar fuzzy SWARA-MABAC technique and utilized it for the safety risk and occupational health diagnosis. Jana et al. [19] introduced BF-Dombi AOs and Wei et al. [20] developed bipolar fuzzy Hamacher AOs.

Han et al. [21] proposed the TOPSIS method for YinYang bipolar fuzzy cognitive TOPSIS. Wei et al. [22] established MADM with IVBF information. Hamid et al.
[23] initiated weighted aggregation operators for q-rung orthopair m-polar fuzzy set. Akram et al. [24] proposed the notion of complex fermatean fuzzy N -soft sets. AOs are crucial in information aggregation and are subject to a variety of operational laws. Based on algebraic operational laws, Xu [25] and Xu and Yager [26] propounded weighted averaging and geometric AOs for IFSs. Garg [27] introduced interactive operators for IFSs. Huang [28] proposed intuitionistic fuzzy Hamacher aggregation operators. Gou and Xu [29] suggested exponential operational laws (EOLs) for IFSs.

Li and Wei [30] proposed logarithmic operational laws (LOLs) for IFSs. Peng et al. [31] proposed EOLs for q-ROFSs. Similarly, the LOLs for PFSs [32] are also defined. Aside from the exponential and logarithmic functions, sine trigonometric function is another suitable choice for information fusion. The two main characteristics are periodicity and symmetry about the origin which aid in meeting the decision makers' expectations during object evaluation. Abdullah et al. [33] developed STOLs for PFSs. Kabani [34] studied Pakistan as a medical tourism destination. Muzaffar and Hussain [35] investigated medical tourism to discuss the challenge: are we ready to take the challenge. Zhang and Xu [36] proposed TOPSIS for PFSs and PFNs with MCDM.

Mahmood et al. [37] proposed an innovative MCDM method with spherical fuzzy soft rough (SFSR) average aggregation operators. Ihsan et al. [38] presented the MADM support model based on bijective hypersoft expert set. Karaaslan and Karamaz [39] introduced an innovative decision-making approach with HFPHFS. Alcantud [40] introduced the novel concepts of soft topologies and fuzzy soft topologies and investigated their relationships. Liu et al. [41] introduced the idea of mining temporal association rules based on temporal soft sets. Riaz et al. [42] introduced a novel TOPSIS approach based on cosine similarity measures and CBF-information. Zararsiz and Riaz [43] introduced the notion of bipolar fuzzy metric spaces with application. Riaz et al. [44] proposed distance and similarity measures for bipolar fuzzy soft sets with application to pharmaceutical logistics and supply chain management.

In 2021, Gergin et al. [45] modified the TOPSIS method to deal the supplier selection for automotive industry. Karamasa et al. [46] introduced the weighting factors which affect the logistics out-sourcing decision-making problem. Ali et al. [47] introduced Einstein geometric AO to deal complex IVPFS, and its novel principles and its operational laws are defined. Muhammad et al. [48] and Biswas et al. [49] propounded multicriteria decision-making techniques to deal real world problems. Milovanovic et al. [50] developed uncertainty modeling using intuitionistic fuzzy numbers.

In 2021, Garg [51] introduced some robust STOLs, its operational laws for PFSs, and AOs and algorithms to interpret MCDM. In 2021, Mahmood et al. [52] interpreted BCFHWA, BCFHOWA, BCFHHA, BCFHWG, BCFHOWG, and BCFHHG operators. Palanikumar et al. [53] proposed some new methods to solve MCDM based on PNSNIVS. A notion of PNSNIVWA, PNSNIVWG, GPNSNIVWA, and GPNSNIVWG is also discussed in the article. In 2021, Jana et al. [54] applied IFDHWA and

IFDHWG AO to evaluate enterprise financial performance. In 2021, Jana et al. [55] extended Dombi operations towards single-valued trapezoidal neutrosophic numbers (SVTrNNs). They also presented Dombi operation on SVTrNNs, and they proposed some new averaging and geometric averaging operators named as SVTrN Domi weighted averaging (SVTrNDWA) operator, SVTrN Dombi ordered weighted averaging (SVTrNDOWA) operator, SVTrN Dombi hybrid weighted averaging (SVTrNDHWA) operator, SVTrN Dombi weighted geometric (SVTrNDWGA) operator, SVTrN Dombi ordered weighted geometric (SVTrNDOWGA) operator, and SVTrN Dombi hybrid weighted geometric (SVTrNDHWGA) operator. In 2022, Ajay et al. [56] extended the STOLs for NSs and CNSs and defined the operational laws and their functionality. They also defined distance measures and ST-AOs. In 2022, Qiyas et al. [57] defined some reliable STOLs for SFNs and defined ST-OAs to deal real world problems.

The superiority and inferiority ranking (SIR) technique is a generalization of the eminent PROMETHEE method. This technique employs superiority and inferiority information to represent decision makers' behavior toward each criterion and to determine the degrees of domination and subordination of each alternative, from which superiority and inferiority flows are derived. It was introduced by Xu [58]. Chai and Liu [59] proposed the IF-SIR method to deal with MCGDM problems. Peng and Yang [60] extended the SIR technique to pythagorean fuzzy data. Zhu et al. [61] proposed the SIR approach for q -ROFSs.

Keeping in mind the importance of sine trigonometric function and SIR method, the aims and perks of this manuscript are as follows:
(1) To address bipolarity and uncertainty, innovative sine trigonometric operational laws (STOLs) are proposed for bipolar fuzzy sets (BFSs).
(2) Averaging AOs are developed named as sine trigonometric bipolar fuzzy weighted averaging (STBFWA) operator, sine trigonometric bipolar fuzzy ordered weighted averaging (ST-BFOWA) operator, and sine trigonometric bipolar fuzzy hybrid weighted averaging (ST-BFHWA) operator.
(3) Geometric AOs are proposed including sine trigonometric bipolar fuzzy weighted geometric (STBFWG) operator, sine trigonometric bipolar fuzzy ordered weighted geometric (ST-BFOWG) operator, and sine trigonometric bipolar fuzzy hybrid weighted geometric (ST-BFHWG) operator.
(4) Certain aspects of proposed operators are also discussed, such as idempotency, boundedness, and monotonicity.
(5) A modified SIR method by using features of proposed operators is proposed to cope with MCGDM problems.
(6) A robust application of best medical tourism supply chain is presented by using a modified SIR technique involving sine trigonometric AOs.

The layout of the remaining manuscript is as follows. In Section 2, some fundamental concepts about BFSs are reviewed. In Section 3, we define STOLs for BFSs and discuss their properties. In Sections 4 and 5, we introduce novel AOs based on BF-STOLs and explore their characteristics. Section 6 provides an extended version of the SIR technique for dealing with MCGDM problems using bipolar fuzzy data. A numerical illustration and a comparative analysis are also proffered to validate the efficaciousness of the propounded technique. Finally, in Section 7, there are some closing remarks.

## 2. Preliminaries

This section includes some rudimentary abstractions related to BFSs. Throughout this manuscript, we consider $\mathbb{Y}$ as universe of discourse.

Definition 1 (see [13]). A BFS $\mathfrak{B}$ on $\mathbb{Y}$ can be described as

$$
\begin{equation*}
\mathfrak{B}=\left\{\left\langle y, \aleph_{\mathfrak{B}}^{+}(y), \aleph_{\mathfrak{B}}^{-}(y)\right\rangle: y \in \mathbb{Y}\right\}, \tag{1}
\end{equation*}
$$

where $\aleph_{\mathfrak{B}}^{+}(y) \in[0,1]$ denotes positive membership degree and $\aleph_{\mathcal{B}}^{-}(y) \in[-1,0]$ denotes negative membership degree of an element $y \in \mathbb{Y}$. A bipolar fuzzy number (BFN) can be expressed as $\mathfrak{B}=\left\langle\aleph_{\mathfrak{B}}^{+}, \aleph_{\mathfrak{B}}^{-}\right\rangle$.

In 2015, Gul proposed operational laws of BFNs in his M.Phil Thesis.

Definition 2 [62]. Let $\quad \mathfrak{B}_{1}=\left\langle\aleph_{\mathfrak{B}_{1}}^{+}, \aleph_{\mathfrak{B}_{1}}^{-}\right\rangle \quad$ and $\mathfrak{B}_{2}=\left\langle\aleph_{\mathfrak{B}_{2}}^{+}, \aleph_{\mathfrak{B}_{2}}^{-}\right\rangle$be two BFNs and $\sigma \in(0, \infty)$, then operational laws between them can be defined as
(i) $\mathfrak{B}_{1} \oplus \mathfrak{B}_{2}=\left\langle\aleph_{\mathfrak{B}_{1}}^{+}+\aleph_{\mathfrak{B}_{2}}^{+}-\aleph_{\mathfrak{B}_{1}}^{+} \aleph_{\mathfrak{B}_{2}}^{+},-\aleph_{\mathfrak{B}_{1}}^{-} \aleph_{\mathfrak{B}_{2}}^{-}\right\rangle$
(ii)
$\mathfrak{B}_{1} \otimes \mathfrak{B}_{2}=\left\langle\aleph_{\mathfrak{B}_{1}}^{+} \aleph_{\mathfrak{B}_{2}}^{+},-\left(\left(-\aleph_{\mathfrak{B}_{1}}^{-}\right)+\left(-\aleph_{\mathfrak{B}_{2}}^{-}\right)-\aleph_{\mathfrak{B}_{1}}^{-} \aleph_{\mathfrak{B}_{2}}^{-}\right)\right\rangle$
(iii) $\sigma \mathfrak{B}_{1}=\left\langle 1-\left(1-\aleph_{\mathfrak{B}_{1}}^{+}\right)^{\sigma},-\left(-\aleph_{\mathfrak{B}_{1}}^{-}\right)^{\sigma}\right\rangle$
(iv) $\mathfrak{B}_{1}^{\sigma}=\left\langle\left(\mathfrak{\aleph}_{\mathfrak{B}_{1}}^{+}\right)^{\sigma},-\left(1-\left(1-\left(-\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)^{\sigma}\right)\right\rangle$
(v) $\mathfrak{B}_{1}^{c}=\left\langle 1-\aleph_{\mathfrak{B}_{1}}^{+},-1-\aleph_{\mathfrak{B}_{1}}^{-}\right\rangle$
(vi) $\mathfrak{B}_{1}<\mathfrak{B}_{2}$ if $\aleph_{\mathfrak{B}_{1}}^{+} \leq \aleph_{\mathfrak{B}_{2}}^{+}$and $\aleph_{\mathfrak{B}_{1}}^{-} \geq \aleph_{\mathfrak{B}_{2}}^{-}$
(vii) $\mathfrak{B}_{1}=\boldsymbol{B}_{2}$ if $\mathfrak{B}_{1} \prec \mathfrak{B}_{2}$ and $\boldsymbol{B}_{2} \prec \mathfrak{B}_{1}$

Definition 3 (see [20]). For a BFN $\mathfrak{B}=\left\langle\aleph_{\mathfrak{B}}^{+}, \aleph_{\mathfrak{B}}^{-}\right\rangle$, score and accuracy functions can be expressed as

$$
\begin{align*}
& \operatorname{Scr}(\boldsymbol{B})=\frac{1+\aleph_{\mathfrak{B}}^{+}+\aleph_{\mathfrak{B}}^{-}}{2},  \tag{2}\\
& \operatorname{Acr}(\mathfrak{B})=\frac{\aleph_{\mathfrak{B}}^{+}-\aleph_{\mathfrak{B}}^{-}}{2} \tag{3}
\end{align*}
$$

The values of score and accuracy functions are used to compare two BFNs. For two BFNs $\boldsymbol{B}_{1}$ and $\mathfrak{B}_{2}$,
(i) If $\operatorname{Scr}\left(\boldsymbol{B}_{1}\right)<\operatorname{Scr}\left(\boldsymbol{B}_{2}\right)$, then $\boldsymbol{B}_{1}<\boldsymbol{B}_{2}$
(ii) If $\operatorname{Scr}\left(\mathfrak{B}_{1}\right)>\operatorname{Scr}\left(\mathfrak{B}_{2}\right)$, then $\mathfrak{B}_{1}>\mathfrak{B}_{2}$
(iii) If $\operatorname{Scr}\left(\mathfrak{B}_{1}\right)=\operatorname{Scr}\left(\mathfrak{B}_{2}\right)$, then $\mathfrak{B}_{1}<\mathfrak{B}_{2} \quad$ if $\operatorname{Acr}\left(\mathfrak{B}_{1}\right)<\operatorname{Acr}\left(\mathfrak{B}_{2}\right)$
(iv) If $\operatorname{Scr}\left(\boldsymbol{B}_{1}\right)=\operatorname{Scr}\left(\boldsymbol{B}_{2}\right)$ then $\quad \boldsymbol{B}_{1}>\boldsymbol{B}_{2} \quad$ if $\operatorname{Acr}\left(\boldsymbol{B}_{1}\right)>\operatorname{Acr}\left(\boldsymbol{B}_{2}\right)$
(v) If $\operatorname{Scr}\left(\boldsymbol{B}_{1}\right)=\operatorname{Scr}\left(\boldsymbol{B}_{2}\right)$, then $\quad \boldsymbol{B}_{1}=\boldsymbol{B}_{2} \quad$ if $\operatorname{Acr}\left(\mathfrak{B}_{1}\right)=\operatorname{Acr}\left(\mathfrak{B}_{2}\right)$

Definition 4 (see [21]). If $\mathfrak{B}_{1}$ and $\mathfrak{B}_{2}$ are two BFSs on $\mathbb{Y}=\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$, then the normalized Hamming distance between them is calculated as
$d\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}\right)=\frac{1}{2 n} \sum_{i=1}^{n}\left(\left|\aleph_{\mathfrak{B}_{1}}^{+}\left(y_{i}\right)-\aleph_{\mathfrak{B}_{2}}^{+}\left(y_{i}\right)\right|+\left|\aleph_{\mathfrak{B}_{1}}^{-}\left(y_{i}\right)-\aleph_{\mathfrak{B}_{2}}^{-}\left(y_{i}\right)\right|\right)$.

## 3. Sine Trigonometric Operational Laws for BFSs

In this section, we suggest sine trigonometric operational laws (STOLs) for BFNs and investigate some useful results.

Definition 5. Let $\mathfrak{B}=\left\{\left\langle y, \aleph_{\mathfrak{B}}^{+}(y), \aleph_{\mathfrak{B}}^{-}(y)\right\rangle: y \in \mathbb{Y}\right\}$ be a BFS on $\mathbb{Y}$. A sine trigonometric operator on $\mathfrak{B}$ can be defined as

$$
\begin{equation*}
\sin \mathfrak{B}=\left\{\left\langle y, \sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}}^{+}(y)\right), \sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}}^{-}(y)\right)\right)-1\right\rangle: y \in \mathbb{Y}\right\} . \tag{5}
\end{equation*}
$$

Clearly, $\sin \mathfrak{B}$ is again a BFS on $\mathbb{Y}$ because $\sin \left((\pi / 2) \aleph_{\mathfrak{B}}^{+}(y)\right) \in[0,1]$ and $\sin \left((\pi / 2)\left(1+\aleph_{\mathfrak{B}}^{-}(y)\right)\right)-1 \epsilon$ $[-1,0]$ serve as positive and negative membership degrees, respectively, for every element $y \in \mathbb{Y}$. The set $\sin \mathfrak{B}$ is called sine trigonometric-BFS (ST-BFS).

Definition 6. Let $\mathfrak{B}=\left\langle\aleph_{\mathfrak{B}}^{+}, \aleph_{\mathfrak{B}}^{-}\right\rangle$be a BFN, then

$$
\begin{equation*}
\sin \mathfrak{B}=\left\langle\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}}^{+}\right), \sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}}^{-}\right)\right)-1\right\rangle, \tag{6}
\end{equation*}
$$

is called ST-BFN.
Definition 7 For two BFNs $\mathfrak{B}_{1}=\left\langle\aleph_{\mathfrak{B}_{1}}^{+}, \aleph_{\mathfrak{B}_{1}}^{-}\right\rangle$and $\mathfrak{B}_{2}=\left\langle\aleph_{\mathfrak{B}_{2}}^{+}, \aleph_{\mathfrak{B}_{2}}^{-}\right\rangle$, we propose STOLs as follows:
(i) $\sin \mathfrak{B}_{1} \oplus \sin \mathfrak{B}_{2}=1-\left(1-\sin \left((\pi / 2) \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)(1-$ $\left.\left.\sin \quad\left((\pi / 2) \mathfrak{N}_{\mathfrak{B}_{1}}^{+}\right)\right),-\left(\sin \left((\pi / 2)\left(1+\mathfrak{\aleph}_{\mathfrak{B}_{1}}^{-}\right)\right)-1\right)\right\rangle$〈 $\left(\sin \left((\pi / 2)\left(1+\aleph_{\mathfrak{B}_{2}}^{-}\right)\right)-1\right)$
(ii) $\sin \mathfrak{B}_{1} \otimes \sin \mathfrak{B}_{2}=\left\langle\sin \left((\pi / 2) \aleph_{\mathfrak{B}_{1}}^{+}\right) \sin \left((\pi / 2) \aleph_{\mathfrak{B}_{1}}^{+}\right)\right.$, $\left.-\left(1-\sin \left((\pi / 2)\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right) \sin \left((\pi / 2)\left(1+\aleph_{\mathfrak{B}_{2}}^{-}\right)\right)\right)\right\rangle$
(iii) $\sigma \sin \mathfrak{B}_{1}=\left\langle 1-\left(1-\sin \left((\pi / 2) \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\sigma}\right.$, $\left.-\left(-\left(\sin \left((\pi / 2)\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)\right)-1\right)^{\sigma}\right\rangle ; \sigma>0$
(iv) $\left(\sin \mathfrak{B}_{1}\right)^{\sigma}=\left\langle\left(\sin \left((\pi / 2) \aleph_{\mathfrak{B}^{+}}^{+}\right)\right)^{\sigma}\right.$, $\left.-\left(1-\left(\sin \left((\pi / 2)\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)\right)^{\sigma}\right)\right\rangle ; \sigma>0$

Theorem 1. Let $\mathfrak{B}_{1}=\left\langle\aleph_{\mathfrak{B}_{1}}^{+}, \aleph_{\mathfrak{B}_{1}}^{-}\right\rangle$and $\boldsymbol{B}_{2}=\left\langle\aleph_{\mathfrak{B}_{2}}^{+}, \aleph_{\mathfrak{B}_{2}}^{-}\right\rangle$be two BFNs and $\sigma>0, \sigma_{1}>0, \sigma_{2}>0$ be three real numbers, then
(i) $\sigma\left(\sin \mathfrak{B}_{1} \oplus \sin \mathfrak{B}_{2}\right)=\sigma \sin \mathfrak{B}_{1} \oplus \sigma \sin \mathfrak{B}_{2}$
(ii) $\left(\sin \mathfrak{B}_{1} \otimes \sin \mathfrak{B}_{2}\right)^{\sigma}=\left(\sin \mathfrak{B}_{1}\right)^{\sigma} \otimes\left(\sin \mathfrak{B}_{2}\right)^{\sigma}$
(iii) $\sigma_{1} \sin \mathfrak{B}_{1} \oplus \sigma_{2} \sin \mathfrak{B}_{1}=\left(\sigma_{1}+\sigma_{2}\right) \sin \mathfrak{B}_{1}$
(iv) $\left(\sin \mathfrak{B}_{1}\right)^{\sigma_{1}} \otimes\left(\sin \mathfrak{B}_{1}\right)^{\sigma_{2}}=\left(\sin \mathfrak{B}_{1}\right)^{\sigma_{1}+\sigma_{2}}$

Proof. We substantiate (i) and (iv), and others can be substantiated similarly.
(i) For $\sigma>0$,

$$
\begin{align*}
\sigma\left(\sin \mathfrak{B}_{1} \oplus \sin \mathfrak{B}_{2}\right)= & \left\langle 1-\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\sigma}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{2}}^{+}\right)\right)^{\sigma},\right. \\
& \left.-\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)-1\right)\right)^{\sigma}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{2}}^{-}\right)\right)-1\right)\right)^{\sigma}\right\rangle  \tag{7}\\
= & \left\langle 1-\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\sigma},-\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)-1\right)\right)^{\sigma}\right\rangle \\
& \oplus\left\langle 1-\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{2}}^{+}\right)\right)^{\sigma},-\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{2}}^{-}\right)\right)-1\right)\right)^{\sigma}\right\rangle=\sigma \sin \mathfrak{B}_{1} \oplus \sigma \sin \mathfrak{B}_{2}
\end{align*}
$$

(iv ) For $\sigma_{1}, \sigma_{2}>0$,

$$
\begin{align*}
\left(\sin \mathfrak{B}_{1}\right)^{\sigma_{1}} \otimes\left(\sin \mathfrak{B}_{1}\right)^{\sigma_{2}}= & \left\langle\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\sigma_{1}},-\left(1-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)\right)^{\sigma_{1}}\right)\right\rangle \\
& \otimes\left\langle\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\sigma_{2}},-\left(1-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)\right)^{\sigma_{2}}\right)\right\rangle \\
= & \left.\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\sigma_{1}}\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\sigma_{2}},\right\rangle  \tag{8}\\
& \left\langle-\left(1-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)\right)^{\sigma_{1}}\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)\right)^{\sigma_{2}}\right)\right\rangle \\
= & \left\langle\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\sigma_{1}+\sigma_{2}},-\left(1-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)\right)^{\sigma_{1}+\sigma_{2}}\right)\right\rangle \\
= & \left(\sin \mathfrak{B}_{1}\right)^{\sigma_{1}+\sigma_{2}} .
\end{align*}
$$

Definition 8. Let $\mathfrak{B}=\left\langle\aleph_{\mathfrak{B}}^{+}, \aleph_{\mathfrak{B}}^{-}\right\rangle$be a BFN and $\sin \mathfrak{B}$ be the corresponding ST-BFN, then

$$
\begin{equation*}
(\sin \mathfrak{B})^{c}=\left\langle 1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}}^{+}\right),-\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}}^{-}\right)\right)\right\rangle \tag{9}
\end{equation*}
$$

is called complement of $\sin \mathfrak{B}$.

Theorem 2. Let $\mathfrak{B}_{1}=\left\langle\aleph_{\mathfrak{B}_{1}}^{+}, \aleph_{\mathfrak{B}_{1}}^{-}\right\rangle$and $\mathfrak{B}_{2}=\left\langle\aleph_{\mathfrak{B}_{2}}^{+}, \aleph_{\mathfrak{B}_{2}}^{-}\right\rangle$be two BFNs and $\sigma>0$, then

$$
\begin{aligned}
& \text { (i) } \sigma\left(\sin \mathfrak{B}_{1}\right)^{c}=\left(\left(\sin \mathfrak{B}_{1}\right)^{\sigma}\right)^{c} \\
& \text { (ii) }\left(\left(\sin \mathfrak{B}_{1}\right)^{c}\right)^{\sigma}=\left(\sigma \sin \mathfrak{B}_{1}\right)^{c} \\
& \text { (iii) }\left(\sin \mathfrak{B}_{1} \oplus \sin \mathfrak{B}_{2}\right)^{c}=\left(\sin \mathfrak{B}_{1}\right)^{c} \otimes\left(\sin \mathfrak{B}_{2}\right)^{c}
\end{aligned}
$$

Proof. We substantiate (i) and (iv), and others can be substantiated similarly.
(i)

$$
\begin{align*}
\left(\sin \mathfrak{B}_{1}\right)^{c} & =\left\langle 1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right),-\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)\right\rangle \\
\sigma\left(\sin \mathfrak{B}_{1}\right)^{c} & =\left\langle 1-\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\sigma},\left(-\left(-\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)\right)\right)^{\sigma}\right\rangle \tag{10}
\end{align*}
$$

Now,

$$
\begin{align*}
\left(\sin \mathfrak{B}_{1}\right)^{\sigma} & =\left\langle\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\sigma},-\left(1-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)\right)^{\sigma}\right)\right\rangle, \\
\left(\left(\sin \mathfrak{B}_{1}\right)^{\sigma}\right)^{c} & =\left\langle 1-\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\sigma},-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)\right)^{\sigma}\right\rangle \\
& =\sigma\left(\sin \mathfrak{B}_{1}\right)^{c} . \tag{11}
\end{align*}
$$

(iv)

$$
\begin{aligned}
\left(\sin \mathfrak{B}_{1} \otimes \sin \mathfrak{B}_{2}\right)^{c} & =\left\langle 1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right) \sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{2}}^{+}\right),-\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right) \sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{2}}^{-}\right)\right)\right\rangle \\
\left(\sin \mathfrak{B}_{1}\right)^{c} \oplus\left(\sin \mathfrak{B}_{2}\right)^{c} & =\left\langle 1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right),-\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)\right\rangle \oplus\left\langle 1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{2}}^{+}\right),-\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{2}}^{-}\right)\right)\right\rangle \\
& =\left\langle 1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right) \sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{2}}^{+}\right),-\left(-\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)\right)\left(-\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{2}}^{-}\right)\right)\right)\right\rangle \\
& =\left(\sin \mathfrak{B}_{1} \otimes \sin \mathfrak{B}_{2}\right)^{c} .
\end{aligned}
$$

Theorem 3. Let $\mathfrak{B}_{1}$ and $\mathfrak{B}_{2}$ be two BFNs with $\mathfrak{B}_{1}<\mathfrak{B}_{2}$, i.e., $\aleph_{\mathfrak{B}_{1}}^{+} \leq \aleph_{\mathfrak{B}_{2}}^{+}$and $\aleph_{\mathfrak{B}_{1}}^{-} \geq \aleph_{\mathfrak{B}_{2}}^{-}$, then $\sin \mathfrak{B}_{1} \prec \sin \mathfrak{B}_{2}$.

Proof. Since sine is an increasing function on the interval $[0,(\pi / 2)]$ so for $\aleph_{\mathfrak{B}_{1}}^{+} \leq \aleph_{\mathfrak{B}_{2}}^{+}$, we have $\sin \left((\pi / 2) \aleph_{\mathfrak{B}_{1}}^{+}\right) \leq \sin \left((\pi / 2) \aleph_{\mathfrak{B}_{2}}^{+}\right)$. Likewise, for $\aleph_{\mathfrak{B}_{1}}^{-} \geq \aleph_{\mathfrak{B}_{2}}^{-}$, we obtain $1+\aleph_{\mathfrak{B}_{1}}^{-} \geq 1+\aleph_{\mathfrak{B}_{2}}^{-}$. This implicates that $\sin \left((\pi / 2)\left(1+\mathcal{N}_{\mathfrak{B}_{1}}^{-}\right)\right) \geq \sin \left((\pi / 2)\left(1+\aleph_{\mathcal{B}_{2}}^{-}\right)\right)$which further implicates that $\sin \left((\pi / 2)\left(1+\aleph_{\mathfrak{B}_{1}}^{-2}\right)\right)-1 \geq \sin ((\pi / 2)$ $\left.\left(1+\aleph_{\mathfrak{B}_{2}}^{-}\right)\right)-1$. Hence, by Definition $2($ part (vi)), we have $\sin \mathfrak{B}_{1}=\left\langle\sin \left((\pi / 2) \aleph_{\mathfrak{B}_{1}}^{+}\right), \quad \sin \left((\pi / 2)\left(1+\mathcal{N}_{\mathfrak{B}_{1}}^{-}\right)\right)-1\right\rangle$ $\left\langle\left\langle\sin \left((\pi / 2) \aleph_{\mathfrak{B}_{2}}^{+}\right), \sin \left((\pi / 2)\left(1+\aleph_{\mathfrak{B}_{2}}^{-}\right)\right)-1\right\rangle=\sin \mathfrak{B}_{2}\right.$.

## 4. Bipolar Fuzzy Sine Trigonometric Averaging Aggregation Operators

In this section, some new averaging AOs have been proposed on the basis of STOLs of BFNs. These aggregation operators
include (i) ST-BFWA operator, (ii) ST-BFOWA operator, and (iii) ST-BFHWA operator.

### 4.1. ST-BFWA Operator

Definition 9. . Let $\boldsymbol{B}_{i}, i=1,2, \ldots, n$, be a compendium of BFNs and $\varphi=\left(\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}\right)$ be the weights of $\boldsymbol{B}_{i}$, $i=1,2, \ldots, n$, with $\varphi_{i}>0$ and $\sum_{i=1}^{n} \varphi_{i}=1$. Then, ST-BFWA operator is described as
$\operatorname{ST}-\operatorname{BFWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right)=\varphi_{1} \sin \mathfrak{B}_{1} \oplus \varphi_{2} \sin \mathfrak{B}_{2} \oplus \cdots \oplus \varphi_{n} \sin \mathfrak{B}_{n}$.

Theorem 4. . Let $\mathfrak{B}_{i}=\left\langle\aleph_{\mathfrak{B}_{i}}^{+}, \aleph_{\mathfrak{B}_{i}}^{-}\right\rangle$be $n$ BFNs, then their cumulative value acquired by using (13) is again a BFN and is given by

$$
\begin{equation*}
\operatorname{ST}-\operatorname{BFWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \boldsymbol{B}_{n}\right)=\left\langle 1-\prod_{i=1}^{n}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right)\right)^{\varphi_{i}},-\prod_{i=1}^{n}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}}^{-}\right)\right)-1\right)\right)^{\varphi_{i}}\right\rangle \tag{14}
\end{equation*}
$$

Proof. To prove the theorem, we employ mathematical induction on $n$. For $n=2$, we have

$$
\begin{align*}
\operatorname{ST}-\operatorname{BFWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}\right)= & \varphi_{1} \sin \mathfrak{B}_{1} \oplus \varphi_{2} \sin \mathfrak{B}_{2} \\
= & \left\langle 1-\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\varphi_{1}},-\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)-1\right)\right)^{\varphi_{1}}\right\rangle \\
& \oplus\left\langle 1-\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{2}}^{+}\right)\right)^{\varphi_{2}},-\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{2}}^{-}\right)\right)-1\right)\right)^{\varphi_{2}}\right\rangle  \tag{15}\\
= & \left\langle 1-\prod_{i=1}^{2}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right)\right)^{\varphi_{i}},-\prod_{i=1}^{2}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}}^{-}\right)\right)-1\right)\right)^{\varphi_{i}}\right\rangle .
\end{align*}
$$

This shows that our assertion is correct for $n=2$. Assume that the result holds true for $n=k$, i.e.,

$$
\begin{align*}
\operatorname{ST}-\operatorname{BFWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{k}\right) & =\varphi_{1} \sin \mathfrak{B}_{1} \oplus \varphi_{2} \sin \mathfrak{B}_{2} \oplus \cdots \oplus \varphi_{k} \sin \mathfrak{B}_{k} \\
& =\left\langle 1-\prod_{i=1}^{k}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right)\right)^{\varphi_{i}},-\prod_{i=1}^{k}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}}^{-}\right)\right)-1\right)\right)^{\varphi_{i}}\right\rangle \tag{16}
\end{align*}
$$

Now, for $n=k+1$, we have

$$
\begin{align*}
S T-B F W A\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{k+1}\right)= & \varphi_{1} \sin \mathfrak{B}_{1} \oplus \varphi_{2} \sin \mathfrak{B}_{2} \oplus \cdots \oplus \varphi_{k} \sin \mathfrak{B}_{k} \oplus \varphi_{k+1} \sin \mathfrak{B}_{k+1} \\
& =\left\langle 1-\prod_{i=1}^{k}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\varphi_{i}},-\prod_{i=1}^{k}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)-1\right)\right)^{\varphi_{i}}\right\rangle \\
& \oplus\left\langle 1-\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{k+1}}^{+}\right)\right)^{\varphi_{k+1}},-\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{k+1}}^{-}\right)\right)-1\right)\right)^{\varphi_{k+1}}\right\rangle  \tag{17}\\
& =\left\langle 1-\prod_{i=1}^{k+1}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right)\right)^{\varphi_{i}},--\prod_{i=1}^{k+1}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}}^{-}\right)\right)-1\right)\right)^{\varphi_{i}}\right\rangle .
\end{align*}
$$

Hence, the result holds $\forall n$.
Example 1. . Let $\mathfrak{B}_{1}=(0.41,-0.39), \mathfrak{B}_{2}=(0.66,-0.21)$, $\mathfrak{B}_{3}=(0.59,-0.46)$, and $\mathfrak{B}_{4}=(0.72,-0.56)$ be four BFNs and $\varphi=(0.23,0.31,0.27,0.19)$ be the corresponding weight vector, then

$$
\begin{align*}
\prod_{i=1}^{4}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right)\right)^{\varphi_{i}}= & \left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\varphi_{1}} \times\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{2}}^{+}\right)\right)^{\varphi_{2}} \times\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{3}}^{+}\right)\right)^{\varphi_{3}} \times\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{4}}^{+}\right)\right)^{\varphi_{4}} \\
= & \left(1-\sin \left(\frac{\pi}{2}(0.41)\right)\right)^{0.23} \times\left(1-\sin \left(\frac{\pi}{2}(0.66)\right)\right)^{0.31} \times\left(1-\sin \left(\frac{\pi}{2}(0.59)\right)\right)^{0.27} \times\left(1-\sin \left(\frac{\pi}{2}(0.72)\right)\right)^{0.19} \\
= & 0.1821, \\
\prod_{i=1}^{4}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}}^{-}\right)\right)-1\right)\right)^{\varphi_{i}}= & \left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)-1\right)\right)^{\varphi_{1}} \times\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{2}}^{-}\right)\right)-1\right)\right)^{\varphi_{2}} \\
& \times\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{3}}^{-}\right)\right)-1\right)\right)^{\varphi_{3}} \times\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{4}}^{-}\right)\right)-1\right)\right)^{\varphi_{4}} \\
= & \left(-\left(\sin \left(\frac{\pi}{2}(1-0.39)\right)-1\right)\right)^{0.23} \times\left(-\left(\sin \left(\frac{\pi}{2}(1-0.21)\right)-1\right)\right)^{0.31} \times\left(-\left(\sin \left(\frac{\pi}{2}(1-0.46)\right)-1\right)\right)^{0.27} \\
& \times\left(-\left(\sin \left(\frac{\pi}{2}(1-0.56)\right)-1\right)\right)^{0.19} \\
= & 0.1550 . \tag{18}
\end{align*}
$$

Now,
$\operatorname{ST}-\operatorname{BFWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \mathfrak{B}_{3}, \mathfrak{B}_{4}\right)=\left\langle 1-\prod_{i=1}^{4}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right)\right)^{\varphi_{i}}\right.$,

$$
\begin{align*}
& \left.-\prod_{i=1}^{4}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}}^{-}\right)\right)-1\right)\right)^{\varphi_{i}}\right\rangle \\
& =\langle 1-0.1821,-0.1550\rangle \\
& =\langle 0.8179,-0.1550\rangle \tag{19}
\end{align*}
$$

Theorem 5. . Let $\mathfrak{B}_{i}=\left\langle\aleph_{\mathfrak{B}_{i}}^{+}, \aleph_{\mathfrak{B}_{i}}^{-}\right\rangle, i=1,2, \ldots, n$, be a compendium of BFNs and $\varphi=\left(\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}\right)$ be the weight vector with $\varphi_{i}>0$ and $\sum_{i=1}^{n} \varphi_{i}=1$, then ST-BFWA operator holds the properties listed as follows:
(i )Idempotency. If all BFNs are equal, i.e., $\boldsymbol{B}_{i}=\mathfrak{B}=\left\langle\aleph_{\mathfrak{B}}^{+}, \aleph_{\mathfrak{B}}^{-}\right\rangle$, then

$$
\begin{equation*}
\operatorname{ST}-\operatorname{BFWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right)=\sin \mathfrak{B} \tag{20}
\end{equation*}
$$

(ii) Monotonicity. Let $\mathfrak{B}_{i}^{*}=\left\langle\aleph_{\mathfrak{B}^{*}}^{+}, \aleph_{\mathfrak{B}_{i}^{*}}^{-}\right\rangle, i=1,2, \ldots, n$, be another collection of BFNs such that $\mathfrak{B}_{i} \prec \mathfrak{B}_{i}^{*}$, $\forall i=1,2, \ldots, n$, then

$$
\begin{align*}
\mathrm{ST} & -\operatorname{BFWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right) \\
& \leq \operatorname{ST}-\operatorname{BFWA}\left(\mathfrak{B}_{1}^{*}, \mathfrak{B}_{2}^{*}, \ldots, \mathfrak{B}_{n}^{*}\right) . \tag{21}
\end{align*}
$$

(iii) Boundedness. Let $\boldsymbol{B}_{-}=\left\langle\min _{\dot{j}}\left(\aleph_{\mathfrak{B}_{i}}^{+}\right), \max \left(\aleph_{\mathfrak{B}_{i}}^{-}\right)\right\rangle$and $\overline{\mathfrak{B}}=\left\langle\max _{i}\left(\mathcal{N}_{\mathfrak{B}_{i}}^{+}\right), \min _{i}^{-}\left(\aleph_{\mathfrak{B}_{i}}^{-}\right)\right\rangle$, then
$\sin \mathfrak{B}_{-}<\operatorname{ST}-\operatorname{BFWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right)<\sin \overline{\mathfrak{B}}$.

Proof
(i) Let $\mathfrak{B}_{i}=\mathfrak{B} \forall i=1,2, \ldots, n$. Then, by using (13), we have

$$
\begin{align*}
S T-B F W A\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right) & =\left\langle 1-\prod_{i=1}^{n}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right)\right)^{\varphi_{i}}-\prod_{i=1}^{n}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}}^{-}\right)\right)-1\right)\right)^{\varphi_{i}}\right\rangle \\
& =\left\langle 1-\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}}^{+}\right)\right)^{\sum_{i=1}^{n} \varphi_{i}}-\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}}^{-}\right)\right)-1\right)\right)^{\sum_{i=1}^{n} \varphi_{i}}\right\rangle \\
& =\left\langle 1-\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}}^{+}\right)\right)-\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}}^{-}\right)\right)-1\right)\right)\right\rangle  \tag{23}\\
& =\left\langle\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}}^{+}\right), \sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}}^{-}\right)\right)-1\right\rangle \\
& =\sin \mathfrak{B} .
\end{align*}
$$

(ii) Since $\mathfrak{B}_{i}<\mathfrak{B}_{i}^{*}$, this implies that $\aleph_{\mathfrak{B}_{i}}^{+} \leq \mathcal{N}_{\mathfrak{B}_{i}^{*}}^{+}$and $\aleph_{\mathfrak{B}_{i}}^{-} \geq \aleph_{\mathfrak{B}_{i}^{*}}^{-}, \quad \forall i=1,2, \ldots, n$. Suppose ${ }^{-1}$ that $\operatorname{ST}-\operatorname{BFWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right)=\left\langle\widetilde{\aleph}^{+}, \widetilde{\aleph}^{-}\right\rangle \quad$ and
$\operatorname{ST}-\operatorname{BFWA}\left(\mathfrak{B}_{1}^{*}, \mathfrak{B}_{2}^{*}, \ldots, \mathfrak{B}_{n}^{*}\right)=\left\langle\widetilde{\aleph}^{*^{+}}, \widetilde{\aleph}^{{ }^{-}}\right\rangle$. Due to the monotonicity of sine function, we get

$$
\begin{align*}
& \sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right) \leq \sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}^{*}}^{+}\right), \\
& \Longrightarrow 1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right) \geq 1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}^{*}}^{+}\right), \\
& \Longrightarrow\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right)\right)^{\varphi_{i}} \geq\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}^{*}}^{+}\right)\right)^{\varphi_{i}},  \tag{24}\\
& \Longrightarrow \prod_{i=1}^{n}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right)\right)^{\varphi_{i}} \geq \prod_{i=1}^{n}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}^{*}}^{+}\right)\right)^{\varphi_{i}}, \\
& \Longrightarrow \widetilde{\aleph}^{+}=1-\prod_{i=1}^{n}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right)\right)^{\varphi_{i}} \leq 1-\prod_{i=1}^{n}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}^{*}}^{+}\right)\right)^{\varphi_{i}}=\widetilde{\aleph}^{*^{+}}
\end{align*}
$$

Similarly,

$$
\begin{align*}
& \sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}}^{-}\right)\right) \geq \sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}^{*}}^{-}\right)\right) \\
& \Longrightarrow \sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}}^{-}\right)\right)-1 \geq \sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}^{*}}^{-}\right)\right)-1 \\
& \Longrightarrow\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}}^{-}\right)\right)-1\right)\right)^{\varphi_{i}} \leq\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}^{*}}^{-}\right)\right)-1\right)\right)^{\varphi_{i}}  \tag{25}\\
& \Longrightarrow \widetilde{\aleph}^{-}=-\prod_{i=1}^{n}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}}^{-}\right)\right)-1\right)\right)^{\varphi_{i}} \geq-\prod_{i=1}^{n}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}^{*}}^{-}\right)\right)-1\right)\right)^{\varphi_{i}}=\widetilde{\aleph}^{*^{-}}
\end{align*}
$$

$$
\begin{gather*}
\text { Since } \widetilde{\aleph}^{+} \leq \widetilde{\aleph}^{*^{+}} \text {and } \widetilde{\aleph}^{-} \geq \widetilde{\aleph}^{*^{-}}, \text {we have } \\
\operatorname{ST}-\operatorname{BFWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right) \leq \mathrm{ST}-\operatorname{BFWA}\left(\mathfrak{B}_{1}^{*}, \mathfrak{B}_{2}^{*}, \ldots, \mathfrak{B}_{n}^{*}\right) . \tag{26}
\end{gather*}
$$

(iii) It is similar to the preceding proof, so we exclude it.

### 4.2. ST-BFOWA Operator

Definition 10. Let $\boldsymbol{B}_{i}, i=1,2, \ldots, n$, be a compendium of BFNs, then ST-BFOWA operator is explicated as

$$
\begin{align*}
& \operatorname{ST}-\operatorname{BFOWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right) \\
& =\varphi_{1} \sin \mathfrak{B}_{\eta(1)} \oplus \varphi_{2} \sin \mathfrak{B}_{\eta(2)} \oplus \cdots \oplus \varphi_{n} \sin \mathfrak{B}_{\eta(n)}, \tag{27}
\end{align*}
$$

where $(\eta(1), \eta(2), \ldots, \eta(n))$ is an arrangement of $(1,2, \ldots, n)$ with the constraint that $\mathfrak{B}_{\eta(i-1)} \geq \mathfrak{B}_{\eta(i)} \forall i=2,3, \ldots, n$. It is noteworthy that the weights $\varphi_{i}$ with $\varphi_{i}>0$ and $\sum_{i=1}^{n} \varphi_{i}=1$ are associated with the ordered positions of BFNs $\boldsymbol{B}_{i}$.

Theorem 6. The cumulative value of $n$ BFNs $\mathfrak{B}_{i}=\left\langle\aleph_{\mathfrak{B}_{i}}^{+}, \aleph_{\mathfrak{B}_{i}}^{-}\right\rangle$acquired by utilizing ST-BFOWA operator is still a BFN and is given by

$$
\begin{align*}
& \mathrm{ST}-\operatorname{BFOWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right) \\
&=\left\langle 1-\prod_{i=1}^{n}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{\eta^{(i)}}^{+}}^{+}\right)\right)^{\varphi_{i}}\right.  \tag{28}\\
&\left.-\prod_{i=1}^{n}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{\eta(i)}}^{-}\right)\right)-1\right)\right)^{\varphi_{i}}\right\rangle
\end{align*}
$$

## Proof. Straightforward.

Theorem 7. Let $\mathfrak{B}_{i}=\left\langle\aleph_{\mathfrak{B}_{i}}^{+}, \aleph_{\mathfrak{B}_{i}}^{-}\right\rangle, i=1,2, \ldots, n$, be $a$ compendium of BFNs and $\varphi=\left(\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}\right)$ be the weight vector with $\varphi_{i}>0$ and $\sum_{i=1}^{n} \varphi_{i}=1$, then ST-BFOWA operator satisfies the following properties:
(i) Idempotency. If $\quad \mathfrak{B}_{i}=\mathfrak{B}=\left\langle\aleph_{\mathfrak{B}}^{+}, \aleph_{\mathfrak{B}}^{-}\right\rangle$,
$\forall i=1,2, \ldots, n$, then
$\forall i=1,2, \ldots, n$, then
$\operatorname{ST}-\operatorname{BFOWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right)=\sin \mathfrak{B}$.
(ii) Monotonicity. Let $\mathfrak{B}_{i}^{*}=\left\langle\aleph_{\mathfrak{B}_{i}^{*}}^{+}, \aleph_{\mathfrak{B}_{i}^{*}}^{-}\right\rangle, i=1,2, \ldots, n$, be another collection of BFNs such that $\mathfrak{B}_{i} \prec \mathfrak{B}_{i}^{*}$, $\forall i=1,2, \ldots, n$, then
$\operatorname{ST}-\operatorname{BFOWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right) \leq \operatorname{ST}-\operatorname{BFOWA}\left(\mathfrak{B}_{1}^{*}, \mathfrak{B}_{2}^{*}, \ldots, \mathfrak{B}_{n}^{*}\right)$.
(iii) Boundedness. If $\mathrm{fi}_{-}=\left\langle\min _{i}\left(\aleph_{\mathfrak{B}_{i}}^{+}\right), \max \left(\aleph_{\mathfrak{B}_{i}}^{-}\right)\right\rangle$and $\overline{\mathfrak{B}}=\left\langle\max _{i}\left(\aleph_{\mathfrak{B}_{i}}^{+}\right), \min _{i}\left(\aleph_{\mathfrak{B}_{i}}^{-i}\right)\right\rangle$, then

$$
\begin{equation*}
\sin \underline{\mathfrak{B}} \leq \operatorname{ST}-\operatorname{BFOWA}\left(\boldsymbol{B}_{1}, \mathfrak{B}_{2}, \ldots, \boldsymbol{B}_{n}\right) \leq \sin \overline{\mathfrak{B}} . \tag{31}
\end{equation*}
$$

Proof. It is obvious.

### 4.3. ST-BFHWA Operator

Definition 11. Let $\mathfrak{B}_{i}, i=1,2, \ldots, n$, be a compendium of BFNs and $\varphi=\left(\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}\right)$ be the weight vector of $\boldsymbol{B}_{i}$ with $\varphi_{i}>0$ and $\sum_{i=1}^{n} \varphi_{i}=1$. A ST-BFHWA operator with associated weight vector $\gamma=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)$ with $\gamma_{i}>0$ and $\sum_{i=1}^{n} \gamma_{i}=1$ can be described as

$$
\begin{align*}
\mathrm{ST} & -\operatorname{BFHWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right) \\
& =\gamma_{1} \sin \dot{\mathfrak{B}}_{\eta(1)} \oplus \gamma_{2} \sin \dot{\mathfrak{B}}_{\eta(2)} \oplus \cdots \oplus \gamma_{n} \sin \dot{\mathfrak{B}}_{\eta(n)} \tag{32}
\end{align*}
$$

where $\dot{\mathfrak{B}}_{i}=n \varphi_{i} \mathfrak{B}_{i}$ and $(\eta(1), \eta(2), \ldots, \eta(n))$ is an arrangement of $(1,2, \ldots, n)$ with the stipulation that $\dot{\mathfrak{B}}_{\eta(i-1)} \geq \dot{\mathfrak{B}}_{\eta(i)} \forall i=2,3, \ldots, n$.

Theorem 8. The cumulative value of $n$ BFNs $\mathfrak{B}_{i}=\left\langle\aleph_{\mathfrak{B}_{3}}^{+}, \aleph_{\mathfrak{B}_{i}}^{-}\right\rangle$acquired by utilizing ST-BFHWA operator is still a BFN and is given by

$$
\begin{align*}
& \operatorname{ST}-\operatorname{BFHWA}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right) \\
&=\left\langle 1-\prod_{i=1}^{n}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{\eta^{(i)}}}^{+}\right)\right)^{\gamma_{i}}\right.  \tag{33}\\
&\left.-\prod_{i=1}^{n}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{\eta^{(i)}}}^{-}\right)\right)-1\right)\right)^{\gamma_{i}}\right\rangle .
\end{align*}
$$

Proof. Straightforward.

## 5. Bipolar Fuzzy Sine Trigonometric Geometric Aggregation Operators

In this section, we propose geometric aggregation operators including (i) ST-BFWG operator, (ii) ST-BFOWG operator, and (iii) ST-BFHWG operator.

### 5.1. ST-BFWG Operator

Definition 12. For $n$ BFNs $\mathfrak{B}_{i}$, a ST-BFWG operator is explicated as

$$
\begin{align*}
& \mathrm{ST}- \operatorname{BFWG}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right)=\left(\sin \mathfrak{B}_{1}\right)^{\varphi_{1}} \\
& \otimes\left(\sin \mathfrak{B}_{2}\right)^{\varphi_{2}} \otimes \cdots \otimes\left(\sin \mathfrak{B}_{n}\right)^{\varphi_{n}} . \tag{34}
\end{align*}
$$

Theorem 9. Let $\mathfrak{B}_{i}=\left\langle\aleph_{\mathfrak{B}_{i}}^{+}, \aleph_{\mathfrak{B}_{i}}^{-}\right\rangle$be $n B F N s$, then their cumulative value obtained by utilizing ST-BFWG operator is expressed as
$\operatorname{ST}-\operatorname{BFWG}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right)$

$$
\begin{aligned}
= & \left\langle\prod_{i=1}^{n}\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right)\right)^{\varphi_{i}}\right. \\
& \left.-\left(1-\prod_{i=1}^{n}\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}}^{-}\right)\right)\right)^{\varphi_{i}}\right)\right\rangle
\end{aligned}
$$

Proof. It is obvious.

Example 2. Let $\mathfrak{B}_{1}=(0.41,-0.39), \quad \mathfrak{B}_{2}=(0.66,-0.21)$, $\mathfrak{B}_{3}=(0.59,-0.46)$, and $\mathfrak{B}_{4}=(0.72,-0.56)$ be four BFNs and $\varphi=(0.23,0.31,0.27,0.19)$ be the corresponding weight vector, then

$$
\begin{align*}
\prod_{i=1}^{4}\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right)\right)^{\varphi_{i}}= & \left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{1}}^{+}\right)\right)^{\varphi_{1}} \times\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{2}}^{+}\right)\right)^{\varphi_{2}} \times\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{3}}^{+}\right)\right)^{\varphi_{3}} \times\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{4}}^{+}\right)\right)^{\varphi_{4}} \\
= & \left(\sin \left(\frac{\pi}{2}(0.41)\right)\right)^{0.23} \times\left(\sin \left(\frac{\pi}{2}(0.66)\right)\right)^{0.31} \times\left(\sin \left(\frac{\pi}{2}(0.59)\right)\right)^{0.27} \times\left(\sin \left(\frac{\pi}{2}(0.72)\right)\right)^{0.19} \\
= & 0.7841 \\
\prod_{i=1}^{4}\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}}^{-}\right)\right)\right)^{\varphi_{i}}= & \left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{1}}^{-}\right)\right)\right)^{\varphi_{1}} \times\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{2}}^{-}\right)\right)^{\varphi_{2}} \times\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{3}}^{-}\right)\right)\right)^{\varphi_{3}} \times\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{4}}^{-}\right)\right)\right)^{\varphi_{4}}\right.  \tag{36}\\
= & \left(\sin \left(\frac{\pi}{2}(1-0.39)\right)\right)^{0.23} \times\left(\left(\sin \left(\frac{\pi}{2}(1-0.21)\right)\right)^{0.31}\right. \\
& \times\left(\sin \left(\frac{\pi}{2}(1-0.46)\right)\right)^{0.27} \times\left(\left(\sin \left(\frac{\pi}{2}(1-0.56)\right)\right)^{0.19}=0.7973 .\right.
\end{align*}
$$

Now,

$$
\begin{align*}
\operatorname{ST}-\operatorname{BFWG}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \mathfrak{B}_{3}, \mathfrak{B}_{4}\right) & =\left\langle\prod_{i=1}^{4}\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{i}}^{+}\right)\right)^{\varphi_{i}},-\left(1-\prod_{i=1}^{4}\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{i}}^{-}\right)\right)\right)^{\varphi_{i}}\right)\right\rangle \\
& =\langle 0.7841,-(1-0.7973)\rangle  \tag{37}\\
& =\langle 0.7841,-0.2027\rangle
\end{align*}
$$

The properties mentioned in Theorem 5, namely, idempotency, monotonicity, and boundedness, also apply to the ST-BFWG operator.

### 5.2. ST-BFOWG Operator

Definition 13. A ST-BFOWG operator is defined as $\operatorname{ST}-\operatorname{BFOWG}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}, \ldots, \boldsymbol{B}_{n}\right)$

$$
\begin{equation*}
=\left(\sin \boldsymbol{B}_{\eta(1)}\right)^{\varphi_{1}} \otimes\left(\sin \boldsymbol{B}_{\eta(2)}\right)^{\varphi_{2}} \otimes \cdots \otimes\left(\sin \boldsymbol{B}_{\eta(n)}\right)^{\varphi_{n}} \tag{38}
\end{equation*}
$$

where $(\eta(1), \eta(2), \ldots, \eta(n))$ is an arrangement of $(1,2, \ldots, n)$ such that $\mathfrak{B}_{\eta(i-1)} \geq \mathfrak{B}_{\eta(i)} \forall i=2,3, \ldots, n$.

Theorem 10. The cumulative value of $n$ BFNs $\mathfrak{B}_{i}=\left\langle\aleph_{\mathfrak{B}_{i}}^{+}, \aleph_{\mathfrak{B}_{i}}^{-}\right\rangle$acquired by utilizing ST-BFOWG operator is expressed as

$$
\operatorname{ST}-\operatorname{BFOWG}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right)
$$

$$
\begin{align*}
= & \left\langle\prod_{i=1}^{n}\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{\eta^{(i)}}^{+}}\right)\right)^{\varphi_{i}}\right.  \tag{39}\\
& \left.-\left(1-\prod_{i=1}^{n}\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\mathfrak{B}_{\eta^{(i)}}}^{-}\right)\right)\right)^{\varphi_{i}}\right)\right\rangle
\end{align*}
$$

Proof. It is obvious.

Idempotency, monotonicity, and boundedness are all satisfied by the ST-BFOWG operator.

### 5.3. ST-BFHWG Operator

Definition 14. A ST-BFHWG operator with associated weight vector $\gamma=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)$ with $\gamma_{i}>0$ and $\sum_{i=1}^{n} \gamma_{i}=1$ can be described as

$$
\begin{align*}
\operatorname{ST}- & \operatorname{BFHWG}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right) \\
& =\left(\sin \dot{\mathfrak{B}}_{\eta(1)}\right)^{\gamma_{1}} \otimes\left(\sin \dot{\mathfrak{B}}_{\eta(2)}\right)^{\gamma_{2}} \otimes \cdots \otimes\left(\sin \dot{\mathfrak{B}}_{\eta(n)}\right)^{\gamma_{n}} . \tag{40}
\end{align*}
$$

where $\dot{\mathfrak{B}}_{i}=\left(\boldsymbol{B}_{i}\right)^{n \varphi_{i}}$ and $(\eta(1), \eta(2), \ldots, \eta(n))$ is an arrangement of $(1,2, \ldots, n)$ such that $\dot{\mathfrak{B}}_{\eta(i-1)} \geq \dot{\mathfrak{B}}_{\eta(i)} \forall i=2,3, \ldots, n$.

Theorem 11. The cumulative value of $n$ BFNs $\mathfrak{B}_{i}=\left\langle\aleph_{\mathfrak{B}_{i}}^{+}, \aleph_{\mathfrak{B}_{i}}^{-}\right\rangle$obtained by utilizing ST-BFHWG operator is expressed as

$$
\begin{array}{rl}
\mathrm{ST}-\mathrm{BF} & \mathrm{HWG}\left(\mathfrak{B}_{1}, \mathfrak{B}_{2}, \ldots, \mathfrak{B}_{n}\right) \\
= & \left\langle\prod_{i=1}^{n}\left(\sin \left(\frac{\pi}{2} \aleph_{\mathfrak{B}_{\eta(i)}^{+}}^{+}\right)\right)^{\gamma_{i}},\right.  \tag{41}\\
& \left.-\left(1-\prod_{i=1}^{n}\left(\sin \left(\frac{\pi}{2}\left(1+\mathcal{\aleph}_{\mathfrak{B}_{\eta(i)}}^{-}\right)\right)\right)^{\gamma_{i}}\right)\right\rangle .
\end{array}
$$

Proof. Straightforward.

## 6. Bipolar Fuzzy SIR Method

An MCGDM problem is made up of a finite number of alternatives, a set of criteria, and a set of decision makers. To
solve an MCGDM problem, the most apposite alternative must be chosen among those available. Let $\mathbb{A}=\left\{\widehat{a}_{1}, \widehat{a}_{2}, \ldots, \widehat{a}_{m}\right\}$ be a set of alternatives and $\mathbb{C}=\left\{\widehat{c}_{1}, \widehat{c}_{2}, \ldots, \widehat{c}_{n}\right\}$ be a set of criteria. Suppose that the set of decision makers is $\mathbb{E}=\left\{\hat{e}_{1}, \widehat{e}_{2}, \ldots, \widehat{e}_{l}\right\}$ and their weight vector is $\vartheta=\left\{\vartheta_{1}, \vartheta_{2}, \ldots, \vartheta_{l}\right\}$ where all the weights are BFNs. Construct the individual decision matrices $\mathbb{H}_{k}=\left(h_{i j}^{k}\right)_{m \times n}$ in which $h_{i j}^{k}$ denotes the evaluation information of the alternative $\widehat{a}_{i}$ w.r.t the criterion $\widehat{c}_{j}$ provided by the decision maker $\widehat{e}_{k}$ in the form of BFNs. Assume that $\varphi=\left(\varphi_{j}^{k}\right)_{l \times n}$ is the criterion weight matrix in which $\varphi_{j}^{k}$ is the weight of criterion $\hat{c}_{j}$ assigned by the decision maker $\widehat{e}_{k}$ in the form of BFNs. In this section, we set up the BF-SIR technique to address this MCGDM problem. The steps in this technique are outlined as follows:

Step 1. Compute the relative propinquity coefficient of each $\vartheta_{k}, k=1,2, \ldots, l$, by the equation

$$
\begin{equation*}
\delta_{k}=\frac{d\left(\vartheta_{k}, \underline{\vartheta}\right)}{d\left(\vartheta_{k}, \underline{\vartheta}\right)+d\left(\vartheta_{k}, \bar{\vartheta}\right)} \tag{42}
\end{equation*}
$$

where $\quad \underline{9}=\left\langle\min _{k}\left(\aleph_{\vartheta_{k}}^{+}\right), \max _{k}\left(\aleph_{\vartheta_{k}}^{-}\right)\right\rangle \quad$ and $\overline{\mathcal{Y}}=\left\langle\max _{k}\left(\aleph_{\vartheta_{k}}^{+}\right), \min _{k}\left(\aleph_{\vartheta_{k}}^{-}\right)\right\rangle$. It is evident that if $\vartheta_{k} \longrightarrow \underline{\vartheta}$, then $\delta_{k} \longrightarrow 0$, and if $\vartheta_{k} \longrightarrow \bar{\vartheta}$, then $\delta_{k} \longrightarrow 1$.
Step 2. Normalize $\delta_{k}, k=1,2, \ldots, l$, by the equation

$$
\begin{equation*}
\zeta_{k}=\frac{\delta_{k}}{\sum_{k=1}^{l} \delta_{k}} \tag{43}
\end{equation*}
$$

In this way, we get a normalized vector $\zeta=\left\{\zeta_{1}, \zeta_{2}, \ldots, \zeta_{l}\right\}$ of relative propinquity coefficients.
Step 3. Acquire the accumulated bipolar fuzzy decision matrix and the criterion weight vector by utilizing STBFWA operator as follows:

$$
\begin{align*}
\widetilde{h}_{i j} & =\mathrm{ST}-\mathrm{BFWA}_{\zeta_{k}}\left(h_{i j}^{1}, h_{i j}^{2}, \ldots, h_{i j}^{l}\right) \\
& =\left\langle 1-\prod_{k=1}^{l}\left(1-\sin \left(\frac{\pi}{2} \aleph_{h_{i j}^{k}}^{+}\right)\right)^{\zeta_{k}},-\prod_{k=1}^{l}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{h_{i j}^{k}}^{-}\right)\right)-1\right)\right)^{\zeta_{k}}\right\rangle .  \tag{44}\\
\widetilde{\varphi}_{j} & =\operatorname{ST}-\operatorname{BFWA}_{\zeta_{k}}\left(\varphi_{j}^{1}, \varphi_{j}^{2}, \ldots, \varphi_{j}^{l}\right) \\
& =\left\langle 1-\prod_{k=1}^{l}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\varphi_{j}^{k}}^{+}\right)\right)^{\zeta_{k}},-\prod_{k=1}^{l}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\varphi_{j}^{k}}^{-}\right)\right)-1\right)\right)^{\zeta_{k}}\right\rangle . \tag{45}
\end{align*}
$$

Step 4. Obtain the relative efficiency function $f_{i j}$ as follows:

$$
\begin{equation*}
f_{i j}=\frac{d\left(\widetilde{h}_{i j}, \underline{\widetilde{h}}\right)}{d\left(\widetilde{h}_{i j}, \underline{\widetilde{h}}\right)+d\left(\widetilde{h}_{i j}, \overline{\tilde{h}}\right)} \tag{46}
\end{equation*}
$$

$\underset{\tilde{\tilde{h}}}{\text { where }} \quad \underline{\tilde{h}}=\left\langle\min _{i}\left(\aleph_{h_{i j}}^{+}\right), \max _{i}\left(\aleph_{\bar{h}_{h i}}^{-}\right)\right\rangle \quad$ and $\overline{\tilde{h}}=\left\langle\max _{i}\left(\aleph \underset{h_{i j}}{ \pm}\right), \quad \min _{i}^{i}\left(\aleph_{h_{i j}}^{\sim}\right)_{i j}^{h_{i j}}\right\rangle$. It follows that if $\widetilde{h}_{i j} \longrightarrow \underline{\tilde{h}}$, then $f_{i j} \longrightarrow 0$, and if $\widetilde{h}_{i j} \longrightarrow \overline{\widetilde{h}}$, then $f_{i j} \longrightarrow 1$.

Step 5. Compute the preference intensity $P I_{j}\left(\hat{a}_{i}, \widehat{a}_{t}\right)$ $(i, t=1,2, \ldots, m, i \neq t)$ which provides the degree of preference of alternative $\widehat{a}_{i}$ over alternative $\widehat{a}_{t}$ w.r.t the criterion $\widehat{c}_{j}$ and it can be defined as follows:

$$
\begin{equation*}
\mathrm{PI}_{j}\left(\widehat{a}_{i}, \widehat{a}_{t}\right)=\lambda_{j}\left(f_{i j}-f_{t j}\right) \tag{47}
\end{equation*}
$$

where $\lambda_{j}$ is a threshold function given by

$$
\lambda_{j}(x)= \begin{cases}0.01, & x>0  \tag{48}\\ 0, & x \leq 0\end{cases}
$$

Step 6. Construct the superiority matrix $S=\left(S_{i j}\right)_{m \times n}$ and inferiority matrix $I=\left(I_{i j}\right)_{m \times n}$ by utilizing the following equations:

$$
\begin{align*}
(S-\text { index }) S_{i j} & =\sum_{t=1}^{m} \operatorname{PI}_{j}\left(\widehat{a}_{i}, \widehat{a}_{t}\right) \\
& =\sum_{t=1}^{m} \lambda_{j}\left(f_{i j}-f_{t j}\right),  \tag{49}\\
(I-\text { index }) I_{i j} & =\sum_{t=1}^{m} \operatorname{PI}_{j}\left(\widehat{a}_{t}, \widehat{a}_{i}\right) \\
& =\sum_{t=1}^{m} \lambda_{j}\left(f_{t j}-f_{i j}\right) . \tag{50}
\end{align*}
$$

Step 7. Calculate the superiority flow (S-flow) and inferiority flow (I-flow) as follows:

$$
\begin{align*}
\lambda^{>}\left(\widehat{a}_{i}\right)= & \mathrm{ST}-\operatorname{BFWA}_{S_{i j}}\left(\widetilde{\varphi}_{1}, \widetilde{\varphi}_{2}, \ldots, \widetilde{\varphi}_{n}\right) \\
= & \left\langle 1-\prod_{j=1}^{n}\left(1-\sin \left(\frac{\pi}{2} \aleph \stackrel{\widetilde{\varphi}}{j}_{+}^{+}\right)\right)^{S_{i j}}\right.  \tag{51}\\
& \left.-\prod_{j=1}^{n}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\widetilde{\varphi}_{j}}^{-}\right)\right)-1\right)\right)^{S_{i j}}\right\rangle \\
\lambda^{<}\left(\widehat{a}_{i}\right)= & \mathrm{ST}-\operatorname{BFWA}_{I_{i j}}\left(\widetilde{\varphi}_{1}, \widetilde{\varphi}_{2}, \ldots, \widetilde{\varphi}_{n}\right) \\
= & \left\langle 1-\prod_{j=1}^{n}\left(1-\sin \left(\frac{\pi}{2} \aleph_{\widetilde{\varphi}_{j}}^{+}\right)\right)^{I_{i j}}\right.  \tag{52}\\
& \left.-\prod_{j=1}^{n}\left(-\left(\sin \left(\frac{\pi}{2}\left(1+\aleph_{\tilde{\varphi}_{j}}^{-}\right)\right)-1\right)\right)^{I_{i j}}\right\rangle .
\end{align*}
$$

Step 8. Compute the score functions of $\lambda^{>}\left(\widehat{a}_{i}\right)$ and $\lambda^{<}\left(\widehat{a}_{i}\right), i=1,2, \ldots, m$, by using (2).
Step 9. Apply the superiority ranking laws (SR-laws) and inferiority ranking laws (IR-laws) as follows:
SR-Law 1. If $\lambda^{>}\left(\widehat{a}_{i}\right)>\lambda^{>}\left(\widehat{a}_{t}\right)$ and $\lambda^{<}\left(\widehat{a}_{i}\right)<\lambda^{<}\left(\widehat{a}_{t}\right)$, then $\widehat{a}_{i}>\widehat{a}_{t}$
SR-Law 2. If $\lambda^{>}\left(\widehat{a}_{i}\right) \succ \lambda^{>}\left(\widehat{a}_{t}\right)$ and $\lambda^{<}\left(\widehat{a}_{i}\right)=\lambda^{<}\left(\widehat{a}_{t}\right)$, then $\widehat{a}_{i}>\hat{a}_{t}$
SR-Law 3. If $\lambda^{>}\left(\widehat{a}_{i}\right)=\lambda^{>}\left(\widehat{a}_{t}\right)$ and $\lambda^{<}\left(\widehat{a}_{i}\right)<\lambda^{<}\left(\widehat{a}_{t}\right)$, then $\widehat{a}_{i}>\widehat{a}_{t}$

IR-Law 1. If $\lambda^{>}\left(\widehat{a}_{i}\right)<\lambda^{>}\left(\hat{a}_{t}\right)$ and $\lambda^{<}\left(\widehat{a}_{i}\right)>\lambda^{<}\left(\widehat{a}_{t}\right)$, then $\widehat{a}_{i}<\widehat{a}_{t}$
IR-Law 2. If $\lambda^{>}\left(\widehat{a}_{i}\right)<\lambda^{>}\left(\hat{a}_{t}\right)$ and $\lambda^{<}\left(\widehat{a}_{i}\right)=\lambda^{<}\left(\widehat{a}_{t}\right)$, then $\widehat{a}_{i}<\widehat{a}_{t}$
IR-Law 3. If $\lambda^{>}\left(\widehat{a}_{i}\right)=\lambda^{>}\left(\widehat{a}_{t}\right)$ and $\lambda^{<}\left(\widehat{a}_{i}\right)>\lambda^{<}\left(\widehat{a}_{t}\right)$, then $\widehat{a}_{i}<\widehat{a}_{t}$

Step 10. Integrate the SR-laws with the IR-laws to determine the optimal alternative.
6.1. Case Study. The process of seeking medical treatment supply chain from a foreign country is known as medical tourism. In the past, patients from underdeveloped parts of the world used to travel to Europe and America for diagnostics and treatment. However, in recent years, this trend has flipped as medical tourism, in which individuals from developed countries travel to developing countries for medical treatment. There are a variety of reasons why people from developed countries prefer less developed countries. The low cost of treatment is the main factor. Healthcare prices are dependent on a country's per capita gross domestic product (GDP), which serves as a procurator for income levels. The low cost of offshore medical care is indebted to low medicolegal and administrative costs. Second, people seek medical guidance from outside the country for the procedures for which health insurance is not provided, such as cosmetic surgery, fertility therapy, dental reconstruction, gender reassignment surgeries, and so on. Patients in countries where access to healthcare is regulated by the government, such as Canada and the United Kingdom, desire to avoid the delays that come with extensive waiting lists. Another factor could be the lack of availability of a certain operation in their home country, such as stem cell therapy, which may be inaccessible or limited in developed countries but widely available in emerging markets. Some patients believe that their privacy will be better protected in a remote location. Another motive for offshore treatment is the recreational aspect. As a result of these factors, medical tourism is expanding globally. Medical tourism was worth 54.4 billion US dollars in 2020, and by 2027, it was expected to be worth more than 200 billion US dollars (https://www.statista.com/ statistics/1084720/medical-tourism-market-size-worldwide/). Figure 1 depicts the gradual expansion of the medical tourism industry from 2016 to 2020, with projections for 2027.

The medical tourism market in Asia-Pacific has a lot of room for expansion. Due to economic development, this region is expected to see rapid market expansion. Singapore, Japan, India, Thailand, and the Philippines are among the most popular medical tourism destinations. Singapore and India are well-known for their cardiac and orthopaedic surgery. Thailand is well-known for its dental procedures and gender reassignment surgeries. Japan has one of the best oncology treatment facilities in the world. The Philippines is famous for its cosmetic surgery, dentistry, and fertility treatment. The Medical Tourism Index (MTI) evaluates a country's suitability as a medical tourism destination by taking into account its overall environment, healthcare costs, tourist attractions, and the standard of medical amenities and services. The higher the MTI, the better the destination.


Figure 1: Medical tourism market size.

Figure 2 depicts the medical tourism index for the aforementioned Asian countries (https://www.medicaltourism. com/mti/2020-2021/region/asia).

Medical tourism is seen as an unexplored sector in Pakistan that might be transformed into a lucrative potential if the government addresses some critical issues such as security, brain drain, and service quality. According to Pakistani medical professionals, Pakistan has "huge potential" to become a competitive medical tourism hub in Asia. In what follows, we will use the BF-SIR method to determine the best medical tourism destination in Pakistan.
6.2. Numerical Illustration. Suppose that ministry of health of a Pakistan needs to assess some true potential of medical tourism supply chain. For this purpose, the ministry hires three decision makers $\widehat{e}_{1}, \widehat{e}_{2}$, and $\widehat{e}_{3}$ and assigns them weights which are given in Table 1. Let $\mathbb{A}=\left\{\widehat{a}_{1}, \widehat{a}_{2}, \widehat{a}_{3}, \widehat{a}_{4}\right\}$ be the set of alternatives where $\widehat{a}_{1}=$ Islamabad, $\widehat{a}_{2}=$ Karachi, $\widehat{a}_{3}=$ Lahore, and $\widehat{a}_{4}=$ Peshawar. Table 2 lists the criteria for determining the best alternative. The weights of criteria $\hat{c}_{j}$ given by the decision makers $\widehat{e}_{k}$ are given in Table 3. The decision makers evaluate each alternative $\widehat{a}_{i}$ w.r.t each criterion $\widehat{c}_{j}$ and give their assessment via BFNs. Three decision matrices are given in Tables 4-6.

Step 1. The relative propinquity coefficients $\delta_{k}$ ( $k=1,2,3$ ) are computed using (42) as follows:

$$
\begin{equation*}
\delta=\{0.12,0.72,0.52\} \tag{53}
\end{equation*}
$$

Step 2. The normalized vector is obtained using (43)as follows:

$$
\begin{equation*}
\zeta=\{0.0882,0.5294,0.3824\} . \tag{54}
\end{equation*}
$$

Step 3. The accumulated bipolar fuzzy decision matrix is acquired using (44), which is given in Table 7. Equation (45) is used to determine accumulated weights of criteria, which are as follows:

$$
\begin{align*}
& \widetilde{\varphi}_{1}=\langle 0.9357,-0.1744\rangle, \\
& \widetilde{\varphi}_{2}=\langle 0.9423,-0.0799\rangle,  \tag{55}\\
& \widetilde{\varphi}_{3}=\langle 0.9183,-0.0632\rangle .
\end{align*}
$$



Figure 2: Medical tourism index (2020-2021).

Table 1: Bipolar fuzzy weights of decision makers.

| Decision makers | Weights |
| :--- | :---: |
| $\hat{e}_{1}$ | $\vartheta_{1}=\langle 0.79,-0.28\rangle$ |
| $\hat{e}_{2}$ | $\vartheta_{2}=\langle 0.85,-0.37\rangle$ |
| $\widehat{e}_{3}$ | $\vartheta_{3}=\langle 0.92,-0.25\rangle$ |

Step 4. The relative efficiency function is calculated using (46)as follows:

$$
f_{i j}=\left(\begin{array}{ccc}
0.3427 & 0.2234 & 0.4693  \tag{56}\\
0.4320 & 0.4241 & 0.5963 \\
1 & 0.8834 & 0.4820 \\
0.7463 & 0.2807 & 0.0246
\end{array}\right)
$$

Step 5, 6. The superiority and inferiority matrices are constructed using (49) and (50) as follows:

$$
\begin{align*}
& S=\left(\begin{array}{ccc}
0 & 0 & 0.01 \\
0.01 & 0.02 & 0.03 \\
0.03 & 0.03 & 0.02 \\
0.02 & 0.01 & 0
\end{array}\right), \\
& I=\left(\begin{array}{ccc}
0.03 & 0.03 & 0.02 \\
0.02 & 0.01 & 0 \\
0 & 0 & 0.01 \\
0.01 & 0.02 & 0.03
\end{array}\right) . \tag{57}
\end{align*}
$$

Step 7, 8. The S-flow and I-flow are computed using (51) and (52), which are given in Table 8.
Step 9. Applying SR-laws to Table 8 yields the following ranking order:

$$
\begin{equation*}
\hat{a}_{3}>\hat{a}_{2}>\hat{a}_{4}>\hat{a}_{1} \tag{58}
\end{equation*}
$$

Applying IR-laws to Table 8 yields the following ranking order:

$$
\begin{equation*}
\widehat{a}_{3}>\widehat{a}_{2}>\widehat{a}_{4}>\widehat{a}_{1} \tag{59}
\end{equation*}
$$

Step 10. According to both SR and IR-laws, $\widehat{a}_{3}$ is the best alternative.

Table 2: Criteria for the selection of the best medical tourism destination.

| Criteria | Description |
| :--- | :---: |
| (i) Service quality $\left(\widehat{c}_{1}\right)$ | This includes modern equipment, qualified staff, and variety of medical treatments. |
| (ii) Security $\left(\widehat{c}_{2}\right)$ | This includes life and fiscal security of the tourists. |
| (iii) Infrastructure facilities $\left(\widehat{c}_{3}\right)$ | This includes transportation and maintenance of hospitals and equipment. |

Table 3: Bipolar fuzzy weights of criteria.

|  | $\hat{c}_{1}$ | $\hat{c}_{2}$ | $\hat{c}_{3}$ |
| :--- | :---: | :---: | :---: |
| $\hat{e}_{1}$ | $\langle 0.73,-0.26\rangle$ | $\langle 0.65,-0.36\rangle$ | $\langle 0.81,-0.29\rangle$ |
| $\hat{e}_{2}$ | $\langle 0.82,-0.38\rangle$ | $\langle 0.76,-0.19\rangle$ | $\langle 0.78,-0.27\rangle$ |
| $\hat{e}_{3}$ | $\langle 0.69,-0.42\rangle$ | $\langle 0.83,-0.36\rangle$ | $\langle 0.65,-0.17\rangle$ |

Table 4: BF decision matrix $\mathbb{H}_{1}$.

|  | $\hat{c}_{1}$ | $\widehat{c}_{2}$ | $\widehat{c}_{3}$ |
| :--- | :---: | :---: | :---: |
| $\hat{a}_{1}$ | $\langle 0.82,-0.21\rangle$ | $\langle 0.92,-0.23\rangle$ | $\langle 0.78,-0.26\rangle$ |
| $\widehat{a}_{2}$ | $\langle 0.76,-0.19\rangle$ | $\langle 0.52,-0.41\rangle$ | $\langle 0.66,-0.24\rangle$ |
| $\widehat{a}_{3}$ | $\langle 0.86,-0.17\rangle$ | $\langle 0.87,-0.18\rangle$ | $\langle 0.79,-0.34\rangle$ |
| $\widehat{a}_{4}$ | $\langle 0.67,-0.31\rangle$ | $\langle 0.42,-0.38\rangle$ | $\langle 0.76,-0.12\rangle$ |

Table 5: BF decision matrix $\mathbb{H}_{2}$.

|  | $\hat{c}_{1}$ | $\hat{c}_{2}$ | $\hat{c}_{3}$ |
| :--- | :---: | :---: | :---: |
| $\hat{a}_{1}$ | $\langle 0.69,-0.33\rangle$ | $\langle 0.82,-0.19\rangle$ | $\langle 0.89,-0.17\rangle$ |
| $\hat{a}_{2}$ | $\langle 0.82,-0.21\rangle$ | $\langle 0.66,-0.29\rangle$ | $\langle 0.77,-0.32\rangle$ |
| $\widehat{a}_{3}$ | $\langle 0.91,-0.36\rangle$ | $\langle 0.79,-0.26\rangle$ | $\langle 0.87,-0.29\rangle$ |
| $\widehat{a}_{4}$ | $\langle 0.79,-0.29\rangle$ | $\langle 0.56,-0.21\rangle$ | $\langle 0.82,-0.26\rangle$ |

Table 6: BF decision matrix $\mathbb{H}_{3}$.

|  | $\widehat{c}_{1}$ | $\widehat{c}_{2}$ | $\widehat{c}_{3}$ |
| :--- | :---: | :---: | :---: |
| $\hat{a}_{1}$ | $\langle 0.76,-0.22\rangle$ | $\langle 0.88,-0.13\rangle$ | $\langle 0.96,-0.41\rangle$ |
| $\widehat{a}_{2}$ | $\langle 0.89,-0.16\rangle$ | $\langle 0.62,-0.24\rangle$ | $\langle 0.69,-0.56\rangle$ |
| $\widehat{a}_{3}$ | $\langle 0.73,-0.29\rangle$ | $\langle 0.92,-0.26\rangle$ | $\langle 0.71,-0.31\rangle$ |
| $\widehat{a}_{4}$ | $\langle 0.81,-0.32\rangle$ | $\langle 0.63,-0.46\rangle$ | $\langle 0.56,-0.21\rangle$ |

Table 7: Accumulated BF decision matrix.

|  | $\hat{c}_{1}$ | $\hat{c}_{2}$ | $\widehat{c}_{3}$ |
| :--- | :---: | :---: | :---: |
| $\hat{a}_{1}$ | $\langle 0.9128,-0.0895\rangle$ | $\langle 0.9747,-0.0342\rangle$ | $\langle 0.9922,-0.0740\rangle$ |
| $\widehat{a}_{2}$ | $\langle 0.9713,-0.0431\rangle$ | $\langle 0.8396,-0.0938\rangle$ | $\langle 0.9135,-0.1775\rangle$ |
| $\widehat{a}_{3}$ | $\langle 0.9751,-0.1162\rangle$ | $\langle 0.9762,-0.0771\rangle$ | $\langle 0.9585,-0.1102\rangle$ |
| $\widehat{a}_{4}$ | $\langle 0.9459,-0.1111\rangle$ | $\langle 0.7886,-0.1074\rangle$ | $\langle 0.9183,-0.0611\rangle$ |

Table 8: The BF-SIR flows.

| Alternatives | $\lambda^{>}\left(\widehat{a}_{i}\right)$ | $\operatorname{Scr}\left(\lambda^{>}\left(\widehat{a}_{i}\right)\right)$ | $\lambda^{<}\left(\widehat{a}_{i}\right)$ | $\operatorname{Scr}\left(\lambda^{<}\left(\widehat{a}_{i}\right)\right)$ |
| :--- | :---: | :---: | :---: | :---: |
| $\widehat{a}_{1}$ | $\langle 0.0469,-0.9482\rangle$ | 0.0494 | $\langle 0.3425,-0.7045\rangle$ | 0.319 |
| $\widehat{a}_{2}$ | $\langle 0.2641,-0.7488\rangle$ | 0.2576 | $\langle 0.1483,-0.8920\rangle$ | 0.1282 |
| $\widehat{a}_{3}$ | $\langle 0.3425,-0.7045\rangle$ | 0.319 | $\langle 0.0469,-0.9482\rangle$ | 0.0494 |
| $\widehat{a}_{4}$ | $\langle 0.1483,-0.8920\rangle$ | 0.1282 | $\langle 0.2641,-0.7488\rangle$ | 0.2576 |

Table 9: Comparative analysis of the suggested and existing methodologies.

| Methods | Ranking of alternatives | Optimal alternative |
| :---: | :---: | :---: |
| Algorithm (Jana and Pal [17]) | $\widehat{a}_{3}>\widehat{a}_{2}>\widehat{a}_{1}>\widehat{a}_{4}$ | $\widehat{a}_{3}$ |
| Algorithm (Wei et al. [20]) | $\widehat{a}_{3}>\widehat{a}_{2}>\widehat{a}_{4}>\widehat{a}_{1}$ | $\widehat{a}_{3}$ |
| Algorithm (Hamid et al. [23]) | $\widehat{a}_{3}>\widehat{a}_{4}>\widehat{a}_{2}>\widehat{a}_{1}$ | $\widehat{a}_{3}$ |
| Algorithm (Akram et al. [24]) | $\hat{a}_{3}>\widehat{a}_{2}>\widehat{a}_{4}>\widehat{a}_{1}$ | $\widehat{a}_{3}$ |
| Algorithm (Peng and Yang [60]) | $\widehat{a}_{3}>\hat{a}_{2}>\widehat{a}_{4}>\hat{a}_{1}$ | $\widehat{a}_{3}$ |
| Algorithm (Zhang and Xu [36]) | $\widehat{a}_{3}>\widehat{a}_{1}>\widehat{a}_{2}>\widehat{a}_{4}$ | $\widehat{a}_{3}$ |
| Algorithm (Proposed) | $\widehat{a}_{3}>\widehat{a}_{2}>\widehat{a}_{4}>\widehat{a}_{1}$ | $\widehat{a}_{3}$ |

6.3. Comparative and Sensitivity Analysis. In this section, we compare our suggested BF-SIR technique to some existing approaches in order to evaluate its validity. Table 9 summarizes the comparative study of various techniques. It can be seen from Table 9 that our suggested approach is compatible with the existing techniques.

## 7. Conclusion

In daily life, we encounter many situations where we must deal with uncertainty as well as bipolarity when making a decision. Taking this into consideration, the bipolar fuzzy set (BFS) is a sophisticated model that can handle bipolarity and fuzziness at the same time. The main contributions of this manuscript are listed as follows:
(1) Since the sine trigonometric function is periodic and symmetric about the origin, it can accommodate the decision expert's choices during object appraisal. Therefore, we proposed sine trigonometric operational laws (STOLs) for BFSs. We explored some of their properties as well.
(2) Based on BF-STOLs, we suggested the following averaging AOs: bipolar fuzzy sine trigonometric weighted averaging (BF-STWA) operator; bipolar fuzzy sine trigonometric ordered weighted averaging (BF-STOWA) operator; and bipolar fuzzy sine trigonometric hybrid weighted averaging (BFSTHWA) operator.
(3) Based on BF-STOLs, we suggested the following geometric AOs: bipolar fuzzy sine trigonometric weighted geometric (BF-STWG) operator; bipolar fuzzy sine trigonometric ordered weighted geometric (BF-STOWG) operator; and bipolar fuzzy sine trigonometric hybrid weighted geometric (BFSTHWG) operator.
(4) We investigated some important characteristics of these operators, such as idempotency, monotonicity, and boundedness.
(5) We established an extended superiority and inferiority ranking (SIR) method to handle MCGDM problems in a bipolar fuzzy environment. We applied this technique to the selection of the best medical tourism supply chain.
(6) We compared our suggested model with some existing ones to exhibit its validity and efficiency.

In the future, we will develop bipolar fuzzy sine trigonometric power aggregation operators, bipolar fuzzy sine trigonometric Hamy mean operators, bipolar fuzzy sine trigonometric Bonferroni mean operators, bipolar fuzzy sine trigonometric prioritized operators, and bipolar fuzzy sine trigonometric Dombi operators.
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#### Abstract

Transportation problem (TP) has its uses in real life because it has versatile applications. Real-life problems are often uncertain due to which it is difficult to find the accurate cost. The fuzzy set and intuitionistic fuzzy set are useful for handling the uncertainty, but these also have some limitations. For that reason, in this study, we worked on another set of values called bipolar single-valued neutrosophic set (BSNS) which is the generalization of crisp sets, fuzzy sets, and intuitionistic fuzzy sets to handle the uncertain, unpredictable, and insufficient information in real-life problems. In this study, we develop a new technique for solving transportation problems based on bipolar single-valued neutrosophic sets having nonnegative triangular bipolar single-valued neutrosophic numbers (TBSNNs). A score function is used to transform bipolar single-valued neutrosophic numbers (BSNNs) into crisp numbers. We compare our proposed model with fuzzy transportation and intuitionistic fuzzy transportation models and proved that bipolar single-valued neutrosophic transportation model is more admirable than the existing models. Furthermore, we apply the proposed technique to fully solve the bipolar single-valued neutrosophic transportation (FBSNT) model.


## 1. Introduction

Nowadays, there is great competition among organizations to find better methods to create and give better services to their customers. They need a cost-effective method to send the products to their customers. This is a more challenging task. The models for transportation provide an effective framework to encounter this challenge. They guarantee the effective movement of raw materials and find products.
1.1. Motivation. In the mathematical programming problem, the linear programming problem is very well-known and it has a wide scope to cover various fields. Among these, transportation problem is the commonly used field. The TP has its own importance in the field of logistics, supply chain management, supplier selection problem, etc. The TPs have great importance in many real-life applications. It works to maintain the supply from source to destination. It is generally considered that transversal costs of supply and demand are expressed in terms of crisp numbers. These values
are often not precise. As a result, various researchers have been working on different TPs in fuzzy [1-3] and intuitionistic fuzzy $[4,5]$ environments, respectively. We proposed a new technique to solve TPs in the bipolar singlevalued neutrosophic environment, which is a more generalized form.
1.2. Literature Review. Zadeh [6, 7] proposed the concept of fuzzy sets and fuzzy numbers to reduce uncertainty and incomplete information. Atanassove [8] gave the idea of intuitionistic fuzzy sets (IFSs), which is a generalization of fuzzy sets. In an IFS, we consider the problem in both angles' positive side and negative side to handle uncertainty. In an IFS, truth membership and falsity membership are independent, while indeterminacy-membership depends on their sum. Smarandache [9] proposed the notion of neutrosophic set theory. Smarandache [9] and Wang et al. [10] defined single-valued neutrosophic sets (SNSs), which are an extension of FSs and IFSs. In an SNS all membership functions truth, falsity, and indeterminacy are independent.

Deli et al. [11] suggested the idea of bipolar single-valued neutrosophic set, which is the generalization of single-valued neutrosophic sets [10].

The TPs are related to the transportation of raw material from different sources to different destinations in such a way that the total transportation cost is minimized. Hitchcock [12] was the first to develop a basic transportation problem. The transportation problem can be elaborated as a standard linear programming problem. This can be solved by the simplex method. It was found that the simplex method when applied to the transportation problem becomes more effective when evaluating the simplex method information. Basirzadeh [1] proposed a method to solve fuzzy transportation problems. Ladji et al. [13] proposed a two-step method for solving fuzzy transportation problems where all of the parameters are represented by triangular fuzzy numbers i.e., two interval transportation problems. Pratihar et al. [14] have modified the classical vogel's approximation method for solving the fuzzy transportation problem. They also worked on the interval type 2 fuzzy set and used it in a fuzzy transportation problem to represent the transportation cost, demand, and supply. Cam et al. [15] worked on the formulation of a linear programming model for the vehicle routing problem to minimize idle time. In fuzzy linear programming problems (FLPPs), many scholars have contributed. By using multiobjective function, Zimmerman [16] gave a technique to solve LP problem. After that, to solve the transportation problems, Zimmerman's fuzzy linear programming has developed into several fuzzy optimization methods. In a fuzzy environment, Bellman and Zadeh [6] introduced the different concepts of decision making. Lotfi et al. [17] considered FFLP problems in which all parameters and variables are triangular fuzzy numbers. Allahviranloo et al. [18] solved FFLP problem by using a kind of defuzzification approach. Behera et al. [19] suggested two new methods to solve fuzzy linear programming (FLP) problems. They solved two types of problems with two different methods. Kaur and Kumar [20] gave an introduction to FLP problems. Kaur and Kumar [21] suggested an approach to find the exact fuzzy optimal solution to FFLP problems by using unrestricted fuzzy variables. Kaur and Kumar [22] proposed a new method for finding the fuzzy optimal solution to fuzzy transportation problems in which the transportation cost are represented by generalized fuzzy numbers. Najafi and Edalatpanah [23] suggested a better technique to solve the FFLP problem than Kumar et al. [21].

Intuitionistic fuzzy linear programming problem is an extension of the fuzzy linear programming problem. Many researchers have worked on different methods to solve LP problems in an intuitionistic fuzzy environment by using intuitionistic fuzzy numbers (IFNs) and LR-type IFNs. Singh and Yadav $[4,5]$ suggested two different techniques to solve an intuitionistic fuzzy transportation problem (IFTPs) by using triangular intuitionistic fuzzy numbers (TIFNs). Abhishekh and Nishad [24] suggested a novel ranking function for finding an optimal solution to fully LR-intuitionistic fuzzy transportation problem. In an intuitionistic
fuzzy environment, Edalatpanah [25] designed a model of data envelopment analysis with triangular intuitionistic fuzzy numbers (TIFNs) and established a strategy to solve it. Kabiraj et al. [26] solved IFLP problems by using a method based on a method suggested by Zimmerman [16]. Malathi and Umadevi [27] worked on IFLP problems in an intuitionistic fuzzy environment. Pythagorean fuzzy linear programming is an extension of intuitionistic fuzzy linear programming. Akram et al. [28, 29] suggested a technique to solve Pythagorean fuzzy linear programming problems by using Pythagorean fuzzy numbers and LR-type Pythagorean fuzzy numbers. Akram et al. [30] used two different techniques to solve Pythagorean fuzzy linear programming problems having mixed constraints.

In daily life routine, we meet a variety of situations depending on multiple factors like uncertainty in judgements. Often it becomes difficult to get relevant data for cost parameters. The data of this type cannot always be represented by random variables obtained from the probability distribution. These data may be represented by bipolar single-valued neutrosophic numbers. So, a bipolar single-valued neutrosophic method to make the decision is needed. Abdel-Basset et al. [31] suggested a technique to solve the fully neutrosophic linear programming (FNLP) problems. Hussian et al. [32] suggested a linear programming model based on neutrosophic environment. Bera and Mahapatra [33] developed the Big-M simplex method to solve the neutrosophic linear programming (NLP) problem. Das and Chakraborty [34] considered a pentagonal NLP problem to solve it. Das and Dash [35] solved NLP problems with mixed constraints. Edalatpanah [36] presented a direct algorithm to solve the linear programming problems. Khalifa et al. [37] solved the NLP problem with single-valued trapezoidal neutrosophic numbers. Ahmed [38] suggested a technique to solve LRtype single-valued neutrosophic linear programming problems by using unrestricted LR-type single-valued neutrosophic numbers. He proposed the ranking function to transform LR-type single-valued neutrosophic problems into crisp problems. Deli et al. [11] gave the idea of bipolar single-valued neutrosophic set. Akram et al. [39] suggested a technique to solve LR-bipolar fuzzy linear system. Mehmood et al. [40, 41] defined LR-type bipolar fuzzy numbers and their arithmetic operations. They also introduced the ranking for LR-type bipolar fuzzy numbers and solved numerical examples. Ahmed et al. [42] suggested a technique to solve bipolar single-valued neutrosophic linear programming problems in which all the coefficients, variables, and right-hand side are presented by bipolar single-valued neutrosophic numbers. Kumar [43] presented the cut of single-valued pentagonal neutrosophic numbers and also introduced the arithmetic operation of single-valued pentagonal neutrosophic numbers. By using two different objective functions, Singh et al. [44] formulated the journey of a vaccine from its manufacture to its delivery using bilevel transportation problems in a neutrosophic environment. Veeranani et al. [45] solved the multiobjective fractional transportation problem by using the neutrosophic goal programming approach [46-48].
1.3. Our Contribution. Considering all the available data, there are no methods in literature for TPs under the bipolar single-valued neutrosophic environment. So, there is a need to introduce a technique for BSNTPs. As a result of our facts, there are no optimization models available for TPs under bipolar single-valued neutrosophic environment. This has urged us to develop a new technique to solve TP with the bipolar single-valued neutrosophic environment, which is solved for the first time with the proposed technique. Bipolar single-valued neutrosophic set theory is a well-known technique to deal with uncertainty in the optimization problem. This study has been categorized as follows: In Section 2, basic concepts of BSNS, BSNN, TBSNNs, and
their arithmetic operations are discussed. In Section 3, methodology for solving FBSNT problems are explained. In Section 4, a mathematical transportation model is solved. In Section 5, comparative analysis is discussed. In Section 6, the advantages of the proposed method are discussed. In Section 7, the limitations of the proposed method are given, and the conclusion is given in Section 8.

## 2. Preliminaries

Definition 1 (see [11]). Let $Y$ be a nonempty set. A bipolar single-valued neutrosophic set (BSNS) $\tilde{\lambda}$ in $Y$ is an object having the form

$$
\begin{equation*}
\tilde{\lambda}=\left\{\left\langle y, T \frac{p}{\lambda}(y), I \frac{\tilde{\lambda}}{p}(y), F \frac{\tilde{\lambda}}{p}(y), T \frac{n}{\lambda}(y), I I_{\tilde{\lambda}}^{n}(y), F_{\tilde{\lambda}}^{n}(y)\right\rangle: y \in Y\right\}, \tag{1}
\end{equation*}
$$

where $T \frac{p}{\lambda}(y), I \frac{p}{\lambda}(y), F_{\tilde{\lambda}}^{p}(y): Y \longrightarrow[0,1]$ and $T \frac{n}{\lambda}(y), I_{\lambda}^{n}$ $(y), F_{\lambda}^{n}(y): Y \longrightarrow[-1,0]$. The positive membership degree $T_{\underset{\lambda}{p}}^{p}(y), I_{\lambda}^{p}(y), F_{\lambda}^{p}(y)$ denotes the truth membership, indeterminate membership, and falsity membership of an element $y \in Y$ corresponding to a bipolar neutrosophic set $\widetilde{\lambda}$ similarly negative membership degree $T_{\tilde{\lambda}}^{n}(y), I_{\tilde{\lambda}}^{n}(y), F_{\tilde{\lambda}}^{n}(y)$
denotes the truth membership, indeterminate membership, and falsity membership of an element $y \in Y$ to some implicit counter-property corresponding to a bipolar neutrosophic set $\tilde{\lambda}$.

Definition 2 (see [33]). A BSNN on $\mathbb{R}$ is a BSN set such that

$$
\begin{align*}
\tilde{\lambda}=< & \left(\left[\mu_{1}, \nu_{1}, \pi_{1}, \theta_{1}\right] ; \chi_{p}\right),\left(\left[\mu_{2}, v_{2}, \pi_{2}, \theta_{2}\right] ; \beta_{p}\right),\left(\left[\mu_{3}, v_{3}, \pi_{3}, \theta_{3}\right] ; \zeta_{p}\right),\left(\left[\gamma_{1}, \eta_{1}, l_{1}, \kappa_{1}\right] ; \alpha_{n}\right),  \tag{2}\\
& \left(\left[\gamma_{2}, \eta_{2}, l_{2}, \kappa_{2}\right] ; \varphi_{n}\right),\left(\left[\gamma_{3}, \eta_{3}, l_{3}, \kappa_{3}\right] ; v_{n}\right) \succ
\end{align*}
$$

where $\chi_{p}, \beta_{p}, \zeta_{p} \in[0,1]$ and $\alpha_{n}, \varphi_{n}, v_{n} \in[-1,0] \subset \mathbb{R}$
The truth membership values are given as

$$
T_{\tilde{\lambda}^{p}}^{p}(y)=\left\{\begin{array}{ll}
S_{T}^{L}(y), & \mu_{1} \leq y \leq v_{1}  \tag{3}\\
\chi_{p}, & v_{1} \leq y \leq \pi_{1}, \\
S_{T}^{R}(y), & \pi_{1} \leq y \leq \theta_{1}, \\
0, & \text { otherwise },
\end{array}, \begin{array}{ll}
U_{T}^{L}(y), & \gamma_{1} \leq y \leq \eta_{1} \\
\alpha_{n}, & \eta_{1} \leq y \leq \iota_{1} \\
U_{T}^{R}(y), & \iota_{1} \leq y \leq \kappa_{1} \\
0, & \text { otherwise }
\end{array}\right.
$$

$$
\begin{equation*}
S_{T}^{R}\left(\pi_{1}\right)=\chi_{p}, S_{T}^{R}\left(\theta_{1}\right)=0, U_{T}^{L}\left(\iota_{1}\right)=0, U_{T}^{L}\left(\kappa_{1}\right)=\alpha_{n} \tag{4}
\end{equation*}
$$

where $\chi_{p} \in[0,1], \alpha_{n} \in[-1,0]$.
The indeterminacy-membership functions are given as
tions satisfying the following conditions: $S_{T}^{L}\left(\mu_{1}\right)=0, S_{T}^{L}\left(\nu_{1}\right)=\chi_{p} \quad$, and $U_{T}^{R}\left(\gamma_{1}\right)=\alpha_{n}, U_{T}^{R}\left(\eta_{1}\right)=0$, while $S_{T}^{R}(y)$ and $U_{T}^{L}(v)$ are continuous and decreasing functions and satisfying the following condition:

$$
I_{\lambda}^{p}(y)=\left\{\begin{array}{ll}
S_{I}^{L}(y), & \mu_{2} \leq y \leq \nu_{2}  \tag{5}\\
\beta_{p}, & \nu_{2} \leq y \leq \pi_{2} \\
S_{I}^{R}(y), & \pi_{2} \leq y \leq \theta_{2}, \\
1, & \text { otherwise },
\end{array} I_{\lambda}^{n}(y)= \begin{cases}U_{I}^{L}(y), & \gamma_{2} \leq y \leq \eta_{2} \\
\varphi_{n}, & \eta_{2} \leq y \leq \iota_{2} \\
U_{I}^{R}(y), & \iota_{2} \leq y \leq \kappa_{2} \\
-1, & \text { otherwise }\end{cases}\right.
$$

$S_{I}^{R}(y)$ and $U_{I}^{L}(y)$ are continuous and increasing functions satisfying the following conditions: $S_{I}^{R}\left(\pi_{2}\right)=\beta_{p}, S_{I}^{R}\left(\theta_{2}\right)=1, \quad U_{I}^{L}\left(\gamma_{2}\right)=-1, U_{I}^{L}\left(\eta_{2}\right)=\varphi_{n}$, while $S_{I}^{L}(y)$ and $U_{I}^{R}(y)$ are continuous and decreasing functions and are satisfying the following conditions:

$$
\begin{equation*}
S_{I}^{L}\left(\mu_{2}\right)=1, S_{I}^{L}\left(v_{2}\right)=\beta_{p}, U_{I}^{R}\left(\iota_{2}\right)=\varphi_{n}, U_{I}^{R}\left(\kappa_{2}\right)=-1 \tag{6}
\end{equation*}
$$

where $\beta_{p} \in[0,1], \varphi_{n} \in[-1,0]$.The falsity membership functions are given as

$$
F_{\tilde{\lambda}}^{p}(y)=\left\{\begin{array}{ll}
S_{F}^{L}(y), & \mu_{3} \leq y \leq v_{3}  \tag{7}\\
\zeta_{p}, & \nu_{3} \leq y \leq \pi_{3}, \\
S_{F}^{R}(y), & \pi_{3} \leq y \leq \theta_{3}, \\
1, & \text { otherwise },
\end{array} F_{\sim_{\lambda}}^{n}(y)= \begin{cases}U_{F}^{L}(y), & \gamma_{3} \leq y \leq \eta_{3} \\
\nu_{n}, & \eta_{3} \leq y \leq \iota_{3} \\
U_{F}^{R}(y), & \iota_{3} \leq y \leq \kappa_{3} \\
-1, & \text { otherwise }\end{cases}\right.
$$

$S_{F}^{R}(y)$ and $U_{F}^{L}(y)$ are continuous and increasing functions satisfying the following conditions:

$$
\begin{equation*}
S_{F}^{R}\left(\pi_{3}\right)=\zeta_{p}, S_{F}^{R}\left(\theta_{3}\right)=1, U_{F}^{L}\left(\gamma_{3}\right)=-1, U_{F}^{L}\left(\eta_{3}\right)=v_{n}, \tag{8}
\end{equation*}
$$

$S_{F}^{L}(y)$ and $U_{F}^{R}(y)$ are continuous and decreasing functions and are satisfying the following conditions:

$$
\begin{equation*}
S_{F}^{L}\left(\mu_{3}\right)=1, S_{F}^{L}\left(v_{3}\right)=\zeta_{p}, U_{F}^{R}\left(\iota_{3}\right)=v_{n}, U_{F}^{R}\left(\kappa_{3}\right)=-1 \tag{9}
\end{equation*}
$$

where $\zeta_{p} \in[0,1], \nu_{n} \in[-1,0]$.
Based on [49], we define some basic definitions.
Definition 3. We define a TBSNN defined on $\mathbb{R}$
$\widetilde{\lambda}=\left\langle\left(\left[\mu_{i}, v_{i}, \pi_{i}\right] ; \chi_{p}, \beta_{p}, \zeta_{p}\right),\left(\left[\gamma_{i}, \eta_{i}, \iota_{i}\right] ; \alpha_{n}, \varphi_{n}, v_{n}\right)\right\rangle$,
is said to be nonnegative TBSNN if and only if $\mu_{i} \geq 0$ and $\gamma_{i} \geq 0$, where $i=1,2,3$ such that $\mu_{i} \leq \nu_{i} \leq \pi_{i}$ similarly $\quad \gamma_{i} \leq \eta_{i} \leq \iota_{i} \quad$ also $\quad \chi_{p}, \beta_{p}, \zeta_{p} \in[0,1] \quad$ and $\alpha_{n}, \varphi_{n}, v_{n} \in[-1,0] \subset \mathbb{R}$.

Definition 4. We define a $T_{r} B N N$ defined on $\mathbb{R}$

$$
\begin{align*}
\tilde{\lambda}= & \prec\left(\left[\mu_{i}, v_{i}, \pi_{i}, \theta_{i}\right] ; \chi_{p}, \beta_{p}, \zeta_{p}\right)  \tag{11}\\
& \left.\cdot\left(\left[\gamma_{i}, \eta_{i}, \iota_{i}, \kappa_{i}\right] ; \alpha_{n}, \varphi_{n}, v_{n}\right)\right\rangle
\end{align*}
$$

is said to be positive $T_{r} B S N N$ if and only if $\mu_{i} \geq 0$ and $\gamma_{i} \geq 0$, where $\quad i=1,2,3$ and $\mu_{i} \leq v_{i} \leq \pi_{i} \leq \theta_{i}$. Similarly, $\gamma_{i} \leq \eta_{i} \leq \iota_{i} \leq \kappa_{i}$, also $\quad \chi_{p}, \beta_{p}, \zeta_{p} \in[0,1] \quad$ and $\alpha_{n}, \varphi_{n}, \nu_{n} \in[-1,0] \subset \mathbb{R}$.

## Definition 5. A TBSNN

$$
\begin{equation*}
\tilde{\lambda}_{1}=\left\langle\left(\left[\mu_{1}, v_{1}, \pi_{1}\right] ; \chi_{p}, \beta_{p}, \zeta_{p}\right),\left(\left[\gamma_{1}, \eta_{1}, \iota_{1}\right] ; \alpha_{n}, \varphi_{n}, v_{n}\right)\right\rangle \tag{12}
\end{equation*}
$$

is said to be zero if $\mu_{1}=0, \nu_{1}=0, \pi_{1}=0, \gamma_{1}=0$, $\eta_{1}=0, \iota_{1}=0, \chi_{p}=0, \beta_{p}=0, \zeta_{p}=0, \alpha_{n}=0, \varphi_{n}=0, \quad$ and $\nu_{n}=0$.

## Definition 6. Two TBSNNs

$$
\begin{align*}
& \tilde{\lambda}_{1}=\left\langle\left(\left[\mu_{1}, v_{1}, \pi_{1}\right] ; \chi_{p}, \beta_{p}, \zeta_{p}\right),\left(\left[\gamma_{1}, \eta_{1}, \iota_{1}\right] ; \alpha_{n}, \varphi_{n}, v_{n}\right)\right\rangle \\
& \tilde{\lambda}_{2}=\left\langle\left(\left[\mu_{2}, v_{2}, \pi_{2}\right] ; \chi_{p}^{\prime}, \beta_{p}^{\prime}, \zeta_{p}^{\prime}\right),\left(\left[\gamma_{2}, \eta_{2}, \iota_{2}\right] ; \alpha_{n}^{\prime}, \varphi_{n}^{\prime}, v_{n}^{\prime}\right)\right\rangle \tag{13}
\end{align*}
$$

are said to be equal if $\mu_{1}=\mu_{2}, \nu_{1}=\nu_{2}, \pi_{1}=\pi_{2}, \gamma_{1}=\gamma_{2}, \eta_{1}=$ $\eta_{2}, \iota_{1}=\iota_{2}, \chi_{p}=\chi_{p}^{\prime}, \beta_{p}=\beta_{p}^{\prime}, \zeta_{p}=\zeta_{p}^{\prime}, \alpha_{n}=\alpha_{n}^{\prime}, \varphi_{n}=\varphi_{n}^{\prime}, \quad$ and $v_{n}=v_{n}^{\prime}$.

Definition 7. Based on [50], we define $T_{r} B S N N$ defined $\mathbb{R}$ denoted by

$$
\begin{align*}
\tilde{\lambda}(Y)= & <\left(\left[\mu_{1}, v_{1}, \pi_{1}, \theta_{1}\right] ; \chi_{p}\right),\left(\left[\mu_{2}, v_{2}, \pi_{2}, \theta_{2}\right] ; \beta_{p}\right), \\
& \cdot\left(\left[\mu_{3}, v_{3}, \pi_{3}, \theta_{3}\right] ; \zeta_{p}\right),\left(\left[\gamma_{1}, \eta_{1}, \iota_{1}, \kappa_{1}\right] ; \alpha_{n}\right),  \tag{14}\\
& \left.\left(\left[\gamma_{2}, \eta_{2}, \iota_{2}, \kappa_{2}\right] ; \varphi_{n}\right),\left(\left[\gamma_{3}, \eta_{3}, \iota_{3}, \kappa_{3}\right] ; \nu_{n}\right)\right\rangle,
\end{align*}
$$

whose truth, indeterminacy, and falsity membership functions are presented by

$$
T_{\tilde{\lambda}}^{p}(y)= \begin{cases}\frac{y-\mu_{1}}{v_{1}-\mu_{1}} \chi_{p}, & \mu_{1} \leq y \leq \nu_{1} \\
\chi_{p}, & \nu_{1} \leq y \leq \pi_{1}, \\
\frac{\theta_{1}-y}{\theta_{1}-\pi_{1}} \chi_{p}, & \pi_{1} \leq y \leq \theta_{1}, \\
0, & T_{\tilde{\lambda}}^{n}(y)=\left\{\begin{array}{ll}
\frac{y-\gamma_{1}}{\eta_{1}-\gamma_{1}} \alpha_{n}, & \gamma_{1} \leq y \leq \eta_{1} \\
\alpha_{n}, & \eta_{1} \leq y \leq \iota_{1} \\
\frac{\kappa_{1}-y}{\kappa_{1}-\iota_{1}} \alpha_{n}, & \iota_{1} \leq y \leq \kappa_{1} \\
0, & \text { otherwise },
\end{array}, \quad\right. \text { otherwise }\end{cases}
$$

$$
\begin{align*}
& I_{\lambda}^{p}(y)=\left\{\begin{array} { l l } 
{ \frac { ( v _ { 2 } - y ) + \beta _ { p } ( x - \mu _ { 2 } ) } { v _ { 2 } - \mu _ { 2 } } , } & { \mu _ { 2 } \leq y \leq v _ { 2 } , } \\
{ \beta _ { p } , } & { \nu _ { 2 } \leq y \leq \pi _ { 2 } , } \\
{ \frac { ( y - \pi _ { 2 } ) + \beta _ { p } ( \theta _ { 2 } - y ) } { \theta _ { 2 } - \pi _ { 2 } } , } & { \pi _ { 2 } \leq y \leq \theta _ { 2 } , } \\
{ 1 , } & { \text { otherwise, } }
\end{array} \quad \left\{\begin{array}{ll}
\frac{\left(\eta_{2}-y\right)+\varphi_{n}\left(y-\gamma_{2}\right)}{\eta_{2}-\gamma_{2}}, & \gamma_{2} \leq y \leq \eta_{2}, \\
\varphi_{n}, & \eta_{2} \leq y \leq \iota_{2}, \\
\frac{\left(y-\iota_{2}\right)+\varphi_{n}\left(\kappa_{2}-y\right)}{\kappa_{2}-\iota_{2}}, & \iota_{2} \leq y \leq \kappa_{2}, \\
-1, & \text { otherwise, },
\end{array}\right.\right. \\
& F_{\sim}^{p}(y)=\left\{\begin{array} { l l } 
{ \frac { ( v _ { 3 } - y ) + \zeta _ { p } ( y - \mu _ { 3 } ) } { \nu _ { 3 } - \mu _ { 3 } } , } & { \mu _ { 3 } \leq y \leq v _ { 3 } , } \\
{ \zeta _ { p } , } & { v _ { 3 } \leq y \leq \pi _ { 3 } , } \\
{ \frac { ( y - \pi _ { 3 } ) + \zeta _ { p } ( \theta _ { 3 } - y ) } { \theta _ { 3 } - \pi _ { 3 } } , } & { \pi _ { 3 } \leq y \leq \theta _ { 3 } , } \\
{ 1 , } & { \text { otherwise, } , }
\end{array} \quad \left\{\begin{array}{ll}
\frac{\left(\eta_{3}-y\right)+v_{p}\left(y-\gamma_{3}\right)}{\eta_{3}-\gamma_{3}}, & \gamma_{3} \leq y \leq \eta_{3}, \\
v_{n}, \\
\frac{\left(y-\iota_{3}\right)+v_{n}\left(\kappa_{3}-y\right)}{\kappa_{3}-\iota_{3}}, & \iota_{3} \leq y \leq \kappa_{3}, \\
-1, & \text { otherwise, },
\end{array}\right.\right. \tag{15}
\end{align*}
$$

where $\chi_{p}, \beta_{p}, \zeta_{p} \in[0,1]$ and $\alpha_{n}, \varphi_{n}, \nu_{n} \in[-1,0] \subset \mathbb{R}$.
Remark 1. If we set $v_{i}=\pi_{i}$ and $\eta_{i}=\iota_{i}$ in Definition 7, the triangular bipolar single-valued neutrosophic number (TBSNN) is obtained, where $i=1,2,3$.

Definition 8 (see [51]). Let $\widetilde{\lambda}=<\left(T^{p}(y), I^{p}(y), F^{p}(y)\right.$, $\left.T^{n}(y), I^{n}(y), F^{n}(y)\right)>$ be a BSNN then the score function is presented by

$$
\begin{equation*}
S(\tilde{\lambda})=\frac{\left(T^{p}(y)+1-I^{p}(y)+1-F^{p}(y)+1+T^{n}(y)-I^{n}(y)-F^{n}(y)\right)}{6} \tag{16}
\end{equation*}
$$

Definition 9. Based on [52], let

$$
\begin{align*}
\tilde{\lambda}_{1}= & \prec\left(\left[\mu_{1}, \nu_{1}, \pi_{1}, \theta_{1}\right] ; \chi_{p}^{1}\right),\left(\left[\mu_{2}, \nu_{2}, \pi_{2}, \theta_{2}\right] ; \beta_{p}^{1}\right),\left(\left[\mu_{3}, v_{3}, \pi_{3}, \theta_{3}\right] ; \zeta_{p}^{1}\right),\left(\left[\mu_{4}, v_{4}, \pi_{4}, \theta_{4}\right] ; \alpha_{n}^{1}\right),\left(\left[\mu_{5}, \nu_{5}, \pi_{5}, \theta_{5}\right] ; \varphi_{n}^{1}\right), \\
& \left(\left[\mu_{6}, v_{6}, \pi_{6}, \theta_{6}\right] ; \nu_{n}^{1}\right) \succ \text { and }  \tag{17}\\
\tilde{\lambda}_{2}=\langle([ & {\left.\left[\gamma_{1}, \eta_{1}, \iota_{1}, \kappa_{1}\right] ; \chi_{p}^{2}\right),\left(\left[\gamma_{2}, \eta_{2}, \iota_{2}, \kappa_{2}\right] ; \beta_{p}^{2}\right),\left(\left[\gamma_{3}, \eta_{3}, \iota_{3}, \kappa_{3}\right] ; \zeta_{p}^{2}\right),\left(\left(\gamma_{4}, \eta_{4}, \iota_{4}, \kappa_{4}\right) ; \alpha_{n}^{2}\right),\left(\left[\gamma_{5}, \eta_{5}, \iota_{5}, \kappa_{5}\right] ; \varphi_{n}^{2}\right), } \\
& \left.\left(\left[\gamma_{6}, \eta_{6}, \iota_{6}, \kappa_{6}\right] ; v_{n}^{2}\right)\right\rangle
\end{align*}
$$

be two nonnegative $T_{r} B S N N s$, then,
(1) $\tilde{\lambda}_{1} \tilde{\lambda}_{2}=<\left(\left[\mu_{1}+\gamma_{1}, v_{1}+\eta_{1}, \pi_{1}+\iota_{1}, \theta_{1}+\kappa_{1}\right] ; x_{p}^{1} \wedge x_{p}^{2}\right),\left(\left[\mu_{2}+\gamma_{2}, v_{2}+\eta_{2}, \pi_{2}+\iota_{2}, \theta_{2}+\kappa_{2}\right] ; \beta_{p}^{1} \vee \beta_{p}^{2}\right)$,
(1) $\left(\left[\mu_{3}+\gamma_{3}, v_{3}+\eta_{3}, \pi_{3}+\iota_{3}, \theta_{3}+\kappa_{3}\right] ; \zeta_{p}^{1} v \zeta_{p}^{2}\right),\left(\left[\mu_{4}+\gamma_{4}, v_{4}+\eta_{4}, \pi_{4}+\iota_{4}, \theta_{4}+\kappa_{4}\right] ; \alpha_{n}^{1} \vee v_{n}^{2}\right)$, $\left.\left(\left[\mu_{5}+\gamma_{5}, v_{5}+\eta_{5}, \pi_{5}+t_{5}, \theta_{5}+\kappa_{5}\right] ; \varphi_{n}^{1} \wedge \varphi_{n}^{2}\right),\left(\left[\mu_{6}+\gamma_{6}, v_{6}+\eta_{6}, \pi_{6}+t_{6}, \theta_{6}+\kappa_{6}\right] ; v_{n}^{1} \wedge \nu_{n}^{2}\right)\right\rangle$
2) $\tilde{\lambda}_{1} \oplus \tilde{\lambda}_{2}=<\left(\left[\mu_{1}-\kappa_{1}, v_{1}-\iota_{1}, \pi_{1}-\eta_{1}, \theta_{1}-\gamma_{1}\right] ; \chi_{p}^{1} \wedge \chi_{p}^{2}\right),\left(\left[\mu_{2}-\kappa_{2}, v_{2}-\iota_{2}, \pi_{2}-\eta_{2}, \theta_{2}-\gamma_{2}\right] ; \beta_{p}^{1} \nu \beta_{p}^{2}\right)$,
(2) $\begin{aligned} & \left(\left[\mu_{3}-\kappa_{3}, v_{3}-l_{3}, r_{3}-\eta_{3}, \theta_{3}-\gamma_{3}\right] ; \zeta_{p}^{2} \vee \zeta_{p}^{2}\right),\left(\left[\mu_{4}-\kappa_{4}, v_{4}-\tau_{4}, \pi_{4}-\eta_{4}, \theta_{1}-\gamma_{1}\right] ; \alpha_{n}^{2} V \alpha_{n}^{2}\right),\end{aligned}$ $\left.\left(\left[\mu_{5}-\kappa_{5}, v_{5}-t_{5}, \pi_{5}-\eta_{5}, \theta_{5}-\gamma_{5}\right] ; \varphi_{n}^{1} \wedge \varphi_{n}^{2}\right),\left(\left[\mu_{6}-\kappa_{6}, \nu_{6}-t_{6}, \pi_{6}-\eta_{6}, \theta_{6}-\gamma_{6}\right] ; v_{n}^{1} \wedge \nu_{n}^{2}\right)\right\rangle$
(3) $\tilde{\lambda}_{1} \otimes \tilde{\lambda}_{2}=\left\{\begin{array}{l}\left\langle\left(\left[\mu_{1} \gamma_{1}, v_{1} \eta_{1}, \pi_{1} \iota_{1}, \theta_{1} \kappa_{1}\right] ; \chi_{p}^{1} \wedge \chi_{p}^{2}\right),\left(\left[\mu_{2} \gamma_{2}, v_{2} \eta_{2}, \pi_{2} \iota_{2}, \theta_{2} \kappa_{2}\right] ; \beta_{p}^{1} \vee \beta_{p}^{2}\right),\right. \\ \left(\left[\mu_{3} \gamma_{3}, v_{3} \eta_{3}, \pi_{3} \iota_{3}, \theta_{3} \kappa_{3}\right] ; \zeta_{p}^{1} \vee \zeta_{p}^{2}\right),\left(\left[\mu_{4} \gamma_{4}, v_{4} \eta_{4}, \pi_{4}{ }^{1} 4, \theta_{4} \kappa_{4}\right] ; \alpha_{n}^{1} \vee \alpha_{n}^{2}\right), \\ \left.\left(\left[\mu_{5} \gamma_{5}, v_{5} \eta_{5}, \pi_{5} \iota_{5}, \theta_{5} \kappa_{5}\right] ; \varphi_{n}^{1} \wedge \varphi_{n}^{2}\right),\left(\left[\mu_{6} \gamma_{6}, v_{6} \eta_{6}, \pi_{6} \iota_{6}, \theta_{6} \kappa_{6}\right] ; v_{n}^{1} \wedge \nu_{n}^{2}\right)\right\rangle\end{array}\right.$

## 3. Methodology to Solve FBSNT Problems

In this section, we present a new method that is based on the formulation of FBSNLP to solve FBSNT problems. We discuss the steps to calculate the bipolar single-valued neutrosophic optimal solution of FBSNT problems with nonnegative TBSNNs:

$$
\begin{equation*}
\text { Minimize } \mathrm{Z}=\sum_{i=1}^{m} \sum_{j=1}^{n} \widetilde{C_{i j}^{W}} \otimes \widetilde{X_{i j}^{W}} \tag{18}
\end{equation*}
$$

subject to

$$
\begin{align*}
& \sum_{j=1}^{n} \widetilde{X_{i j}^{W}}=\widetilde{E}_{i}^{W}=\text { Supply, } \forall i=1,2,3, \ldots, m \\
& \sum_{i=1}^{m} \widetilde{X_{i j}^{W}}=\widetilde{F}_{j}^{W}=\text { Demand, } \forall j=1,2,3, \ldots, n,  \tag{19}\\
& \widetilde{X}_{i j}^{W} \geq 0, \forall i=1,2,3, \ldots, m, \forall j=1,2,3, \ldots, n
\end{align*}
$$

where $\widetilde{C_{i j}^{W}}, \widetilde{X_{i j}^{W}}, \widetilde{E}_{i}^{W}$, and $\widetilde{F}_{j}^{W}$ are all TBSNNs.

Step 1. Determine total bipolar single-valued neutrosophic availability and total bipolar single-valued neutrosophic demand.

If

$$
\begin{equation*}
\sum_{j=1}^{n} \widetilde{F}_{j}^{W}=\sum_{i=1}^{m} \widetilde{E}_{i}^{W} \tag{20}
\end{equation*}
$$

$\Rightarrow$ a balanced bipolar single-valued neutrosophic transportation problem (BSNTP).

If,

$$
\begin{equation*}
\sum_{j=1}^{n} \widetilde{F}_{j}^{W} \neq \sum_{i=1}^{m} \widetilde{E}_{i}^{W} \tag{21}
\end{equation*}
$$

An unbalanced BSNTP.
That is,

$$
\begin{aligned}
& \prec\left(\left[s_{k}, t_{k}, u_{k}\right] ; \chi_{p}, \beta_{p}, \zeta_{p}\right),\left(\left[v_{k}, w_{k}, x_{k}\right] ; \alpha_{n}, \varphi_{n}, v_{n}\right) \succ \\
& \quad \neq<\left(\left[s_{k}^{\prime}, t_{k}^{\prime}, u_{k}^{\prime}\right] ; \chi_{p}^{\prime}, \beta_{p}^{\prime}, \zeta_{p}^{\prime}\right),\left(\left[v_{k}^{\prime}, w_{k}^{\prime}, x_{k}^{\prime}\right] ; \alpha_{n}^{\prime}, \varphi_{n}^{\prime}, v_{n}^{\prime}\right) \succ
\end{aligned}
$$

$$
k=1,2,3 .
$$

Then one of the following case arise.
Case 1. $s_{k} \leq s_{k}^{\prime}, \quad t_{k}-s_{k} \leq t_{k}^{\prime}-s_{k}^{\prime}, \quad u_{k}-t_{k} \leq \quad u_{k}^{\prime}-t_{k}^{\prime}, v_{k}$ $\leq v_{k}^{\prime}, \quad w_{k}-v_{k} \leq w_{k}^{\prime}-v_{k}^{\prime}, \quad x_{k}-w_{k} \leq x_{k}^{\prime}-w_{k}^{\prime}$.

Case 2. $s_{k} \geq s_{k}^{\prime}, \quad t_{k}-s_{k} \geq t_{k}^{\prime}-s_{k}^{\prime}, \quad u_{k}-t_{k} \geq u_{k}^{\prime}-\quad t_{k}^{\prime}, v_{k}$ $\geq v_{k}^{\prime}, \quad w_{k}-v_{k} \geq w_{k}^{\prime}-v_{k}^{\prime}, \quad x_{k}-w_{k} \geq x_{k}^{\prime}-w_{k}^{\prime}$.

Case 3. When the above two cases do not hold, then there may exist infinitely many TBSNNs,

$$
\left\{\begin{array}{l}
\left.\prec\left(\left[s_{k}^{1}, t_{k}^{1}, u_{k}^{1}\right] ; \chi_{p}^{1}, \beta_{p}^{1}, \zeta_{p}^{1}\right),\left(\left[v_{k}^{1}, w_{k}^{1}, x_{k}^{1}\right] ; \alpha_{n}^{1}, \varphi_{n}^{1}, v_{n}^{1}\right)\right\rangle  \tag{23}\\
\prec\left(\left[s_{k}^{1^{\prime}}, t_{k}^{1^{\prime}}, u_{k}^{1^{\prime}}\right] ; \chi_{p}^{1^{\prime}}, \beta_{p}^{1^{\prime}}, \zeta_{p}^{1^{\prime}}\right),\left(\left[v_{k}^{1^{\prime}}, w_{k}^{1^{\prime}}, x_{k}^{1^{\prime}}\right] ; \alpha_{n}^{1^{\prime}}, \varphi_{n}^{1^{\prime}}, v_{n}^{1^{\prime}}\right) \succ, \\
k=1,2,3,
\end{array}\right.
$$

such that

$$
\begin{align*}
& \left.\prec\left(\left[s_{k}, t_{k}, u_{k}\right] ; \chi_{p}, \beta_{p}, \zeta_{p}\right),\left(\left[v_{k}, w_{k}, x_{k}\right] ; \alpha_{n}, \varphi_{n}, v_{n}\right) \succ \oplus \prec\left(\left[s_{k}^{1}, t_{k}^{1}, u_{k}^{1}\right] ; \chi_{p}^{1}, \beta_{p}^{1}, \zeta_{p}^{1}\right),\left(\left[v_{k}^{1}, w_{k}^{1}, x_{k}^{1}\right] ; \alpha_{n}^{1}, \varphi_{n}^{1}, v_{n}^{1}\right)\right\rangle= \\
& \prec\left(\left[s_{k}^{\prime}, t_{k}^{\prime}, u_{k}^{\prime}\right] ; \chi_{p}^{\prime}, \beta_{p}^{\prime}, \zeta_{p}^{\prime}\right),\left(\left[v_{k}^{\prime}, w_{k}^{\prime}, x_{k}^{\prime}\right] ; \alpha_{n}^{\prime}, \varphi_{n}^{\prime}, \nu_{n}^{\prime}\right) \succ \oplus \prec\left(\left[s_{k}^{1^{\prime}}, t_{k}^{1^{\prime}}, u_{k}^{1^{\prime}}\right] ; \chi_{p}^{1^{\prime}}, \beta_{p}^{1^{\prime}}, \zeta_{p}^{1^{\prime}}\right),\left(\left[v_{k}^{1^{\prime}}, w_{k}^{1^{\prime}}, x_{k}^{1^{\prime}}\right] ; \alpha_{n}^{1^{\prime}}, \varphi_{n}^{1^{\prime}}, v_{n}^{1^{\prime}}\right) \succ \tag{24}
\end{align*}
$$

But we have to determine such TBSNNs

$$
\left\{\begin{array}{l}
\prec\left(\left[s_{k}^{1}, t_{k}^{1}, u_{k}^{1}\right] ; \chi_{p}^{1}, \beta_{p}^{1}, \zeta_{p}^{1}\right),\left(\left[v_{k}^{1}, w_{k}^{1}, x_{k}^{1}\right] ; \alpha_{n}^{1}, \varphi_{n}^{1}, v_{n}^{1}\right)>  \tag{25}\\
\prec\left(\left[s_{k}^{1^{\prime}}, t_{k}^{1^{\prime}}, u_{k}^{1^{\prime}}\right] ; \chi_{p}^{1^{\prime}}, \beta_{p}^{1^{\prime}}, \zeta_{p}^{1^{\prime}}\right),\left(\left[v_{k}^{1^{\prime}}, w_{k}^{1^{\prime}}, x_{k}^{1^{\prime}}\right] ; \alpha_{n}^{1^{\prime}}, \varphi_{n}^{1^{\prime}}, v_{n}^{1^{\prime}}\right) \succ \\
k=1,2,3
\end{array}\right.
$$

which satisfy the following conditions.
(i) $\left\langle\left(\left[s_{k}^{1}, t_{k}^{1}, u_{k}^{1}\right] ; \chi_{p}^{1}, \beta_{p}^{1}, \zeta_{p}^{1}\right),\left(\left[v_{k}^{1}, w_{k}^{1}, x_{k}^{1}\right] ; \alpha_{n}^{1}, \varphi_{n}^{1}, v_{n}^{1}\right)\right\rangle$ and $<\left(\left[s_{k}^{1^{\prime}}, t_{k}^{1^{\prime}}, u_{k}^{1^{\prime}}\right] ; \chi_{p}^{1^{\prime}}, \beta_{p}^{1^{\prime}}, \zeta_{p}^{1^{\prime}}\right),\left(\left[v_{k}^{1^{\prime}}, w_{k}^{1^{\prime}}, x_{k}^{1^{\prime}}\right] ; \alpha_{n}^{1^{\prime}}\right.$, $\left.\left.\varphi_{n}^{1^{\prime}}, \nu_{n}^{1^{\prime}}\right)\right\rangle$ are nonnegative TBSNNs.
(ii) It satisfies

$$
\begin{align*}
& \prec\left(\left[s_{k}, t_{k}, u_{k}\right] ; \chi_{p}, \beta_{p}, \zeta_{p}\right),\left(\left[v_{k}, w_{k}, x_{k}\right] ; \alpha_{n}, \varphi_{n}, v_{n}\right) \succ \oplus \prec\left(\left[s_{k}^{1}, t_{k}^{1}, u_{k}^{1}\right] ; \chi_{p}^{1}, \beta_{p}^{1}, \zeta_{p}^{1}\right),\left(\left[v_{k}^{1}, w_{k}^{1}, x_{k}^{1}\right] ; \alpha_{n}^{1}, \varphi_{n}^{1}, v_{n}^{1}\right) \succ= \\
& \left.<\left(\left[s_{k}^{\prime}, t_{k}^{\prime}, u_{k}^{\prime}\right] ; \chi_{p}^{\prime}, \beta_{p}^{\prime}, \zeta_{p}^{\prime}\right),\left(\left[v_{k}^{\prime}, w_{k}^{\prime}, x_{k}^{\prime}\right] ; \alpha_{n}^{\prime}, \varphi_{n}^{\prime}, v_{n}^{\prime}\right) \succ \oplus \prec\left(\left[s_{k}^{1^{\prime}}, t_{k}^{1^{\prime}}, u_{k}^{1^{\prime}}\right] ; \chi_{p}^{1^{\prime}}, \beta_{p}^{1^{\prime}}, \zeta_{p}^{1^{\prime}}\right),\left(\left[v_{k}^{1^{\prime}}, w_{k}^{1^{\prime}}, x_{k}^{1^{\prime}}\right] ; \alpha_{n}^{1^{\prime}}, \varphi_{n}^{1^{\prime}}, v_{n}^{1^{\prime}}\right)\right\rangle \tag{26}
\end{align*}
$$

(iii) Further, if there exists two nonnegative TBSNNs $<\left(\left[m_{k}, n_{k}, o_{k}\right] ; \mu_{p}, v_{p}, \pi_{p}\right),\left(\left[p_{k}, q_{k}, r_{k}\right] ; \eta_{n}, \zeta_{n}, \theta_{n}\right)>$
and $\quad<\left(\left[m_{k}^{\prime}, n_{k}^{\prime}, o_{k}^{\prime}\right] ; \mu_{p}^{\prime}, v_{p}^{\prime}, \pi_{p}^{\prime}\right),\left(\left[p_{k}^{\prime}, q_{k}^{\prime}, r_{k}^{\prime}\right] ; \eta_{n}^{\prime}, \zeta_{n}^{\prime}\right.$, $\left.\theta_{n}^{\prime}\right) \succ$ such that

$$
\begin{align*}
& \left\langle\left(\left[s_{k}, t_{k}, u_{k}\right] ; \chi_{p}, \beta_{p}, \zeta_{p}\right),\left(\left[v_{k}, w_{k}, x_{k}\right] ; \alpha_{n}, \varphi_{n}, v_{n}\right)>\oplus\left\langle\left(\left[m_{k}, n_{k}, o_{k}\right] ; \mu_{p}, v_{p}, \pi_{p}\right),\left(\left[p_{k}, q_{k}, r_{k}\right] ; \eta_{n}, \zeta_{n}, \theta_{n}\right)\right\rangle=\right. \\
& \prec\left(\left[s_{k}^{\prime}, t_{k}^{\prime}, u_{k}^{\prime}\right] ; \chi_{p}^{\prime}, \beta_{p}^{\prime}, \zeta_{p}^{\prime}\right),\left(\left[v_{k}^{\prime}, w_{k}^{\prime}, x_{k}^{\prime}\right] ; \alpha_{n}^{\prime}, \varphi_{n}^{\prime}, v_{n}^{\prime}\right) \succ \oplus<\left(\left[m_{k}^{\prime}, n_{k}^{\prime}, o_{k}^{\prime}\right] ; \mu_{p}^{\prime}, v_{p}^{\prime}, \pi_{p}^{\prime}\right),\left(\left[p_{k}^{\prime}, q_{k}^{\prime}, r_{k}^{\prime}\right] ; \eta_{n}^{\prime}, \zeta_{n}^{\prime}, \theta_{n}^{\prime}\right)>, \tag{27}
\end{align*}
$$

then

$$
\begin{array}{r}
\mathfrak{R}<\left(\left[m_{k}, n_{k}, o_{k}\right] ; \mu_{p}, v_{p}, \pi_{p}\right),\left(\left[p_{k}, q_{k}, r_{k}\right] ; \eta_{n}, \zeta_{n}, \theta_{n}\right) \succ \geq \Re<\left(\left[s_{k}^{1}, t_{k}^{1}, u_{k}^{1}\right] ; \chi_{p}^{1}, \beta_{p}^{1}, \zeta_{p}^{1}\right),\left(\left[v_{k}^{1}, w_{k}^{1}, x_{k}^{1}\right] ; \alpha_{n}^{1}, \varphi_{n}^{1}, v_{n}^{1}\right)> \\
\mathfrak{R}<\left(\left[m_{k}^{\prime}, n_{k}^{\prime}, o_{k}^{\prime}\right] ; \mu_{p}^{\prime}, v_{p}^{\prime}, \pi_{p}^{\prime}\right),\left(\left[p_{k}^{\prime}, q_{k}^{\prime}, r_{k}^{\prime}\right] ; \eta_{n}^{\prime}, \zeta_{n}^{\prime}, \theta_{n}^{\prime}\right) \succ \geq \mathfrak{R}<\left(\left[s_{k}^{1^{\prime}}, t_{k}^{1^{\prime}}, u_{k}^{1^{\prime}}\right] ; \chi_{p}^{1^{\prime}}, \beta_{p}^{1^{\prime}}, \zeta_{p}^{1^{\prime}}\right),\left(\left[v_{k}^{1^{\prime}}, w_{k}^{1^{\prime}}, x_{k}^{1^{\prime}}\right] ; \alpha_{n}^{1^{\prime}}, \varphi_{n}^{1^{\prime}}, v_{n}^{1^{\prime}}\right)>. \tag{28}
\end{array}
$$

Step 2. Suppose ${\widetilde{C_{i j}}}^{W}=\prec\left(\left[c_{i j}^{1}, c_{i j}^{2}, c_{i j}^{3} \quad\right] ; \xi_{i j}, \psi_{i j}, \omega_{i j}\right)$, $\left.\left(\left[c_{i j}^{4}, c_{i j}^{5}, c_{i j}^{6}\right] ; \xi_{i j}^{\prime}, \psi_{i j}^{\prime}, \omega_{i j}^{\prime}\right)\right\rangle$,

$$
\begin{align*}
\widetilde{X_{i j}^{W}} & =\left\langle\left(\left[x_{i j}^{1}, x_{i j}^{2}, x_{i j}^{3}\right] ; \sigma_{i j}, \tau_{i j}, v_{i j}\right),\left(\left[x_{i j}^{4}, x_{i j}^{5}, x_{i j}^{6}\right] ; \sigma_{i j}^{\prime}, \tau_{i j}^{\prime}, v_{i j}^{\prime}\right)\right\rangle \\
\widetilde{E}_{i}^{W} & =\left\langle\left(\left[e_{i}^{1}, e_{i}^{2}, e_{i}^{3}\right] ; \kappa_{i}, \lambda_{i}, \theta_{i}\right),\left(\left[e_{i}^{4}, e_{i}^{5}, e_{i}^{6}\right] ; \kappa_{i}^{\prime}, \lambda_{i}^{\prime}, \theta_{i}^{\prime}\right) \succ \text { and } \widetilde{F}_{j}^{W}=\left\langle\left(\left[f_{j}^{1}, f_{j}^{2}, f_{j}^{3}\right] ; \eta_{j}, \epsilon_{j}, \chi_{j}\right),\left(\left[f_{j}^{4}, f_{j}^{5}, f_{j}^{6}\right] ; \eta_{j}^{\prime}, \epsilon_{j}^{\prime}, \chi_{j}^{\prime}\right)\right\rangle .\right. \tag{29}
\end{align*}
$$

Then FBSNTP (18) can be transformed as
$\operatorname{Min} \mathrm{Z}=\sum_{i=1}^{m} \sum_{j=1}^{n} \prec\left(\left[c_{i j}^{1}, c_{i j}^{2}, c_{i j}^{3}\right] ; \xi_{i j}, \psi_{i j}, \omega_{i j}\right),\left(\left[c_{i j}^{4}, c_{i j}^{5}, c_{i j}^{6}\right] ; \xi_{i j}^{\prime}, \psi_{i j}^{\prime}, \omega_{i j}^{\prime}\right)>\otimes\left\langle\left(\left[x_{i j}^{1}, x_{i j}^{2}, x_{i j}^{3}\right] ; \sigma_{i j}, \tau_{i j}, v_{i j}\right),\left(\left[x_{i j}^{4}, x_{i j}^{5}, x_{i j}^{6}\right] ; \sigma_{i j}^{\prime}, \tau_{i j}^{\prime}, v_{i j}^{\prime}\right)\right\rangle$,
subject to

$$
\begin{align*}
& \sum_{j=1}^{n}\left\langle\left(\left[x_{i j}^{1}, x_{i j}^{2}, x_{i j}^{3}\right] ; \sigma_{i j}, \tau_{i j}, v_{i j}\right),\left(\left[x_{i j}^{4}, x_{i j}^{5}, x_{i j}^{6}\right] ; \sigma_{i j}^{\prime}, \tau_{i j}^{\prime}, v_{i j}^{\prime}\right)\right\rangle=\left\langle\left(\left[e_{i}^{1}, e_{i}^{2}, e_{i}^{3}\right] ; \kappa_{i}, \lambda_{i}, \theta_{i}\right),\left(\left[e_{i}^{4}, e_{i}^{5}, e_{i}^{6}\right] ;{k_{i}^{\prime}}_{i}^{\prime}, \theta_{i}^{\prime}, \theta_{i}^{\prime}\right)\right\rangle,  \tag{31}\\
& \sum_{i=1}^{m}\left\langle\left(\left[x_{i j}^{1}, x_{i j}^{2}, x_{i j}^{3}\right] ; \sigma_{i j}, \tau_{i j}, v_{i j}\right),\left(\left[x_{i j}^{4}, x_{i j}^{5}, x_{i j}^{6}\right] ; \sigma_{i j}^{\prime}, \tau_{i j}^{\prime}, v_{i j}^{\prime}\right)\right\rangle=\left\langle\left(\left[f_{j}^{1}, f_{j}^{2}, f_{j}^{3}\right] ; \eta_{j}, \epsilon_{j}, \chi_{j}\right),\left(\left[f_{j}^{4}, f_{j}^{5}, f_{j}^{6}\right] ; \eta_{j}^{\prime}, \epsilon_{j}^{\prime}, \chi_{j}^{\prime}\right)\right\rangle,
\end{align*}
$$

where $\quad<\left(\left[x_{i j}^{1}, x_{i j}^{2}, x_{i j}^{3}\right] ; \sigma_{i j}, \tau_{i j}, v_{i j}\right),\left(\left[x_{i j}^{4}, x_{i j}^{5}, x_{i j}^{6}\right] ; \sigma_{i j}^{\prime}, \tau_{i j}^{\prime}\right.$, $\left.v_{i j}^{\prime}\right)>$ are nonnegative TBSNNs.

Step 3. By applying arithmetic operations as described in Definition
 $\rangle=\left\langle\left(\left[d_{i j}, d_{i j}^{2}, d_{i j}\right] ; \mu_{i j}, \delta_{i j}, \eta_{i j}\right),\left(\left[d_{i j}^{\prime} d_{i j} d_{i j}, d_{i j}^{j}\right] ; i_{i j}, \delta_{i j} \delta_{i j} \eta_{i,}\right)\right\rangle$
then the FBSNTP (30) can be transformed as

$$
\begin{align*}
& \sum_{j=1}^{n}\left\langle\left(\left[x_{i j}^{1}, x_{i j}^{2}, x_{i j}^{3}\right] ; \sigma_{i j}, \tau_{i j}, v_{i j}\right),\left(\left[x_{i j}^{4}, x_{i j}^{5}, x_{i j}^{6}\right] ; \sigma_{i j}^{\prime}, \tau_{i j}^{\prime}, v_{i j}^{\prime}\right)\right\rangle=\left\langle\left(\left[e_{i}^{1}, e_{i}^{2}, e_{i}^{3}\right] ; \kappa_{i}, \lambda_{i}, \theta_{i}\right),\left(\left[e_{i}^{4}, e_{i}^{5}, e_{i}^{6}\right] ; \kappa_{i}^{\prime}, \lambda_{i}^{\prime}, \theta_{i}^{\prime}\right)\right\rangle  \tag{33}\\
& \sum_{i=1}^{m}\left\langle\left(\left[x_{i j}^{1}, x_{i j}^{2}, x_{i j}^{3}\right] ; \sigma_{i j}, \tau_{i j}, v_{i j}\right),\left(\left[x_{i j}^{4}, x_{i j}^{5}, x_{i j}^{6}\right] ; \sigma_{i j}^{\prime}, \tau_{i j}^{\prime}, v_{i j}^{\prime}\right)\right\rangle=\left\langle\left(\left[f_{j}^{1}, f_{j}^{2}, f_{j}^{3}\right] ; \eta_{j}, \epsilon_{j}, \chi_{j}\right),\left(\left[f_{j}^{4}, f_{j}^{5}, f_{j}^{6}\right] ; \eta_{j}^{\prime}, \epsilon_{j}^{\prime}, \chi_{j}^{\prime}\right)\right\rangle
\end{align*}
$$

where $\quad<\left(\left[x_{i j}^{1}, x_{i j}^{2}, x_{i j}^{3}\right] ; \sigma_{i j}, \tau_{i j}, v_{i j}\right),\left(\left[x_{i j}^{4}, x_{i j}^{5}, x_{i j}^{6}\right] ; \sigma_{i j}^{\prime}, \tau_{i j}^{\prime}\right.$, $\left.\left.v_{i j}^{\prime}\right)\right\rangle$ are nonnegative TBSNNs.

Step 4. Now applying the score function, the FBSNTP (32) can be transformed as

$$
\begin{align*}
\operatorname{Min} \mathrm{Z}= & \sum_{i=1}^{m} \sum_{j=1}^{n} \prec\left(\left[d_{i j}^{1}, d_{i j}^{2}, d_{i j}^{3}\right] ; \mu_{i j}, \delta_{i j}, \eta_{i j}\right),  \tag{32}\\
& \left(\left[d_{i j}^{4}, d_{i j}^{5}, d_{i j}^{6}\right] ; \mu_{i j}^{\prime}, \delta_{i j}^{\prime}, \eta_{i j}^{\prime}\right) \succ
\end{align*}
$$

subject to

$$
\begin{align*}
\operatorname{Min} \mathrm{Z}= & \sum_{i=1}^{m} \sum_{j=1}^{n} S<\left(\left[d_{i j}^{1}, d_{i j}^{2}, d_{i j}^{3}\right] ; \mu_{i j}, \delta_{i j}, \eta_{i j}\right)  \tag{34}\\
& \left(\left[d_{i j}^{4}, d_{i j}^{5}, d_{i j}^{6}\right] ; \mu_{i j}^{\prime}, \delta_{i j}^{\prime}, \eta_{i j}^{\prime}\right) \succ
\end{align*}
$$

subject to

$$
\begin{align*}
& \sum_{j=1}^{n} x_{i j}^{1}=e_{i}^{1}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} x_{i j}^{2}=e_{i}^{2}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} x_{i j}^{3}=e_{i}^{3}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} x_{i j}^{4}=e_{i}^{4}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} x_{i j}^{5}=e_{i}^{5}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} x_{i j}^{6}=e_{i}^{6}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} \sigma_{i j} \wedge \kappa_{i}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} \tau_{i j} \backslash \lambda_{i}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} v_{i j} \vee \theta_{i}, \forall i=1,2,3, \ldots, m, \\
& \sum_{i=1}^{m} x_{i j}^{1}=f_{j}^{1}, \forall j=1,2,3, \ldots, n, \\
& \sum_{i=1}^{m} x_{i j}^{2}=f_{j}^{2}, \forall j=1,2,3, \ldots, n, \\
& \sum_{i=1}^{m} x_{i j}^{3}=f_{j}^{3}, \forall j=1,2,3, \ldots, n, \\
& \sum_{i=1}^{m} x_{i j}^{4}=f_{j}^{4}, \forall j=1,2,3, \ldots, n, \\
& \sum_{i=1}^{m} x_{i j}^{5}=f_{j}^{5}, \forall j=1,2,3, \ldots, n, \\
& \sum_{i=1}^{m} x_{i j}^{6}=f_{j}^{6}, \forall j=1,2,3, \ldots, n, \\
& \sum_{j=1}^{n} \sigma_{i j}^{\prime} \vee \kappa_{i}^{\prime}, \forall j=1,2,3, \ldots, n, \\
& \sum_{j=1}^{n} \tau_{i j}^{\prime} \wedge \Lambda_{i,}^{\prime}, \forall j=1,2,3, \ldots, n, \\
& \sum_{j=1}^{n} v_{i j}^{\prime} \wedge \theta_{i}^{\prime}, \forall j=1,2,3, \ldots, n, \tag{35}
\end{align*}
$$

where
$<\left(\left[x_{i j}^{1}, x_{i j}^{2}, x_{i j}^{3}\right] ; \sigma_{i j}, \tau_{i j}, v_{i j}\right),\left(\left[x_{i j}^{4}, x_{i j}^{5}, x_{i j}^{6}\right] ; \sigma_{i j}^{\prime}\right.$, $\left.\left.\tau_{i j}^{\prime}, v_{i j}^{\prime}\right)\right\rangle$ are nonnegative TBSNNs.

Step 5. To obtain fuzzy optimal solution, the following crisp linear/nonlinear programming problem is solved:
$\operatorname{Min} Z=\sum_{i=1}^{m} \sum_{j=1}^{n} \frac{1}{6}\left(3+d_{i j}^{1}-d_{i j}^{2}-d_{i j}^{3}+d_{i j}^{4}-d_{i j}^{5}-d_{i j}^{6}\right)$,
subject to

$$
\begin{align*}
& \sum_{j=1}^{n} x_{i j}^{1}=e_{i}^{1}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} x_{i j}^{2}=e_{i}^{2}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} x_{i j}^{3}=e_{i}^{3}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} x_{i j}^{4}=e_{i}^{4}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} x_{i j}^{5}=e_{i}^{5}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} x_{i j}^{6}=e_{i}^{6}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} \sigma_{i j} \wedge \kappa_{i}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} \tau_{i j} \forall \lambda_{i}, \forall i=1,2,3, \ldots, m, \\
& \sum_{j=1}^{n} v_{i j} \vee \theta_{i}, \forall i=1,2,3, \ldots, m,  \tag{37}\\
& \sum_{i=1}^{m} x_{i j}^{1}=f_{j}^{1}, \forall j=1,2,3, \ldots, n, \\
& \sum_{i=1}^{m} x_{i j}^{2}=f_{j}^{2}, \forall j=1,2,3, \ldots, n, \\
& \sum_{i=1}^{m} x_{i j}^{3}=f_{j}^{3}, \forall j=1,2,3, \ldots, n, \\
& \sum_{i=1}^{m} x_{i j}^{4}=f_{j}^{4}, \forall j=1,2,3, \ldots, n, \\
& \sum_{i=1}^{m} x_{i j}^{5}=f_{j}^{5}, \forall j=1,2,3, \ldots, n, \\
& \sum_{i=1}^{m} x_{i j}^{6}=f_{j}^{6}, \forall j=1,2,3, \ldots, n, \\
& \sum_{j=1}^{n} \sigma_{i j}^{\prime} \forall \kappa_{i}^{\prime}, \forall j=1,2,3, \ldots, n, \\
& \sum_{j=1}^{n} \tau_{i j}^{\prime} \wedge \lambda_{i}^{\prime}, \forall j=1,2,3, \ldots, n, \\
& \sum_{j=1}^{n} v_{i j}^{\prime} \wedge \theta_{i}^{\prime}, \forall j=1,2,3, \ldots, n,
\end{align*}
$$

$$
\begin{aligned}
& \quad x_{i j}^{1} \geq 0, x_{i j}^{2}-x_{i j}^{1} \geq 0, x_{i j}^{3}-x_{i j}^{2} \quad \geq 0, x_{i j}^{4} \geq 0, x_{i j}^{5}-x_{i j}^{4} \geq 0, \\
& x_{i j}^{6}-x_{i j}^{5} \geq 0, \sigma_{i j}, \tau_{i j}, v_{i j} \in[0,1] \quad \text { and } \sigma_{i j}, \tau_{i j}^{\prime}, v_{i j}^{\prime} \in[-1,0] \\
& \forall i=1,2, \ldots, m, \forall j=1,2, \ldots, n
\end{aligned}
$$

Step 6. An optimal solution is obtained by solving a crisp linear/nonlinear programming problem: $\left\{x_{i j}^{1}, x_{i j}^{2}, x_{i j}^{3}, x_{i j}^{4}\right.$, $\left.x_{i j}^{5}, x_{i j}^{6}, \sigma_{i j}, \tau_{i j}, v *_{i j}, \sigma_{i j}^{\prime}, \tau_{i j}^{\prime}, v_{i j}^{\prime}\right\}$.

Step 7. Find the bipolar single-valued neutrosophic optimal solution $\widetilde{X}_{i j}^{W}$ of the FBSNTP (18) by putting the values of $x_{i j}^{1}, x_{i j}^{2}, x_{i j}^{3}, x_{i j}^{4}, x_{i j}^{5}, x_{i j}^{6}, \sigma_{i j}, \tau_{i j}, v_{i j}, \sigma_{i j}^{\prime}, \tau_{i j}^{\prime}$ and $v_{i j}^{\prime}$ in $\tilde{X}_{i j}^{W}$ $=\left\langle\left(\left[x_{i j}^{1}, x_{i j}^{2}, x_{i j}^{3}\right] ; \sigma_{i j}, \tau_{i j}, v_{i j}\right),\left(\left[x_{i j}^{4}, x_{i j}^{5}, x_{i j}^{6}\right] ; \sigma_{i j}^{\prime}, \tau_{i j}^{\prime}, v_{i j}^{\prime}\right)\right\rangle$.

Step 8. The minimum bipolar single-valued neutrosophic transportation cost/bipolar single-valued neutrosophic op-

## 4. Numerical Example

## Example 1. FFC Transportation Model

Fauji Fertilizer Company (FFC) has two plants in Gujranwala and Karachi and two main centers in Lahore and Peshawar. The capacities of producing urea at plants are $<([70,100,130] ; 1,0,0.4),([55,100,155] ;-1,0,-0.3)\rangle$ and $<([50,70,90] ; 1,0,0.3),([35,70,115] ;-1,0,-0.2)\rangle$ and the demands at the two delivery centers of urea for the same time are $\langle([50,60,70] ; 1,0,0.2),([30,60,100] ;-1,0,-0.1)\rangle$ and $\langle([40,70,100] ; 1,0,0.1),([40,70,100] ;-1,0,-0.4)\rangle$, respectively. The trucking association in charge of transporting the urea charge $<([5,6,7] ; 1,0,0),([3,6,10]$; $-1,0,-0.1)>$ Rs. per ton urea. Thus, the transporting costs per ton urea on different routes are given in Table 1.subject to timal value of the FBSNTP (18) are found by setting the values of $\widetilde{X}_{i j}^{W}$, as obtained in Step 7 , in $\sum_{i=1}^{m} \sum_{j=1}^{n}{\widetilde{C_{i j}^{W}} \otimes \otimes \widehat{X i j}_{i j}^{W}}$.

$$
\begin{align*}
& \tilde{x}_{11} \oplus \tilde{x}_{12}=\langle([70,100,130] ; 1,0,0.4),([55,100,155] ;-1,0,-0.3)\rangle, \\
& \tilde{x}_{21} \oplus \tilde{x}_{22}=\langle([50,70,90] ; 1,0,0.3),([35,70,115] ;-1,0,-0.2)\rangle,  \tag{38}\\
& \tilde{x}_{11} \oplus \widetilde{x}_{21}=\langle([50,60,70] ; 1,0,0.2),([30,60,100] ;-1,0,-0.1)\rangle, \\
& \tilde{x}_{12} \oplus \widetilde{x}_{22}=\langle([40,70,100] ; 1,0,0.1),([40,70,100] ;-1,0,-0.4)\rangle,
\end{align*}
$$

where $\tilde{x}_{11}, \tilde{x}_{12}, \tilde{x}_{21}$, and $\tilde{x}_{22}$ are nonnegative TBSNNs.

$$
\operatorname{Minimize}\left(\begin{array}{c}
\prec([15,17,18] ; 1,0,0.2),([16,17,19] ;-1,0,-0.3) \succ \otimes \tilde{x}_{11} \oplus  \tag{39}\\
\prec([20,22,24] ; 1,0,0.3),([21,22,23] ;-1,0,-0.4) \succ \otimes \tilde{x}_{12} \oplus \\
\prec([25,28,30] ; 1,0,0.4),([27,28,29] ;-1,0,-0.5) \succ \otimes \tilde{x}_{21} \oplus \\
\prec([30,40,50] ; 1,0,0.1),([35,40,45] ;-1,0,-0.1) \succ \otimes \tilde{x}_{22}
\end{array}\right) \text {, }
$$

4.1. Step 1. Now as,
total supply $=<([120,170,220] ; 1,0,0.3),([$ 90, 170, 270]; -1, 0, -0.3)>

Total demand $=<([90,130,170] ; 1,0,0.2),([$ 70, 130, 200]; -1, 0, -0.4)〉
$\Rightarrow$ an unbalanced FBSNTP. So, we add dummy rows and dummy columns to make a balanced TP.

Dummy row $=<([10,30,30] ; 1,0,0.1),([0,30,40$ ]; $-1,0,-0.2)>$

Dummy column $=\langle([40,70,80] ; 1,0,0.2),([20,70,110$ ];-1, 0, -0.3)>

So, by assuming bipolar single-valued neutrosophic transportation cost of unit quantity of product from dummy source to all destinations and from all sources to dummy destination to be zero bipolar single-valued neutrosophic numbers, then FBSNTP (38) can be transformed as follows.
Table 1: FFC transportation model.

| Plants | Lahore |  | Peshawar | Supply |
| :--- | :--- | :---: | :---: | :---: |
| Gujranwala | $\prec([15,16,17] ; 1,0,0.2),([16,17,19] ;-1,0,-0.3)\rangle$ | $\prec([20,22,24] ; 1,0,0.3),([21,22,23] ;-1,0,-0.4)\rangle$ | $\prec([70,100,130] ; 1,0,0.4),([55,100,155] ;-1,0,-0.3)\rangle$ |  |
| Karachi | $\prec([25,28,30] ; 1,0,0.4),([27,28,29] ;-1,0,-0.5)\rangle$ | $\prec([30,40,50] ; 1,0,0.1),([35,40,45] ;-1,0,-0.1)\rangle$ | $\prec([50,70,90] ; 1,0,0.3),([55,70,115] ;-1,0,-0.2)\rangle$ |  |
| Demand | $\prec([50,60,70] ; 1,0,0.2),([30,60,100] ;-1,0,-0.1)\rangle$ | $\prec([40,70,100] ; 1,0,0.1),([40,70,100] ;-1,0,-0.4)\rangle$ |  |  |

4.2. Step 2.
subject to

$$
\begin{align*}
& \tilde{x}_{11} \oplus \tilde{x}_{12} \oplus \tilde{x}_{13}=\langle([70,100,130] ; 1,0,0.4),([55,100,155] ;-1,0,-0.3)\rangle, \\
& \tilde{x}_{21} \oplus \tilde{x}_{22} \oplus \widetilde{x}_{23}=\langle([50,70,90] ; 1,0,0.3),([35,70,115] ;-1,0,-0.2)\rangle, \\
& \tilde{x}_{31} \oplus \widetilde{x}_{32} \oplus \widetilde{x}_{33}=\langle([10,30,30] ; 1,0,0.1),([0,30,40] ;-1,0,-0.2)\rangle, \\
& \tilde{x}_{11} \oplus \widetilde{x}_{21} \oplus \widetilde{x}_{31}=\langle([50,60,70] ; 1,0,0.2),([30,60,100] ;-1,0,-0.1)\rangle,  \tag{41}\\
& \tilde{x}_{12} \oplus \widetilde{x}_{22} \oplus \widetilde{x}_{32}=\langle([40,70,100] ; 1,0,0.1),([40,70,100] ;-1,0,-0.4)\rangle, \\
& \tilde{x}_{13} \oplus \widetilde{x}_{23} \oplus \tilde{x}_{33}=\langle([40,70,80] ; 1,0,0.2),([20,70,110] ;-1,0,-0.3)\rangle,
\end{align*}
$$

where $\tilde{x}_{11}, \tilde{x}_{12}, \tilde{x}_{13}, \tilde{x}_{21}, \tilde{x}_{22}, \tilde{x}_{23}, \tilde{x}_{31}, \tilde{x}_{32}$, and $\tilde{x}_{33}$, are 4.3. Step 3. By assuming nonnegative TBSNNs.

$$
\begin{align*}
& \tilde{x}_{11}=\left\langle\left(\left[l_{11}, m_{11}, n_{11}\right] ; \pi_{11}, \beta_{11}, \phi_{11}\right),\left(\left[l_{11}^{\prime}, m_{11}^{\prime}, n_{11}^{\prime}\right] ; \pi_{11}^{\prime}, \beta_{11}^{\prime}, \phi_{11}^{\prime}\right)\right\rangle, \\
& \tilde{x}_{12}=\left\langle\left(\left[l_{12}, m_{12}, n_{12}\right] ; \pi_{12}, \beta_{12}, \phi_{12}\right),\left(\left[l_{12}^{\prime}, m_{12}^{\prime}, n_{12}^{\prime}\right] ; \pi_{12}^{\prime}, \beta_{12}^{\prime}, \phi_{12}^{\prime}\right)\right\rangle, \\
& \tilde{x}_{13}=\left\langle\left(\left[l_{13}, m_{13}, n_{13}\right] ; \pi_{13}, \beta_{13}, \phi_{13}\right),\left(\left[l_{13}^{\prime}, m_{13}^{\prime}, n_{13}^{\prime}\right] ; \pi_{13}^{\prime}, \beta_{13}^{\prime}, \phi_{13}^{\prime}\right)\right\rangle, \\
& \tilde{x}_{21}=\left\langle\left(\left[l_{21}, m_{21}, n_{21}\right] ; \pi_{21}, \beta_{21}, \phi_{21}\right),\left(\left[l_{21}^{\prime}, m_{21}^{\prime}, n_{21}^{\prime}\right] ; \pi_{21}^{\prime}, \beta_{21}^{\prime}, \phi_{21}^{\prime}\right)\right\rangle, \\
& \tilde{x}_{22}=\left\langle\left(\left[l_{22}, m_{22}, n_{22}\right] ; \pi_{22}, \beta_{22}, \phi_{22}\right),\left(\left[l_{22}^{\prime}, m_{22}^{\prime}, n_{22}^{\prime}\right] ; \pi_{22}^{\prime}, \beta_{22}^{\prime}, \phi_{22}^{\prime}\right)\right\rangle,  \tag{42}\\
& \tilde{x}_{23}=\left\langle\left(\left[l_{23}, m_{23}, n_{23}\right] ; \pi_{23}, \beta_{23}, \phi_{23}\right),\left(\left[l_{23}^{\prime}, m_{23}^{\prime}, n_{23}^{\prime}\right] ; \pi_{23}^{\prime}, \beta_{23}^{\prime}, \phi_{23}^{\prime}\right)\right\rangle, \\
& \tilde{x}_{31}=\left\langle\left(\left[l_{31}, m_{31}, n_{31}\right] ; \pi_{31}, \beta_{31}, \phi_{31}\right),\left(\left[l_{31}^{\prime}, m_{31}^{\prime}, n_{31}^{\prime}\right] ; \pi_{31}^{\prime}, \beta_{31}^{\prime}, \phi_{31}^{\prime}\right)\right\rangle, \\
& \tilde{x}_{32}=\left\langle\left(\left[l_{32}, m_{32}, n_{32}\right] ; \pi_{32}, \beta_{32}, \phi_{32}\right),\left(\left[l_{32}^{\prime}, m_{32}^{\prime}, n_{32}^{\prime}\right] ; \pi_{32}^{\prime}, \beta_{32}^{\prime}, \phi_{32}^{\prime}\right)\right\rangle, \\
& \tilde{x}_{33}=\left\langle\left(\left[l_{33}, m_{33}, n_{33}\right] ; \pi_{33}, \beta_{33}, \phi_{33}\right),\left(\left[l_{33}^{\prime}, m_{33}^{\prime}, n_{33}^{\prime}\right] ; \pi_{33}^{\prime}, \beta_{33}^{\prime}, \phi_{33}^{\prime}\right)\right\rangle,
\end{align*}
$$

where $\tilde{x}_{11}, \tilde{x}_{12}, \tilde{x}_{13}, \tilde{x}_{21}, \tilde{x}_{22}, \tilde{x}_{23}, \tilde{x}_{31}, \tilde{x}_{32}$, and $\tilde{x}_{33}$ are nonnegative TBSNNs, then the FBSNPP (40) can be transformed as follows.
4.4. Step 4.
subject to

$$
\begin{align*}
& \left.<\left(\left[l_{11}, m_{11}, n_{11}\right] ; \pi_{11}, \beta_{11}, \phi_{11}\right),\left(\left[l_{11}^{\prime}, m_{11}^{\prime}, n_{11}^{\prime}\right] ; \pi_{11}^{\prime}, \beta_{11}^{\prime}, \phi_{11}^{\prime}\right)\right\rangle \oplus<\left(\left[l_{12}, m_{12}, n_{12}\right] ; \pi_{12}, \beta_{12}, \phi_{12}\right) \text {, } \\
& \left.\left(\left[l_{12}^{\prime}, m_{12}{ }^{\prime}, n_{12}^{\prime}\right] ; \pi_{12}^{\prime}, \beta_{12}{ }^{\prime}, \phi_{12}^{\prime}\right)\right\rangle \oplus\left\langle\left(\left[l_{13}, m_{13}, n_{13}\right] ; \pi_{13}, \beta_{13}, \phi_{13}\right),\left(\left[l_{13}^{\prime}, m_{13}{ }^{\prime}, n_{13}^{\prime}\right] ; \pi_{13}{ }^{\prime}, \beta_{13}{ }^{\prime}, \phi_{13}^{\prime}\right)\right\rangle \\
& =\langle([70,100,130] ; 1,0,0.4),([55,100,155] ;-1,0,-0.3)\rangle \\
& \left.<\left(\left[l_{21}, m_{21}, n_{21}\right] ; \pi_{21}, \beta_{21}, \phi_{21}\right),\left(\left[l_{21}{ }^{\prime}, m_{21}{ }^{\prime}, n_{21}{ }^{\prime}\right] ; \pi_{21}{ }^{\prime}, \beta_{21}{ }^{\prime}, \phi_{21}{ }^{\prime}\right)\right\rangle \oplus<\left(\left[l_{22}, m_{22}, n_{22}\right] ; \pi_{22}, \beta_{22}, \phi_{22}\right) \text {, } \\
& \left.\left(\left[l_{22}{ }^{\prime}, m_{22}{ }^{\prime}, n_{22}{ }^{\prime}\right] ; \pi_{22}{ }^{\prime}, \beta_{22}{ }^{\prime}, \phi_{22}{ }^{\prime}\right)\right\rangle \oplus\left\langle\left(\left[l_{23}, m_{23}, n_{23}\right] ; \pi_{23}, \beta_{23}, \phi_{23}\right),\left(\left[l_{23}{ }^{\prime}, m_{23}{ }^{\prime}, n_{23}{ }^{\prime}\right] ; \pi_{23}{ }^{\prime}, \beta_{23}{ }^{\prime}, \phi_{23}{ }^{\prime}\right)\right\rangle \\
& =\langle([50,70,90] ; 1,0,0.3),([35,70,115] ;-1,0,-0.2)\rangle \\
& \left.<\left(\left[l_{31}, m_{31}, n_{31}\right] ; \pi_{31}, \beta_{31}, \phi_{31}\right),\left(\left[l_{31}^{\prime}, m_{31}{ }^{\prime}, n_{31}{ }^{\prime}\right] ; \pi_{31}{ }^{\prime}, \beta_{31}^{\prime}, \phi_{31}^{\prime}\right)\right\rangle \oplus<\left(\left[l_{32}, m_{32}, n_{32}\right] ; \pi_{32}, \beta_{32}, \phi_{32}\right) \text {, } \\
& \left.\left(\left[l_{32}{ }^{\prime}, m_{32}{ }^{\prime}, n_{32}{ }^{\prime}\right] ; \pi_{32}{ }^{\prime}, \beta_{32}{ }^{\prime}, \phi_{32}{ }^{\prime}\right)\right\rangle \oplus\left\langle\left(\left[l_{33}, m_{33}, n_{33}\right] ; \pi_{33}, \beta_{33}, \phi_{33}\right),\left(\left[l_{33}{ }^{\prime}, m_{33}{ }^{\prime}, n_{33}{ }^{\prime}\right] ; \pi_{33}{ }^{\prime}, \beta_{33}{ }^{\prime}, \phi_{33}{ }^{\prime}\right)\right\rangle \\
& =\langle([10,30,30] ; 1,0,0.1),([0,30,40] ;-1,0,-0.2)\rangle  \tag{44}\\
& <\left(\left[l_{11}, m_{11}, n_{11}\right] ; \pi_{11}, \beta_{11}, \phi_{11}\right),\left(\left[l_{11}^{\prime}, m_{11}{ }^{\prime}, n_{11}{ }^{\prime}\right] ; \pi_{11}{ }^{\prime}, \beta_{11}{ }^{\prime}, \phi_{11}^{\prime}\right)>\oplus<\left(\left[l_{21}, m_{21}, n_{21}\right] ; \pi_{21}, \beta_{21}, \phi_{21}\right) \text {, } \\
& \left(\left[l_{21}{ }^{\prime}, m_{21}{ }^{\prime}, n_{21}{ }^{\prime}\right] ; \pi_{21}{ }^{\prime}, \beta_{21}{ }^{\prime}, \phi_{21}{ }^{\prime}\right)>\oplus \prec\left(\left[l_{31}, m_{31}, n_{31}\right] ; \pi_{31}, \beta_{31}, \phi_{31}\right),\left(\left[l_{31}{ }^{\prime}, m_{31}{ }^{\prime}, n_{31}{ }^{\prime}\right] ; \pi_{31}{ }^{\prime}, \beta_{31}{ }^{\prime}, \phi_{31}{ }^{\prime}\right)> \\
& =\langle([50,60,70] ; 1,0,0.2),([30,60,100] ;-1,0,-0.1)\rangle \\
& <\left(\left[l_{12}, m_{12}, n_{12}\right] ; \pi_{12}, \beta_{12}, \phi_{12}\right),\left(\left[l_{12}^{\prime}, m_{12}^{\prime}, n_{12}^{\prime}\right] ; \pi_{12}{ }^{\prime}, \beta_{12}{ }^{\prime}, \phi_{12}^{\prime}\right)>\oplus<\left(\left[l_{22}, m_{22}, n_{22}\right] ; \pi_{22}, \beta_{22}, \phi_{22}\right) \text {, } \\
& \left(\left[l_{22}{ }^{\prime}, m_{22}{ }^{\prime}, n_{22}{ }^{\prime}\right] ; \pi_{22}{ }^{\prime}, \beta_{22}{ }^{\prime}, \phi_{22}{ }^{\prime}\right)>\oplus \prec\left(\left[l_{32}, m_{32}, n_{32}\right] ; \pi_{32}, \beta_{32}, \phi_{32}\right),\left(\left[l_{32}{ }^{\prime}, m_{32}{ }^{\prime}, n_{32}{ }^{\prime}\right] ; \pi_{32}{ }^{\prime}, \beta_{32}{ }^{\prime}, \phi_{32}{ }^{\prime}\right)> \\
& =\langle([40,70,100] ; 1,0,0.1),([40,70,100] ;-1,0,-0.4)\rangle \\
& \left.<\left(\left[l_{13}, m_{13}, n_{13}\right] ; \pi_{13}, \beta_{13}, \phi_{13}\right),\left(\left[l_{13}^{\prime}, m_{13}^{\prime}, n_{13}^{\prime}\right] ; \pi_{13}^{\prime}, \beta_{13}^{\prime}, \phi_{13}^{\prime}\right)\right\rangle \oplus<\left(\left[l_{23}, m_{23}, n_{23}\right] ; \pi_{23}, \beta_{23}, \phi_{23}\right) \text {, } \\
& \left.\left.\left(\left[l_{23}{ }^{\prime}, m_{23}{ }^{\prime}, n_{23}{ }^{\prime}\right] ; \pi_{23}{ }^{\prime}, \beta_{23}{ }^{\prime}, \phi_{23}{ }^{\prime}\right)\right\rangle \oplus \prec\left(\left[l_{33}, m_{33}, n_{33}\right] ; \pi_{33}, \beta_{33}, \phi_{33}\right),\left(\left[l_{33}{ }^{\prime}, m_{33}{ }^{\prime}, n_{33}{ }^{\prime}\right] ; \pi_{33}{ }^{\prime}, \beta_{33}{ }^{\prime}, \phi_{33}{ }^{\prime}\right)\right\rangle \\
& =\langle([40,70,80] ; 1,0,0.2),([20,70,110] ;-1,0,-0.3)\rangle .
\end{align*}
$$

4.5. Step 5. By applying arithmetic operations, the FBSNTP
(43) can be transformed as

$$
\begin{align*}
& <\left(\left[15 l_{11}, 17 m_{11}, 18 n_{11}\right] ; 1 \wedge \pi_{11}, 0 \vee \beta_{11}, 0.2 \vee \phi_{11}\right),\left(\left[16 l_{11}^{\prime}, 17 m_{11}^{\prime}, 19 n_{11}^{\prime}\right] ;\right. \\
& \left.-1 \vee \pi_{11}{ }^{\prime}, 0 \wedge \beta_{11}{ }^{\prime},-0.3 \wedge \phi_{11}{ }^{\prime}\right)>\oplus \prec\left(\left[20 l_{12}, 22 m_{12}, 24 n_{12}\right] ; 1 \wedge \pi_{12}, 0 \vee \beta_{12}, 0.3 \vee \phi_{12}\right) \text {, } \\
& \left(\left[21 l_{12}^{\prime}, 22 m_{12}^{\prime}, 23 n_{12}^{\prime}\right] ;-1 \vee \pi_{12}^{\prime}, 0 \wedge \beta_{12}^{\prime},-0.4 \wedge \phi_{12}^{\prime}\right)>\oplus \prec\binom{\left[0 l_{13}, 0 m_{13}, 0 n_{13}\right] ;}{1 \wedge \pi_{13}, 0 \vee \beta_{13}, 0 \vee \phi_{13}},\left(\left[0 l_{13}^{\prime}, 0 m_{13}^{\prime}, 0 n_{13}^{\prime}\right] ;-1 \vee \pi_{13}^{\prime}, 0 \wedge \beta_{13}^{\prime}, 0 \wedge \phi_{13}^{\prime}\right)>\oplus\left(\begin{array}{ll}
\end{array}\right) \\
& <\left(\left[25 l_{21}, 28 m_{21}, 30 n_{21}\right] ; 1 \wedge \pi_{21}, 0 \vee \beta_{21}, 0.4 \vee \phi_{21}\right),\left(\left[27 l_{21}{ }^{\prime}, 28 m_{21}{ }^{\prime}, 29 n_{21}{ }^{\prime}\right] ;\right. \\
& \left.-1 \vee \pi_{21}{ }^{\prime}, 0 \wedge \beta_{21}{ }^{\prime},-0.5 \wedge \phi_{21}{ }^{\prime}\right)>\oplus \prec\left(\left[30 l_{22}, 40 m_{22}, 50 n_{22}\right] ; 1 \wedge \pi_{22}, 0 \vee \beta_{22}, 0.1 \vee \phi_{22}\right) \text {, } \\
& \text { Minimize } \\
& \left(\left[35 l_{22}^{\prime}, 40 m_{22}^{\prime}, 45 n_{22}^{\prime}\right] ;-1 \vee \pi_{22}^{\prime}, 0 \wedge \beta_{22}^{\prime},-0.1 \wedge \phi_{22}^{\prime}\right)>\oplus\left\langle\left(\left[0 l_{23}, 0 m_{23}, 0 n_{23}\right]\right.\right. \text {; } \\
& \left.1 \wedge \pi_{23}, 0 \vee \beta_{23}, 0 \vee \phi_{23}\right),\left(\left[0 l_{23}{ }^{\prime}, 0 m_{23}{ }^{\prime}, 0 n_{23}{ }^{\prime}\right] ;-1 \vee \pi_{23}{ }^{\prime}, 0 \wedge \beta_{23}{ }^{\prime}, 0 \wedge \phi_{23}{ }^{\prime}\right)>\oplus \\
& <\left(\left[0 l_{31}, 0 m_{31}, 0 n_{31}\right] ; 1 \wedge \pi_{31}, 0 \vee \beta_{31}, 0 \vee \phi_{31}\right),\left(\left[0 l_{31}{ }^{\prime}, 0 m_{31}{ }^{\prime}, 0 n_{31}{ }^{\prime}\right]\right. \text {; } \\
& \left.-1 \vee \pi_{31}{ }^{\prime}, 0 \wedge \beta_{31}{ }^{\prime}, 0 \wedge \phi_{31}{ }^{\prime}\right)>\oplus<\left(\left[0 l_{32}, 0 m_{32}, 0 n_{32}\right] ; 1 \wedge \pi_{32}, 0 \vee \beta_{32}, 0 \vee \phi_{32}\right) \text {, } \\
& \left(\left[0 l_{32}{ }^{\prime}, 0 m_{32}{ }^{\prime}, 0 n_{32}{ }^{\prime}\right] ;-1 \vee \pi_{32}{ }^{\prime}, 0 \wedge \beta_{32}{ }^{\prime}, 0 \wedge \phi_{32}{ }^{\prime}\right)>\oplus<\left(\left[0 l_{33}, 0 m_{33}, 0 n_{33}\right]\right. \text {; } \\
& \left.1 \wedge \pi_{33}, 0 \vee \beta_{33}, 0 \vee \phi_{33}\right),\left(\left[0 l_{33}^{\prime}, 0 m_{33}^{\prime}, 0 n_{33}^{\prime}\right] ;-1 \vee \pi_{33}^{\prime}, 0 \wedge \beta_{33}^{\prime}, 0 \wedge \phi_{33}^{\prime}\right) \succ \tag{45}
\end{align*}
$$

subject to

$$
\begin{aligned}
& {\left[\left(\sum_{j=1}^{3} l_{1 j}=70, \sum_{j=1}^{3} m_{1 j}=100, \sum_{j=1}^{3} n_{1 j}=130, \sum_{j=1}^{3} l_{1 j}^{\prime}=55, \sum_{j=1}^{3} m_{1 j}^{\prime}=100, \sum_{j=1}^{3} n_{1 j}^{\prime}=155,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{11} \wedge \pi_{12} \wedge \pi_{13}\right]=1 \\
\vee\left[\beta_{11} \vee \beta_{12} \vee \beta_{13}\right]=0 \\
\vee\left[\phi_{11} \vee \phi_{12} \vee \phi_{13}\right]=0.4 \\
\vee\left[\pi_{11}^{\prime} \vee \pi_{12}^{\prime} \vee \pi_{13}^{\prime}\right]=-1 \\
\wedge\left[\beta_{11}^{\prime} \wedge \beta_{12}^{\prime} \wedge \beta_{13}^{\prime}\right]=0 \\
\wedge\left[\phi_{11}^{\prime} \wedge \phi_{12}^{\prime} \wedge \phi_{13}^{\prime}\right]=-0.3
\end{array}\right)\right]} \\
& {\left[\left(\sum_{j=1}^{3} l_{2 j}=50, \sum_{j=1}^{3} m_{2 j}=70, \sum_{j=1}^{3} n_{2 j}=90, \sum_{j=1}^{3} l_{2 j}^{\prime}=35, \sum_{j=1}^{3} m_{2 j}^{\prime}=70, \sum_{j=1}^{3} n_{2 j}^{\prime}=115,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{21} \wedge \pi_{22} \wedge \pi_{23}\right]=1 \\
\vee\left[\beta_{21} \vee \beta_{22} \vee \beta_{23}\right]=0 \\
v\left[\phi_{21} \vee \phi_{22} \vee \phi_{23}\right]=0.3 \\
\vee\left[\pi_{21}^{\prime} \vee \pi_{22}^{\prime} \vee \pi_{23}^{\prime}\right]=-1 \\
\wedge\left[\beta_{21}^{\prime} \wedge \beta_{22}^{\prime} \wedge \beta_{23}^{\prime}\right]=0 \\
\wedge\left[\phi_{21}^{\prime} \wedge \phi_{22}^{\prime} \wedge \phi_{23}^{\prime}\right]=-0.2
\end{array}\right)\right]} \\
& {\left[\left(\sum_{j=1}^{3} l_{3 j}=10, \sum_{j=1}^{3} m_{3 j}=30, \sum_{j=1}^{3} n_{3 j}=30, \sum_{j=1}^{3} l_{3 j}^{\prime}=0, \sum_{j=1}^{3} m_{3 j}^{\prime}=30, \sum_{j=1}^{3} n_{3 j}^{\prime}=40,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{31} \wedge \pi_{32} \wedge \pi_{33}\right]=1 \\
\vee\left[\beta_{31} \vee \beta_{32} \vee \beta_{33}\right]=0 \\
\vee\left[\phi_{31} \vee \phi_{32} \vee \phi_{33}\right]=0.1 \\
\vee\left[\pi_{31}^{\prime} \vee \pi_{32}^{\prime} \vee \pi_{33}^{\prime}\right]=-1 \\
\wedge\left[\beta_{31}^{\prime}{ }^{\prime} \wedge \beta_{33} \wedge \beta_{33}^{\prime}\right]=0 \\
\wedge\left[\phi_{31}^{\prime} \wedge \phi_{32}^{\prime} \wedge \phi_{33}^{\prime}\right]=-0.2
\end{array}\right)\right],}
\end{aligned}
$$

$$
\begin{align*}
& {\left[\left(\sum_{k=1}^{3} l_{k 1}=50, \sum_{k=1}^{3} m_{k 1}=60, \sum_{k=1}^{3} n_{k 1}=70, \sum_{k=1}^{3} l_{k 1}^{\prime}=30, \sum_{k=1}^{3} m_{k 1}^{\prime}=60, \sum_{k=1}^{3} n_{k 1}^{\prime}=100,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{11} \wedge \pi_{21} \wedge \pi_{31}\right]=1 \\
\vee\left[\beta_{11} \vee \beta_{21} \vee \beta_{31}\right]=0 \\
\vee\left[\phi_{11} \vee \phi_{21} \vee \phi_{31}\right]=0.2 \\
\vee\left[\pi_{11}^{\prime} \vee \pi_{21}^{\prime} \vee \pi_{31}^{\prime}\right]=-1 \\
\wedge\left[\beta_{11} \wedge \beta_{21}^{\prime} \wedge \beta_{31}^{\prime}\right]=0 \\
\wedge\left[\phi_{11} \wedge \phi_{21} \wedge \phi_{31}{ }^{\prime}\right]=-0.1
\end{array}\right)\right]} \\
& {\left[\left(\sum_{k=1}^{3} l_{k 2}=40, \sum_{k=1}^{3} m_{k 2}=70, \sum_{k=1}^{3} n_{k 2}=100, \sum_{k=1}^{3} l_{k 2}^{\prime}=40, \sum_{k=1}^{3} m_{k 2}^{\prime}=70, \sum_{k=1}^{3} n_{k 2}^{\prime}=100,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{12} \wedge \pi_{22} \wedge \pi_{32}\right]=1 \\
\vee\left[\beta_{12} \vee \beta_{22} \vee \beta_{32}\right]=0 \\
\vee\left[\phi_{12} \vee \phi_{22} \vee \phi_{32}\right]=0.1 \\
\vee\left[\pi_{12}^{\prime} \vee \pi_{22}^{\prime} \vee \pi_{32}^{\prime}\right]=-1 \\
\wedge\left[\beta_{12}^{\prime} \wedge \beta_{22}^{\prime} \wedge \beta_{32}^{\prime}\right]=0 \\
\wedge\left[\phi_{12}^{\prime} \wedge \phi_{22}^{\prime} \wedge \phi_{32}^{\prime}\right]=-0.4
\end{array}\right)\right]} \\
& {\left[\left(\sum_{k=1}^{3} l_{k 3}=40, \sum_{k=1}^{3} m_{k 3}=70, \sum_{k=1}^{3} n_{k 3}=80, \sum_{k=1}^{3} l_{k 3}^{\prime}=20, \sum_{k=1}^{3} m_{k 3}^{\prime}=70, \sum_{k=1}^{3} n_{k 3}^{\prime}=110,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{13} \wedge \pi_{23} \wedge \pi_{33}\right]=1 \\
v\left[\beta_{13} \vee \beta_{23} \vee \beta_{33}\right]=0 \\
v\left[\phi_{13} \vee \phi_{23} \vee \phi_{33}\right]=0.2 \\
v\left[\pi_{13}^{\prime} \vee \pi_{23}^{\prime} \vee \pi_{33}^{\prime}\right]=-1 \\
\wedge\left[\beta_{13}^{\prime} \wedge \beta_{23}^{\prime} \wedge \beta_{33}^{\prime}\right]=0 \\
\wedge\left[\phi_{13}^{\prime} \wedge \phi_{23}^{\prime} \wedge \phi_{33}^{\prime}\right]=-0.3
\end{array}\right)\right] \text {, }} \tag{46}
\end{align*}
$$

where $\quad \pi_{k j}, \beta_{k j}, \phi_{k j} \in[0,1], \pi_{k j}^{\prime}, \beta_{k j}^{\prime}, \phi_{k j}^{\prime} \in[-1,0]$ $l_{k j}, m_{k j}-l_{k j}, n_{k j}-m_{k j} \geq 0, l_{k j}^{\prime}$ , $m_{k j}^{\prime}-l_{k j}^{\prime}, n_{k j}^{\prime}-m_{k j}^{\prime} \geq 0 ; k=1,2,3 ; j=1,2,3$.
and 4.6. Step 6. By applying score function Definition 8, the FBSNTP (45) can be transformed as

$$
\operatorname{Minimize} S\left(\left(\begin{array}{c}
15 l_{11}+20 l_{12}+0 l_{13}+25 l_{21}+30 l_{22}+0 l_{23}+0 l_{31}+0 l_{32}+0 l_{33}  \tag{47}\\
+17 m_{11}+22 m_{12}+0 m_{13}+28 m_{21}+40 m_{22}+0 m_{23}+0 m_{31}+0 m_{32}+0 m_{33} \\
+18 n_{11}+24 n_{12}+0 n_{13}+30 n_{21}+50 n_{22}+0 n_{23}+0 n_{31}+0 n_{32}+0 n_{33} \\
+16 l_{11}^{\prime}+21 l_{12}^{\prime}+0 l_{13}^{\prime}+27 l_{21}^{\prime}+35 l_{22}^{\prime}+0 l_{23}^{\prime}+0 l_{31}^{\prime}+0 l_{32}^{\prime}+0 l_{33}^{\prime}+ \\
17 m_{11}^{\prime}+22 m_{12}^{\prime}+0 m_{13}^{\prime}+28 m_{21}^{\prime}+40 m_{22}^{\prime}+0 m_{23}^{\prime}+0 m_{31}^{\prime}+0 m_{32}^{\prime}+0 m_{33}^{\prime}+ \\
19 n_{11}^{\prime}+23 n_{12}^{\prime}+0 n_{13}^{\prime}+29 n_{21}^{\prime}+45 n_{22}^{\prime}+0 n_{23}^{\prime}+0 n_{31}^{\prime}+0 n_{32}^{\prime}+0 n_{33}^{\prime}
\end{array}\right)\right]
$$

subject to

$$
\left[\left(\sum_{j=1}^{3} l_{1 j}=70, \sum_{j=1}^{3} m_{1 j}=100, \sum_{j=1}^{3} n_{1 j}=130, \sum_{j=1}^{3} l_{1 j}^{\prime}=55, \sum_{j=1}^{3} m_{1 j}^{\prime}=100, \sum_{j=1}^{3} n_{1 j}^{\prime}=155,,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{11} \wedge \pi_{12} \wedge \pi_{13}\right]=1 \\
\vee\left[\beta_{11} \vee \beta_{12} \vee \beta_{13}\right]=0 \\
\vee\left[\phi_{11} \vee \phi_{12} \vee \phi_{13}\right]=0.4 \\
v\left[\pi_{11}^{\prime} \vee \pi_{12}^{\prime} \vee \pi_{13}^{\prime}\right]=-1 \\
\wedge\left[\beta_{11}^{\prime} \wedge \beta_{12}^{\prime} \wedge \beta_{13}^{\prime}\right]=0 \\
\wedge\left[\phi_{11}^{\prime} \wedge \phi_{12}^{\prime} \wedge \phi_{13}^{\prime}\right]=-0.3
\end{array}\right)\right],
$$

$$
\begin{align*}
& {\left[\left(\sum_{j=1}^{3} l_{2 j}=50, \sum_{j=1}^{3} m_{2 j}=70, \sum_{j=1}^{3} n_{2 j}=90, \sum_{j=1}^{3} l_{2 j}^{\prime}=35, \sum_{j=1}^{3} m_{2 j}^{\prime}=70, \sum_{j=1}^{3} n_{2 j}^{\prime}=115,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{21} \wedge \pi_{22} \wedge \pi_{23}\right]=1 \\
\vee\left[\beta_{21} \vee \beta_{22} \vee \beta_{23}\right]=0 \\
v\left[\phi_{21} \vee \phi_{22} \vee \phi_{23}\right]=0.3 \\
\vee\left[\pi_{21}{ }^{\prime} \vee \pi_{\pi_{2}} \vee \pi_{23}^{\prime}\right]=-1 \\
\wedge\left[\beta_{21}^{\prime} \wedge \beta_{22}^{\prime} \wedge \beta_{23}^{\prime}\right]=0 \\
\wedge\left[\phi_{21}^{2} \wedge \phi_{22}^{2} \wedge \phi_{23}\right]=-0.2
\end{array}\right)\right]} \\
& {\left[\left(\sum_{j=1}^{3} l_{3 j}=10, \sum_{j=1}^{3} m_{3 j}=30, \sum_{j=1}^{3} n_{3 j}=30, \sum_{j=1}^{3} l_{3 j}^{\prime}=0, \sum_{j=1}^{3} m_{3 j}^{\prime}=30, \sum_{j=1}^{3} n_{3 j}^{\prime}=40,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{31} \wedge \pi_{32} \wedge \pi_{33}\right]=1 \\
\vee\left[\beta_{31} \vee \beta_{32} \vee \beta_{33}\right]=0 \\
v\left[\phi_{31} \vee \phi_{32} \vee \phi_{33}\right]=0.1 \\
\vee\left[\pi_{33}^{\prime} \vee \pi_{33} \vee \pi_{33}^{\prime}\right]=-1 \\
\wedge\left[\beta_{31}^{\prime} \wedge \beta_{32}^{\prime} \wedge \beta_{33}^{\prime}\right]=0 \\
\wedge\left[\phi_{31}^{\prime} \wedge \phi_{32}^{\prime} \wedge \phi_{33}^{\prime}\right]=-0.2
\end{array}\right)\right]} \\
& {\left[\left(\sum_{k=1}^{3} l_{k 1}=50, \sum_{k=1}^{3} m_{k 1}=60, \sum_{k=1}^{3} n_{k 1}=70, \sum_{k=1}^{3} l_{k 1}^{\prime}=30, \sum_{k=1}^{3} m_{k 1}^{\prime}=60, \sum_{k=1}^{3} n_{k 1}^{\prime}=100,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{11} \wedge \pi_{21} \wedge \pi_{31}\right]=1 \\
\vee\left[\beta_{11} \vee \beta_{21} \vee \beta_{31}\right]=0 \\
\vee\left[\phi_{11} \vee \phi_{21} \vee \phi_{31}\right]=0.2 \\
\vee\left[\pi_{11}^{\prime} \vee \pi_{21}^{\prime} \vee \pi_{31}^{\prime}\right]=-1 \\
\wedge\left[\beta_{11}^{\prime} \wedge \beta_{21} \wedge \beta_{31}^{\prime}\right]=0 \\
\wedge\left[\phi_{11}^{\prime} \wedge \phi_{21}{ }^{\prime} \wedge \phi_{31}^{\prime}\right]=-0.1
\end{array}\right)\right]} \\
& {\left[\left(\sum_{k=1}^{3} l_{k 2}=40, \sum_{k=1}^{3} m_{k 2}=70, \sum_{k=1}^{3} n_{k 2}=100, \sum_{k=1}^{3} l_{k 2}^{\prime}=40, \sum_{k=1}^{3} m_{k 2}^{\prime}=70, \sum_{k=1}^{3} n_{k 2}^{\prime}=100,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{12} \wedge \pi_{22} \wedge \pi_{32}\right]=1 \\
\vee\left[\beta_{12} \vee \beta_{22} \vee \beta_{32}\right]=0 \\
\vee\left[\phi_{12} \vee \phi_{22} \vee \phi_{32}\right]=0.1 \\
\vee\left[\pi_{12}^{\prime} \vee \pi_{22}^{\prime} \vee \pi_{32}^{\prime}\right]=-1 \\
\wedge\left[\beta_{12}^{\prime} \wedge \beta_{22}^{\prime} \wedge \beta_{32}^{\prime}\right]=0 \\
\wedge\left[\phi_{12}^{\prime} \wedge \phi_{22}^{\prime} \wedge \phi_{32}^{\prime}\right]=-0.4
\end{array}\right)\right]} \\
& {\left[\left(\sum_{k=1}^{3} l_{k 3}=40, \sum_{k=1}^{3} m_{k 3}=70, \sum_{k=1}^{3} n_{k 3}=80, \sum_{k=1}^{3} l_{k 3}^{\prime}=20, \sum_{k=1}^{3} m_{k 3}^{\prime}=70, \sum_{k=1}^{3} n_{k 3}^{\prime}=110,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{13} \wedge \pi_{23} \wedge \pi_{33}\right]=1 \\
\vee\left[\beta_{13} \vee \beta_{23} \vee \beta_{33}\right]=0 \\
\vee\left[\phi_{13} \vee \phi_{23} \vee \phi_{33}\right]=0.2 \\
\vee\left[\pi_{13}^{\prime} \vee \pi_{23}^{\prime} \vee \pi_{33}^{\prime}\right]=-1 \\
\wedge\left[\beta_{13}^{\prime} \wedge \beta_{23}^{\prime} \wedge \beta_{33}^{\prime}\right]=0 \\
\wedge\left[\phi_{13} \wedge \phi_{23} \wedge \phi_{33}{ }^{\prime}\right]=-0.3
\end{array}\right)\right] \text {, }} \tag{48}
\end{align*}
$$

where $\quad \pi_{k j}, \beta_{k j}, \phi_{k j} \in[0,1], \pi_{k j}^{\prime}, \beta_{k j}^{\prime}, \phi_{k j}^{\prime} \in[-1,0]$, and 4.7. Step 7. Now, we solve the following crisp linear pro$l_{k j}, m_{k j}-l_{k j}, n_{k j}-m_{k j} \geq 0, l_{k j}^{\prime}, m_{k j}^{\prime}-$ $l_{k j}^{\prime}, n_{k j}^{\prime}-m_{k j}^{\prime} \geq 0 ; k=1,2,3 ; j=1,2,3$.

$$
\operatorname{Minimize} \frac{1}{6}\left(\begin{array}{c}
15 l_{11}+20 l_{12}+0 l_{13}+25 l_{21}+30 l_{22}+0 l_{23}+0 l_{31}+0 l_{32}+0 l_{33}  \tag{49}\\
+17 m_{11}+22 m_{12}+0 m_{13}+28 m_{21}+40 m_{22}+0 m_{23}+0 m_{31}+0 m_{32}+0 m_{33} \\
+18 n_{11}+24 n_{12}+0 n_{13}+30 n_{21}+50 n_{22}+0 n_{23}+0 n_{31}+0 n_{32}+0 n_{33} \\
+16 l_{11}^{\prime}+21 l_{12}^{\prime}+0 l_{13}^{\prime}+27 l_{21}^{\prime}+35 l_{22}^{\prime}+0 l_{23}^{\prime}+0 l_{31}^{\prime}+0 l_{32}^{\prime}+0 l_{33}^{\prime}+ \\
17 m_{11}^{\prime}+22 m_{12}^{\prime}+0 m_{13}^{\prime}+28 m_{21}^{\prime}+40 m_{22}^{\prime}+0 m_{23}^{\prime}+0 m_{31}^{\prime}+0 m_{32}^{\prime}+0 m_{33}^{\prime}+ \\
19 n_{11}^{\prime}+23 n_{12}^{\prime}+0 n_{13}^{\prime}+29 n_{21}^{\prime}+45 n_{22}^{\prime}+0 n_{23}^{\prime}+0 n_{31}^{\prime}+0 n_{32}^{\prime}+0 n_{33}^{\prime}
\end{array}\right) \text {, }
$$

subject to

$$
\begin{align*}
& {\left[\left(\sum_{j=1}^{3} l_{1 j}=70, \sum_{j=1}^{3} m_{1 j}=100, \sum_{j=1}^{3} n_{1 j}=130, \sum_{j=1}^{3} l_{1 j}^{\prime}=55, \sum_{j=1}^{3} m_{1 j}^{\prime}=100, \sum_{j=1}^{3} n_{1 j}^{\prime}=155,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{11} \wedge \pi_{12} \wedge \pi_{13}\right]=1 \\
\vee\left[\beta_{11} \vee \beta_{12} \vee \beta_{13}\right]=0 \\
\vee\left[\phi_{11} \vee \phi_{12} \vee \phi_{13}\right]=0.4 \\
\vee\left[\pi_{11}^{\prime} \vee \pi_{12}^{\prime} \vee \pi_{13}^{\prime}\right]=-1 \\
\wedge\left[\beta_{11}^{\prime} \wedge \beta_{12}^{\prime} \wedge \beta_{13}^{\prime}\right]=0 \\
\wedge\left[\phi_{11}^{\prime} \wedge \phi_{12}^{\prime} \wedge \phi_{13}^{\prime}\right]=-0.3
\end{array}\right)\right]} \\
& {\left[\left(\sum_{j=1}^{3} l_{2 j}=50, \sum_{j=1}^{3} m_{2 j}=70, \sum_{j=1}^{3} n_{2 j}=90, \sum_{j=1}^{3} l_{2 j}^{\prime}=35, \sum_{j=1}^{3} m_{2 j}^{\prime}=70, \sum_{j=1}^{3} n_{2 j}^{\prime}=115,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{21} \wedge \pi_{22} \wedge \pi_{23}\right]=1 \\
\vee\left[\beta_{21} \vee \beta_{22} \vee \beta_{23}\right]=0 \\
\vee\left[\phi_{21} \vee \phi_{22} \vee \phi_{23}\right]=0.3 \\
v\left[\pi_{21}{ }^{\prime} \vee \pi_{22}{ }^{\prime} \vee \pi_{23}^{\prime}\right]=-1 \\
\wedge\left[\beta_{21}^{\prime} \wedge \beta_{22}{ }^{2} \wedge \beta_{23}^{\prime}\right]=0 \\
\wedge\left[\phi_{21}^{\prime} \wedge \wedge_{22}{ }^{\prime} \wedge \phi_{23}^{\prime}\right]=-0.2
\end{array}\right)\right]} \\
& {\left[\left(\sum_{j=1}^{3} l_{3 j}=10, \sum_{j=1}^{3} m_{3 j}=30, \sum_{j=1}^{3} n_{3 j}=30, \sum_{j=1}^{3} l_{3 j}^{\prime}=0, \sum_{j=1}^{3} m_{3 j}^{\prime}=30, \sum_{j=1}^{3} n_{3 j}^{\prime}=40,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{31} \wedge \pi_{32} \wedge \pi_{33}\right]=1 \\
v\left[\beta_{31} \vee \beta_{32} \vee \beta_{33}\right]=0 \\
v\left[\phi_{31} \vee \phi_{32} \vee \phi_{33}\right]=0.1 \\
v\left[\pi_{31}^{\prime} \vee \pi_{32}^{\prime} \vee \pi_{33}{ }^{\prime}\right]=-1 \\
\wedge\left[\beta_{31}{ }^{\prime} \wedge \beta_{32}^{\prime} \wedge \beta_{33}^{\prime}\right]=0 \\
\wedge\left[\phi_{31} \wedge \wedge \phi_{32}{ }^{\prime} \wedge \phi_{33}^{\prime}\right]=-0.2
\end{array}\right)\right]}  \tag{50}\\
& {\left[\left(\sum_{k=1}^{3} l_{k 1}=50, \sum_{k=1}^{3} m_{k 1}=60, \sum_{k=1}^{3} n_{k 1}=70, \sum_{k=1}^{3} l_{k 1}^{\prime}=30, \sum_{k=1}^{3} m_{k 1}^{\prime}=60, \sum_{k=1}^{3} n_{k 1}^{\prime}=100,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{11} \wedge \pi_{21} \wedge \pi_{31}\right]=1 \\
v\left[\beta_{11} \vee \beta_{21} \vee \beta_{31}\right]=0 \\
\\
\vee\left[\phi_{11} \vee \phi_{21} \vee \phi_{31}\right]=0.2 \\
\vee\left[\pi_{11}^{\prime} \vee \pi_{21}^{\prime} \vee \pi_{31}^{\prime}\right]=-1 \\
\wedge\left[\beta_{11}^{\prime} \wedge \beta_{21}{ }^{\prime} \wedge \beta_{31}^{\prime}\right]=0 \\
\wedge\left[\phi_{11}^{\prime} \wedge \phi_{21}^{\prime} \wedge \phi_{31}^{\prime}\right]=-0.1
\end{array}\right)\right] \text {, }} \\
& {\left[\left(\sum_{k=1}^{3} l_{k 2}=40, \sum_{k=1}^{3} m_{k 2}=70, \sum_{k=1}^{3} n_{k 2}=100, \sum_{k=1}^{3} l_{k 2}^{\prime}=40, \sum_{k=1}^{3} m_{k 2}^{\prime}=70, \sum_{k=1}^{3} n_{k 2}^{\prime}=100,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{12} \wedge \pi_{22} \wedge \pi_{32}\right]=1 \\
\vee\left[\beta_{12} \vee \beta_{22} \vee \beta_{32}\right]=0 \\
\vee\left[\phi_{12} \vee \phi_{22} \vee \phi_{32}\right]=0.1 \\
\vee\left[\pi_{12}^{\prime} \vee \pi_{22}^{\prime} \vee \pi_{32}^{\prime}\right]=-1 \\
\wedge\left[\beta_{12}^{\prime} \wedge \beta_{22}^{\prime} \wedge \beta_{32}^{\prime}\right]=0 \\
\wedge\left[\phi_{12}^{\prime} \wedge \phi_{22}{ }^{\prime} \wedge \phi_{32}{ }^{\prime}\right]=-0.4
\end{array}\right)\right]} \\
& {\left[\left(\sum_{k=1}^{3} l_{k 3}=40, \sum_{k=1}^{3} m_{k 3}=70, \sum_{k=1}^{3} n_{k 3}=80, \sum_{k=1}^{3} l_{k 3}^{\prime}=20, \sum_{k=1}^{3} m_{k 3}^{\prime}=70, \sum_{k=1}^{3} n_{k 3}^{\prime}=110,\right) ;\left(\begin{array}{c}
\wedge\left[\pi_{13} \wedge \pi_{23} \wedge \pi_{33}\right]=1 \\
\vee\left[\beta_{13} \vee \beta_{23} \vee \beta_{33}\right]=0 \\
\vee\left[\phi_{13} \vee \phi_{23} \vee \phi_{33}\right]=0.2 \\
v\left[\pi_{13}^{\prime} \vee \pi_{23}^{\prime} \vee \pi_{33}^{\prime}\right]=-1 \\
\wedge\left[\beta_{13}^{\prime} \wedge \beta_{23}^{\prime} \wedge \beta_{33}^{\prime}\right]=0 \\
\wedge\left[\phi_{13}^{\prime} \wedge \phi_{23}^{\prime} \wedge \phi_{33}^{\prime}\right]=-0.3
\end{array}\right)\right]}
\end{align*}
$$

Table 2: Comparison of optimal values.

FBSNTP
FIFTP [5]
FFTP [1]

$$
\begin{gathered}
\prec([2050,3470,5300] ; 1,0,0.4),([1810,3915,6490] ;-1,0,-0.5) \succ \\
(2050,3470,5300) ;(2050,3470,5300) \\
(2050,3470,5300)
\end{gathered}
$$

Figure 1: Graphical representation of bipolar single-valued neutrosophic transportation cost discussed in Example 1.


Figure 2: Graphical representation of intuitionistic transportation cost [5].


Figure 3: Graphical representation of fuzzy transportation cost [1].
where $\quad \pi_{k j}, \beta_{k j}, \phi_{k j} \in[0,1], \pi_{k j}^{\prime}, \beta_{k j}^{\prime}, \phi_{k j}^{\prime} \in[-1,0]$, and 4.8. Step 8. By using the software MAPLE, we get optimal $l_{k j}, m_{k j}-l_{k j}, n_{k j}-m_{k j} \geq 0, l_{k j}^{\prime}, m_{k j}^{\prime}-l_{k j}^{\prime}, n_{k j}^{\prime}$ $-m_{k j}^{\prime} \geq 0 ; k=1,2,3 ; j=1,2,3$.

$$
\begin{aligned}
l_{11} & =0, l_{12}=40, l_{13}=30, l_{21}=50, l_{22}=0, l_{23}=0, l_{31}=0, l_{32}=0, l_{33}=10, m_{11}=10, \\
m_{12} & =50, m_{13}=40, m_{21}=50, m_{22}=20, m_{23}=0, m_{31}=0, m_{32}=0, m_{33}=30, n_{11}=20, \\
n_{12} & =60, n_{13}=50, n_{21}=50, n_{22}=40, n_{23}=0, n_{31}=0, n_{32}=0, n_{33}=30, l_{11}^{\prime}=30, l_{12}^{\prime}=5, \\
l_{13}^{\prime} & =20, l_{21}^{\prime}=0, l_{22}^{\prime}=35, l_{23}^{\prime}=0, l_{31}^{\prime}=0, l_{32}^{\prime}=0, l_{33}^{\prime}=0, m_{11}^{\prime}=55, m_{12}^{\prime}=5, m_{13}^{\prime}=40, \\
m_{21}^{\prime} & =5, m_{22}^{\prime}=65, m_{23}^{\prime}=0, m_{31}^{\prime}=0, m_{32}^{\prime}=0, m_{33}^{\prime}=30, n_{11}^{\prime}=80, n_{12}^{\prime}=5, n_{13}^{\prime}=70, n_{21}^{\prime}=20, \\
n_{22}^{\prime} & =95, n_{23}^{\prime}=0, n_{31}^{\prime}=0, n_{32}^{\prime}=0, n_{33}^{\prime}=40 .
\end{aligned}
$$

4.9. Step 9. The bipolar single-valued neutrosophic optimal solution is
$\tilde{x}_{11}=\prec([0,10,20] ; 1,0,0),([30,55,80] ;-1,0,0)$,
$\tilde{x}_{12}=\langle([40,50,60] ; 1,0,0),([5,5,5] ;-1,0,0)\rangle$,
$\widetilde{x}_{13}=\langle([30,40,50] ; 1,0,0),([20,40,70] ;-1,0,0)\rangle$,
$\tilde{x}_{21}=\langle([50,50,50] ; 1,0,0),([0,5,20] ;-1,0,0)\rangle$,
$\tilde{x}_{22}=\langle([0,20,40] ; 1,0,0),([35,65,95] ;-1,0,0)\rangle$,
$\tilde{x}_{23}=\langle([0,0,0] ; 1,0,0),([0,0,0] ;-1,0,0)\rangle$,
$\tilde{x}_{31}=\langle([0,0,0] ; 1,0,0),([0,0,0] ;-1,0,0)\rangle$,
$\tilde{x}_{32}=\langle([0,0,0] ; 1,0,0),([0,0,0] ;-1,0,0)\rangle$,
$\tilde{x}_{33}=\langle([10,30,30] ; 1,0,0),([0,30,40] ;-1,0,0)\rangle$.
4.10. Step 10. The minimum bipolar single-valued neutrosophic optimal value of FBSNTP is

$$
\begin{align*}
\prec & ([2050,3470,5300] ; 1,0,0.4)  \tag{53}\\
& ([1810,3915,6490] ;-1,0,-0.5) \succ .
\end{align*}
$$

## 5. Comparison with Existing Transportation Model

Singh et al. [5] and Basirzadeh [1] suggested different techniques to solve intuitionistic fuzzy transportation problems and fuzzy transportation problems, respectively. We have proposed a method to solve an unbalanced FBSNTP. By using our proposed method to Example 1, which is discussed in Section 3, we have obtained the minimum total single-valued neutrosophic transportation cost $\prec([2050,3470,5300] ; 1,0,0.4)$,
Table 3: FFC transportation model.

| Plants | Lahore | Peshawar | Supply |
| :---: | :---: | :---: | :---: |
| Gujranwala | $<([15,16,17] ; 1,0,0.2),([16,17,19] ;-1,0,-0.3)\rangle$ | <([20, 22, 24]; 1, 0, 0.3), ([21, 22, 23]; -1, 0, -0.4)> | く([70, 100, 130]; 1, 0, 0.4), ([55, 100, 155];-1, 0, -0.3)> |
| Karachi | $<([25,28,30] ; 1,0,0.4),([27,28,29] ;-1,0,-0.5)\rangle$ | < ([30, 40, 50]; 1, 0, 0.1), ([35, 40, 45]; -1, 0, -0.1)> | $<([50,70,90] ; 1,0,0.3),([35,70,115] ;-1,0,-0.2)$ ) |
| Demand | <([50, 60, 70]; 1, 0, 0.2), ([30,60, 100]; -1, 0, -0.1)> | $\langle([40,70,100] ; 1,0,0.1),([40,70,100] ;-1,0,-0.4)\rangle$ |  |

([1810, 3915, 6490]; $-1,0,-0.5$ ) , which can be interpreted as follows:
(i) The smallest amount of the minimum total transportation cost is 2050 units for positive membership and 1810 units for negative membership
(ii) The achievable amount of the minimum total transportation cost is 3470 units for positive and 3915 units for negative membership respectively
(iii) The largest amount of the minimum total transportation cost is 5300 units for positive membership and 6490 units for negative membership
Thus, the minimum total transportation cost for positive and negative memberships will always be larger than 2050, 1810 units, and smaller than 5300, 6490 units respectively, while for both memberships most probably the minimum total transportation cost will be 3470, 3915 units.

Results of Example 1 and existing models [ 1,5 ] are given in Table 2 and are shown graphically in Figures 1-3.

From Figures 1-3 it is proved that single-valued neutrosophic transportation model is the most generalized model.

## 6. Advantages of Proposed Method

The proposed transportation model is based on a bipolar single-valued neutrosophic environment. This method is comparatively better than other methods in terms of advantages.
(i) In literature there is no method to solve an unbalanced FBSNTP. So, this is a new and helpful approach for the decision makers.
(ii) A BSNT model is more powerful than an intuitionistic fuzzy model [5] and a fuzzy model [1]. Thus, this technique is more general than fuzzy and intuitionistic fuzzy environments respectively.

## 7. Limitations of the Proposed Method

In this section, the limitations of proposed method 3 are pointed out.
(i) The proposed method 3 can be used to find the minimum bipolar single-valued neutrosophic optimal value of the balanced and unbalanced FBSNTP by using nonnegative triangular and trapezoidal bipolar single-valued neutrosophic numbers
(ii) The unbalanced transportation problem 4.1 is given in Table 3

## 8. Conclusion

In this study, we have suggested a new technique to solve an unbalanced FBSNT problem by using nonnegative triangular bipolar single-valued neutrosophic numbers. A score function has been applied to transform TBSNNs into crisp numbers. We have solved the FBSNTP on the basis of bipolar single-valued neutrosophic linear programming formulation. Furthermore, we have compared our method with
the existing fully intutionistic fuzzy transportation models [5] and fully fuzzy transportation models [1].

We aim to extend our study to include the following topic:
(1) bipolar single-valued neutrosophic rough transportation models.
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