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The number of automatic astronomical facilities worldwide
continues to grow, and the level of robotisation, autonomy,
and networking is increasing as well. This has a strong impact
in many astrophysical fields, like the search for extrasolar
planets, the monitoring of variable stars in our Galaxy, the
study of active galactic nuclei, the detection and monitoring
of supernovae, and the immediate followup of high-energy
transients such as gamma-ray bursts.

Most manuscripts published in this special issue are the
fruit of the I Workshop on Robotic Autonomous Obser-
vatories held in Mélaga (Spain) on May 18-21, 2009. The
main focus of the workshop dealt with the new and existing
astronomical facilities whose goal is to observe a wide
variety of astrophysical targets with no (or very little) human
interaction. The workshop became an international forum
for researchers to summarise the most recent developments
and ideas in the field, with a special emphasis given to the
technical and observational results obtained within the last
five years.

Torremolinos (Malaga) was the perfect place for hosting
the workshop with pleasant early Summer temperatures and
the possibility of swimming in the Mediterranean sea at
any time, as the conference room at Hotel Camino Real
was only 200 m away. Moreover, the lack of Internet access
in the conference room was a real advantage (rather than
a disadvantage as initially thought), and the participants
could really concentrate and actively participate in the talks,
without having the possibility of checking emails and so on
(they had to leave the conference room if they wanted to do
s0). And twelve kilometres away, the 3,000-year-old Malaga
Town, which is bidding for the title of 2016 European Capital
of Culture, was the perfect companion, with its magnificent
view from the Gibralfaro castle surroundings during the
conference dinner.

The workshop was organized by both the Instituto de
Astrofisica de Andalucia of the Spanish Research Council
(IAA-CSIC) and the Department of System Engineering
and Automatics at Universidad de Mélaga (UMA) with
support from the Spanish Ministry of Science and Tech-
nology (through Project AYA2009-06301-E). We want to
thank the members of the Scientific Organizing Committee
(SOCQ): C. Akerlof, M. Boer, A. J. Castro-Tirado (chair), A.
Garcia-Cerezo (cochair), L. Hanlon, R. Hudec, T. Kotani,
L. Mankiewicz, F. M. Sanchez-Moreno, and F. Zerbi for
arranging an excellent scientific programme, and we express
our gratitude to the members of the Local Organizing Com-
mittee (LOC): S. Castillo, J. Gorosabel. S. Guziy, M. Jelinek,
P. Kubanek, V. Mufioz-Ferndndez, C. Pérez del Pulgar, M.
Pérez-Ramirez, and T. J. Mateo-Sanguino. Together with the
Torremolinos and Malaga Town Halls and the Patronato de
Turismo de la Costa del Sol, they made of the staying of the
80 participants in Malaga an unforgettable experience.

We appreciate Hindawi’s support in order to help with
the refereeing process (thanks are to the four Guest Editors:
J. Bloom, A. J. Castro-Tirado, L. Hanlon, and T. Kotani and
all anonymous referees) as well as for the very careful edition
of this special issue.

We also thank Irina Guziy for designing the nice work-
shop announcement poster. And we are very much indebted
to Maria Eva Alcoholado-Feltstrom who worked as the un-
paid workshop secretary in order to achieve a perfect
organization, becoming “again” the beloved wife of one of
us (Alberto J. Castro-Tirado) after the workshop’s end.

Alberto J. Castro-Tirado
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This paper presents a historical introduction to the field of Robotic Astronomy, from the point of view of a scientist working in
this field for more than a decade. The author discusses the basic definitions, the differing telescope control operating systems,
observatory managers, as well as a few current scientific applications.

1. Introduction

Early designs of what can be considered precursors to
robots started in the First Century A.D. in Byzantium,
Alexandria, and other places, but the first automatons called
“robots” appeared in 1921 following the name of “robot”
by the Czech writer Karel Capek who took it from his
brother Josef [1]. See Figure 1. Years later (1941), Isaac
Asimov coined the word “Robotics” [2] for the science and
technology of robots, and their design, manufacture, and
application.

But what is a robot? Hereby the author introduces some
widely accepted definitions.

Robot: A mechanical system that executes repetitive pre-
programmed remote tasks with good accuracy with human
assistance. Example: Industrial robotic arm.

Teleoperated Robot: A mechanical system that executes var-
ious remote tasks with good accuracy and whose behaviour
can be dynamically modified with human assistance. Exam-
ple: Submarine research robots.

Autonomous Robot: A mechanical system which executes
various remote simple tasks with good accuracy and is able
to adapt itself to changes during the task execution without
any kind of human assistance. Example: Rovers devoted to
planetary research.

Intelligent Robot: An automatic device which is capable of
performing many complex tasks with seemingly human
intelligence.

The first attempts to robotize telescopes were developed
by astronomers after electromechanical interfaces to com-
puters became common at observatories. Computer control
is the most powerful technique for research today, but
computer systems are inherently low voltage and are very sus-
pectable to electrical noise. Thus putting electromechanical
devices under computer control was particularly challenging.
Early examples were expensive, had limited capabilities,
and included a large number of unique subsystems, both
in hardware and software. This contributed to a lack of
progress in the development of robotic telescopes early
in their history, but the situation was going to change
rapidly.

Similarly, the abovementioned definitions can be
extended to Robotic Astronomical Observatories (following
the consensus reached after 1 hour of discussion amongst
the 80 participants who attended the “Workshop in Robotic
Autonomous Observatories,” held in Malaga (Spain) on May
18-21, 2009) as follows.

Automated Scheduled Telescope [Robot]: A telescope that
performs pre-programmed observations without immediate
help of a remote observer (e.g., avoiding an astronomer
moving of the mount by hand).



FIGURE 1: A scene in Capek’s play Rossum’s Universal Robots (1921)
showing three robots, adapted from [4].

Remotely Operated (remote) Telescope [Teleoperated Robot]:
A telescope system that performs remote observations fol-
lowing the request of an observer.

Robotic Autonomous Observatory [Autonomous Robot]: A
telescope that performs various remote observations and is
able to adapt itself to changes during the task execution with-
out any kind of human assistance (e.g., weather monitoring;
the system must not endanger a human!).

Robotic Intelligent Observatory [Intelligent Robot]: A robotic
observatory in which decisions will be taken by an artificial
intelligent system. The next step forward!

2. Robotic Autonomous Observatories:
A Brief History

In the light of the abovementioned facts and definitions, we
can establish the following approximate chronology.

2.1. 1968-1975: The Automated Scheduled Telescopes. The
history of robotic telescopes is closely related to the devel-
opment of automated photoelectric telescopes (APTs). The
first one was built by A. C. Code and some of his associates
at the University of Wisconsin. A prototype was built by
A. Code by the mid 1960s and operated for two or three
nights before failing. Once repaired, it operated for other
few nights, and was used by B. Millis for gathering data
on Cepheids for his Dissertation. In 1968, they used one of
the first minicomputers, a DEC PDP-8 with 4K of RAM,
for controlling a 0.2 m reflector telescope with a photometer
placed at the prime focus (see Figure 2). The instrument
was identical to the one used in the Orbiting Astrophysical
Observatory Program: Code envisioned the use of telescopes
in the space and later became codirector of the Space
Telescope Science Institute. The instrument was used to
measure a fixed sequence (from punched paper tape) of
bright stars throughout the night to determine the nightly
extinction for the larger telescopes [3] and can be considered
the first automated scheduled telescope.

Advances in Astronomy

Figure 2: The first computer-controlled telescope ever built, at
University of Wisconsin, 1968, adapted from [3].

By the same time (c.1968), the 50-inch B&C telescope in
Kitt Peak was automated . .. for one night: the system was too
complex and not reliable enough. A 0.15m f/8 Cassegrain
telescope was the next one to be automated in 1970 [5]. All
together, they paved the way and several publications on the
field were already available by 1975 [6-8].

2.2. 1975-1984: The Remotely Operated Telescopes. In 1975,
a 0.75m telescope was fully automated allowing remote
operation via a microwave link [9] and in 1976-1977 the
Big Telescope Alt-azimuthal 6 m telescope in Caucasus [10]
and the Wyoming InfraRed Observatory 2.3 m telescope
[11] became the first large telescopes to be controlled by a
computer. In the late 1970s an IBM 1800 was used by G.
Henry and K. Kissell for automated photometry whereas the
0.9 m Indiana University telescope was computerized by K.
Honeycutt et al. See also [12].

Following previous works in late 1970s and early 1980s,
the first system which executed repetitive predefined tasks
was achieved on the night of 13 of October 1983, when Boyd
and Genet run the Phoenix T1 0.25 m diameter telescope in
Boyd’s backyard observatory in Phoenix, Arizona [13]. Boyd
and Genet watched the telescope automatically find center
and make UBV photometric measurements on star after star
and finally went to bed. The telescope ran successfully all
night, and almost every clear night for the next quarter cen-
tury. It was recently retired. Also in 1983, M. Bartels comput-
erized a small telescope using a Commodore 64 computer.

Two years later (1985), a book by Trueblood and Genet
was a landmark engineering study in the field [14]. One of
this book’s achievements was pointing out many reasons,
some quite subtle, why telescopes could not be reliably
pointed using only basic astronomical calculations. The
concepts explored in this book share a common heritage with
the telescope mount error modelling software called Tpoint,
which emerged from the first generation of large automated
telescopes in the 1970s, notably the 3.9 m Anglo-Australian
Telescope (Figure 3).

2.3. 1984-2000: The Era of Autonomous Robotic Observato-
ries. The Carlsberg Meridian Circle (0.18 m diameter) in
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FiGure 3: The 3.9 m Anglo-Australian Telescope is one of the first
ones which made use of Tpoint, adapted from [15].

F1GURE 4: The Carlsberg Meridian Circle in La Palma was amongst
the first automated telescopes, something achieved in 1984. It
was until recently operated jointly by the Copenhagen University
Observatory, the Institute of Astronomy, Cambridge, and the Real
Instituto y Observatorio de la Armada en San Fernando (ROA);
however it is now run solely by the ROA. Image was kindly provided
by ROA.

La Palma (Canary Islands, Spain) was jointly automated
by Copenhagen University Observatory (Denmark) and the
Real Instituto y Observatorio de la Armada en San Fernando
(Spain) and became in 1984 one of the very first autonomous
observatories [16]; see Figure 4.

The first automated telescopes in autonomous observa-
tories were able to start on a preprogrammed sequence of
photometric measurements if the sky was clear. This was the
case of the Automated Photoelectric Telescope (APT) service,
a computer-driven system in Mount Hopkins (U.S.) which

FIGURE 5: Early APT units.

knew when the Sun set and checked for rain snow, and so
forth [17]. See Figure 5.

The Fairborn 10 T2 0.25m APT began operations in
early 1984 in Fairborn, Ohio, and was moved in early 1986
to the Fred Lawrence Whipple Observatory (FLWO) on
Mount Hopkins in southern Arizona, which was operated
jointly by the Harvard Smithsonian Center for Astrophysics
and the University of Arizona. It was relocated in 1996 to
Fairborn Observatory’s new site at 1675 m in the Patagonia
mountains near Washington Camp, Arizona. Operation of
the Fairborn 0.25 m APT [18] was supported by FLWO (dur-
ing its tenure on Mount Hopkins), Fairborn Observatory,
and Tennessee State University. Until 2001 (16 years), the
telescope was dedicated primarily to long-term photometric
monitoring of semiregular pulsating variable stars and was
decommissioned in 2007. Nowadays the TSU group has built
13 instruments including a 2 m class telescope.

In 1987-88 Genet managed to control a telescope with
commands sent over internet. In 1988 M. Bartels used an
IBM 286 AT to control Alt/Az devices. The same year Gray
computerized an equatorial mount and Taki described a two-
star Alt/Az alignment routine [19].

Thus, the first robots were telescopes with an absolute
positioning control and guiding systems. Observatories with
automatic weather stations were gradually being introduced
in astronomical observatories.

The Berkeley Automated Imaging Telescopes (0.5 m and
0.76 m diameter telescopes) were used at the astronomy
department’s Leuschner Observatory in 1992 and 1994 for
detailed monitoring of transient objects and for conducting
the Leuschner Observatory Supernova Search (LOSS). The
0.76 m Katzman Automated Imaging Telescope (KAIT) in
Lick Observatory (Figure 6) saw first light in 1998 and is still
working nowadays and has proven to be very successful in
the search for nearby supernovae [20].

The Perugia University Automated Imaging Telescope
(0.4m diameter; see Figure7) in Italy started monitor-
ing blazars in 1992 [21], nearly simultaneously with the
0.8 m Catania Automatic Photoelectric Telescope [22]. The
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F1GURE 6: The 0.76 m KAIT telescope, adapted from [28].

Bradford Robotic Telescope (UK) has been operating via
the web since 1993 and accepts requests from anyone
and could be considered as one of the first instruments
entirely devoted to educational purposes [23]. The 0.5 m f/1
Automated Patrol Telescope [24] run by the University of
South Wales (Australia) and the University of Iowa Robotic
Telescope Facility (0.37 m diameter Rigel telescope at Winer
Observatory in AZ [25]) joined later (1994). The second one
was devoted to undergraduate education and independent
research projects.

In 1997, one of the first robotic amateur observatories
achieved first light: the Hanna City Robotic Observatory,
which made use of a 0.2m Schmidt-Cassegrain telescope
[26]. And at about the same time, the CWRU Nassau station
0.9 m telescope was probably among the first professional-
class instrument publicly available over the internet [27].

And by the end of the 1990s the number of automated
telescopes (mostly professional ones) increased substantially
with many of them devoted to gamma-ray burst (GRB)
followup observations: GROSCE (1993, a wide-field lens
system prototype which later gave rise to ROTSE, in the U.S.
[29]), LOTIS (1996, a wide-field lens system in Lawrence
Livermore Laboratory in the U.S. [30]), ROTSE (1998,
a wide-field lens system starting in Los Alamos National
Laboratories, U.S. [31]), BOOTES (1998, starting initially
with a 0.2 m telescope and a wide-field lens system located in
south Spain [32]), TAROT (1998, a robotic 0.25 m telescope
in France [33], and BART (2000, a 0.2 m telescope wide-field
system in Czech Republic [34]).

Advances in Astronomy

FiGure 7: The 0.4m Automatic Imaging Telescope of Perugia
University, adapted from [42].

FIGURE 8: The RAPTOR array of wide-field lenses in LANL (U.S.),
adapted from [43].

During this decade, several global networks of automated
telescopes were proposed by several scientists [35-41].
Although none of them became a reality, their ideas inspired
others for the next decade.

2.4. 2001-Present: The Era of Robotic Autonomous Observato-
ries Networks. A plethora of robotic autonomous observato-
ries (hereafter RAOs) had first light in the first decade of the
21st century: RAPTOR (2002, an array of wide-field lenses of
different diameter [44] in the U.S.; see Figure 8), REM (2003,
a 60 cm robotic nIR telescope in Chile [45]), and many others
which we cannot discuss here and are quoted in [46].

They were joined as well by the first global networks:
ROTSE-III (four 0.45m telescopes in Australia, Namibia,
Turkey, and U.S.), BOOTES (four 0.60 m telescopes in New
Zealand, Russia, and two in south Spain, with one devoted to
optical/near-1R wavelengths), TAROT (two 0.25 m telescopes
in France and Chile), MASTER (several 0.20-0.35 m wide-
field instruments across Russia [47]), ROBONET (three
2.0m telescopes in Hawaii, Australia, and Canary Islands
[48]), and MONET (two 1.2m telescopes in the U.S. and
South Africa [49]).
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F1Gure 9: The robotic telescopes of the world, adapted from [46].

How are RAOs distributed worldwide? The number of
RAOs on Earth is increasing with more that 100 so far
of which nearly 80% are in Europe and in the U.S. (see
Figure 9). It is strange why there are no robotic instru-
mentations in some of the best astronomical locations in
the North Hemisphere like Mount Maidanak (Uzbekistan),
Khurel Togoot (Mongolia), or San Pedro Martir (México).

3. Science and Technology with Robotic
Autonomous Observatories

3.1. Wide Range of Scientific Research Areas. Many scientific
fields are benefiting from the use of Robotic Autonomous
Observatories. For instance, the Lincoln Near-Earth Asteroid
Research (LINEAR) Im telescope was used starting in
1998 for detecting and cataloging near-Earth asteroids—
also referred to as near-Earth objects (NEOs)—that threaten
the Earth. By 2009, 226,000 asteroids, 2019 NEOs, and 236
comets had been discovered [50]. Later on, the Moving
Object and Transient Event Search System (MOTESS) started
as an amateur project in the early 2000s and discovered
hundreds of asteroids and a few comets by using the drift-
scan imaging technique. This project was later used to search
for variable stars in 300 sq. deg down to R = 19 [51].

Further Galactic searches for variable objects have been
carried out with the ROTSE-III and BOOTES networks of
robotic telescopes (see Figure 10), amongst many others.
Besides ROTSE-III successful searches for GRB afterglows,
BOOTES and ROBONET are both being used for followup
observations of GRB and microlensing events.

The Perugian AIT was mainly dedicated to the automatic
optical variability monitoring of blazars [52], as well as
BART. ROTSE-III has been also used for SN searches and
many of the RAOs have also been partially devoted to
the followup of transient events like supernovae or GRB
afterglows.

An exhaustive list describing the main achievements of
RAOs worldwide is beyond the scope of this manuscript.
Instead we report the scientific use of RAOs (Table 1) with
the number of instruments as a function of the telescope
diameter in Table 2.

3.2. Telescope Control Operating Systems. Two kinds are
available: Commercial automatization systems (like TCS by
Optical Mechanics for apertures in the range 0.4-1 m) which

5
TasLE 1: Scientific use of RAOs (adapted from [46]).

Description Percentage
Gamma-ray bursts 22.1%
Service observations 15.0%
Education 14.3%
Photometric monitoring 10.0%
All-sky surveys 8.6%
Exoplanet searches 7.9%
Supernovae search 7.1%
Asteroids 5.7%
Spectroscopy 2.9%
Astrometry 2.9%
AGN, Quasars 2.9%
Microlensing 0.7%
Other uses 5.7%

FiGure 10: The Yock-Allen 0.6m Robotic Telescope at the
BOOTES-3 astronomical station in Blenheim (New Zealand) with
the Alpha and Beta Centauri, the Southern Cross, and Magellanic
Clouds in the background. Photo courtesy of Dietzel.

TABLE 2: Range of RAO’s main instrument apertures (adapted from
[46]).

Description Number Percentage
<0.25m 77 44.3%
0.25m < aperture < 0.50 m 37 23.0%
0.50 m < aperture < 0.75m 14 8.6%
0.75m < aperture < 1.00 m 17 9.8%
1.00m < aperture < 1.25m 7 4.0%
>1.25m 18 10.3%




can be either Open or Closed source and specific control
systems (like the one for the 10.4m GTC telescope at La
Palma, Figure 11).

3.3. Observatory Managers. There are several observatory
managers already available.

ATIS (Automatic Telescope Instruction Set). It is designed
initially in 1984 by Boyd et al. (Arizona) and expanded over
the years [53]; ATIS allows many options for real time, low-
level AI type of control for both aperture photometry, and
CCD imaging. The overall system includes provisions for
weather sensors, observatory control, and so forth.

OCAAS (Observatory Control and Astronomical Analysis
Software). It was originally developed starting in 1993 by
Downey and Mutel [54]. In 2001, the software was purchased
by Torus Technologies of Iowa City, lowa. In late 2002, Torus
was purchased by Optical Mechanics, Inc., and the updated
OCAAS package was renamed as TALON and released under
the GPL.

AUDELA. Tt is developed by Klotz et al. (Toulouse, France),
starting in 1995 [55]. Open source code. Linux/Windows.

ASCOM. 1t is designed in 1998, by B. Denny (USA), as
an interface standard for astronomical equipment, based
on MS’s Component Object Model, which he called the
Astronomy Common Object Model [56]. Mostly used by
amateur astronomers, has been also used by professionals.
Windows. Widely used in SN, MP searches.

RTS2. The Robotic Telescope System version 2. is being
developed by Kubének et al., (Ondfejov/Granada) starting
in 2000 [57, 58]. Open source code. Linux/Windows (com-
mand line and graphical interface foreseen). Widely used in
GRB searches.

INDI. The Instrument Neutral Distributed Interface (INDI)
was started in 2003 [59]. In comparison to the Microsoft
Windows centric ASCOM standard, INDI is a platform
independent protocol developed by E. C. Downey (USA).
Open source code. Not so widely spread as the upper layer
interface was not done.

Open- or Close-Loop Systems. In an open-loop system, a
robotic telescope system points itself and collects its data
without inspecting the results of its operations to ensure that
it is operating properly. An open-loop telescope is sometimes
said to be operating on faith, in that if something goes
wrong, there is no way for the control system to detect it and
compensate.

A closed-loop system has the capability to evaluate its
operations through redundant inputs to detect errors. A
common such input would be the capability of evaluating the
system’s images to ensure that it was pointed at the correct
field of view when they were exposed.
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F1GURE 11: The Spanish 10.4 m GTC telescope in La Palma, Canary
Islands. Courtesy of GRANTECAN.

4. Massive Data Production and Data Analysis

Until all of the data are analyzed, the robotic observations
are worthless. Are all researchers prepared to handle the huge
data flow? For instance, the data production of fast imager
devices attached to a robotic telescope, could be as high as
~2 TB/night.

Archiving the data is also most essential. In this era, new
generations of powerful tools are being built that rely on
reaching transparently across the Internet to query remote
services. In order to provide a truly useful service, RAOs
should make their data archive available to such tools.
The International Virtual Observatory Alliance (IVOA)
[60] exists to develop interoperability standards, and RAOs
should develop our archive access portal in accordance with
those standards [61, 62].

Automatic pipelines able to deliver reliable data products
written by capable analysts and computer programmers are
a must in order to deliver the data products timely [63,
64]. The real-time analysis of the data is mandatory if we
want to fully exploit the data and to be able to alert other
observatories for followup observations (see, e.g., [65]).

5. Education and Public Outreach

An important mission of any robotic telescope could be the
possibility of using a fraction of its time for education and
public outreach purposes. In this respect, Robotic telescopes
can be operated in two ways:

(i) Direct Mode: remote control with the user directly
controlling the telescope using a web/IP cam check-
ing also for weather conditions, and so forth,

(ii) Service Mode: where the user requests and observa-
tion is taken by the telescope and returned at a later
date. Often called queue scheduling.

In Direct Mode, one person has control of the tele-
scope, although others can watch the system operating. The
observer receives the image as soon as the telescope has made
the observation. This is most essential in case of real-time
demonstrations.
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In Service Mode, each person adds his request to the
“input pool”. The queue-scheduling computer system then
sorts and grades the requests according to the observing
details and weather conditions. It aggregates similar requests
and creates an observing schedule that it passes to the
telescope system. When the observation has been made, an
email should be automatically sent to the user who made the
request giving details of the location of the image file(s).

6. The Future Beyond 2010: The Era of
Intelligent Robotic Astronomical Networks

This is the following step, where human assistance in the
taking of decisions will be placed by an artificial intelligent
system. This is starting to be developed nowadays [66].
Where to get next? With some instruments already
planned for Antarctica [67], the far side of the moon is very
promising, where straylight and electromagnetic interference
are at minimum. Then new drives operating at 1 revolution
per month under 1/6th gravity will need to be designed.
Telescope-drive engineers and scientists will go on.

7. Conclusions

Since 1984, robotic telescopes have opened a new field in
Astrophysics in terms of optimizing the observing time.
Most of the existing one-hundred facilities can be considered
autonomous robotic observatories (RAOs) with some of
them being able to provide prereduced data.

Archiving the data in VO standards and timely analysis
(in real-time if possible!) by specific pipelines is not available
in most of them, which seriously compromises the new
developments of the future intelligent robotic observatories
(the next step forward).

In any case, the big advantage of RAOs is that they can be
placed in remote locations where human life conditions will
be hostile: Antarctica now [68] and the Moon (why not?) in
the near future.
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A robotic observatory has been setup in the south-west of Spain with the aim to study meteoroids interacting with the Earth’s
atmosphere and meteoroids impacting on the Moon’s surface. This is achieved by using an array of high-sensitivity CCD video
cameras and three automated Schmidt-Cassegrain telescopes. We summarize here the main characteristics of this new facility.

1. Introduction

Since November 2008 a new robotic observatory is being
setup by the University of Huelva in the environment of the
Donana National Park, in the south-west of Spain. Most of
the systems in this astronomical observatory operate within
the framework of the Spanish Meteor Network (SPMN),
which is an interdisciplinary project dedicated to study
meteoroids streams and the interaction of these particles of
interplanetary matter with the Earth’s atmosphere. Climate
conditions in this area provide over 320 clear nights per year,
which makes this location ideal for this research project.
One of the systems we use for this purpose is based on
a network of video stations located in different places in
Spain. These employ an array of high-sensitivity CCD video
cameras to monitor the night sky. The first two of these
stations in Spain were setup in Andalusia by the University
of Huelva in during 2006, and one more video station
was setup by the same university in this region in 2007
[1]. Since then, these systems have been improved with the
development of dedicated software for automation and data
reduction. In fact, software development has been one of our
more intensive and productive areas since 2006, and several
packages with a total of over 500.000 C++ code lines have
been written. The configuration and characteristics of these

video devices have been also improved continuously. This
has resulted in a significant advance that has been made
in the latest video station setup by the above-mentioned
astronomical observatory in 2009, as in this case the meteor
detection system is fully autonomous, although it is flexible
enough to allow for in situ or remote operation when
necessary. This is the first robotic video CCD station for
meteor observing that has been installed in Spain.

On the other hand, an automated system for lunar
impact flashes detection has been setup in collaboration with
IAA-CSIC. This is based on three telescopes that monitor
the impact of meteoroids on the surface of the Moon. An
important synergy is expected from the results recorded by
both systems.

2. Robotic Meteor Observing Station

The University of Huelva is a pioneer in the development of
fixed and mobiles video CCD stations for meteor observing
in Spain. Thus, the first two of these stations operating in this
country were setup by this institution in Andalusia in 2006
and one more video station was setup by the same university
during 2007 [1-3]. During the last three years significant data
have been obtained in collaboration with other SPMN video
stations that have been setup later on [3-6].
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FiGure 1: Images of the control room and some of the high-sensitivity CCD video cameras operating from the astronomical observatory

setup by the University of Huelva.

Our new CCD video station is coordinated with the
three above-mentioned ones and with several more SPMN
stations that were setup later on in other locations in this
country [1-3]. However, in this case the observing station
has been configured to work in an autonomous way. It
started operation in April 2009 and employs an array of
12 high-sensitivity Watec and Mintron CCD video cameras
(Watec Corporation, Japan; Mintron Enterprises Co., Japan).
Seven of them monitor the night sky and the other five
operate during daytime (Figure 1). Nocturnal cameras are
also endowed with holographic diffraction gratings (1000
grooves per millimeter) for obtaining meteor spectra. Fast
aspherical lenses (f0.8) are attached to these cameras to
maximize image quality and detect meteors as faint as
magnitude +2/+3 without using image intensifiers. Their
focal length ranges from 3.8 to 6 mm. Thermoelectric
coolers are also attached to the cameras when operation
temperature is above 25 degrees Celsius in order to improve
the signal/noise ratio. The images taken by each camera at
25 fps with a resolution of 720 X 576 pixels are continuously
sent to a PC computer through a video capture card.
The computers run a software package (UFOCapture, by
SonotaCo, Japan) that automatically registers meteor trails
and stores the corresponding video sequences on hard
disk. This software includes time information on every
video frame according to the current computer time. Each

computer is automatically synchronized every 5 minutes
with two redundant time servers that employ a GPS antenna.
This allows us to measure time in a precise way (about 0.01
sec.) along the whole meteor path. The video cameras and
the 12 personal computers that control the observing station
are automatically switched on and off at predefined times, so
that the system can operate without human intervention.
Once the observing session is over, one of the software
packages developed in our, observatory scans every video file
in order to identify very bright events (mag. —12 or brighter)
and, if one of these is detected, an email is automatically
sent to an operator. Another software also developed by the
observatory automatically sends all the video files recorded
during the observing session to an FTP server, from where
they can be downloaded later on for data reduction. The
astrometric measurements are then introduced into our
recently developed Amalthea software that has been tested
with Network software, which provides the equatorial coor-
dinates of the meteors with a typical astrometric accuracy
of about 0.01° [7]. By the method of the intersection of
planes, we reconstruct the trajectory and length of the
meteor in the Earth’s atmosphere for those events that have
been simultaneously registered from at least two observing
stations. Time information needed for the calculation of the
initial velocity, average velocity, and deceleration is directly
obtained from the video sequences. The orbital parameters
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FIGURE 2: Low resolution mages of four of the meteors recorded by the robotic video CCD station. (a) Mag. 0 Virginid meteor registered on
April 11, 2009 at 3 hours 37 minutes 34 + 0.01 s UTC. (b) Mag. —8 Lyrid fireball registered on April 23, 2009 at 3 hours 24 minutes 07.49 +
0.01s UTC. The emission spectrum can also be noticed on this image. (c) Mag. —1 sporadic meteor registered on April 27, 2009 at 4 hours
05 minutes 54.12 + 0.01 s UTC. (d) Mag. —2.5 Alpha-Bootid meteor registered on April 28, 2009 at 0 hour 36 minutes 51.52 + 0.01 s UTC.

of the corresponding meteoroid can be also obtained with
Amalthea. For meteors brighter than mag. —6, the diffraction
gratings attached to the video cameras operating during
the night allow us to record the corresponding emission
spectrum, which is also analyzed by the same software
package in order to obtain information about the chemical
composition of these particles. The parent bodies can be
determined by means of our ORAS (ORbital Association
Software) program, which employs several orbital similarity
criteria to obtain this information [8-11].

Over 1200 meteor trails have been registered by this
robotic video station during its first month of operation.
Most of them are double-station events also registered from
our video station in Sevilla, which is located at about 70 km
from the new observatory. Figure 2 shows some of these
events.

This new video station can be also remotely controlled
by means of a standard web interface when necessary, as
the different systems have been connected to a high-speed
internet line (10 gigabit Ethernet). On the other hand, a
high capacity UPS allows the observing station to keep on

working during over six hours in the event of a power
failure. If the UPS also fails or its batteries run out of
energy, the operation of the video station is automatically
resumed when power is available again. This is done
thanks to a proper BIOS configuration of the computers
connected to the video cameras and to a software package
(called MetStationONOFF) that has been developed in this
observatory to accomplish this task.

3. Impact Flashes Detection System

Two automated 14-inch SC telescopes have been setup in
the astronomical observatory to monitor the impact of
meteoroids on the surface of the Moon (Figure 3). High-
sensitivity Watec CCD video cameras working at 25 fps and
with a resolution of 720 X 576 pixels have been attached
to them in order to record the faint flashes produced by
these impacts. A third 11-inch SC telescope will be also used
from Sevilla, at about 70 km from the other two. This array
of telescopes is intended to monitor the same area of the
dark region of the Moon when the illuminated fraction of
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F1GuURrE 3: Image of one of the two 14-inch SC telescopes integrating
the impact flashes detection system.

our natural satellite ranges from 0 to 60%. By using several
telescopes at the same time we can discard flashes produced
by other sources, such as cosmic rays, space debris, satellites,
and so forth [12]. The system has just been installed and
is ready to start operation. It can be controlled in situ or
remotely via a high-speed Internet connection.

The MIDAS software has been recently developed in
our observatory to automatically identify lunar impact
flashes produced by meteoroids. It allows for fast real time
processing of the images obtained by the CCD video cameras
attached to the telescopes. These images are sent from the
cameras to the computers by means of a video capture
card. The software also allows us to analyze video sequences
previously recorded on hard disk or other media. GPS time
inserters include time information on every video frame
in order to measure time with a precision of about 0.01
second. These frames are continuously analyzed to iden-
tify the flashes, calculate the corresponding selenographyc
coordinates of the impact, and estimate which is the likely
origin (meteoroid shower and radiant) of the meteoroid. A
photometric analysis is also performed in order to estimate
the mass of the impactor.

Our software can also identify if a given flash has been
produced by a meteoroid impacting on the Moon’s surface
and, so, if it must be analyzed or, on the contrary, if a
flash has been produced by an artefact on the CCD of the
corresponding video camera and, so, it has to be discarded.
Thus, when a telescope detects an event it communicates
with the other telescopes in the system via TCP/IP network
protocol (up to 256 telescopes could be connected in this way
by means of MIDAS). The other telescopes may then confirm
or not if they have detected the same event. If the event is
confirmed, it is automatically stored in a database for further
processing. On the contrary, the event is ignored.

Although this system is fully operative and the impact
flashes detection task works in an autonomous way thanks to
the MIDAS software, further developments are necessary in
order to achieve a fully robotic operation. Thus, for instance,
some issues related to the improvement of lunar tracking
must be solved.
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This technique is very useful to provide valuable infor-
mation about the flux of large meteoroids reaching the
Earth [12]. It has the advantage that the area covered by
the telescopes monitoring the surface of the Moon is much
larger than the area covered by the systems that register
the interaction of meteoroids with the Earth’s atmosphere.
Anyway, an important synergy is expected from the data
recorded by both systems. Of special interest is, for instance,
the identification of common events that would allow us to
establish the possible existence of clusters of large meteoroids
that might be impacting on the Moon and also producing
very bright fireballs in the Earth’s atmosphere that could give
rise to meteorites.

4. Conclusions

A significant improvement has been made in our meteor
network by setting up an autonomous CCD video station
for meteor detection in the environment of the Donana
National Park, in the south-west of Spain. This has been
mainly achieved thanks to several software packages that
have been developed in our observatory since 2006. Software
development has been also a very active task in the field of
lunar impact flashes detection and a program called MIDAS,
which is capable of real-time image processing, is available
for this. An important synergy is expected from the results
obtained by the lunar impacts detection system, which uses
the Moon as a detector of meteoroids, and the meteor
observing station, which uses the Earth’s atmosphere for this
purpose. Of special interest is, for instance, the detection of
common events that might reveal the existence of associated
meteoroids that could give rise to impacts on the Moon and
also to very bright fireballs in our atmosphere or even to
meteorite falls. These systems will also provide more accurate
data related to the flux of interplanetary matter reaching the
Earth. Optimal climate conditions in this area of Spain where
the observatory is located (over 320 clear nights per year) will
play an important role in this research.
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We are developing and operating the automatic telescope Aoyama Gakuin University Robotic Optical Monitor for Astrophysical
objects (AROMA) in the Sagamihara Campus of Aoyama Gakuin University. AROMA is composed of two observational
equipments, AROMA-N and AROMA-W. AROMA-N is a 30-cm aperture telescope system for rapid follow-up observations of
the optical afterglow of gamma-ray bursts. Automatic analysis pipeline for AROMA-N has been developed and is working. The
other observational equipment AROMA-W is a wide-field observation system using multiple digital single-lens reflex cameras. It
covers a large FOV of about 35° x 25°. AROMAW provides photometric data in four bands with a limiting V magnitude of about
12-13 mag. Software to analyze massive image data automatically is being developed. We plan to monitor the luminosities of all
the stars in the FOV of AROMA-W, detect optical transients, and trigger a follow-up observation with AROMA-N. We report on
the development status and observational results of AROMA.

1. Introduction

There are various Optical Transients (OTs) which can be
observed from ground based telescopes. Supernovae and
novae are surveyed by various telescopes, and have increased
the number of discoveries every year. Some Gamma-Ray
Bursts (GRBs) are bright in optical [1]. In GRB 0803198,
the brightest prompt optical emission that peaked at a
visual magnitude of 5.3 was discovered during the burst [2].
Certain X-ray transients also have been observed not only in
X-rays but also in optical. Microquasar V4641 Sgr can usually
be observed with magnitude of 12 in optical. It lightened up
to m = 9 correlated with X-rays in 1999. After that, a small-
scale outburst is observed almost every year [3, 4]. The Tago
event, a nearby gravitational microlensing event, displayed
brightening up to 8mag [5]. Comets and meteors also
contribute to OTs. As for these phenomena, we cannot easily
predict when and where they occur. To observe them before
the onset, it is necessary to monitor the sky with a wide field

of view and a high observational efficiency. Today these wide
field cameras, utilizing CCDs and the commercial camera
lenses, designed for this purpose have been established and
are already in operations (e.g., WIDGET [6], Pi of the sky
[7], MASTAR-VWE-4 [8], and RAPTOR 16 [9]). While these
observational equipments are expensive, we are developing a
low cost wide-field observation device AROMA-W that uses
digital single-lens reflex cameras (DSLRs).

2. AROMA

We are developing and operating Aoyama Gakuin University
Robotic Optical Monitor for Astrophysical objects (AROMA).
AROMA is set up in the Sagamihara Campus of Aoyama
Gakuin University (Latitude = 35.566° and Longitude =
139.403°). It is composed of two kinds of remote obser-
vation systems, AROMA-N and AROMA-W. Figure 1 is
photographs of two equipments of AROMA.
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FiGURE 1: AROMA-N (a) and AROMA-W (b).

AROMA-N is a rapid follow-up telescope for astro-
nomical transients. For GRB optical afterglows, this system
autonomously makes rapid follow-up observations within
tens of seconds based on positional information from
satellites such as  Swift. AROMA-N currently consists
of a Schmidt-Cassegrain telescope with 30.5cm aperture
(MEADE LX200GPS-30), a Peltier cooled CCD camera
(SBIG ST9-XE), and multiple standard filters (Clear, B, V,
R and I). The limiting magnitude is typically about 17 mag
in the Clear-band (in 100s at 3¢ level). Automatic analysis
pipeline is being developed in order to search for optical
afterglows.

AROMA-W monitors the sky with a wide field of view. It
has been developed since 2005. We have assembled the device
and are starting initial operation now. The performance
and the development of AROMA-W are described in the
following sections.

3. AROMA-W

3.1. Instrumentation. AROMA-W consists of multiple
DSLRs on an equatorial mount. The cameras used are one
Canon EOS 5D with a EF200mm F2.8 USM and seven EOS
350Ds (EOS D Rebels) with EF100mm F2.0 USMs. Because
their prices are about 1/10 compared with CCD cameras, a
lot of those reserves can be prepared. As a result, they can
easily exchange without a loss of the observation time even
when they suffered from troubles in system such as a shutter
failure. These cameras are set up in a purpose-built mount
and put on equatorial mount “EM-400 Temma2”. The
cameras and the equatorial mount are operated remotely.
The shutters of the cameras are controlled by the pulse from
the DIO (Digital I/O) board in a Personal Computer (PC)
so that the exposure of each camera is synchronized. The
acquired data are transferred to PCs by USB every one frame.
Since it takes time if the data of all cameras are transferred
to one PC at a time, they are allotted with three PCs. The
equatorial mount is controlled by the PC and will follow the
field of view of the GRB observation satellites (e.g., Swift,
Fermi). Figure 2 shows the schematic of AROMA-W system.

3.2. Multiple Bands Observation. The optical filters are
placed on the image sensor of a DSLR along with a Bayer
arrangement which has an alternating arrangement of three
primary color red, green, and blue (here we call R', G’
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FIGURE 2: The schematic of AROMA-W system. Each camera and
the equatorial mount are controlled by PC1. The observational data
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Bayer filter

and B') [10]. Simultaneous multiple-band observations are
achieved by reading the data of these filters individually (Tri-
color imaging). W band data which represent brightness
information is obtained by adding the three-color data. Since
the digital cameras employ R’, G" and B’ filters which differ
a little from the standard system (R, V, and B), the relation
between our filter system and the standard system has been
investigated by observing the same objects with various
magnitude ranges simultaneously by both well-calibrated
AROMA-N and AROMA-W. Then, a relative photometry
between the filters was performed and magnitude relations
(i.e., R-R’, V-G', and B-B’) are obtained. For example, the
relations for EOS 5D are well fitted by a linear function; R =
(0.88+0.02)R" —(3.1+0.3), B = (0.93+0.02)B" — (0.2 +0.3)
and V = (0.90+0.01)G" — (2.8 +0.2), where the quoted errors
are 68.3% confidence levels. 350D also has a similar linearity.
The standard system photometry with DSLRs can be done
by correcting it according to this linearity. Figure 3 shows the
schematic of the Tri-color imaging.

3.3. Field of View. The large field of view (FOV) of AROMA-
W consists of that of the multiple cameras to make a mosaic
image. An EOS 5D with an EF200mm F2.8 USM has a FOV
0f 10.2°x 6.8°, and a 350D with an EF200mm F2.8 USM has
that of 13°x 9°. A wide FOV of 35°x 25° is covered with eight
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FIGURE 4: The AROMA-W FOV. This is a combined image of 20
frames of W band exposed for 30s. The mosaic image shows the
data taken by all eight cameras, in which the red rectangle displays
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FIGURE 5: The summary of W band limiting magnitude with 5D
and 350D. In the right side of the dashed line, the exposure time
becomes long by combining the frames. There is a difference of
about one magnitude between 5D and 350D.

cameras at a time. Figure 4 shows an image of the AROMA-
W FOV. The view of the 5D is arranged at the center, and the
views of 350D are arranged in the surroundings.

3.4. Limiting Magnitude. The limiting magnitudes of each
filter were investigated for all digital cameras. The AROMA
site is near Tokyo, and the sky background condition is
not so good. The 3¢ limiting magnitudes of EOS 5D (20s
exposure, winter data) are R = 12.1, V = 12.8 and B =13.5.
Those of 350D are R = 11.9, V = 12.3, and B =13.4. Figure 5
shows the summary of W band limiting magnitude with
5D and 350D. This implies that our new system can detect
GRB optical flashes like GRB 990123 with ~9 magnitude
and GRB 080319B with ~5.3 magnitude. It is known that
supernovae can be very bright in optical and X-ray band.
Since the time scale of their decay is tens of days, and the
optical peak is about 12~13 mag (V band), AROMA-W can
detect such a peak with a few minutes exposure. Some X-ray
novae also can be detected with the sensitivity of AROMA-
W. Generally, after an X-ray nova is detected with X-ray
detectors, observations in the optical band are conducted.

If an extensively large FOV monitor observation, such as
those possibly by AROMA-W, is running during almost all
the night, a detection in optical could be made in advance
of X-rays. For example, V4641 Sgr becomes bright almost
every year and it became as bright as 9 mag. in September,
1999. Moreover, sensitivity limits of AROMA-W are also
appropriate to detect the large amplitude flares of BL-LACs
and OVV (optically violent variable) quasars.

4. Real-Time Analysis of AROMA-W

We are developing the real-time analysis pipeline for
AROMA-W. The data will be analyzed automatically in
parallel with observations. Basic processes of the pipeline
are as follows. First, the data of AROMA-W are transmitted
from Compact Flash (CF) in the DSLRs to the analysis PCs
via the transfer PCs. The dead time between frames can be
shortened to about 3 seconds by transferring data while a
following frame is exposed. When data are transmitted to
the analysis PCs, the image processing is started. The RAW
data are converted to FITS, and then the data reduction
is processed; subtracting dark noise and correction of
flat pattern, after those, resolving data into tri-colors and
positional corrections are performed. Next, the main analysis
starts; detection of astronomical objects and comparison with
star catalogs (mainly USNO B1.0) follow. About 2000 to
5000 objects are detectable from the data of each camera. By
comparing photometry data of these stars with the previous
frame data, brightening OTs and fading stars are searched.
Light curves of magnitude and flux ratio are obtained for
all the objects within the AROMA FOV by the differential
photometry. The variability of each light curve is investigated
at certain interval, and if it exceeds a certain threshold,
it is recorded and/or triggers an alert automatically. The
development of the pipeline has progressed to produce
light curves until now. The rejection algorithm of the false
events will be added to the current software in the future.
By monitoring light curves continuously, variable stars and
transient objects (GRB, SNe, X-ray novae, etc.) will become
detectable. Furthermore, an unexpected brightening and
variability may also be detectable.

5. Test Observation

We have tested the performance to detect variable stars
several times so far by using the analytical pipeline described
in the previous section. Figure 6 shows examples of variable
stars’ light curves which were detected by the real-time anal-
ysis. Various variable stars are detected automatically during
the test, though the observation time is short. However,
there is still a problem in the detection program. Tracks of
airplanes and double star, and so forth are misidentified as
OTs.

6. Conclusions

In order to observe OTs of GRBs, SNe, X-Ray novae,
variable stars, and so forth, we are developing AROMA-W:
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FiGure 6: Examples of variable star’s light curves which were detected by real-time analysis. In the panel of V2083, the light curve of a nearby
usual star is plotted in green. Unfortunately, it became cloudy partly during the observation of YY Cyg; this part is colored in gray.

the full-time wide-field observation system using multiple
digital single-lens reflex cameras. AROMA-W can detect
stars with brightness down to 12-13 mag in the field of view
of 35°x 25° with an exposure time of 20 s. We are currently
developing a real-time analysis pipeline, which will work in
parallel with the observation. It detects OTs and makes the
light curves. The test observation by AROMA-W was done,
and some already-known variable stars have been detected
automatically.
The next steps we foresee are the followings:

(i) starting main observations of AROMA-W,
(ii) improving analytical pipeline,
(iii) building the data archive,
(iv) setting up the AROMA website,

(v) coordinating observation of AROMA-W and
AROMA-N,

(vi) aiming at real-time detection of OTs by AROMA-
W to reporting it promptly to various telescopes
worldwide.
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The T35 is a small telescope (14”) equipped with a large format CCD camera installed in the Sierra Nevada Observatory (SNO)
in Southern Spain. This telescope will be a useful tool for the detecting and the studying of pulsating stars, particularly, in
open clusters. In this paper, we describe the automation process of the T35 and also show some images taken with the new

instrumentation.

1. Introduction

At the beginning, the main motivation for carrying out the
T35 project was the search for and the study of pulsational
behaviour of variable stars in open clusters. The role of open
clusters, as stellar associations with a common origin, is
fundamental in Asteroseismology. The physical properties
shared by the members of a cluster—distance, reddening,
age, and metallicity—provide us with very stringent
constraints on the models, complementing the information
obtained from the oscillation frequencies of the pulsating
stars. Exhaustive studies on the incidence of variability and
its behaviour, especially on pulsators located in the lower
part of the Instability Strip (y Doradus, § Scuti, or solar-type
variables), helps us to know better about some of the
fundamental parameters (Teff, logg, chemical composition
and rotational velocity) of these stars.

A previous systematic survey in search of y Doradus
variability in different open clusters with different metal-
licities and ages was performed between the years 1995
and 2000 [1-3]. More than 340 nights of observation

at Sierra Nevada Observatory (SNO) (Granada, Spain),
using photoelectric photometry in the Stromgren-Crawford
system, were used to carry out this study. Nine y Doradus
were found amongst the 41 variable stars detected in a sample
of 175 members distributed among the 10 open clusters
applying two methods based on different statistical tests to
classify our light curves. The main outcomes were that the
probability of finding y Doradus stars increases if the sample
is restricted to AF-type stars (effective temperature between
6900 and 7200 K), luminosity class IV-V (stars in the main
sequence), and solar-type metallicity (Z = 0.02) and also
that this probability was not bounded to the age of the cluster
but to its metallicity, contradicting the theories published
by other authors. Although our results were very fruitful
due to the high precision of our uvbyf measurements, that
is, less than two thousands of magnitude, the number of
member stars and clusters studied in the sample was small
with the addition of entailing an enormous observational
effort. Therefore, we needed a telescope of only modest
aperture (30-40 cm) to reach the desired S/N in a reasonable
time.
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F1Gure 1: Dome of the T35 telescope.

With this telescope it is possible to perform long-term
observations of variable stars. Continuous observations in
time as well as long-time baseline campaigns are essential
to the study of variable stars, including binary systems and
pulsating stars. It is very difficult to allocate long duration
observing sessions on large telescopes.

The process of automation of the T35 has involved
efforts in hardware, software, and mechanics. A general block
diagram of the final system is shown in Figure 3, which is
described in detail in the next sections.

2.T35 Setup

The T35 telescope (Figure 1) is located at the Loma de Dilar
(2896 m altitude), near the central building of Sierra Nevada
Observatory (Granada, Spain). Before this 14" telescope
was installed, the dome housed a different instrument, and
therefore, first we had to restore and adapt the structure to
our new instrumentation.

The 14" Schmidt-Cassegrain telescope (35.56 cm) is a
Celestron CGE-1400. The telescope is equipped with an
SBIG STL-11000 CCD Camera with a KAI-11000M CCD
detector (4008 x 2762 pixels X 9 ym). Figure 2 shows both
instruments. The field of view is 31.70 X 21.14 arcmin with
a scale of 0.2475 arcsec per pixel. The camera has an internal
self-guiding camera Texas Instruments TC-237H (657 X 495
pixels X 7.4 ym) and an internal filter wheel with standard
UBVRI Johnson—Cousins filters.

Since the beginning, the aim of our project was to
install a telescope in order to perform long-term photometric
observing campaigns. Owing to the fact that the OSN
is a high mountain observatory where adverse weather
conditions happen frequently, the T35 telescope had to work
in remote mode with the greatest grade of autonomy. To date
we are working to get this objective and hope to robotize the
system in the near future.

Regardless of whether the mode of operation, funda-
mental requirements of pointing and tracking as well as a
minimum precision in the photometric measurements are
necessary. Table 1 shows these basic parameters necessary
for our objectives and those ones achieved in our telescope.

FIGURE 2: The telescope and CCD Camera.

TaBLE 1: Values of pointing, tracking and photometric accuracy
necessary for our scientific objectives and those achieved in the T35
telescope.

Scientific objectives  Achieved values

Pointing Better than 5’ of arc 10" of arc

Tracking 0" ofarc m several 1.”3 of arc in 2 minutes
min

Photometric 1-2 thousandth of 5-6 thousandth of mag

accuracy mag

The photometric accuracy, the 5-6 thousands of magnitudes
have been obtained observing a variable star during a
nonphotometric night, taking the frames with binning 3 x 3,
and using faint comparison stars. Best outcomes, less than
2mmag, can be achieved if the atmospheric conditions as
well as the observing parameters (integration time, binning,
etc.) are optimum. Respect to the tracking accuracy, it can
be improved using the internal self-guiding camera but
the small size of chip does not often allow us to find
a bright star in the camera field of view. In order to
solve this problem, an external autoguiding system is being
implemented. To obtain a higher value of pointing accuracy
is more complicated. The typical pointing values have been
obtained using around 30 stars located in different positions
in the sky. The telescope pointed out 10" of arc in 23% of
the cases. To accurately point to objects, first we preformed
the alignment procedure described in the telescope manual
using two known stars. Although the telescope was aligned
properly, a pointing model was created to improve even more
the pointing precision. This model has been made using the
application TPoint which works quite well with the telescope
control programe TheSky Astronomy Software. Although the
observed target falls inside the field of view of the camera, its
position can be corrected by the user at the beginning of the
observation.

The T35 telescope has been supported with funding
from the Marie Curie Reintegration Grant “Detection and
Survey of pulsating Star in Open Clusters: a step forwards in
Asteroseismology” (MERG-CT-2004-513610) funded from
the European Commission’s Sixth Framework and from
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the Spanish project “Participacion espafiola en la mision
espacial CoRoT” (ESP2004-03855-C03-01).

3. Control System

As mentioned above, the objective of this project was to
automate and control remotely the movement of telescope
and dome. The dome control system, in particular, is
required to implement the following functions:

(1) continuous reading and updating of Azimuth (Az),

(2) ability to move to an absolute position, from 0 to 359
degrees,

(3) ability to move to a relative position (+ xxx degrees),
(4) ability to move to a prefixed park position,

(5) management of a zero cross-reference position for
loss of steps error detection,

(6) ability to modify remotely the constants of operation
(park position, inertia constant, zero-cross position,
etc.),

(7) measurements of consumption, and ability to detect
a malfunction of the system through measurement of
anomalous values.

As can be seen in Figure 3, both telescope and dome
can be controlled locally from a notebook or a conventional
PC installed inside the dome (Telescope Control System,
hereafter TCS). However, the control of the system in usual
operation is performed from one of the user computers in
the main building of the observatory.

Regarding hardware elements, in this application both
commercial (zero cross-sensor, encoder, and dome motor)
and in-house developments (consumption measurement
card, dome controller) have been used.

With respect to software, at least two programs were
needed for this application, one to run on the Dome Con-
troller (DC) and another on the TCS or user computer. Apart
from these, an engineering program was also developed for
technical purposes.

The main mechanical works were related to the design
and fabrication of adaptors for the integration of the different
elements in the dome, in order to assure a proper reading
of the encoder and the zero cross-sensor minimizing loss of
steps.

In the next sections, the main tasks, elements, and pro-
grams developed for this application are discussed in more
detail.

3.1. Hardware. The user interface and main control of both
telescope and dome are provided by TCS, which is connected
to the Internet in order to allow the system to be controlled
remotely. In practice, the system is controlled from the main
user computer on the T90 console. The TCS is connected via
RS-232C to the telescope and the DC.

The DC, developed specifically for this application, is
based on a PIC18F458 microcontroller, in which we had
experience from previous projects as regards programming

Dome motor

Consumption Dome
measurement card Eenoly
(DC)

RS-232

N\ Telescope

control
system

(TCS)

Telescope

celestron
CGE-1400

User
computer

in T90
console

FIGURE 3: General block diagram of the system.

and developing [4]. There exist several commercial modules
for control of small and medium-sized domes. However, the
solution chosen was based on a modular system designed
in the Instituto de Astrofisica de Andalucia and used in
previous projects. This solution presents several advantages
over a commercial system. An in-house design is well
known and documented, and therefore, it is easier to
maintain. It allows for an exact adaption to particular
requirements at a low price. The heart of the system, the
microcontroller PIC18F458, can be easily programmed in
high-level languages using different tools supplied by the
manufacturer or third party providers. Finally, the design’s
modularity made it compatible and interchangeable with
other modules used in our institution. These factors can
make this DC attractive for other telescopes, provided that
their requirements are similar to those of our system. In fact,
the advantages associated to this in-house developed system
(modularity, ease of programming, and price) can result in
interest for other institutions, not only to develop their own
dome controller, but also other systems whose requirements
are affordable by the PIC18F458 microcontroller.

As can be seen in Figures 3, 4 and 5, the DC reads
the dome position from an absolute Gray encoder with a
resolution of 10 bits (Hohner, model CS10-81310311-1024).
A zero cross sensor allows for loss of steps error detection.
The system also employs a consumption reading card, used
to detect and prevent breakdowns due to ice on the dome or
malfunction of the motor.

In addition to the reading of the encoder and the zero
cross-sensor, the DC performs actions on the dome motor.
The DC uses a driver card for adaption of the control signals
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FIGURE 5: Photograph showing part of the system hardware. Red
text show elements developed and described in this work.

to the levels needed for acting on the dome motor. In order
to facilitate the use of the previous operating hardware, the
DC acts in parallel with buttons AZ+ and AZ—, which allow
for manual movement of the dome. Consequently, there is
no need for flipping between a manual and an automatic
mode of operation. Figures 3 to 6 show a general block
diagram of the system and some pictures of its hardware
implementation.

3.2. Software. The Control Software of this automatic tele-
scope is based on the ASCOM (Astronomy Common Object
Model) standards. The telescope, the CCD camera, and the
filter wheel are ASCOM compliant, so the manufacturers
provide the corresponding ASCOM driver interfaces.
Regarding the DC, a program for the 18F458 micro-
controller has been developed. The source code has been

CPU board +
drivers & analog

| inputs boards
(below)

FIGURE 6: Interior of the Dome Controller (DC), showing its differ-
ent boards and elements.

written in C, using a PICC compiler integrated in the
MPLAB environment. The program handles the acquisition
of data from the absolute encoder, zero cross-sensor, and
consumption reading card. In response to the read values,
it calculates the dome target position and generates the
necessary signals for the control of the motor. DC and
TCS are connected through an RS-232 link, using control
commands and data packets in accordance with a pro-
tocol defined by the authors and described in the next
section.

The ASCOM Platform includes an application called
ASCOM Dome Control Panel, which is a simple dome
control “middleware”. It provides a uniform and consistent
interface, regardless of the actual hardware and connections
used. In our application, it was necessary to develop a driver
that translates the ASCOM Dome interface to our software
RS-232 commands (see Section 3.2.2 below).
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FIGURE 7: Graphic user interface of the engineering program developed for technical purposes.

Although dome control is usually performed through
the ASCOM Dome interface, an additional engineering
program has been developed in LabVIEW (see Figure 7).
This program will not be running during the usual operation
of the system. It only needs to be executed eventually when a
closer monitoring of the control and data packets is desired.
This result is useful when trying to fix a breakdown, checking
the correct operation, or implementing new features in the
system. As can be seen, the graphic interface displays all the
information about the dome status and allows for sending
all the control commands. In the upper right corner it
displays the present position of the dome, which is updated
continuously with the values read from the encoder. In
addition to the different buttons that perform the various
commands, there is a command line available where a
user can write directly the command in the format shown
in Table 2. In order to detect interrupts and failures in
the communication, all the traffic in the RS-232 link is
monitored in the upper right line. Error conditions and zero
crosses are also displayed using a pair of LEDs and a text
window, where the type of error is displayed.

3.2.1. Communication Protocol. Communication between

TCS and DC is bidirectional, messages structured according

to the following format:
<STX><command><arguments><CR><LF><ETX>

where <STX>, <CR>, <LF> and <ETX> are the next ASCII

control characters:

<STX>: Start of transmission (hexadecimal: 02h)

<ETX>: End of Transmission (03h)

<LF>: Line Feed (0Ah)

<CR>: Carriage Return (0Dh)

In order to make visualization of messages -easier,
both commands and arguments are written in ASCIL
<command> has a fixed length of 4 bytes, while <argument>
is variable, depending on the command. Table 2 lists all the
messages used in the communication, showing the fields
<command><argument> but not the control characters. As
can be seen, in many of these, <argument> consists of the
present or target azimuth, which appear in the table as
XXX.

3.2.2. ASCOM Dome Driver. ASCOM is a platform that
utilizes a standard interface between astronomic devices and
their control software. Any device supplied with an ASCOM
driver can be controlled by any ASCOM compliant software.
In our application, every element supplied with the telescope
(CCD, filter wheel, and the telescope itself) included an
ASCOM driver. Thus, the main effort in development had
to be focused on the dome controller. From the software
development point of view, the main task consisted of
programming a dynamic link library (DLL) for Windows.
Any language suitable for developing Windows objects
(COM) can be used. In this application we used C++, in a
Microsoft Visual C++ 6.0 compiler.

As we have seen before, communication between the
TCS and DC is achieved through a serial link based in the
RS-232 standard. Thus, it was also necessary to integrate a
serial communication library in the project. We chose for this
purpose a freeware code Serial Communication for WIN32,
nonevent driven version [5] performing the modifications
needed to meet our requirements and to follow our serial
message format.



TABLE 2: Description of messages used in the communication
between TCS and DC.

Messages from TCS to DC

Message Meaning
AZABxxx  Absolute movement to azimuth xxx
AZR+xxx .

Relative movement (+xxx or —xxx degrees)
AZR—xxx
PARK Movement to the PARK position
STOP Stops dome movement if it is in motion
JAZ?
3ST? Requires present azimuth, status, EEPROM content,
;EE? motor consumption.
;CO?
AOFF Auto messages disabled
A_AZ . .

Auto azimuth, auto consumption, auto zero cross
ALO bled

messages enabled.
A_ZE
CPARxxx
CZERxxx  TCS sends new values for park position, zero cross
CZEMxxx position, zero margin constant, inertia constant.
CINExxx

Messages from DC to TCS

FIN!xxx Last command executed, dome stopped at azimuth

XXX.
iZE!xxx Zero cross detected at azimuth xxx
AZlxxx Present azimuth, status, EEPROM contents,
iST! consumption. These messages are sent in response to
{EE! sAZ? ;ST? ;EE? ;CO? or as automatic information, if
.CO! the corresponding option is enabled.
PARIXxX  Confirmation of new values for park position, zero
ZER!xxx  position, zero margin or inertia constant, sent by

7ERM!xxx TCS through commands CPARxxx, CZERxxx,
INElxxx CZEMxxx and CINExxx.

ERR!

Error message. The type of error is codified in the
<argument> field.

Once developed this ASCOM driver, the dome could
be controlled through any ASCOM compliant software, like
MaxIm DL, TheSky Astronomy Software, or ACP Observatory
Control. ASCOM platform also provides a small software
packet for dome control, called ASCOM DOME Control
Panel, which is the one we used in our application.

4. First Results

After installing the new instrument, some spectacular images
of some objects in the sky were taken. Figures 8 and
9 show images of the IC434 bright red emission nebula
around the Horsehead and of the M42 Great Nebula of
Orion. The first one is a BVR median combination of
20 x 60 seconds of exposures and the second image is
a combination of 5 X 60 seconds of exposures through
BVI filters. Other images can be seen in the web site
http://www.osn.iaa.es/T35/galeria_img.html.
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Figure 8: IC 434 and M42 images obtained by using the T35
telescope.

FiGUre 9: IC 434 and M42 images obtained by using the T35
telescope.

Recently, we have carried out several photometric
observing campaigns. The 1C4756 and NGC7243 open
clusters as well as two eclipsing binary systems, HIP7666
and V994Her, were observed during the summer and winter
of 2008. This data is being reduced and the results will be
published soon.

5. Conclusions

We have attained to install and automate a 14" telescope sys-
tem in order to perform long-term photometric campaigns.
Although the telescope presented some problems of pointing
and tracking during the first observations, the behaviour of
the telescope and dome control was quite optimum. Both
parameters improved fairly when a telescope pointing model
was used. The new external autoguiding system will increase
the tracking precision considerably.

The control of the telescope system has been performed
through standard ASCOM commands. A simple system
based on microprocessor has been designed and imple-
mented allowing the control of the nonstandard dome using
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ASCOM compliant software. Therefore, due to its reliability,
this system is being adapted to the two other domes of the
SNO.

The control of both telescope and dome can be per-
formed locally or remotely, with the latter being the usual
mode of operation. The possibility of controlling the system
from the facilities of Instituto de Astrofisica de Andalucia, in
the town of Granada, implies an important logistic advantage
and considerable time saving.
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FRAM—TF/(Ph)otometric Robotic Atmospheric Monitor is one of the atmospheric monitoring instruments at the Pierre Auger
Observatory in Argentina. FRAM is an optical telescope equipped with CCD cameras and photometer, and it automatically
observes a set of selected standard stars. Primarily, FRAM observations are used to obtain the wavelength dependence of the
light extinction. FRAM telescope is also able to observe secondary astronomical targets, and namely the detection of optical
counterparts of gamma-ray bursts has already proven to be successful. Finally, a wide-field CCD camera of FRAM can be used
for rapid monitoring of atmospheric conditions along the track of particularly interesting cosmic ray showers. The hardware setup
of the telescope, its software system, data taking procedures, and results of analysis are described in this paper.

1. Introduction

The FRAM telescope is a part of the Pierre Auger Obser-
vatory (PAO) [1], which is currently the largest detector of
the ultra-high energy cosmic rays (ultra-high energy cosmic
rays (UHECRs) are defined as having their energy higher
than 10'8 eV.). The finished southern site of the PAO is
located in Mendoza province in Argentina, close to the Andes
mountain range, and in the vicinity of the town Malargiie
(69° W, 35° S, 1400 m a.s.l.).

For the correct determination of the properties of the
cosmic ray showers, it is necessary to have precise knowledge
about the immediate status of the atmosphere. Therefore,
there is a whole range of different atmospheric monitoring
instruments at the PAO. The main task of the FRAM
telescope is the continuous monitoring of the wavelength
dependence of the atmospheric extinction. FRAM works
as an independent, RTS2-driven [2], fully robotic system,
and it performs a photometric calibration of the sky on
various UV-to-optical wavelengths using a 0.2m telescope

and a photoelectric photometer. As a primary objective,
FRAM observes a set of chosen standard stars. From these
observations, it obtains instant extinction coefficients and
the extinction wavelength dependence. The instrument was
installed during 2005 and after some optimizations it is
routinely taking data since June 2006.

The main advantage of the system is a fast
measurement—data for one star in all filters are usually
obtained in less than five minutes. In comparison to Central
Laser Facility (CLF) (the CLF is a laser with calibrated
output, located approximately in the center of the detector
array. The CLF automatically fires a set of shots every 15
minutes, and it is being observed by all the fluorescence
detector telescopes. The analysis of the CLF signal is then
used to determine the actual atmospheric conditions.)
[3] or lidars (four lidars (a name originally derived from
LIght Detection And Ranging) are currently in operation
at the Pierre Auger Observatory, each one is situated
close to the one of four fluorescence detector buildings.
Lidar shoots calibrated laser signal in the air and then



F1Gurek 1: Original configuration FRAM telescope and its enclosure
during sunset at the Los Leones site.

observes the backscattered signal with high-time resolution.
From the analysis of the intensity of this returned signal
it is then possible to determine the amount of scatterers
(and specifically of aerosols) in different heights above
the ground.) [4], the other advantage of FRAM is that
its measurements are completely non-invasive, that is,
producing no light that could affect the data acquisition
of the fluorescence detector (FD). Furthermore, some of
the stars are well calibrated and nonvariable standard light
sources with precisely known and tabulated intensities in
various filters, thus allowing straightforward comparison
with measurements done using the same set of filters. On
the other hand, the main disadvantage of this instrument is
its limited capability of only integral measurements through
the whole atmosphere.

2. Instrument Setup

The telescope has its own enclosure made of laminated
glass fiber epoxy with inner iron frame. The enclosure is
located about 30 meters from the building of the fluorescence
detector at Los Leones (see Figurel), on the southern
edge of the Pierre Auger Observatory array and about 13
kilometers from the town of Malargtie in Mendoza province
in Argentina (69° W, 35°, altitude 1400 m).

2.1. Original Setup. As a primary instrument, we used a
20 cm Cassegrain-type telescope with an Optec SSP-5A pho-
tometer and with integrated 6-position filter slider. Effective
telescope focal length was 2970 mm and focal ratio ~ 1:15.
The system was further equipped with an electronic focuser
Optec TCE-S. This Crayford-style motorized focuser was
installed in secondary Cassegrain focus and the photometer
was attached to its moving end. A beam-splitting dichroic
mirror was installed behind the focuser. The red and infrared
light was reflected into narrow-field pointing CCD camera
(Starlight XPress MX716) and ultraviolet and visible light
passed through the mirror into the photometer.
Narrow-field pointing CCD camera had a resolution of
752 % 580 pixels and field of view of 7" X 5'. It was primarily
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TasLE 1: FRAM filter characteristics.

Filter Filter Acentre Filter
position name (nm) FWHM (nm)
0 Dark — —

1 U 360 70

2 u 350 38

3 v 411 19

4 b 467 18

5 y 547 23

used for the fine centering of the targeted star into a field of
view of the photometer, which had only 1" in diameter.

Photometer Optec SSP-5A is a high-precision stellar
single channel photometer. A Fabry lens projects an image
of the primary mirror onto the cathode of photomultiplier
(PMT). The Hamamatsu R6358 PMT was selected for our
setup, because of extended spectral response from 185nm
to 830nm. A Fabry lens is of B270-type glass that has
enhanced UV-transmission. This still somewhat cuts down
the transmission below 350 nm, but does not adversely
affect the transmission of any of the used filters. For star
measurements, we use the set of four Stremgren uvby filters
and Johnson U filter (see Table 1 for filter characteristics).

Atop the telescope was installed wide-field CCD
camera—Finger Lake Instrumentation (FLI) MaxCam CM8
with Carl Zeiss Sonnar 200 mm f/2.8 telephoto lens. This
CCD camera uses Kodak KAF 1603 ME chip with 1536 X
1024 pixels, thus assuring 240" x 160" field of view. The
effective diameter of the lens is 57 mm and the limiting
magnitude under optimum conditions reached R ~ 15.0
for a 30-seconds exposure. This wide-field CCD camera was
primarily dedicated for astrometry. A median astrometric
error for bright objects (signal to noise ratio > 7) and 120-
second exposure is about 0.5” (i.e., about 1/20 of WF camera
pixel).

The mount was a commercially available Losmandy G-
11, which used the standard GEMINI GOTO system equi-
pped with two servomotors with relative optical encoders.

2.2. Upgrade in Summer 2009. The FRAM system was sig-
nificantly upgraded in July 2009. The mount was replaced
with Software Bisque Paramount ME German equatorial
mount, that is, equipped with MKS 4000 dual-axis DC
servomotor control system. The telescope was replaced with
the commercially available 12" Meade LX200 Schmidt-
Cassegrain telescope.

Furthermore, the pointing narrow-field CCD camera was
replaced for a second FLI MaxCam CM8 camera (15361024
pixels), and the dichroic mirror was replaced with the small
prism (off-axis guider optical element) that reflects part of
the light from the telescope to the photometer, but which is
not obscuring the field of view of the narrow-field camera.
Therefore, both photometer and narrow field camera now
receive full spectra of the light that is being observed by the
telescope.



Advances in Astronomy

Finally, the wide-field camera was equipped with the
FLI filter wheel CFW-2 with the set of Johnson-Coussins
UBVRI filters. This will allow us to perfome comparative
studies of the wavelength dependence of the extinction from
photometric and wide-field CCD measurements.

Due the presence of the corrector plate in the new
Schmidt-Cassegrain telescope, the new setup has very con-
strained spectral sensitivity below 400 nm. It is questionable
if we will be able to produce any good-quality results with
photometer using Johnson U or Stremgren u filters (see also
Table 1).

Currently (August 2009), the new setup is still in its
comissioning stage, and no observation results are available.
All the results presented in Section 6 were obtained with the
original telescope setup.

3. Software

The system is driven by RTS2, or Remote Telescope System,
2nd Version, software package [2]. RTS2 is an integrated
package for remote telescope control under the Linux operat-
ing system. It is designed to run in fully autonomous mode,
selecting targets from a database table, storing CCD image
and photometer metadata to the database, processing images
and storing their identified coordinates in the database. RT'S2
was developed and is maintained under open-source license
in collaboration with robotic telescope projects of BART,
BOOTES, and WATCHER [5].

4. Observed Targets and Observation Schedule

FRAM is primarily designed to provide the atmospheric
extinction model. The data for this model are collected
by the photometer with the help of both CCD cameras.
The observation targets are selected bright (brighter than
6.5mag) standard stars from the photometric catalogue
of Perry et al. [6] that features star measurements in the
Stremgren uvby photometric system [7]. Currently, we are
using about 25 stars in the selection that are located at
suitable declinations and homogenously distributed over the
right ascension.

The target cycle begins with a slew to the position
followed by a short WF camera exposure to check the
pointing accuracy. The position of the photometer aperture
within WF camera’s image is well known, so if the initial
pointing is not satisfactory, a correction could be made. This
image also serves as a test of atmospheric conditions: target
may be canceled, if the necessary conditions are not met
(clouds or fog resulting in no image astrometry).

After the star of interest was successfully centred within
the WF aperture, a control exposure with the NF CCD
camera is done. The star is identified as the brightest
source in the field of view and, if needed, the mount
position is corrected again and the star is moved to the
centre of photometer aperture. The photometer then does
two sequences of measurements per filter of interest. Each
sequence typically consists of five 1-second integrations
to obtain the signal value and its variance in each filter.

Simultaneously, both CCD cameras take exposures, so that
pointing may be improved in real-time. The WF camera
provides also a measurement in set of Johnson-Coussins
UBVRI filters. The complete set of measurements is then
stored in the structure of PSQL database.

5. Optical Follow-Ups of Gamma-Ray Bursts

The RTS2 software system was originally developed especi-
ally for the search of optical transients of gamma-ray bursts.
This software system was significantly modified to achieve
FRAM main aims in atmospheric monitoring; however, it is
still very easy to activate special observation mode for optical
transients. The main computer of the system receives in such
case the alerts about detected gamma-ray bursts via network,
slews there and makes images of the given sky region.

This alert system was activated on FRAM in late 2005,
and already during January 2006 a very successful obser-
vation was made. An extraordinarily bright prompt optical
emission of the GRB 060117 was discovered and observed
with a wide-field CCD camera atop the telescope FRAM from
2 to 10 minutes after GRB. Optical counterpart identified
in our images was characterized by rapid temporal flux
decay with slope exponent & oc 1.7 + 0.1 and with a peak
brightness of 10.1 mag in Bessel R filter. Later observations by
other instruments set a strong limit on the optical and radio
transient fluxes, unveiling an unexpectedly rapid further
decay. We presented more details in [8].

6. Calibration and Results

Our main goal is to provide the so-called Angstrom exponent
y, which is often used for parametrization of wavelength (1)
dependence of aerosol optical depth T4: T4(A) = Ta0- (Ao/A)7,
where Ay is the reference wavelength and 7,40 is the aerosol
optical depth measured for this wavelength [9]. Moreover,
the Johnson U filter has almost the same central wavelength
as have the lasers used for measurement of vertical aerosol
optical depth (VAOD) at CLF [3] and at lidar stations [4].
The integral value of VAOD (h = o0) in U filter thus can be
used for direct cross-checks with these instruments.

We analyzed our database of photometer counts since
June 2006, when the telescope achieved a stable mode of
operation, until December 2008.

Using the available analysis of the CLF data, we initially
selected a set of very clear (“Rayleigh”) nights, when no
aerosols (or only negligible amounts of aerosols) were
observed by the CLF instrument. We used these data for
calibration of FRAM photometer. Under the assumption
of presence of no aerosols, we fitted the dependence of
difference of observed and tabulated magnitudes on airmass.
The resulting dependence should be linear and the fit param-
eters characterize both the extinction and the instrument
properties. The slope for clear nights should be in agreement
with the computed expectations for the Rayleigh scattering,
and the value of the intercept defines the conversion of
the instrumental magnitude. The knowledge of the real
observed magnitudes then allowed us to directly compute the
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Ficure 2: Histograms of measured distribution of Angstrom
coefficient y (a) and of integral aerosol optical depth 7 (b) for all
data obtained from June 2006 until December 2008. Quality cuts
from wide-field camera and photometer were applied as described
in the text.

extinctions for our whole database, including all other (i.e.,
non-Rayleigh) nights. After that, we converted extinction
expressed in magnitudes into total optical depth and then
subtracted molecular Rayleigh part, using model from [10].

For the analysis of the aerosol extinction wavelength
dependence, we used only-high quality data. For our
selection, we required that three following conditions were
fulfilled simultaneously. First, the limiting magnitude of the
wide-field camera images was higher than 13 (clear sky).
Second, the fluctuations in the number of detected stars in
the wide-field camera images were smaller than 30% between
individual images. The third cut is then on the fluctuations
of the photometer readings. If the fluctuations were higher
than square root of the signal (e.g., due to strong wind), the
measurement was also not used.
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For the standard star measurements (see Figure 2), we
obtained a preliminary mean value of y = —0.1 + 0.4 that is,
lower than the results from HAM instrument (y = 0.7 £ 0.5)
[11]; however, 1o limits of both instruments are overlapping.

Moreover, FRAM y = —0.1 is in good agreement with
theoretical expectations for the atmosphere in desert-like
environment of the Argentinian pampa (y ~ 0) [12], where
coarse-grain particles prevail.
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The Lowell Observatory 0.8-m (31-in) Telescope was augmented by the addition of a robotic mode of operation in early 2001.
This system executes any predetermined sequence of observing instructions without supervision. Described herein is a general
description of the system, lessons learned from the conversion, and a few general algorithms for focusing, collecting twilight flat

field images, and scheduling standard star observations.

1. Introduction

The power and value of autonomous observing has long
been recognized in the amateur astronomy community while
adoption has been slow at professional observatories. In
January 2001 I converted the Lowell Observatory 0.8-m
telescope from a classically-operated manual telescope to
a robotic facility. At that time the telescope was poorly
utilized and deemed unimportant enough to permit my
experimenting with the system. The perception was that such
a conversion and subsequent robotic operation was either
dangerous to the hardware or disruptive to the operation
of the telescope—a fear that was not realized. Since 2001
roughly 1/3 of the time was scheduled as classical observing
and the rest operated in a robotic mode.

The ground rules for the conversion were (1) classical
observations must still be possible without any changes
in operation or procedures and (2) instrument changes
had to continue to be supported. The project was further
constrained by the lack of development funds and minimal
technical staff support. This constraint led to a very frugal
development path with minimal changes to the existing
system. The new mode became operational and scientifically
useful in March 2001 and immediately caused this telescope
to be the most heavily used of any of the Lowell Observatory
facilities. During this period of operation the system had to
be modified to work with two different cameras as well as a
total changeout of the dome control system.

In this paper the design objectives and constraints
involved in moving this telescope from classical hands-on
observing to robotic hands-off observing are summarized.
The observing queue system and two camera systems
will be discussed along with changes needed in telescope
control. I also present some of the non-obvious algorithmic
components of the system as lessons learned that may be
useful to other projects. Also discussed are safety issues
common to systems of this type. At the end I will present
a brief synopsis of the types of observations carried out by
this system since its implementation.

2. System Overview

This system was created to permit autonomous collection
of images at the Lowell Observatory 0.8-m telescope on
Anderson Mesa. The primary goal was to provide a means
for collecting data without requiring an observer to be
present. This approach makes data collection much more
cost-effective in circumstances where a large number of
nights are needed to yield a single useful result. For example,
collecting a lightcurve of Pluto (period ~6.4 days) within
one apparition requires a large number of nights to create a
final composite lightcurve. Any type of survey or monitoring
observation is also very well suited to this system.

Figure 1 is a flowchart showing the principal hardware
subsystems, computers, software and the communication
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FIGURE 1: System overview; see text for details.

paths between them. The bulk of the figure describes systems
in place at the Anderson Mesa Station where the telescope is
situated. At the very bottom of the diagram a few machines
are shown that are located at the main observatory office
20km away. In this diagram, all of the rectangles depict
specific computers (9 total). The rounded rectangles stand
for specific hardware. The parallelograms show processes
that are always running while the system is active. Ovals
indicate where user input can enter into the system. All com-
puters communicate at each site via a 100 Mbs ethernet LAN,
typically using NFS for communications but occasionally
using rsync, scp, or direct TCP/IP sockets. Communication
between sites is provided by a dedicated T1 link but this link
is not required for the system to run and collect data.

3. Hardware

This section describes the hardware used by the robotic
system. A photograph of the facility exterior is shown in
Figure 2. The white building on the left houses the telescope
and telescope control computer. The low brown building
houses a traditional control room and a computer room.

FIGURE 2: 31" dome and control building.

3.1. Telescope. The telescope is a 0.8-m closed-tube reflecting
telescope with a single instrument port at the cassegrain
focus. The output beam is /15 with a focal plane scale of
17.5 arcsec/mm. The scale is poorly matched to modern CCD
detectors requiring the use of a focal reducer to achieve a
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FiGURE 3: 31" telescope and PCCD camera.

more useful field of view. The telescope tube is constructed
of aluminum and as a result has a very strong shift in
focus position with changing temperature. Figure 3 shows
the telescope with the first generation CCD system.

The facility already had a sophisticated observatory
control system that was the result of decades of local software
and hardware development. The control program, named
MOVES31, is written in FORTRAN with a small amount of
assembly code and operates on an MSDOSv6.2 computer.
The telescope has three digital stepper motors, one each
for the Right Ascension and Declination axes and one for
moving the secondary mirror for focus control. Position
knowledge comes from relative encoders. Initially only the
focus mechanism had a home switch for calibrating its
absolute location. More recently a pair of switches was
added to provide a home location from which to restore
pointing in case of error. However, all of the startup and
observing strategies grew out of the environment where loss
of pointing meant the loss of a night and subsequent on-
site effort to recover. The english yoke mount imposes a
north declination limit of roughly 60° beyond which the
telescope cannot point. There is a slight protrusion of the
north pier that the telescope can track into. With classical
observing one can work around this protrusion and extend
the declination coverage. For robotic observing the northern
limit was made more conservative so that the protrusion can
never be reached. However, the limit is implemented in the
scheduling software, not in the telescope control program.

The telescope has had a variety of positional limit
switches over the years. All of the switches work well at
normal tracking rates. The protections are not as effective
while the telescope is slewing. As a result, the robotic system
was forced to take on a larger pointing limit responsibility
than it should. Over the years there was only one critical
failure where the telescope was driven into the north pier,
breaking the drive coupler that was designed to fail in such
cases, protecting the drive motor and gears.

3.2. Dome. The telescope is protected from weather by an
Ash dome. It uses high-power a/c motors operated via
computer controlled relays for rotation and for opening and

closing the two-part dome slit. The dome slit has a long
upper panel that is lifted up and over the top of the dome
when open. It also has a short lower panel that drops down
below the bottom of the dome. Opening or closing the
dome takes roughly 3 minutes. The telescope mirror becomes
vignetted below 18° altitude.

Power to the dome slit motors is provided by a bus-bar
contact that is engaged over a 5° range in dome azimuth.
To open and close the dome one must successfully stop on
the correct position before the open/close operation will
work. The original dome encoding system was handled with
a friction wheel drive relative encoder and the power contact
was wired to act as a fiducial switch. This system required
elaborate software to maximize the likelihood of closing the
dome in case of problems. In later years the dome encoding
system was replaced by a bar code scanner providing an abso-
lute position every degree, greatly simplifying the calibration
process and making for considerably more reliable operation
with much simpler software. Over the years there have been
a few instances where a failure occurred and the dome was
not properly closed at the end of the night. Procedurally this
has led to a policy that someone always verify that the dome
is closed after sunrise.

Dome control during the night is handled completely
by the MOVE31 computer once automatic dome control is
enabled. A minor software modification was required for
robotic observing such that notification of the completion
of a slew had to wait for the telescope and dome to both reach
their final position. With classical observing an observer
would know from the noise of the dome motion that the
system was not ready.

3.3. Science Camera. The robotic system was originally
developed with a thermoelectrically cooled Photometrics
CCD system (PCCD) and a 3:1 focal reducer. The detector
was 576 X 384 and had a pixel scale of 1.2 arcsec/pixel for
a field of view of 11.5 x 7.7 arcmin. The focal reducer had
a slight pupil ghost centered on the detector so the prime
location for placing a single source was offset by a quarter of
the FOV from the actual center of the device. This offset thus
required better than about 3 arcmin pointing from a slew
to ensure successful target acquisition. Full-frame readout
time and saving the data to disk for this detector was 8
seconds. The shutter was a commercial two-leaf system that
was not particularly fast. Photometrically accurate exposures
had to be longer than 3 seconds but the system could take
useful exposures as short as 0.002 seconds. The shorter
exposures were not useful for science data but came in handy
for other operational support modes. The thermoelectric
cooling restricted exposure times to 5 minutes or less and the
system required dark-frame calibrations.

The camera system also included an integrated 10-
position filter wheel that provided fast cycling between filters
and reliable knowledge of the state of the filter wheel. The
wheel could only move in one direction and stepping by
one position took less than one second. The worst case was
for moving backward by one position which require moving
forward by 9 positions and took about 3 seconds. Any time



a motion crossed the fiducial the controller would stop at
the fiducial, recalibrate and then then move on to the final
destination. Thus, observing with any two-filter pattern (e.g.,
alternating between B and V') would lead to a verification
of filter position knowledge and a recalibration once per
pattern. The typical observing pattern for this system put
a lot of cycles on the filter wheel. Twice during the robotic
usage of this camera the system wore out a critical part but
the recalibration strategy and error logs gave several months
notice before total failure.

The performance of the original system was limited by
its plate scale, FOV, high-readnoise, low QE, and ultimately
wore out and was removed from service in July 2005. A new
camera was constructed for the telescope that was based on
a custom focal reducer matching the CCD to the plate scale
of the telescope. The initial CCD was a Loral detector that
was thinned by M. Lesser of Steward Observatory. This batch
of devices is prone to delamination and combined with a
slow vacuum leak in the dewar this detector never collected
science grade data even though it was in service for 9 months.
By January 2007 a replacement CCD was put in service. This
camera is known as NASAcam, so named for the source of
the funds that made the camera possible.

NASAcam is built around an EEV 2048 x 2048 device.
It has a image scale of 0.45 arcsec/pixel for a 15 arcmin field
of view. The nominal gain is 2.15¢” /DN and a read-noise of
6.2¢”. Lower read-noise was possible from this system but
this setting was a compromise between readout time and
readout noise. The full-frame read and store time is roughly
9 seconds. The detector is cooled by a Cryotiger closed-
cycle refrigerator that maintains a regulated temperature of
—113°C, sufficient to completely eliminate dark-current. The
system is intended to run full time, providing a long-term
stable environment for the detector. This system has two
10-position filter wheels. The filter wheel system is a little
slower than that for PCCD. The shortest move takes just
under 3 seconds while the longest move requires about 9
seconds.

The requirements for adapting this system to a new
camera are relatively modest. The most critical is the
availability of a Linux or Solaris driver. The only other
requirement for efficient operation is the ability to read out
a portion of the image with the expectation that the readout
time is much faster for small subframes. System performance
is also improved if the image last read is available to the
application at some memory location.

3.4. Support Cameras. An essential element of this system
are cameras to provide on-site visual feedback. Four cameras
based on inexpensive surveillance camera hardware are used
to monitor daytime sky conditions (DAYcam), nighttime
sky conditions (NITEcam), the sky at the current telescope
location (GOTOcam), and a view of the telescope and dome
(SCOPEcam).

DAYcam is the simplest of all the cameras. The camera
is a D-Link DCS-1000 and is a self-contained color video
camera and web server. The stock lens was replaced with a
3.8 mm fixed-aperture fixed-focus lens that provided a field
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of view of about 90°. This camera is housed inside a north-
west facing window to protect it from the weather. Every
2 minutes a picture is sent via FTP to a central network
location. These images are managed and culled by simple Perl
scripts that file them by day and delete images taken when
the sun is below —5° altitude when the sky is too dark for
this camera. The pointing of the camera is set so that the sun
and moon can never pass through the field of view. These
color images are required for times when you cannot discern
between high thin cirrus and a photometric sky without
seeing the color of the sky. The data rate from this camera
is about 4 Mb/day.

NITEcam provides information about clouds at night,
even when there is no moonlight. To accomplish this, I used
a Watec 903K b/w video camera that has a 1/3” CMOS
CCD detector with a minimum lux rating of 0.0002 lux.
In comparison, DAYcam only works down to 2.5 lux. The
camera is mated to a Computar HG3808 AFCS-HSP video-
mode auto-iris lens, focal length 3.8 mm, with a maximum
aperture of f/0.8. The lens settings are set to full average
brightness control. At night, the natural signal from the
camera with the moon down does not yield a very useful
image though it’s not bad once you have illumination from
the Moon. To grab the video, I use a Hauppauge WinTV-GO
card mounted in an old surplus Pentium 200 Mhz computer
running RedHat 7.3. The camera is located in the same
window bay as DAYcam and also avoids looking at the sun
and the moon. The setup of the Watec camera is automatic
electronic shutter control on, hi-AGC on, and AGC on
(AGC = automatic gain control). During the day an image
one frame per minute is collected and saved. The night-
time sensitivity is enhanced by coadding 200 individual
video frames and then subtracting a predetermined dark/bias
image thus increasing the sensitivity by a factor of 10.
This sensitivity is sufficient to detect unilluminated clouds
in silhouette against the dark night sky (no moon). The
software also has some automatic gain logic that keeps the
image in range on brighter nights. This camera provides full-
time images of the sky and generates about 19 Mb of data per
day.

SCOPEcam is a stock b/w CCTV camera that provides
a classical observer with a remote real-time view of the
telescope and dome while observing in the control room. To
support robotic observing, the signal was split and routed
to a computer with another WinTV video capture card. The
camera is not sensitive enough to provide useful images at
night with natural lighting so the MOVE31 computer turns
on a 5W red light in the dome whenever the telescope is
slewing (or by explicit command). However, during the day
it is immediately obvious if the dome is open even just a
centimeter. The most important role this camera plays is in
verifying that the dome is closed at the end of the night.
This camera is also useful for debugging failures during
robotic observing. To minimize the amount of data collected
from this camera, images are saved only when something
either moves (e.g., telescope slews) or if the lighting changes
dramatically (e.g., a light is turned on). The data flow from
this camera is extremely variable but averages to roughly
9 Mb per day.
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The final camera, GOTOcam, has the same hardware and
software as NITEcam except the camera lens. This image
features a pixel scale of roughly 3 arcmin and a field of view
of 14 x 10 degrees and is boresighted with the telescope. This
camera makes it possible to recover pointing by positioning
a bright star at a location that is known to be coincident with
the science detector. These images also can be used to decide
if data are affected by clouds. In practice, this data stream is
rarely used and is marginally worth implementing. Images
are collected only when the dome is open so the data rate
is variable. On a clear night the camera generates roughly
40 Mb of data.

3.5. Environment Data. On-site weather conditions are
collected with a Davis Instruments weather station. Special
modification were made to increase the length of the sensor
leads and to add some protection against lightning. The unit
is connected to the logging computer via an RS232 fiber link.
This station provides absolute barometric pressure, outside
air temperature and relative humidity, dewpoint tempera-
ture, and wind speed and direction. Real-time information is
available via socket communication and archival information
is stored in text files. The weather data is primarily used to
support predicting the weather conditions for the upcoming
night and if it will be safe to open the telescope dome but it is
not required in order to run the system. The local weather
forecasts and satellite imagery is also used to support the
nightly weather decision. In the early days this data was also
used to estimate the focus position for the telescope at the
beginning of the night.

With the development of NASAcam came an opportu-
nity to improve the knowledge of the immediate telescope
environment. The single most critical piece of missing
information was the temperature of the telescope tube. To get
accurate temperatures we used an OMEGA D5111 module
that supports four temperature sensors (AD590) and has an
RS232 port. One sensor was glued to the primary mirror
(but done so that it could be removed when the mirror
gets realuminized). One sensor is attached to the exterior
of the telescope tube. Finally, there is one sensor dangling
in the air at about the same height as the average position
of the primary mirror. The tube temperature works well
enough to predict the telescope focus position to within
about 30um (focus operation has a typical step size of
6um).

The telescope temperature data also provides informa-
tion related to image quality. As expected, the mirror is often
warmer than the ambient air. Surprisingly, the telescope tube
was found to be significantly colder than the air and is just
as detrimental to image quality as a hot mirror. The painted
aluminum telescope tube radiatively couples to the night sky
and over-cools during the night. This problem was easily
fixed by wrapping the telescope in a loose layer of aluminized
mylar. This simple solution broke the radiative link and
afterward the tube was seen to track the air temperature very
well. The seeing definitely improved as a result of this simple
fix. At this point, the image quality is now limited by the
quality of telescope tracking since there is no auto-guider.

4. Software

The basic design of the system is a collection of independent
processes that share as little information as possible. Also
deeply rooted in the system design is that all operations
are unsupervised. That means there is no graphical display
of any data, there are no real-time monitoring windows
peeking into system processes, and queue manipulation
is limited to adding commands or removing everything.
Lastly, the software is designed to be running all the time.
A specific effort was made to avoid forking and multi-
threaded code for an easier path to reliable software. This
coding constraint also lead to the decision to use message
queues for inter-process communication rather than TCP/IP
sockets. The message queues provide a very simple and
fast communication method but do require that all of the
tightly coupled processes be running on the same computer.
Communication via TCP/IP, where needed, is accomplished
by adding a separate trivial process that accepts a socket
connection and passes them along to a message queue.

Central to the very first versions of the system was
the concept of event and anomaly logging in all of the
programs. Every operation that can generate a system error
(e.g., opening a file) will write a time-stamped system error
message to a log file. Other informative messages about
logical operations or decisions are included in the log as
needed. This system has had its share of anomalies and
software errors over the years. It is usually not practical to
debug a problem by replicating the actions. These log files
have been an essential and 100% effective tool for fixing the
software without the need for error replication.

4.1. emdr—Observing Queue. The top level controlling pro-
cess is cmdr and it maintains a large FIFO of commands and
passes them along, one at a time, to the appropriate agent for
execution. If the FIFO becomes empty the system becomes
idle. The cmdr daemon gets its commands over a inter-
process communication (IPC) channel from the interactive
program send. In many cases, this process has no knowledge
of the consequences of any command and there is no concept
of a time limit on any command. The communication proto-
col is to send a command via IPC channel to the appropriate
agent, listen for optional information messages from the
agent, and log the termination and time of execution when
the completion message is returned. Information messages
and command completions are logged with a timestamp as
they are received. Commands consists of a single line of text.
Single word lines are queue control commands. Everything
else is a single character that is associated with either an
external agent or a type of internal command followed
by the command intended for the agent. There are four
such categories defined: t: telescope commands, c: camera
commands, f: file to be executed, and s: synchronization or
timing commands.

The “file” command is really a special category since
cmdr never actually sees such a command. Commands are
give to send before being sent to cmdr. If send sees a file
command it will process that file and send the commands



found in the file. Therefore, loading a full night’s observing
is usually a matter of loading the one file that contains all
the commands. Any command that is itself a file command
is expanded until nothing but non-file commands are sent.
Thus a script for a night can appear to have relatively
few commands, most of them file commands, that will be
expanded into a very long list of actual commands that will
occupy the fifo. All memory of the original organization of
the files and commands is lost in the fifo other than the
sequential order of execution. For this reason, no tools were
developed to inspect the queue since it would be very hard to
relate to the original script.

4.2. move—Telescope Communication and Control. The tele-
scope and its dome are operated by a stand-alone computer
(MOVE31 which refers to the computer and the control
program) that maintains full knowledge and control of the
telescope and the dome. This system supports a set of
commands that can be sent via an RS232 serial port. All
commands return an explanatory code upon completion.
Some commands return instantly and some take as long as
3-4 minutes to complete.

The move process encapsulates all of the knowledge
and idiosyncrasies of the MOVE31 system thus providing
a clean commanding interface. This process takes care of
preparing and sending the command and then waiting for
the response. It also is aware of how long commands should
take and imposes an appropriate length timeout period in
case of errors. This process logs all activities, successful and
unsuccessful, but any time there is a error the incident is
also reported via email. Telescope failure codes are rare and
always treated as a serious problem. A great deal of effort was
expended to ensure that all errors are meaningful and worthy
of response and intervention. Additional informational
messages are also sent when the daemon is started or stopped
and whenever the dome is opened or closed. This process
also maintains an approximation of the telescope and dome
state. It does so by querying the telescope every two seconds
for its status and then parsing and saving that information.
If another process wants to know the telescope state, the
answer is returned instantly from the most recent query. This
periodic query is not logged unless there is an error (such asa
garbled ASCII string response or complete lack of response).

The move daemon listens to its own IPC channel for
commands. There are three defined command sources, (1)
primary command channel (usually from cmdr), (2) sec-
ondary command/query channel (roboccd), and (3) back-
door command/query channel (movecmd). The secondary
channel is used to get the telescope status information
to be saved along with each data frame. This channel is
also used for pointing updates, small telescope offsets, and
focus commands that are generated from the camera. The
backdoor channel is used exclusively for testing or recovering
from failures.

4.3. roboccd—CCD Camera Operation and Control. The
CCD camera and filter wheels are controlled with the
roboccd daemon. Image data is saved via NFS to a disk
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served by XENA. Exposure durations are controlled by a
hardware timer in the CCD electronics and the start time is
taken from the system clock which is maintained by ntpd.
Status information on the current state of ntp is recorded
with each image. The roboccd daemon listens on its own
IPC channel for commands from cmdr. Telescope focus is
adjusted automatically for each filter based on differential
focus offsets known for each filter. This program performs
a few standard calculations on every image: (1) the mean
and standard deviation of the background, (2) location and
signal level of the maximum in the image, (3) instrumental
magnitude, FWHM, and centroid location of the maximum.
Quite a few decisions can be made that affect data collection
with this limited knowledge. This information is recorded to
the data headers and it is also sent to the log files on LUX.
Thus is it possible to eavesdrop on the data collection process
and get a reasonable idea of how things are progressing.

4.4. Synchronization. Timing and synchronization opera-
tions are handled internally by cmdr and are unusual to
see in a classical observing system. Normally, all of these
functions are performed implicitly by the observer as the
night progresses. The following section lists the available
synchronization commands

1st HH:MM:SS: Pause until the local sidereal time
passes HH:MM:SS.

pause HH:MM:SS: Pause for the indicated length of
time.

time HH:MM:SS: Pause until the UT time passes
HH:MM:SS.

sun-above D.d: Wait while the Sun is above D.d
degrees altitude. Used for sunset timing.

sun-below D.d: Wait while the Sun is below D.d
degrees altitude. Used for sunrise timing.

pos-above D.d HH:MM:SS DD:MM:SS: Wait while
the position (a,6) is above D.d degrees altitude.

pos-below D.d HH:MM:SS DD:MM:SS: Wait while
the position («,8) is below D.d degrees altitude.

The Ist and time commands cannot pause for longer
than 12 hours. If the time is within 12 hours in the past,
the condition is considered to have been met. Of these
commands, the Ist and sun-below/above commands are
the most heavily used. These commands permit building
surprisingly flexible observing scripts that can be used night
after night and year after year. They also make it possible
to write good scripts that do not need to know exactly how
long everything takes. In general, the best scripts will have a
small amount of deadtime in the night to allow for timing
variations in the actual schedule. A well honed full-night
script will usually be scheduled within a few minutes of the
full duration of the usable night.

4.5. Predefined File Commands. There are a collection of
predefined command files that encapsulate operations that
are used every night. By using these files, centralized changes
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and improvements can be made that will automatically
be incorporated into future nightly observing plans. The
allopen script takes care of waking up the telescope, updating
the clock on the telescope computer, opening the dome,
turning on dome and telescope tracking, setting the file name
for the data to be taken that night, and enabling the dead-
man timer. Some operations benefit from reading out a small
fraction of the science array. The file acqsubar sets the size
of the sub-array for target acquisition to a 3 arcmin square
in the center of the CCD. A second file is focsubar and is
used to set the size of the sub-array for focusing at 80 arcsec
square. In addition to speeding up these operations, reading
a sub-array greatly reduces the chance for confusion from
nearby sources or cosmic ray strikes. At the start of a new
robotic run the telescope coordinates must be verified. A set
of 12 bigacqXX files are defined (XX is the right ascension
for the target star) that perform a full-field acquisition on a
very bright star and updates the pointing. Accurate focusing
is handled by a 24 scripts, focusXX-25, where XX is the
right ascension of the focus star. All stars are at a declination
of +25°. Each script has a star V' =7-8 that has nothing
brighter within 3 arcmin. This brightness gives a good signal-
to-noise ratio image in one second. These scripts include all
the operations to slew to the star, take the data, and adjust
the focus accordingly

Most observing programs on this system strive to collect
absolute photometry requiring the use of all-sky photometric
standard stars. The list of Landolt standards [1-3] includes
areas that provide two or more standard stars at the same
time and spaced at roughly one-hour intervals on the sky.
There are separate command files for these fields with
different combinations of filters such as BV or VRI. These
files contain the target pointing needed to place the stars on
the field and also contain the relevant exposure times needed
for optimal signal-to-noise ratio images.

At the end of the night, the system must be properly
stowed. This is also the best time to take calibration frames
for this telescope. There are commands for shutting down
the telescope either with or without taking calibration data.
Each of these also includes an instruction that marks data
collection complete for that night.

5. Essential Algorithms

This project involved some algorithmic development and
testing that were not obvious prior to starting. This section
describes the most important of these lessons learned with
the hope they will be useful in other systems.

5.1. Flat Field Collection. An essential calibration operation
is the collection of flat field images for which I generally
use twilight sky images. The challenge of collecting twilight
flats is that the illumination level is constantly changing,
affecting the exposure time needed. The system has the most
recent mean background signal level making it easy to adjust
before the next image. When taking a set of flats for any filter
there are seven control parameters for the command and
the default value is shown in parentheses: number of frames

desired (20), the highest signal level permitted for a usable
flat (maxgood = 43000), the highest signal level permitted
for the optimal flat (maxbest = 28000), lowest signal level
permitted for the optimal flat (minbest = 18000), lowest
signal level permitted for a usable flat (mingood = 10000),
maximum exposure time allowed (maxexp = 20 seconds),
and minimum exposure time allowed (minexp = 2 seconds).
These default parameters are the result of optimizing against
the dynamic range of the detector, readout time, speed of
the shutter blades, and sensitivity of the detector and filter
combination. The dawn flat steps are as follows.

(1) Move telescope to the “Chromey” spot [4]and turn
on tracking.

(2) Take a single bias frame with a 200 x 200 sub-frame
in the center of of the CCD. This signal level is the zero-
illumination reference value.

(3) Take a 0.002 second exposure with a 200 X 200 sub-
frame. If the signal level is too high no flats are possible and
the operation terminates.

(4) Take a one second metering exposure with a 200 X
200 sub-frame until the signal would be above minbest with
a maxexp exposure time. If still too dark, wait for a minute
before trying this step again.

(5) Calculate exposure time. First compute the time need
to have the signal level be minbest but no longer than maxexp
and no shorter than minexp. This new time will predict a
new signal level. If the predicted level is less than mingood
or greater than maxgood quit taking images and log an error
that the desired number of frames was not reached.

(6) Take an image and save it. Exit when the desired
number of frames have been taken.

(7) Offset the telescope 20 arcsec to the east and go back
to step 5.

The control settings allow optimization for the largest
number of frames in the shortest time with a useful signal
level. The number of frames is more important than the
number of photons collected. The current system can get
flats on 2 filters per twilight with 20 frames per filter. Dusk
flats are vastly inferior to dawn flats for this instrument and
telescope and are very rarely used. Generally collecting flats
for a given filter once a week is sufficient.

5.2. Focus Determination. An automated system must be able
to find the best telescope focus without user intervention. A
completely general automatic focus algorithm that assumes
nothing at the start proved impossible. As implemented, the
telescope must be within 100 ym of proper focus to ensure
success. In the early days it was common to interactively
determine an approximate focus at the start of a new run.
After sufficient operational history was reached this step was
dropped in favor of a temperature based initial predictor.
The focus shift between the end of the previous night and
the start of a new night is larger than 100 ym. Therefore, at
the start of each night the initial focus value is set based on
the current tube temperature and the known trend of focus
versus temperature.

The automatic focusing procedure is based on a series
of images, changing focus for each, with a default step size



of 10 ym, starting 9 steps below the current focus value and
ending 9 steps above. Using the default 1-second exposure
time this sequence takes roughly 80 seconds. The default step
size is normally used only for the first focus of the night.
After the initial focus, the step size is reduced to 6 ym to get a
more accurate focus. However, the sequence always includes
—90 yum at the start and +90 ym at the end. These flanking
focus settings ensure that the sweep always sees an image that
must be out of focus. For each image a figure of merit (FOM)
is calculated that is the value of the peak pixel signal divided
by a small-aperture integrated signal. The best focus is the
one with the largest FOM. However, the best FOM must be
at least twice the worst FOM. If not, the sequence is flagged
as indeterminant and the focus is left at its original position.
This safeguard protects against taking focus data when there
is no real data (e.g., clouds, bad pointing). Every focus run
is recorded in a special focus log file that is designed to be
machine readable and record all of the information available
to the data collection program (except for the actual images).
In this way, refinements to the focus algorithm can be tested
against a very large dataset of past focus runs to ensure that
any algorithmic change truly leads to an improvement in
operation.

Table 1 shows an example focus sequence. The table
shows the focus position, the FWHM of the brightest pixel
(in pixels), the peak signal (above background), total flux in
a 5-pixel radius aperture, and the FOM. The initial setting
was 5520 ym, taken with a V filter, at @ = 19 : 57 : 52.8,
& = 424 :29: 18, hour angle = E00 : 14 : 44, airmass =
1.02, tube temperature = 19.7C. Best focus was found to
be at 5562 ym (shown in italics). This method has proven
to be very fast and exceptionally robust. When conditions
are bad it will refrain from making a change to focus. When
conditions are excellent it gives the best focus subject to the
chosen step size. Under conditions of poor seeing it will still
give a good answer. Other common techniques such as long-
exposure images (>30 seconds), functional fitting to FWHM
versus focus, and minimum in FWHM were all attempted
but had conditions under which they failed and reached a
decision that made things worse.

5.3. Target Acquisition. Data quality and ease of reduction
is considerably enhanced by accurate target acquisition.
This system provides three different acquisition strategies
depending on the pointing accuracy needed.

Blind acquisition refers to the simplest method of target
acquisition. In this case, the telescope is commanded to the
desired coordinates and data collection begins without any
attempt to verify the pointing. The raw pointing accuracy of
the telescope after a new pointing model determination is less
than 10arcsec (1) across the entire sky. Fortunately, it is
easy to do better and this mode is generally used only for
things like setting up for twilight flats.

A self-referencing acquisition is used if the target position
happens to be the position of a point source with no other
brighter objects within 3 arcmin. Generally this is only used
on sources that are in the range of magnitude 6-9. In this
case the acquisition consists of the following steps.
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TaBLE 1: Focus sweep.

Focus FWHM Peak Flux FOM
(pm) (pixels) (DN) (DN)

5430 8.9 3619 5.11e + 05 0.0071
5466 8.7 5537 7.13e + 05 0.0078
5472 8.2 4564 6.98¢ + 05 0.0065
5478 8.5 4437 7.25e + 05 0.0061
5484 7.4 6452 7.36e + 05 0.0088
5490 7.6 6429 7.29¢ + 05 0.0088
5496 7.7 7707 7.48e + 05 0.0103
5502 6.3 10073 7.62e + 05 0.0132
5508 7.4 7206 7.50e + 05 0.0096
5514 7.3 6341 7.46e + 05 0.0085
5520 7.0 7535 7.50e + 05 0.0100
5526 5.4 13066 7.53e + 05 0.0174
5532 5.1 13832 7.58e + 05 0.0183
5538 5.6 11557 7.50e + 05 0.0154
5544 4.8 16368 7.50e + 05 0.0218
5550 5.4 12246 7.44e + 05 0.0165
5556 4.9 15461 7.46e + 05 0.0207
5562 4.4 19354 7.65e + 05 0.0253
5568 4.7 17501 7.55e + 05 0.0232
5574 5.7 11007 7.48e + 05 0.0147
5610 5.9 11352 7.45e + 05 0.0152

(1) Slew the telescope to the nominal coordinates.

(2) Take a short exposure (typically 1 second) with the
3-arcmin acquisition field setting.

(3) If the brightest source in the image is too weak or has
a FWHM less than 1.5 pixels the acquisition is aborted.

(4) Given a good image, the telescope performs the small
offset needed to put the source in the center of the CCD.

(5) After the offset is completed the telescope pointing is
updated to match the known coordinates of the source.

A local-reference acquisition is used when the desired
pointing does not coincide with an actual target or if the
target is too faint. In this case, acquisition becomes a two step
process. First, a self-referencing acquisition is done on the
nearest 8-9 magnitude star. This leaves the telescope nearby
with very accurate coordinates. From there the final step is
a blind acquisition of the requested position. If the local
reference star is within a few degrees this method will get to
within 1-2 arcsec of the desired location. The extra time for
the local reference is generally quite small (<10 seconds).

5.4. Scheduling Standard Stars. Thinking about how to write
software to build a night’s observing session led to more
than a few interesting revelations. One of the core lessons
was how much more universal a timeline of observations is
when it is laid out relative to the local sidereal time (LST).
Using LST to schedule observations of standard stars is
particularly effective since the airmass is known and constant
for a given LST. Common practices developed with single-
channel photoelectric photometry recommend observations
of standards periodically spaced through the night that
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TaBLE 2: Standard star observing blocks.

LST Horz  Low Field High Field Extra Field
00:47 west SA112 SA114 (1.40)

01:46 west SA113 PG0231 (1.17)  SA114 (1.72)
02:18 west PG2213 PG0231 (1.15) SA114 (2.03)
02:48 west SA114 PG0231 (1.15)

03:23  east Rubin149 PG0231 (1.17)

04:14  east Me67 SA95 (1.22)

05:00 west SA92 SA95 (1.27)

05:10 east PG0918 Rubin149 (1.48)

05:55 east SA101  Rubinl49 (1.33) PG0918 (1.86)
06:47  east PG1047 PG0918 (1.50)

06:53 west  PG0231  Rubinl49 (1.24)  SA95 (1.71)
07:57 west SA95 M67 (1.11)

09:54 east PG1323 PG1047 (1.26)

11:26 west  Rubinl49 PG1047 (1.23)

12:04  east PG1633 PG1323 (1.49)

13:29  west Me67 PG1323 (1.38) SA101 (2.02)
13:33  west PG0918 PG1323 (1.38)

14:00 west SA101 PG1323 (1.40)

14:38  east SA110 PG1633 (1.25)

14:53  west PG1047 PG1323 (1.50)

16:39  east SA112 PG1633 (1.10)  SA110 (1.41)
16:58  west PG1323 PG1633 (1.11)

17:36  east SA113 SA110 (1.27) SA112 (1.77)
18:14  east PG2213 SA110 (1.22)

18:35 east SA114 SA110 (1.21)

20:49  east SA92 SA112 (1.22)

21:08  west PG1633 SA112 (1.22)

22:14  east PG0231 SA114 (1.21)

22:48  west SA110 SA114 (1.20) SA112 (1.42)
23:49  east SA95 PG0231 (1.50)

are taken at a wide range in airmass. Standards for CCD
photometry are much more effective if fields containing
two or more standard stars are used. The Landolt standard
fields mentioned in Section 4.5 are a set of 15 fields equally
spaced along the equator. The choices were also influenced
by requiring high-quality standards with a range of star color
in the field.

Given this list of fields it is a simple matter to compute
for each field the two LSTs when it is at 2.5 airmasses. At each
LST, compute the airmass and hour angle of all the other
fields. From this list, keep the field closest to the meridian
that is on the same side of the meridian as the high airmass
field at that time. These two fields are a low/high airmass field
pair. Some of the pairs have a third well-placed field that
is intermediate in airmass. The extra field is optional but if
included will improve the quality of the calibrations. Table 2
provides a list of calibration opportunities ordered by LST
for 35° north or south latitude. The column labeled “Horz”
is short for horizon and indicates if the first field is rising in
the east or setting in the west. The “Low Field” column is the
shortened name of the field always at an airmass of 2.5. The

“High Field” is the field nearest the meridian. An extra field
is also included if appropriate. The value in parentheses is the
field’s airmass at this LST.

These fields and the temporal framework greatly simplify
the process of sequencing a night either interactively or
with software. For a given night you first eliminate all
opportunities that do not fall within the observing window.
Next, remove all sets involving fields that are too close to the
moon (<30° for this system). As the science program is built
for the night add these calibrations to the timeline at roughly
a two hour spacing taking special care to put a calibration as
close as possible to the start and end of the night.

5.5. Pointing Model. All telescopes, whether used robotically
or classically, are much more effective when they can
accurately point to a desired location on the sky. Most,
if not all, telescopes use some method to map from raw
telescope coordinates to sky coordinates and is used to
take out systematic errors introduced by the mechanical
system. The Lowell Observatory telescopes use the Wyoming
analytic model [5] for this mapping. Robotic systems are
particularly effective at collecting data needed to derive
such maps and involves taking a set of images over the
entire accessible sky. An astrometric solution for the image
reveals the actual pointing while the header records where
the telescope thought it was pointing. The current pointing
model is removed from the header coordinates to provide
the original raw telescope coordinates. These pairs of values
can then be used to refine the pointing model. A normal
pointing run is a grid of about 120 points uniformly spread
over the sky and takes about 3 hours to collect. A regular
pattern in either hour angle and declination or altitude and
azimuth should be avoided since they often generate excess
data at either the pole or the zenith. The improved data
quality made possible by robotic means made it possible
to find systematic limitations in the Wyoming model when
applied to the Lowell teles